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## Preface

This book introduces the general reader and the specialist to the new order of things in evolution, the origin of life on Earth, and the question of life on Mars and Europa and elsewhere in the universe. Although there are many fields of biology that are essentially descriptive, with the application of information theory, theoretical biology can now take its place with theoretical physics without apology. Thus biology has become a quantitative and computational science as George Gamow (1904-68) suggested. By employing information theory, comparisons between the genetics of organisms can now be made quantitatively with the same accuracy that is typical of astronomy, physics, and chemistry.

Spacecraft send messages to Earth as they pass the outer planets - Mars, Jupiter, Saturn, Uranus, Neptune, and Pluto - in spite of the small amount of energy available. Enormous amounts of data and information flow about on the Internet. Huge sums of money are transferred every day. Errors in these communications cannot be tolerated. Claude Shannon (1916-2001) showed that this is accomplished because communication is segregated, linear, and digital so that sufficient redundance can be introduced in communication codes to overcome errors. Furthermore, he showed that these signals, which contain messages, can be measured in bits and bytes, terms that are familiar to computer users.

Watson and Crick discovered that there is a genetic message, recorded in the digital sequence of nucleotides in DNA, that controls the formation of protein and of course all biological processes. The message in the genetic information system is segregated, linear, and digital and can be measured in bits and bytes. Computer users will notice the isomorphism between the
program in computer memories and the genetic message recorded in DNA (Chaitin, 1979).

The genetic information system is essentially a digital data recording and processing system. The fundamental axiom in genetics and molecular biology, which justifies the application of Shannon's information and coding theory, is the sequence hypothesis and the digital rather than the analog or blending character (Jenkin, 1867) of inheritance as Darwin (1809-82) and his contemporaries believed (Fisher, 1930).

Watson and Crick's solution of the structure of DNA and its application in biology would not have been so important if it had not been for their famously coy remark:

It has not escaped our notice that the specific pairing we have postulated immediately suggests a copying mechanism for the genetic material.
(Nature 1953)
A fundamental question in genetics is, how does the cell divide into two cells both containing the same genetics? Here, at one stroke, was the solution nicely framed by reductionism!

I show in this book that only because the genetic message is segregated, linear, and digital can it be transmitted from the origin of life to all present organisms and will be transmitted to all future life. This establishes Darwin's theory of evolution as firmly as any in science. The same genetic code, the same DNA, the same amino acids, and the genetic message unite all organisms, independent of morphology.

The genetic message recorded in the DNA of every living organism is unique to that individual. The relationship and evolution among animals and plants can now be determined by comparing DNA sequences rather than relying on morphology. Genetic information is being applied to genomic medical practice and genetic counseling for the benefit of patients. Sicklecell anemia is a blood disorder that is an important example of the role of DNA in the placement of amino acids in the sequences of amino acids that form hemoglobin. It is so named because the red blood cells that are normally round are shaped like a sickle. Hemoglobin is composed of four chains of amino acids. Fundamental to this disease, at site 6 in the $\beta$ chain, glutamic acid is replaced by valine. The identification of this genetic disorder in the structure of hemoglobin with the symptoms of sickle anemia was made by Linus Pauling (1901-94) and is one of his more important discoveries (Pauling, 1949).

DNA now plays a role in forensics identification that is far more important than fingerprints. Forensics has reached new levels of certainty. A number of guilty people have been convicted, and others, falsely accused by conventional methods, have been vindicated.

This is a monograph and not an encyclopedia so I have not considered it necessary to call attention to papers I believe did not make an important contribution or those which are incorrect. I have included in the references only those I felt contributed to the point I was making. Some readers may think that I have neglected an important paper here and there. I acknowledge that this may be the case, but there are times when one must hew to the line and let the chips fall where they may.

This monograph follows my interest in the subject, which was first attracted by the work of Dr. Henry Quastler (1908-63). With his collaboration I organized the Symposium on Information Theory in Biology at Gatlinburg, Tennessee, in October 1956. I am indebted to the late Professor Thomas Hughes Jukes (1906-99), whose strong recommendations resulted in my original papers being published. Many of Professor Jukes' important contributions to molecular biology have shaped the ideas presented in this book, particularly those concerning the evolution of the genetic code. I am grateful to Dr. Gregory J. Chaitin, whose original and seminal work in algorithmic information theory is reflected throughout the book. I appreciate the efforts of Dr. David Abel and Mr. John Tomlinson, who read the manuscript and made important corrections and comments. My daughter, Cynthia Ann Yockey, edited this manuscript from proposal to final draft and contributed much to improve the clarity and organization of the material. My editor at Cambridge University Press, Dr. Katrina Halliday, organized the review of the manuscript and arranged for the publication. I appreciate her patience during the writing. Without the contribution of these people I would not have been able to write this book. The reference material is up to date as of February 20, 2004.

Hubert P. Yockey
Bel Air, Maryland, USA

## 1

## The genetic information system

> Socrates: Every sort of confusion like these is to be found in our minds; and it is this weakness in our nature that is exploited, with a quite magical effect, by many tricks of illusion, like scene-painting and conjuring.

Glaucon: True.
Socrates: But satisfactory means have been found for dispelling these illusions by measuring, counting and weighing. We are no longer at the mercy of apparent differences of size and quantity and weight; the faculty which has done the counting, measuring or weighing takes control instead. And this can only be the work of the calculating or reasoning element in the soul.

The Republic, Book X, Plato (428-348 B.c.), translated by Francis M. Cornford, Oxford University Press.

### 1.1 Expressing knowledge in numbers

Socrates (The Republic, Book VI, p.745) had noted, in an earlier conversation with Glaucon, that students of geometry and reckoning first set up postulates appropriate to each branch of science, treating them as known absolute assumptions, taking it for granted that they are obvious to everybody. Thus, as Socrates taught us, the essence of science is measuring, counting, and weighing together with reasoning from postulates or axioms. This breaks molecular biology out of sophisticated Just So Stories (Kipling, 1902) into the quantitative mode, used by natural scientists (Gamow, 1954; Wolynes, 1998).

Hermann Rorschach (1884-1922), a Swiss psychiatrist, analyzed the interpretations, by his subjects, of ten standard inkblots to probe their thoughts. There is a danger that we may be looking at the shapes of Rorschach inkblots, so to speak, and seeing what we want to see when science attempts to proceed from qualitative arguments. The more discussions can be made quantitative and avoid ad hoc explanations, the better our understanding of biology is served. There are no "other ways of knowing" in science. The absence of evidence is evidence of absence.

The laws of physics and chemistry are much like the rules of a game such as football. The referees see to it that these laws are obeyed but that does not predict the winner of the Super Bowl. There is not enough information
in the rules of the game to make that prediction. That is why we play the game. Chaitin (1985, 1987a) has examined the information content of the laws of physics by actually programming them. He finds the information content amazingly small.

The reason that there are principles of biology that cannot be derived from the laws of physics and chemistry lies simply in the fact that the genetic information content of the genome for constructing even the simplest organisms is much larger than the information content of these laws (Yockey, 1992).

### 1.1.1 The definition of life and Louis Pasteur

Mr. Justice Potter Stewart (1915-85, U.S. Supreme Court) said he couldn't define pornography, but he knew it when he saw it. It is often said that no broadly accepted definition of life exists. Like Edgar Allan Poe's (1809-48) The Purloined Letter, the definition of life has been in plain sight since 1848. One of Louis Pasteur's (1822-95) more important discoveries, relevant to the nature and origin of life, is that ammonium tartrate tetrahydrate when made from grapes has only the left-handed molecules, Pasteur $(1848,1922)$. When examined in a polarimeter, they are found to rotate the plane of polarization of light to the left. Ammonium tartrate tetrahydrate made synthetically is racemic, that is, composed of equal numbers of right-handed and left-handed molecules. The human hand is chiral. Each hand is the mirror image of the other. Neither can be superimposed on the other.

Pasteur carefully selected the two kinds of crystals, called optical isomers, and found that each rotated the plane of polarization in opposite directions, one left and the other right. He prepared a synthetic ammonium tartrate tetrahydrate solution and contaminated it with a mold. The solution became more optically active with time. It followed that the mold was using only the left-handed ammonium tartrate molecules. What a delicate appetite that mold had! This achievement of Pasteur is the first demonstration of chiral molecules as an essential and unique element in biology. It can serve as a definition of life, as any substance composed of only one optical isomer must have come from life (Section 8.1.3).

An additional criterion for this book is:
The existence of a genome and the genetic code divides living organisms from nonliving matter. There is nothing in the physicochemical world that remotely resembles reactions being determined by a sequence and codes between sequences.

### 1.1.2 The work of Gregor Mendel (1822-84) leading to molecular biology and genetics

In the nineteenth century, intuition led many to believe that the inheritance of characteristics, such as tall and short, would yield a blending of these traits and produce plants of medium height (Jenkin, 1867). The theory of blending inheritance predicts either the disappearance of favored traits or that mutations must be several thousand times as frequent as they are known to be (Fisher, 1930). Therefore, Jenkin concluded that this was evidence that Darwinian evolution would never occur.

However, the Gregor Mendel's experiments with strains of pea (Mendel, 1865) proved that inheritance is segregated and does not blend. This was the first step to the molecular biology and genetics we have today. The structure of DNA found by Watson (1928-) and Crick (1916-2004) could have been just that of another large molecule, such as hemoglobin, if it had not been that DNA carries the genetic message that is transferred to the proteome by the genetic code. Their work completed the modern view that the message in the genetic information system is segregated, linear, and digital. Watson and Crick's finding is just as much a new axiom in science, as Max Planck's discovery that Newton's particles of light are electromagnetic wave packets and the frequency, $v$, is related to the energy, $E$, by $E=h v$ where $h$ is Planck's constant.

The genetical information system, because it is segregated, linear, and digital, resembles the algorithmic language by which a computer completes its logical operation (C. H. Bennett, 1973; Chaitin, 1979). Computer users are well aware that the amount of information in a sequence or a message can be measured without regard for its meaning. A computer user buying a floppy disk or a hard drive does not expect it to hold either more or less information depending on whether it will be used to store children's drawings or translations of the plays of Sophocles. Information theory and coding theory and their tools of measuring the information in the sequences of the genome and the proteome are essential to understanding the crucial questions of the nature and the origin of life.

### 1.1.3 Evolution and the sequencing of DNA

As all the living forms of life are the lineal descendants of those which lived long before the Cambrian epoch, we may feel certain that the ordinary progression by generation has never once been broken and no cataclysm has devastated the world. ". . . from so
simple a beginning endless forms most beautiful and most wonderful have been, and are being evolved. (Darwin, 1872, Ch. XV)

The recent accomplishments in the sequencing of the DNA of the human genome as well as those of a number of other organisms establishes the remarks of Darwin beyond question. Darwin was concerned with "missing links" and based much of his "one long argument" (Origin of Species, 1872 edition, Ch. XV) on comparative morphology. The old arguments based on "missing links" proposed in opposition of Darwin's theory are no longer relevant. For that reason, foolish discussions on either side of the debate on Darwinism about how the giraffe got his long neck are no longer pertinent. Although the details may be unknowable, there is indeed a phylogenetic evolutionary message or signal from which all organisms have branched (Woese, 1998, 2000, 2002) (see Section 11.2.3). The e-mail one sends to colleagues traces its way through the Internet from source to destination. By the same token, the "code-script," as Schrödinger (1992) called it, unites all living things on Earth.

The transmission of genetic messages for more than 3.85 billion years since the origin of life (Mojzsis et al. 1999; Woese, 2000), with modification and diversification by evolution, could have been done only because the message in the genome is segregated, linear, and digital (Chapter 12). It is impossible to remove the effect of noise in analog signals. Early analog records of the glorious voice of Enrico Caruso (1873-1921) do not compare with the modern digital recordings of the Three Tenors: Plácido Domingo, José Carreras, and Luciano Pavarotti. Shannon's Channel Capacity Theorem (Shannon, 1948) showed how to eliminate the effect of noise as much as we wish by digitizing the signal. The digital revolution has now provided digital television eliminating noise almost to the theoretical limit. Even cameras are now digital.

Evolution would be quite impossible if inheritance were by analog means. Nevertheless, distinguished biologists Szathmáry and Maynard Smith (1997) wrote:

To explain the origin of life, we need to explain the origin of heredity in terms of chemistry.

Morowitz et al. (2000) wrote:
A small number of selection rules generates a very constrained subset, suggesting that this is the type of reaction model that will prove useful in the study of biogenesis. The model indicates that the metabolism shown in the universal chart of pathways may be
central to the origin of life, is emergent from organic chemistry, and may be unique.

### 2.1 The contributions of Niels Bohr

Niels Bohr (1885-1962) proposed that life is consistent with but undecidable or unknowable by human reasoning from physics and chemistry. Bohr (1933) made this point in his famous "Light and Life" lecture:

The recognition of the essential importance of fundamentally atomistic features in the function of living organisms is by no means sufficient, however, for a comprehensive explanation of biological phenomena, before we can reach an understanding of life on the basis of physical experience. Thus, we should doubtless kill an animal if we tried to carry the investigation of its organs so far that we could describe the role played by single atoms in vital functions. In every experiment on living organisms, there must remain an uncertainty as regards the physical conditions to which they are subjected, and the idea suggests itself that the minimal freedom we must allow the organism in this respect is just large enough to permit it, so to say, to hide its ultimate secrets from us.

It may seem strange that the numerous biological compounds in all living things, from ameoba to man, are constructed from the same twenty (or twenty-two) amino acids. The twenty-six letters of the English alphabet are enough to form all the plays of Shakespeare. The eighty-eight keys of the piano are enough for the piano concertos of Beethoven. The segregated, linear, and digital character of the genetic message is an elementary fact. Therefore, it answers the question: "What is Life" (Yockey, 1977b, 1992, 2000, 2002). There is an abyss between living organisms and inanimate matter. As Ernst Mayr (1982) put it:

One of the properties of the genetic program is that it can supervise its own precise replication and that of other living systems such a organelles, cells and whole organisms. There is nothing exactly equivalent in inorganic nature.

The belief of mechanist-reductionists that the chemical processes in living matter do not differ in principle from those in dead matter is incorrect. There is no trace of messages determining the results of chemical reactions in inanimate matter. If genetical processes were just complicated biochemistry, the laws of mass action and thermodynamics would govern the placement of amino acids in the protein sequences.

### 2.2 Information as the central concept in molecular biology

Information, transcription, translation, code, redundancy, synonymous, messenger, editing, and proofreading are all appropriate terms in biology. They take their meaning from information theory (Shannon, 1948) and are not synonyms, metaphors, or analogies.

The genome is sometimes called a "blueprint" by people who have never seen a blueprint. Blueprints, no longer used, were two-dimensional, a poor metaphor indeed, for the linear and digital sequence of nucleotides in the genome. The linear structure of DNA and mRNA is often referred to as a template. A template is two-dimensional, it is not subject to mutations, nor can it reproduce itself. This is a poor metaphor as anyone who has used a jigsaw will be aware. One must be careful not to make a play on words.

### 1.2.1 Information, knowledge, and meaning

The messages conveyed by sequences of symbols sent through a communication system generally have meaning (otherwise, why are we sending them?). It often is overlooked that the meaning of a sequence of letters, if any, is arbitrary. It is determined by the natural language and is not a property of the letters or their arrangement. For example, the English word "hell" means "bright" in German, "fern" means "far," "gift" means "poison," "bald" means "soon," "Boot" means "boat," and "singe" means "sing." In French "pain" means "bread," "ballot" means a "bundle," "coin" means a "corner or a wedge," "chair" means "flesh," "cent" means "hundred," "son" means "his," "tire" means a "pull," and "ton" means "your." In French, the English word "main" means "hand," "sale" means "dirty." French-speaking visitors to English-speaking countries will be astonished at department stores having a "Sale" and especially if it is the "Main Sale." This confusion of meaning goes as far as sentences. For example, "O singe fort" has no meaning in English, although each is an English word, yet in German it means "O sing on," and in French it means "O strong monkey."

Meaning according to Humpty Dumpty. When I use a word, Humpty Dumpty said in a rather scornful tone, it means just what I choose it to mean - neither more or less. "The question is," said Alice, "whether you can make word mean so many different things" "The question is," said Humpty Dumpty, "which is to be master that's all."

Alice was too much puzzled to say anything, so after a minute Humpty Dumpty began again. "They've a temper, some of them particularly verbs, they're the proudest - adjectives you can do anything with, but not verbs - however, I can manage the whole of them! Impenetrability! That's what I say!

Would you tell me, please said Alice "what that means"?
"Now you talk like a reasonable child," said Humpty Dumpty, looking very much pleased. "I meant by impenetrability that we have had enough of that subject, and it would be just as well if you'd mention what you mean to do next, as I suppose you don't mean to stop here all the rest of your life."
"That's a great deal to make one word mean," said Alice in a thoughtful tone.
"When I make a word do a lot of work like that," said Humpty Dumpty, "I always pay it extra."
"Oh!" said Alice. She was too much puzzled to make any other remark.

From Through the Looking Glass, by Lewis Carroll (1832-98), aka Reverend Charles Lutwidge Dodgson.
*******

Similarly, the sequences of nucleotides or amino acids that carry a genetic message have explicit specificity. (Otherwise how does the organism live?) Now, in this book, the term information does not mean knowledge, although a message composed of a sequence of symbols may transfer knowledge to the receiver of the message.

The genetic information system operates without regard for the significance or meaning of the message, because it must be capable of handling all genetic messages of all organisms, extinct and living, as well as those not yet evolved. It does not have to be "about something."

The genetic information system is the software of life and, like the symbols in a computer, it is purely symbolic and independent of its environment. Of course, the genetic message, when expressed as a sequence of symbols, is nonmaterial but must be recorded in matter or energy. We could, in principle, send the genome of a mosquito to our little green friends on an Earth-like planet somewhere in the Milky Way Galaxy.

## 2

# James Watson, Francis Crick, George Gamow, and the genetic code 


#### Abstract

The evidence presented supports the belief that a nucleic acid of the desoxyribose type is the fundamental unit of the transforming principle of Pneumococcus Type III.

Avery et al. Journal Experimental Medicine 79, 137-159 (1943)


The phosphate-sugar backbone of our model is completely regular, but any sequence of the pairs of bases may fit into the structure. It follows that in a long molecule many different permutations are possible, and it therefore seems likely that the precise sequence of the bases is the code which carries the genetical information. If the actual order of the bases on one of the pair of chains were given, one could write down the exact order on the other one. Thus one chain is, as it were, the complement of the other, and it is this feature which suggests how the deooxyribosenucleic acid might duplicate itself. Watson and Crick (1953b, pp. 964-5)
In a communication in Nature of May 30, p 964, J. D. Watson and F. H. C. Crick showed that the molecule of deoxyribosenucleic acid, which can be considered as a chromosome fibre, consists of two parallel chains formed by only four different kinds of nucleotides. These are either (1) adenine, or (2) thymine, or (3) guanine, or (4) cytosine with sugar and phosphate molecules attached to them. Thus the hereditary properties of any given organism could be characterized by a long number written in a four-digital system. On the other hand, the enzymes (proteins), the composition of which must be completely determined by the deoxyribosenucleic acid molecule, are long peptide chains formed by about twenty different kinds of amino-acids, and can be considered as long 'words' based on a 20-letter alphabet. Thus the question arises about the way in which four-digital numbers can be translated into such 'words'.
G. Gamow, Nature, 173, 318 (1954a)

### 2.1 Watson and Crick's proposal of the role of the sequences of DNA in genetics

Those readers of this book who are computer-oriented will easily understand that the chemistry of life is controlled by digital sequences recorded in DNA, as Gamow (1954a) was the first to realize. Life is guided by information and inorganic processes are not. The publicity after fifty years still dwells on the "double helix" and biochemistry, whereas the important discovery is that the life message is digital, linear, and segregated.

The discovery by Avery and his laboratory that a nucleic acid is the fundamental carrier of the hereditary properties of life set the stage for finding the structure of DNA.

Watson and Crick (1953a) began their paper stating that the DNA structure published by Linus Pauling (Pauling and Corey, 1953) was wrong and proposed their own. This was incredible chutzpah for these two young scientists who were unknown at the time. Linus C. Pauling (1901-94) is the only person to have been awarded two unshared Nobel prizes: Chemistry (1954) and Peace (1961).

The importance of deoxyribosenucleic acid (DNA) within living cells is undisputed. It is found in all dividing cells, largely if not entirely in the nucleus, where it is an essential constituent of the chromosomes. Many lines of evidence indicate that it is the carrier of a part of (if not all) the genetic specificity of the chromosomes and thus of the gene itself.

The phosphate-sugar backbone of our model is completely regular, but any sequence of the pairs of bases can fit into the structure. It follows that in a long molecule many different permutations are, possible, and it therefore seems likely that the precise sequence of the bases is the code which carries the genetical information. (Watson and Crick, 1953b).

Rosalind Franklin, the dark lady of DNA. The reader may have assumed that science is carried out by selfless academics eager to give credit to all their predecessors and colleagues. That is hardly the case. Watson and Crick (1953a) cited Dr. Rosalind Franklin in a footnote of their seminal paper on the structure of DNA.

We have also been stimulated by a knowledge of the general nature of the unpublished experimental results and ideas of Dr. M. H. F. Wilkins, Dr. R. E. Franklin and their coworkers at King's College, London.

When Watson $(1968,2001)$ referred to Dr. Franklin as "Rosy," "as we all called her from a distance," it was hardly a term of respect. Dr. M. H. F. Wilkins, who would share the Nobel Prize in 1962, mentioned Dr. Franklin in a footnote along with several others (Wilkins, Stokes, and Wilson, 1953). Much later, and after he had been awarded the Nobel Prize in chemistry, Watson (1968) confessed that: "Rosy, of course, did not directly give us her data. For that matter, no one at King's realized they were in our hands." But, in their first paper (Watson and Crick, 1953), they mentioned that Pauling and Corey (1953a, 1953b) had ". . . kindly made their manuscript available
to us in advance of publication." They did not consider it necessary to return this courtesy or to acknowledge also that they had Dr. Franklin's data before publication.

The success of their seminal paper (Watson and Crick 1953) depended critically on their possession of the Pauling and Corey paper and on Dr. Franklin's data. Possession of both provided an opportunity to put their paper in final form and remove any mistakes. Dr. Franklin should have been a third author although she would not have been awarded the Nobel Prize in 1962. The Dark Lady of DNA died in April 1958 of ovarian cancer (Elkin, 2003; Maddox, 2002). The Nobel Prize is not awarded posthumously.

Gamow's suggestion is that life is more than complicated chemistry and that the digital information in DNA sequences is sent to the digital information in the proteome by means of a code. It was not until 2001 that Watson acknowledged the essential contribution made by George Gamow (1904-68).

### 2.1.1 George Gamow and his proposal of the genetic code

Gamow, promptly upon reading the paper of Watson and Crick (1953b), wrote to them proposing that the sequences of nucleotides of DNA were mapped onto the sequences of the amino acids in protein by a code (Gamow, 1954a, 1954b, 1961). Gamow's handwritten letter to Watson and Crick dated July 8, 1953, has now come to light after fifty years (Watson, 2001). Gamow wrote:

But I am very much excited by your article in Nature May 30th and think that this brings biology over into the group of "exact" sciences. . . If your point of view is correct, and I am sure it is at least in its essentials, each organism will be characterized by a long number written in quadrucal (?) system with figures 1,2 , 3,4 , standing for the four bases (or by several such numbers, one for each chromosome). It seems to me more logical to assume that different properties (single genes?) of any particular organism are not "located" in definite spots of chromosome, but are rather determined by different mathematical characters of the entire number.

* As assumed in classical genetics
(Later at the Gatlinburg Symposium on Information Theory in Biology, I heard Gamow refer to this as "the number of the beast" [Revelations 13:18]: This calls for wisdom: let him who has understanding reckon the number of the beast, for it is a human number, its number is 666.)

Notice that Watson and Crick (1953b) used the word code meaning a sequence, whereas Gamow used the word correctly. This sloppiness is still used (Watson, 2001) and has plagued genetics and molecular biology ever since (Pennisi, 2003).

George Gamow immediately addressed the question of how the genetic specificity in the sequences selected from the four nucleotides of DNA could specify the twenty amino acids, known at that time, to be in protein (Gamow and Ycas, 1955). Samuel F. B. Morse (1791-1872), the inventor of the telegraph, faced the same problem. How can one communicate in words with only clicks on the telegraph receiver? His solution, of course, was the invention of the famous Morse Code, in which sequences of clicks and silences written as dots and dashes, separated by spaces, form an alphabet corresponding to letters and numbers.

The idea that the digital DNA sequences of four letters determined the protein sequences of twenty letters by means of a code is so unconventional in biology that had Gamow's paper been submitted by almost anyone else it would most certainly have been rejected. This was in fact the case. After he had been elected to the U.S. National Academy of Sciences, Gamow sent his paper to be published in the Proceedings of the National Academy of Sciences. He included his fictional friend Mr. Thompkins as coauthor. Smelling a rat, the editors returned the paper. Gamow sent the paper, without Mr. Thompkins as an author, to be published by the Royal Danish Academy, where he also had been elected a member (Gamow, 1954b). The editors of science journals had learned either to take this big, genial Ukrainian American seriously or to accept the consequences. Gamow immediately set about to find the code letters by cryptographic means (Gamow and Ycas, 1958).

When Henry Quastler (1908-63), Robert Platzman (1918-73), and I were arranging the Gatlinburg Symposium on Information Theory in Biology, we were delighted that Gamow accepted our invitation and also brought Martynas Ycas along. Gamow made that symposium a lively event. I was privileged to introduce him when he gave a lecture at the Oak Ridge National Laboratory. After the meeting, my wife and I drove him to the railroad station at the nearby town of Clinton. Although we corresponded frequently, that was the last I saw him. But that friendship contributed to the budding field of information theory in biology.

In his speech at the Gatlinburg Symposium on Information Theory in Biology, he put it this way:

How can a sequence formed by four different units (four bases) be translated in a unique way into a sequence formed by twenty units
(twenty amino acids)? Here is a possibility which seems to us to be very likely. Suppose one plays a game of poker in which only three cards are dealt, and one pays attention only to the suit of the cards. How many different hands will one have? Well, one can have a "flush," i.e., three cards of the same suit. There are four different flushes: three hearts, three spades, etc. Then one can have as "pair," two cards of the same kind and one different. How many of those are there? One has four choices for the suit of the pair and three choices for the third card. Thus there are altogether twelve possibilities. The poorest hand will be a "bust," i.e., three different suits. There are four different "busts": no hearts, no diamonds, etc. We have altogether twenty different possibilities. This "magic number" is just the number of amino acids in the primary process of protein synthesis. We may imagine that each amino acid is determined by a triplet of bases in the RNA template. (Gamow and Ycas, 1958).

This demonstrated that a code did exist that would send information from DNA to the proteome. This code and his overlapping diamond code were soon shown to be incorrect, but the idea was fixed and the search was on.

### 2.1.2 George Gamow's contributions to biology

George Gamow was a big, tall, gregarious, and flamboyant man who was impossible to ignore. Among his first accomplishments was applying quantum mechanical tunneling through an energy barrier to explain how alpha particles, helium nuclei, could escape from the nucleus of uranium. That was an early accomplishment of quantum mechanics. But, at the time, dialectical materialism, which is incompatible with quantum mechanics, became the required theory in the Soviet Union. Gamow attempted several times to leave the Soviet Union. I remember his telling of the unsuccessful attempt he and his wife Rho made in a fold boat to cross the Black Sea. He was invited to the Solvay Conference in Belgium. The communist officials thought that an honor for the Soviet Union's scientists. Stalin, a devoted family man himself, in order to keep families together, had not allowed comrades to leave the Soviet Union with their families. Gamow's trip was approved and, of course, such an important man would need a secretary. With his wife Rho playing the role of secretary, the two arrived at the conference. Thus, his escape from The Worker's Paradise was like the quantum mechanical tunneling of alpha particles from uranium through an energy barrier. Communist civil
servants must get up very early in the morning to outwit men like George Gamow.

He was never discouraged when one of his ideas proved wrong. His track record was such that colleagues were well aware that the next one might be correct (Segrè, 2000). He regarded science as fun and moved about at the highest levels, to whatever problem interested him. He applied his knowledge of the nascent field of nuclear physics to put the concept of the Big Bang or expanding universe theory in quantitative form.

He knew everybody in science. He founded the RNA Tie Club, and each member received a special necktie from Gamow. There were only twenty members of his RNA Tie Club, one for each of the amino acid. Those receiving special ties were: Gamow, Ala; Alexander Rich, Arg; Paul Doty, Asp; Robert Ledley, Asn; Martynas Ycas, Cys; R. Williams, Glu; Alexander Dounce, Gln; Richard Feynman, Gly; Melvin Calvin, His; N. Simons, Ile; Edward Teller, Leu; Erwin Chargaff, Lys; Nicholas Metropolis, Met; Gunther Stent, Phe; James. Watson, Pro; H. Gordon, Ser; Leslie Orgel, Thr; Max Delbrück, Tyr; Francis Crick, Trp; and Sydney Brenner, Val. This list includes five Nobel Laureates and those who were the cream of the crop in various fields at the time.

The conceptual framework, for DNA coding thus proposed by Gamow, led to the correct solution of the question of how the sequences in DNA control heredity. Without Gamow's contribution, the work may well have gone to mechanism-reductionism and perhaps dialectical materialism.

### 2.2 The genetic code and its relation to other codes

### 2.2.1 Sending the genetic message in the genome to the proteome. <br> Just what is a code?

Therefore, for clarity, let us define what we mean by a code. Words often have different meanings that vary in the context. Lawyers speak of a code of laws. One of the earliest is the Code of Hammurabi (eighteenth century b.c.). Hammurabi, the Great King of Babylon, established these laws to bring about the rule of righteousness in the land for his loyal subjects. A systematically arranged and comprehensive collection of laws or a collection of regulations and rules of procedure or conduct may be called a code. Cryptographers say they have decoded a message. Computer programers call a code a system of symbols and rules used to represent instructions to a computer.

Following Gamow (1954a, 1961), it is essential to make a clear distinction between the sequences of nucleotides in the genome and the code between the mRNA alphabet and the amino acid alphabet. The proteome, in analogy to the genome, is the collection of amino acids that form protein. To do so, we must use a basic idea in probability theory, the sample space. (See discussion of probability in the Mathematical Appendix.)

> Definition: The set of all elementary events, $A$, in sample space $[\Omega, \mathrm{A} . \mathbf{p}]$ to each of which probabilities $p_{\mathrm{i}}$ have been assigned is called a probability sample space of elementary events or simply a sample space. The elements A are called random variables. The set of probabilities $p_{i}$ form a probability vector $\mathbf{p}$. The probability sample space is designated $[\Omega, A, \mathbf{p}]$.

Some authors call this a finite scheme. According to the geometrical analogy, the elementary events in a sample space are often referred to as points. Examples of random variables are the number of spots on a die, the heads or tails of a coin toss, the nucleotides in DNA and mRNA, and the amino acid residues in protein. ${ }^{1}$

The genetic code has many of the properties of codes in general, specifically the Morse Code, the Universal Product Bar Code, ASCII [A(merican) S(tandard) C(ode for) I(nformation) I(nterchange)] used in computer equipment, and the U.S. Postal Code. I shall explain the relation of these codes to the genetic code in the following discussion. Every code, as the term is used in this book, can be regarded as a channel with an input alphabet $A$ and an output alphabet $B$. Here is the formal definition of a code.

Given a source with probability space $\left[\Omega, A, \mathbf{p}_{\mathrm{A}}\right]$ and a receiver with probability space $\left[\Omega, B, \mathbf{p}_{\mathrm{B}}\right]$, then a unique mapping of the letters of alphabet $A$ on to the letters of alphabet $B$ is called a code. (Perlwitz, Burks, and Waterman, 1988)

Here $\mathbf{p}_{\mathrm{A}}$ is the probability vector of the elements of alphabet $A$ and $\mathbf{p}_{\mathrm{B}}$ is the probability vector of the elements of alphabet $B$.

The mathematician and philosopher René Descartes (1596-1650) showed that sample spaces, like numbers, can be multiplied (Billingsley, 1995; Feller, 1968; Khinchin, 1957; Suppes, 1972). The Cartesian product of two finite probability sample spaces $\Omega_{0}$ and $\Omega_{1}$, with elements $a$ and $b$

[^0]respectively, is the finite probability space that contains all ordered pairs ( $a, b$ ). This is written $\Omega_{0} \times \Omega_{1}$. Probability sample spaces may be raised to a power. For example, suppose $\Omega$ contains the mRNA nucleotides as random variables, elements or points, $\mathrm{U}, \mathrm{A}, \mathrm{C}, \mathrm{G}$. Then the sample space $\Omega^{2}$ contains the ordered pairs of $\mathrm{U}, \mathrm{A}, \mathrm{C}, \mathrm{G}$ as elements, namely, $\mathrm{UU}, \mathrm{UA}$, UC, UG, AA, AU, AC, AG, CC, CA, CG, CU, GG, GU, GA, GC, with their associated probabilities. These are, of course, the mRNA doublet codons. It follows that $\Omega^{3}$ contains all the ordered triplets of $\mathrm{U}, \mathrm{A}, \mathrm{C}, \mathrm{G}$, with their associated probabilities, namely, the familiar mRNA triplet codons that play the role of random variables.

The primary or source alphabet used in computers and electronic communication is the binary alphabet [0, 1]. Shannon (1948) understood before anyone else that a binary source alphabet could be extended by forming ordered pairs, ordered triplets, ordered quadruplets, and so forth to form receiving alphabets larger than two. In computer technology, the information in the binary source alphabet is called a bit; these extensions are called a byte. In molecular biology these extensions are called codons. Accordingly, because of the structure of DNA and mRNA, the natural choice for the source genetic alphabet is four letters that correspond to the four nucleotides typical of DNA or mRNA.

Nature had extended the primary four-letter alphabet to the six-bit, sixty-four-member alphabet of the genetic code (Section 2.1.2). Each amino acid except Trytophan and Methionine has more than one codon. Thus, the genetic code is redundant (not degenerate). The sloppy terminology designating the genetic code as degenerate is responsible for most of the misunderstanding of the genetic information processing system.

### 2.2.2 Comparison of the genetic code to other codes

The Universal Product Bar Code is attached to packaged items in stores and permits the cashier to record the price of the item. The Postal Service in the United States has established a ZIP +4 bar code in which mailing addresses can be written. The $\mathrm{Zip}+4$ numbers are in decimal digits. The sender's computer encodes these decimal digits in a binary bar code and prints the binary bar code on the mail piece. The message in the binary Zip +4 bar code is read by a scanner at the post office and the mail piece is sent to its destination. There the message is decoded back to decimal digits. My address is 21014-5638, and that is enough information for the postman to find the mailbox in front of my house.

Table 2.1. The Postal ZIP +4 code

| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 11000 | 00011 | 00101 | 00110 | 01001 | 01010 | 01100 | 10001 | 10010 | 10100 |
| 01000 | 10011 | 10101 | 10110 | 11001 | 11010 | 11100 | 00001 | 00010 | 00100 |
| 10000 | 01011 | 01101 | 01110 | 00001 | 00010 | 00100 | 11001 | 11010 | 11100 |
| 11100 | 00111 | 00001 | 00001 | 01101 | 0110 | 01000 | 10101 | 10110 | 10000 |
| 11010 | 00001 | 00111 | 00100 | 01011 | 01000 | 01110 | 10011 | 10000 | 10110 |
| 11001 | 00010 | 00100 | 00111 | 01000 | 01011 | 01101 | 10000 | 10001 | 10101 |

The alphabets of the postal and other bar codes are composed of short bars and long bars, that is, the source alphabet is binary. There are thirtytwo $\left(2^{5}=32\right)$ members of the fifth extension of the source binary bar code alphabet. Codes formed from these extensions are block codes because all code letters in the extensions have the same number of letters. The Postal Service has assigned arbitrarily the ten members of the fifth extension that have two ones to each of the ten digits in the decimal system. These ten members selected from the fifth extension are called sense code letters. Thus, the postal bar code has a five bit byte. The assignment of sense code letters in the fifth extension alphabet of the Postal ZIP +4 code is shown by the first row in Table 2.1.

The other code letters are called non-sense because they have been given no sense or meaning assignment in the receiving alphabet. (Remember that non-sense dose not mean nonsense or foolishness.) Unfortunately, the use of the word "nonsense" persists in many current publications. I have listed those non-sense code letters of the fifth extension of the binary code with just one change from the sense code letters in each column, five rows down.

The postal ZIP +4 code is an error-detecting code because a single error can not change one sense code letter to another sense code letter. The number of differences between code letters is called the Hamming distance (Hamming, 1986), after the originator, Dr. Richard W. Hamming. To be sophisticated, we may say that the postal ZIP +4 code will detect but not correct any reading error that is one Hamming distance from the correct one. If, because of smudging or other malfunction, the sorting machine reads a non-sense code letter, the mail piece is rejected, to be examined by a postal employee.

Two errors are required to change one sense code letter to an incorrect sense code letter. That would result in the mail piece being sent to a wrong
address. The probability of two errors is the square of the probability of one error and is therefore sufficiently small to be very rare. It is not necessary to use an error correcting code in this application.

Computer equipment uses the ASCII code, which is the seventh extension of the binary alphabet. Its byte is seven bits, the amount of information in one printed character in the receiver alphabet. There are $2^{7}=128 \mathrm{mem}-$ bers of the seventh extension alphabet. Members of this seventh extension of the primary alphabet are assigned arbitrarily to the letters in the receiving alphabet of the word processor. This assignment is appropriate to the language for which the word processor is designed.

Crick, Griffith, and Orgel (1957) assumed that there must be "commas" to separate a string of nucleotides forming codons to prevent them from reading out of sequence. Following the usual practice of a "magic number," they attempted to show that the maximum number of sense codons cannot be greater than twenty and gave a solution for the twenty known at the time. Unfortunately, they proved [sic] that the triplet AAA and other triplets must be non-sense. Table 2.2 shows that AAA codes for lysine, CCC codes for proline, UUU codes for phenylalanine, and GGG codes for glycine. Maynard Smith (1999) suggested that this was the most clever idea in the history of science that turned out to be wrong. The realization that the genetic code is a block code because all codons are triplets; the use of an initiator codon and codons to terminate the sequence, like the Universal Product Code and the postal $\mathrm{Zip}+4$ bar codes, makes the need for commas unnecessary.

The notion that there is a "magic number" of twenty amino acids (Weber and Miller, 1981) proved to be a red herring. A tRNA species possesses a codon complementary to UGA, one of the non-sense codons, which codes for selenocysteine, thus making the twenty-first amino acid (Burke et al., 1998; Chambers et al., 1986; Hawkes and Tappel, 1983; Lacourciere and Stadtman, 1999; Leinfelder et al., 1988; Mizutani and Hitaka, 1988, Sunde and Evenson, 1987; Zinoni et al., 1990). Paul et al. (2000) found an inframe UAG codon in the 6.8 kb DNA in Methanosarcina barkeri. James et al. (2001) found that UGA, encoding monomethylamine methyltransferase isolated from Methanosarcina barkeri, is translated as a sense codon. Bing Hao et al. (2002) and Srinivasan et al. (2002) have found that the in-frame UAG codon is read through as L-pyrolysine, making that the twenty-second natural amino acid. There also is the question of the unnatural amino acids that I shall take up in Section 7.4.4.

Sometimes selenocysteine and L-pyrolysine are regarded as expanding the genetic code. That is a frequent misunderstanding. The genetic code is

Table 2.2. The standard mRNA genetic code

| Amino acid | Triplet codons | Amino acid | Triplet codons | Amino acid | Triplet codons |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Glycine | GGG | Phenylalanine | UUU | Leucine | UUA |
|  | GGC |  | UUC |  | UUG* |
|  | GGU |  |  |  |  |
|  | GGA |  |  |  |  |
| Proline | CCG | Cysteine | UGU | Tryptophan | UGG |
|  | CCC |  | UGC | Non-sense | UGA |
|  | CCU |  |  |  |  |
|  | CCA |  |  |  |  |
| Leucine | CUG* | Glutamine | CAA | Histidine | CAU |
|  | CUC |  | CAG |  | CAC |
|  | CUU |  |  |  |  |
|  | CUA |  |  |  |  |
| Arginine | CGG | Aspartic acid | AAU | Lysine | AAA |
|  | CGC |  | AAC |  | AAG |
|  | CGU |  |  |  |  |
|  | CGA |  |  |  |  |
| Threonine | ACG | Glutamic acid | GAA | Asparagine | GAU |
|  | ACC |  | GAG |  | GAC |
|  | ACU |  |  |  |  |
|  | ACA |  |  |  |  |
| Valine | GUG | Isoleucine | AUU | Methionine | AUG* |
|  | GUC |  | AUC |  |  |
|  | GUU |  | AUA |  |  |
|  | GUA |  |  |  |  |
| Alanine | GCG | Non-sense | UAA | Tyrosine | UAU |
|  | GCC |  | UAG (amber) |  | UAC |
|  | GCU |  |  |  |  |
|  | GCA |  |  |  |  |
| Serine | UCG |  |  | Arginine | AGA |
|  | UCC |  |  |  | AGG |
|  | UCU |  |  | Serine | AGU |
|  | UCA |  |  |  | AGC |

Purines: Adenine, A; Guanine, G
Pyrimidines: Uracil, U; Cytosine, C

* Initiator codons
fixed at sixty-four codons. These additional amino acids expand the genetic alphabet.


### 2.2.3 The genetic code

The genetic code is a mapping of the mRNA code letters in the genome on to the code letters of the proteome. It is not merely a table of correlations. The source alphabet of the genetic code is the quaternary alphabet of four nucleotides of DNA and mRNA. Thus each nucleotide has a two-bit byte. The first extension of that quaternary alphabet has sixteen letters and a four-bit byte. However, that is not sufficient to code the canonical twenty amino acids that are transcribed in protein and to provide for the starting and stopping function corresponding to the long bars at the ends of the Postal Zip +4 bar code. Accordingly, Nature has gone to the second extension sixty-four-letter alphabet. Thus, the genetic code has a six-bit byte, called a codon or in computer technology a code word.

The mRNA genetic code, shown in Table 2.2, shares a number of properties with the Postal ZIP +4 code, the ASCII computer codes, and the Universal Product Code. The genetic code is distinct and uniquely decodable, because the single Methionine codon AUG, and sometimes the Leucine codons UUG and CUG, serve as a starting signal for the protein sequence and performs the same function as the long frame bars at the beginning of the postal message in the ZIP +4 code and the Universal Product Code. The codons UGA, UAA and UAG function usually as non-sense and stop the translation of the protein from the mRNA and initiate the release of the protein sequence from the mRNA (Maeshiro and Kimura, 1998). They perform the same function as the long frame bar at the end of the postal bar code message (Bertram, 2001).

## 3

# The Central Dogma of molecular biology 

Ah, but my Computations, People say,<br>Have squared the year to human compass, eh?<br>If so by striking from the calendar<br>Unknown tomorrow and dead Yesterday.

The Rubaiyat of Omar Khayyam (Fitzgerald, Second Edition)

### 3.1 Francis Crick and the Central Dogma

Francis Crick (1958) published The Central Dogma, stating his view of how DNA, mRNA and protein interact. The Central Dogma states that information can be transferred from DNA to DNA, DNA to mRNA and mRNA to protein. Three transfers that the Central Dogma states never occur are protein to protein, protein to DNA, protein to mRNA.

On the other hand, the discovery of just one type of present day cell which could carry out any of the three unknown transfers would shake the whole intellectual basis of molecular biology, and it is for this reason that the central dogma is as important as when first proposed. (Crick, 1970)

Crick need not have worried. He emphasized, correctly, that there is no flow of matter, but, rather, ". . . sequence information from one polymer molecule to another." I wrote to Professor Crick (private correspondence, 2002) congratulating him on the Central Dogma. He replied that he believed that the Central Dogma is only an hypothesis. I have shown long ago that Professor Crick hath wrought better than he knew (Yockey 1974, 1978, 1992, 2002).

### 3.1.1 The Shannon entropy criterion for codes that transfer messages in one alphabet to another

The genetic code has a Central Dogma because it is redundant. As a result, except for Trytophan and Methionine, it is undecidable which source code
letter was actually sent from mRNA. The Central Dogma, stated correctly, is a mathematical property of any computing or information processing system that uses a redundant code. It is not a fundamental property of the chemistry of nucleic acids and amino acids (Yockey, 1974, 1978, 1981, 1995a, 1995b, 1992, 2000, 2002a, 2002b). Two alphabets are isomorphic, if and only if, they have the same Shannon entropy (Billingsley, 1965; Kolmogorov, 1958; Ornstein, 1970, 1974; Shields, 1974). The Shannon entropy of the DNA alphabet and the mRNA alphabet is $\log _{2} 64$ (Section 4.1). The Shannon entropy of the proteome alphabet is $\log _{2} 20$; thus, like all codes between sequences that are not isomorphic, the genetic code has a Central Dogma. No code exists that allows information to be transferred from protein sequences to mRNA. Therefore, it is impossible for the origin of life to be "proteins first" (Yockey, 1992, 2000, 2002a, 2000c).

Furthermore, the Central Dogma reflects the well-known biological fact that acquired characteristics cannot be inherited (Battail, 2001; Yockey, 1974. 1978, 1992, 1995, 2000a, 1995, 2002a). Thus, evolution can only be Darwinian.

The restrictions of the Central Dogma on the origin of life are mathematical (Battail, 2001; Yockey, 1974, 1978, 1992, 2000, 2002a). Scientists cannot get around them by clever chemistry. Likewise, Nature's proscription against the building of perpetual motion machines is also mathematical. The Second Law of Thermodynamics places a severe limit on the ability of a clever engineer to build machines that derive work from heat. Regardless of the choice of materials or design it is impossible to build a perpetual motion machine. These restrictions apply however socially, politically, and environmentally desirable it may be to make perpetual motion machines. (See the distinction between impossible and unknowable in Chapter 11.)

### 3.1.2 Reverse transcription and my reappraisal of Crick's Central Dogma

Baltimore (1970) and Temin and Mizutani (1970) reported, independently, that RNA tumor viruses contain an enzyme that uses viral RNA to transcribe the sequence of DNA. The viral-specific enzyme reverse transcriptase catalyses the transcription of the HIV genome retroviral infection into a complementary mRNA sequence. An unsigned article in Nature (1970) interpreted the work of Baltimore (1970) and that of Temin and Mizutani (1970) as requiring a critical reappraisal of the Central Dogma. Crick (1970) replied that: "It (the Central Dogma) was intended to apply only to presentday organisms, and not to events in the remote past, such as the origin of life
or the origin of the code." That is too modest an evaluation of the Central Dogma.

It is obvious that if the source and receiver alphabets have the same Shannon entropy, information may be passed without loss, in either direction. Thus, because mRNA and DNA both have a four-letter alphabet, a one-toone correspondence can be established so that genetic messages may be passed from mRNA to DNA, or from DNA to mRNA. Thus, the genetics obeys the mathematics. The so-called reverse transcription that astonished many people is in accordance with the discussion of the theory of codes in general in Chapter 2, Chapter 7, and in Section 3.1.1 (Yockey, 1974, 1978, 1992, 2000, 2002). David Baltimore and Howard Temin (Baltimore, 1970; Temin and Mizutani, 1970) were awarded the Nobel Prize for Physiology or Medicine in 1975 for the discovery of reverse transcription.

Reversible computation has been well studied by computer engineers, Landauer (2000), Bennett (1973, 1988), Bennett and Landauer (1985), and Zurek (1984, 1989). There would have been very much less Sturm und Drang in the olive groves of academe if that knowledge had been applied to understanding the genetic code.

### 3.1.3 Misunderstandings of the Central Dogma

The Central Dogma was widely misunderstood at the beginning (Commoner, 1964, 1968; unsigned article, 1970) and is still so today (Henikoff, 2002; and an unsigned article in Nature Genetics, 2002). Commoner (1968) showed that he did not understand the subject because he called the "Watson-Crick Theory" a chemical explanation of inheritance. He is not alone in that mistake today.

Harpers Magazine is known for its sophisticated political commentary, and that is where Commoner (2002), a longtime leftist radical social and environmental activist, published his attack on genetic engineering. His choice of Harpers Magazine shows that his purpose is purely political. He points out the horrible achievements of genetic engineering:

Pigs now carry a gene for bovine growth hormone and show significant improvement in weight gain, feed efficiency, and reduced fat. Most soybean plants grown in the United States have been genetically engineered to survive the application of powerful herbicides. Corn plants (maize) now contain a bacterial gene that produces an insecticide protein rendering them poisonous to earworms.

These scare tactics have prevented the acceptance of desperately needed food in parts of Africa affected by a drought-induced famine.

He presents the Human Genome Project as some sort of capitalist plot involving the genetic information system . . . a serpent in the biotech garden (Genesis 3:1-7). Using language appropriate to leftist political jargon, he wrote:

The wonders of genetic science are all founded on the discovery of the DNA double helix by Francis Crick and James Watson in 1953 and they proceed from the premise that this molecular structure is the exclusive agent of inheritance in all living things: in the kingdom of molecular genetics, the DNA gene is absolute monarch. Known to molecular biologists as the "central dogma" the premise assumes that an organism's genome - its total complement of DNA genes should fully account for its characteristic assemblage of inherited traits. The premise, unhappily is false.

Commoner confuses the Central Dogma with the Sequence Hypothesis (Section 2.1.1).

Commoner believes that a fatal fault in Human Genome Project is that there are too few human genes to account for the complexity of our inherited traits or for the vast inherited differences between plants, say, and people. On the contrary, there are many genes common to all living things, to perform common functions, such as the formation of the twenty amino acids found in all life. Commoner commits a particular blooper when he writes:

Because of their commitment to an obsolete theory, molecular biologists operate under the assumption that DNA is the secret of life, whereas the careful observation of the hierarcharchy of living processes strongly suggests that it is the other way around: DNA did not create life: life created DNA.
[Now he really steps on his argument:]
When life was first formed on the Earth, proteins must have appeared before DNA because, unlike DNA, proteins have the catalytic ability to generate the chemical energy needed to assemble small ambient molecules into large ones such as DNA.

This quotation shows again that Commoner does not understand the genetic information system and the Central Dogma. It is mathematically impossible, not just unlikely, for information to be transferred from the protein alphabet
to the mRNA alphabet. That is because no codes exist to transfer information from the twenty-letter protein alphabet to the sixty-four-letter alphabet of mRNA.

Response to Commoner's article may be found on the Web site <http:// www.criticalgenetics.org>. These responses make it quite clear that the Central Dogma is widely misunderstood.

### 3.2 Prions

Crick (1970) mentioned the disease scrapie specifically as a possible exception to the restriction of the transfer of information, protein-protein. The chemical agent of scrapie, called a prion, is a proteinaceous infective agent devoid of nucleic acid (Griffith, 1967; Kimberlin, 1982; Liebman, 2002; Maddelein et al., 2002; Prusiner, 1982, 1998; Wills, 1986, 1989; Peretz et al., 2001). Prions seem to be composed exclusively of a modified isoform of $\operatorname{Prp}$ designated $\mathrm{PrP}^{\mathrm{Sc}}$.

Protein-protein recognition plays a central role in most biological processes (Kortemme and Baker, 2002). All biological processes are interdependent so that many proteins have several cellular roles. There is no mathematical restriction of the transfer of information from protein to protein. If a protein-protein genetic code were to exist, that is allowed by the Shannon entropy theorems and would be no violation of the Central Dogma.

### 3.3 Energy dissipation due to computation in the genetic logic operation and its relation to the Central Dogma

Energy use by the cell is priced in the sense that, should such losses become too large, it diminishes the energy available for use by the cell for other needs. Therefore, the energy use of the cell places a limit on the errors in the genetic message that can be corrected. Nevertheless, some genetic errors can be tolerated and, consequently, perfect accuracy is neither necessary nor desirable because the ability to evolve depends on some flexibility in the genetic message carried by the DNA. This situation is much the same as the complexity problems in computer data processing systems (Section 2.4.3), in which the data also is subject to error and the complexity needed to correct error is priced in the terms of computer memory and computer time.

Although there is no analog to energy in communication theory, nevertheless, the actual equipment used by the communication engineer dissipates energy and the biological communication system does likewise (Bennett and

Landauer, 1985; Landauer, 1986, 2000). In each case, the question arises: What is the minimum energy dissipation required by the basic physics of the operation? Both systems are subject to thermal noise because of the indeterminancy in the laws of quantum mechanics. Kullback (1959) defined the mutual information $I(2 \mid 1)$ in statistical inference as the average information per observation for discrimination in favor of observation $H_{2}$ against $H_{1}$ as:

$$
\begin{equation*}
I(2 \mid 1)=\int f_{2}(X) \log _{\mathrm{e}}\left(\frac{f(X)}{f_{1}(X)}\right) d \lambda(x) \tag{3.1}
\end{equation*}
$$

where $\lambda(x)$ is a probability measure. From this equation, Kullback (1959) rigorously derived the correct equation for the channel capacity of a continuous signal:

$$
\begin{equation*}
I(\Delta \bar{\omega}, \Delta t)=(\Delta \bar{\omega} \times \Delta t) \log _{\mathrm{e}}\left(1+\frac{S}{P}\right) \tag{3.2}
\end{equation*}
$$

where $S$ is the signal, power (energy per unit time), $P$ is the thermal noise power, $\Delta \bar{\omega}$ is the frequency band width of a continuous signal, and $\Delta t$ is the duration. Equation 3.2 also had been obtained by Shannon (1948) but without the same rigor. $P$ is given by:

$$
\begin{equation*}
P=k T \Delta \bar{\omega} \tag{3.3}
\end{equation*}
$$

where $k$ is the Boltzmann constant and $T$ is the absolute temperature. In our case, the ratio $\frac{S}{P}$ is small compared to one. Accordingly, the logarithmic expression, $\log _{e}(1+x)$, in Equation 3.2 may be replaced approximately by $x$. If one makes that substitution and some rearrangement, one finds the following equation for the minimum energy per bit:

$$
\begin{equation*}
\frac{S \Delta t}{\mathrm{I}(\Delta \bar{\omega}, \Delta t)}=k T \log _{\mathrm{e}} 2=0.693 k T \tag{3.4}
\end{equation*}
$$

The ratio of the signal energy $S \Delta t$ to the number of bits in the signal, if the alphabet is binary, is 0.693 kT . Of interest to molecular biology, the discrimination is between four observations and the logarithm of four must appear. The energy per bit is $1.386 k T$ or about 0.035 electron volts. This dissipation of energy occurs at each step in the genetic logic operation, including proofreading. Because the ratio of signal power of thermal noise power is very small, the expression on the right of Equation 3.4 is the minimum energy per bit. This result also had been obtained by Shannon (1948) and later by von Neumann (1966).

The question of the minimum dissipation of energy in computation and communication has received considerable attention in the theory of computers, because the engineering problem of heat removal limits the compactness and therefore the speed of computing machinery. The basic process in the calculations leading to Equation 3.4 is that noise discards information and consequently the communication process is irreversible. Nevertheless, DNA transcription and translation may be the closest approach to a Brownian computer dissipating 100-20 kT per step (Bennett, 1973).

In the case of the genetic logic system, it is clear that information is discarded by the redundant genetic codons between mRNA and protein as well as by genetic noise. Therefore, the process dissipates energy, generates Maxwell-Boltzmann-Gibbs entropy, and is irreversible. There is no élan vital in biology, so the genetic logic system must obey the same fundamental laws as other logic operations. There is considerable discussion in the literature that leads to the result that an ideal computer can operate without a limit on energy dissipation if it operates slowly enough and if the computations leading to the output are not erased. Neither of these conditions applies to the genetic logic system. Once the tRNA has accomplished its coding operation, except in the case of Met and Trp, the information with regard to the exact codon is erased from the memory of the genetic logic system. The considerations given in this section of the question of energy dissipation in genetic logic operations are sufficient for the purposes of this book, but the reader may wish to consult significant papers in the field, namely, Landauer (2000), Bennett (1973, 1988), Bennett and Landauer (1985), and Zurek (1984, 1989).

# The measure of the information content in the genetic message 

The road not taken

Two roads diverged in a yellow wood. And sorry I could not travel both And be one traveler, long I stood And looked down one as far as I could To where it bent in the undergrowth; Then took the other as just as fair, And having perhaps the better claim, Because it was grassy and wanted wear; Though as far that the passing there Had worn them really about the same, And both that morning equally lay In leaves no step had trodden back. Oh, I kept the first for anoter day! Yet knowing how way leads to way, I doubted if I should ever come back, I shall be telling this with a sigh Somewhere ages and ages hence; Two roads diverged in the wood, and II took the one less traveled by, And that has made all the difference.

Robert Frost (1874-1963)

### 4.1 The measure of the information in the genetic message: The road not taken

It is almost universally believed that the number of sequences in polypeptide chains of length $N$, composed of the twenty common amino acids that form protein, can be calculated by the following expression:

$$
\begin{equation*}
(20)^{N} . \tag{4.1}
\end{equation*}
$$

Expression 4.1 gives the total number of sequences we must be concerned with if and only if all events are equally probable. However, many events in general, and amino acids in particular, do not have the same probability. Unfortunately, many distinguished authors have neglected that fact and led their readers and students astray. (See MA1.1, The Origins and Interpretation of Probability, in the Mathematical Appendix.)

But let us take the road less traveled; it will make all the difference and lead to the correct way to calculate the number of sequences in a family of nucleic acid and polypeptide chains. Shannon (1948) addressed this problem as follows: Let us consider a long sequence of $N$ symbols selected from an alphabet of $A$ symbols. In the present case, the symbols will be the alphabet of either codons or amino acids. Just as in the toss of dice, there is no intersymbol influence in the formation of these sequences. Let $p(i)$ be the probability of the $i$ th symbol. The sequence will contain $N p(i)$ of the $i$ th symbol. Let $P$ be the probability of the sequence. Then, because the probabilities of independent events are multiplied (Shannon, 1948):

$$
\begin{equation*}
P=\prod_{i}^{N} p(i)^{p(i) N} . \tag{4.2}
\end{equation*}
$$

Taking the logarithm of both sides changes multiplication to addition:

$$
\begin{align*}
& \log _{2} P=N \sum_{i} p(i) \log _{2} p(i)  \tag{4.3}\\
& \log _{2} P=N \sum_{i} p(i) \log _{2} p(i)=-N H \tag{4.4}
\end{align*}
$$

where

$$
\begin{equation*}
H=-\sum_{i} p(i) \log _{2} p(i) \tag{4.5}
\end{equation*}
$$

$H$ is called the Shannon entropy of the sequence of events. *
In communication, genetics, and molecular biology, we are interested in long sequences. Accordingly, the probability of a long sequence of $N$ independent symbols or events taken from a finite alphabet is:

$$
\begin{equation*}
P=2^{-N H} . \tag{4.6}
\end{equation*}
$$

The number of sequences of length $N$ is:

$$
\begin{equation*}
2^{N H} \tag{4.7}
\end{equation*}
$$

Notice that the expression for $H$ was not introduced $a d h o c$; rather, it comes out of the woodwork, so to speak.

[^1]Logarithms to base 2 can be calculated by the use of a pocket calculator: $\log _{2} y=\log _{10} y / \log _{10} 2$.

Let us compare Expression 4.1 and Expression 4.7 by calculating the number of sequences in one hundred throws of a a pair of dice, where the probabilities of all events are known exactly and are not all equal. For a given throw, the probability of 2 and 12 is $1 / 36$, whereas the probability of 7 is $6 / 36$ because there are six ways to roll a 7 and only one way to roll 2 or 12. So we see that the number of sequences calculated by Equation 7 is only $2.69 \times 10^{-6}$ of that calculated from expression (1), namely, $11^{N}$.

We have calculated the number of sequences of length $N$ in two apparently correct ways and the question arises: What happened to the sequences left out by the second method? This is explained by the Shannon-McMillanBreiman Theorem (Breiman, 1957; McMillan, 1953; Shannon, 1948):

For sequences of length $N$ being sufficiently long, all sequences being chosen from an alphabet of $A$ symbols, the ensemble of sequences can be divided into two groups such that:

1. The probability $P$ of any sequences in the first group is equal to $2^{-N H}$
2. The sum of the probabilities of all sequences in the second group is less than $\varepsilon$, a very small number.

The Shannon-McMillan-Breiman Theorem is a surprising result. It tells us that the number of sequences in the first, or high, probability group is $2^{N H}$ and they are all nearly equally probable. We can ignore all those in the second or low probability group because, if $N$ is large, their total probability is very small. The number of sequences in the high probability group is almost always many orders of magnitude smaller than that given by Expression 1, which contains an enormous number of "junk" sequences. In a fast-forward to Section 6.4, I find that the information content of 1-isocytochrome c, a small protein of 113 amino acids is 233.19 bits. The number of 1 -iso-cytochrome c sequences is $6.42392495176 \times 10^{111}$. Calculating this number by Expression 1, we find $20^{113}=1.03845927171 \times 10^{147}$. The 1 -iso-cytochrome c sequences are only a very tiny fraction, $6.1968577266 \times$ $10^{-36}$ of the total possible sequences. Thus, one sees that Expression 1 is extremely misleading.

One must further remember that the word entropy is the name of a mathematical function, nothing more. One must not ascribe meaning to the function that is not in the mathematics. For example, the word information
in this book is never used to connote knowledge or any other dictionary meaning of the word information not specifically stated here.

The road we have taken, the one less traveled, has led us to the Shannon-McMillan-Breiman Theorem. It is, almost without exception, unknown to authors in molecular biology, and without it they have been led to many false conclusions. As in the sequences of throws of a pair of dice, all DNA, mRNA, and protein sequences are in the high probability group and are a very tiny fraction of the total possible number of such sequences.

I seem to be the only one to have applied the Shannon-McMillanBreiman Theorem in molecular biology [Yockey, 1974, 1977, 1981, 2000, 2002a, 2002c]. This will lead to my comment in Chapter 10 on Eigen's proposal of a "master sequence" in a "quasi-species" each one having a "value parameter" or "superiority parameter" (Eigen 1971, 1992, 2002).
(The proof of the Shannon-McMillan-Breiman Theorem is in the Mathematical Appendix.)

### 4.2 Shannon entropy as a measure of information, uncertainty, randomness, choice, and ignorance

First, as Socrates taught us, we must establish a measure of the information in a message. Like all messages, the life message has a measurable information content. Readers who are computer literate are familiar with $H$ being measured in bits, when one takes the logarithm to base 2.

To use Shannon entropy as a measure of uncertainty and choice, we must first say about what we are uncertain. Suppose our uncertainty is the outcome of the football or baseball season, and we wish to choose the winner of the season. Without apology, we may establish a probability for each team, because these probability measures are our personal degree of belief. We only are required that the sum of all probabilities be equal to one. As the season progresses, some teams will lose games, while others will be winners. Then, one may adjust the appraisal of each team's probability of winning according to the record. At the end of the last game, the winner has prevailed, one is no longer uncertain of the winner, and Shannon entropy goes to zero (see Shannon, 1948, para. 6: Choice, Uncertainty and Entropy).

### 4.3 Entropy in probability theory and entropy in statistical mechanics

Many authors have been misled by the resemblance of Equation 5 to that for entropy in statistical mechanics (Brillouin, 1953, 1962, 1990; Chaisson, 2001; McDermott, 2002). The Second Law of Thermodynamics is
appropriate to the design of heat engines but has nothing to do with evolution. The probability sample space in classical statistical mechanics, called phase space by theoretical physicists, is six-dimensional, and the probabilities are defined by the position and momentum vectors of the particles in the ensemble. The function for entropy in both classical statistical mechanics and the von Neumann entropy of quantum statistical mechanics has the dimensions of the Boltzmann constant $k$ and has to do with energy and momentum, not information (Petz, 2001; von Neumann, 1932). Entropy in information theory and probability theory has no mechanical dimensions. There are no counterparts in communication theory to temperature, energy, pressure, work, or volume. There is, furthermore, no counterpart to the First Law of Thermodynamics, namely, the conservation of the energy of a system.

To illustrate this point further, one may consider the probability space of a dice game that consists of the numbers two through twelve as random variables and calculate the corresponding entropy. Clearly, the Shannon entropy of a dice game has nothing whatever to do with statistical mechanics or thermodynamics. It may have something to do with information theory, as a series of tosses of two dice selects a sequence of symbols from the alphabet two through twelve. Such a sequence forms a message in which some gamblers find meaning or knowledge by which they make their bets. By contrast, information theory is concerned with messages expressed in sequences of letters selected from a finite alphabet. The letters of the alphabet construct the sample space under consideration as random variables and the $p_{i}$ are defined accordingly.

### 4.4 The question of negentropy: Can entropy be negative?

The great mathematician Norbert Wiener (1894-1964) regarded negative entropy as a measure of information (Wiener 1948). Simpson (1964) had the following remark:

A fully living system must be capable of energy conversion in such a way as to accumulate negentropy, that is, it must produce a less probable, less random organization of matter and must cause the increase of available energy in the local system rather than the decrease demanded in closed systems by the Second Law of Thermodynamics.

Brillouin (1953, 1962) used the concept also to address certain problems in physics and in 1990 to address the relation of thermodynamics and life.

Schrödinger $(1987,1992)$ used negative entropy to explain the appearance of what he thought was order during evolution. Eigen (1992) thought that information received is negative entropy. It is most unfortunate that these distinguished scientists have misled their readers. Perhaps they believe that the minus sign in Equation 5 means that Shannon entropy is negative entropy. Because all probabilities must range from zero to one the logarithm is negative and that means that $H$ is zero or positive. That is elementary mathematics. This is a serious mathematical objection to the ad hoc notion of negentropy in addition to the fact that a means of measurement has not been proposed (Khinchin, 1957; Yockey, 1977, 1992).

These distinguished authors are confusing Shannon entropy of probability theory with Maxwell-Boltzmann-Gibbs entropy of statistical mechanics. Contrary to Schrödinger (1987, 1992), Wiener (1948), Eigen (1992), and a number of authors, whose name is Legion for they are many, Shannon entropy is not negentropy. Life does not feed on negentropy (Pauling, 1987) as a cat laps up cream. The notion of negentropy has crept into textbooks and the technical and popular literature. It must be exorcised to avoid more damage.

## 5

# Communication of information from the genome to the proteome 


#### Abstract

The fundamental problem of communication is that of reproducing at one point either exactly or approximately a message selected at another point. Frequently the messages have meaning; that is they refer to or are correlated according to some system with certain physical or conceptual entities. These semantic aspects of communication are irrelevant to the engineering [biological] problem. The significant aspect is that the actual message is one selected from a set of possible messages. The system must be designed to operate for each possible selection, not just the one which will actually be chosen since this is unknown at the time of design.


Shannon (1948)

### 5.1 Genetics and the standard communication system

### 5.1.1 The components of the genetic communication system

Let us now consider the model shown in Figure 5.1 of a general communication system commonly used by communication engineers. The object of such systems is to accept messages from the source and to transmit them through a channel to the destination as free from errors as the specifications given to the design engineer require. The source generates an ensemble of messages written in the finite source alphabet, $A$. The message is encoded from the source alphabet to the channel alphabet for transmission through the channel. At all stages of the communication the message is acted on by a second chance or stochastic process (see Markov process in The Mathematical Appendix) that interchanges some letters in a random and nonreproducible fashion. The result of this process is called noise. It occurs in all blocks, but it is lumped for clarity in Figure 5.1. The ensemble of messages, modified by noise, is received and decoded to the alphabet $B$ at the destination.

### 5.1.2 The DNA-mRNA-proteome communication system in genetics

Figure 5.2 describes the DNA-mRNA-proteome communication system to show its isomorphism with the standard communication system of the communication engineer. The genome, or the ensemble of genetic messages, is generated by a stationary Markov process and recorded in the DNA


Figure 5.1. The transmission of information from source to destination as conceived in electrical engineering. Noise occurs in all stages but is shown according to accepted practice in electrical engineering.
sequence, which is isomorphic with the tape in a tape-recording machine (Turing, 1936).

The decoding of the genetic message from the DNA alphabet to the mRNA alphabet is called transcription in molecular biology. mRNA plays the role of the channel, which communicates the genetic message to the ribosomes, which serve as the decoder. The genetic message is decoded by the ribosomes from the sixty-four-letter mRNA alphabet to the twentyletter alphabet of the proteome. This decoding process is called translation in molecular biology. Figures 5.3 a and 5.3 b show actual electron micrographs of the ribosomes as they move along the mRNA sequence decoding from the mRNA alphabet to the protein alphabet and thereby producing protein (Kiseleva, 1989). They act like the reading head on a tape machine (Turing, 1936). The protein molecule, which is the destination, is also a tape. Thus, the one-dimensional genetic message is recorded in a sequence of amino acids, which folds up to become a threedimensional active protein molecule. One is reminded of the linear signals that fold up to show a two-dimensional picture on the television screen.

The direction of flow of information is governed by the Shannon entropy of the alphabets where encoding and decoding take place. Thus, if a redundant code is used in any system described in either Figure 5.1 or Figure 5.2, that system has a Central Dogma and information flows only from the source to the destination (see Chapter 3). In the retroviral case, where the two alphabets have the same Shannon entropy, information may flow in either direction in the DNA-mRNA encoding if the process is catalyzed by a reverse transcriptase (see Section 3.1.3).

This process has evolved to meet the requirements of all organisms that ever lived, those that are alive today and all organisms yet to evolve.

Figure 5.2. The transmission of genetic messages from the DNA tape to the protein tape as conceived in molecular biology. Genetic noise occurs in all stages but is lumped in the figure to fix the idea.


Figure 5.3a. An electron micrograph is shown of the spread contents of the salivary glands of Chironomus thummi. Single and double arrows indicate the $5^{\prime}$ and $3^{\prime}$ ends of mRNA, respectively. The individual polyribosomes and endoplasmic membrane-bound polyribosome complexes are isolated from the secretory cells.


Figure 5.3b. Shows an electron micrograph of the ribosomes acting like the reading head on a tape machine (Turing, 1936), as they move along the mRNA sequence, decoding from the mRNA alphabet to the protein alphabet and thereby producing protein. From Kiseleva (1989) with permission.

### 5.1.3 The definition of genetic noise

The source that generates the message is regarded mathematically as a stochastic Markov process characterized by a probability space $[\Omega, A, \mathbf{p}]$ where $A$, the alphabet of the source, like the spots on dice, is a random variable, the value of which is assumed after each toss. Ideally, the sequences generated by the source in alphabet $A$ will be those recorded in alphabet $B$ at the receiver. In the real case there is always a second random Markov process that acts on the original message so that a letter in the original message may cross over to another letter at the receiver. This has been called missense, and that like the terms nonsense and degeneracy, is an unjustifiably pejorative survivor of the days when the genetic code was not understood. In Chapter 6, I discuss the fact that many sites in a protein sequence may be occupied by a number of functionally equivalent amino acids. Mutations to a functionally equivalent amino acid do not affect the activity of the protein. Thus, such mutations are not missense or errors.

Let us borrow a term from communication engineering and call this effect genetic noise (Yockey, 1956, 1958, 1974, 1977b, 1992, 2000, 2002a). This effect is lumped in Figure 5.2, but it operates at each of the components of the communication system. In molecular biology, this process is caused by point mutations. If the interchange (crossover) of letters is made with equal probability, the stochastic process is called white noise. I shall call this phenomenon white genetic noise if the probability of a random change between any two nucleotides is equal. This is analogous to the practice in communication engineering.

White noise is an idealization that will seldom be found in the laboratory, so, in general, the effect of point mutations will be called simply genetic noise. Nevertheless, white noise has important applications in coding theory. In practice, the transition matrix of the Markov process that operates on the message from the source is not known (see Markov Process and the Random Walk and Section MA1-3.1 in the Mathematical Appendix). Some forms of genetic noise are not white noise; for example, burst errors such as may be caused by a flaw in a computer tape or by an alpha particle passing through a segment of DNA. Although burst error correcting codes have been constructed in communication theory, they are highly specialized. Insertions and deletions cause a frame shift that results in a catastrophic error propagation. This phenomenon also is known to communication engineers and is to be avoided in the construction of communication codes. Almost all
considerations of noise in coding theory and information theory are directed at white noise.

### 5.1.4 The role of the majority logic redundancy of gene duplication in error correction

Sending the message several times to overcome errors is called majority logic redundancy. The receiver is faced with a collection of messages that may have errors scattered about and few if any may be identical. This method of error correction is appropriate if there is some means to check accuracy. For example, suppose the message is the combination of a safe. We may try each of the several messages received and if one is correct the safe will open. There may be duplicate combinations that will open the safe. It can be shown that the probability of error may be made as small as we wish by this method, but then the transmission rate is reduced to zero (Ash, 1965).

Duplicated genes play an essential role in evolution as Susumu Ohno (1929-2000) proposed (Ohno, 1970). Eukaryotic genomes have 8-20 percent duplicates. The rate of gene duplication is estimated to be between 0.2 percent and 2 percent per gene per million years (Moore and Purugganan, 2003). Gene redundancy has been observed in yeast, plant, and human genomes (Adams et al. 2003; Bowers et al. 2003; Langkjaer et al. 2003). The duplicated genes provide redundance protection against mutation to a nonspecific message but also to the evolution of a new gene (Graure and Li, 2000; Haldane 1932). Gu et al. (2003) estimate that in the yeast Saccharomyces cerevisiare genome at least a quarter of these gene deletions that have no phenotype are compensated by duplicate genes. Current results in genetic sequencing show that duplicated genes are abundant in most genomes (Lynch 2002; Lynch and Conery, 2000).

There is considerable redundance in 1-iso-cytochrome c and presumably in other proteins, as I shall show in Table 6.3. That table shows that there are $6.42392495176 \times 10^{111} 1$-iso-cytochrome sequences in the high probability set. Presumably there also are an enormous number of sequences of other proteins. Majority logic serves in genetics to receive at least one of this enormous number of functional protein sequences in the proteome, whereas there is only one correct sequence received in telecommunications. Contrary to Eigen's "error catastrophe" (Grande-Perez et al. 2002; Eigen 2002), I shall show in Chapter 12 that because of this redundance, the genetic message can indeed survive for 3.85 billion years from the origin of life.

### 5.2 Error-detecting and error correcting codes

### 5.2.1 Parity checks

Parity checks have long been used in evaluating the accuracy of telecommunication messages, especially when the message is in financial transactions. When the message is sent in binary alphabet $[1,0]$ the simplest method is to count the number of 1 s and to append a final binary digit so that the entire message has an even number of 1 s . An odd number of 1 s in the message received indicates that there is at least one error. Any odd number of errors can be detected by parity checks. Of course, this is not much help, because we don't know where the error is. This method is useful only for short messages. These methods of error detection and correction are long out of date for commercial messages and for messages to and from spacecraft.

### 5.2.2 Error detecting and error correcting properties of block codes

Because the genetic code is a block code, like the Postal ZIP +4 code (Section 2.2.2), let us consider how block codes, constructed from the $n$th extension of the source code letters, are used to construct error-detecting and -correcting codes. In the $n$th extension of the alphabet $A$, there are a total of $q^{n}$ sequences of code letters. Where $q$ is the number of alphabetical symbols. Of these $q^{k}(k \leq n)$ are a subset that is used by the source to send messages to the receiver. These sequences are called sense code letters. For example, suppose the source alphabet is binary and the fifth extension is used so there are five digits in each code letter and thirty-two possible code letters. Let the alphabet, $B$, at the receiver be a quaternary code, like the genetic code U, A, C, G. Of the thirty-two possible code letters, a subset of at least four sense code letters in alphabet $A$ is needed to be mapped onto the receiver alphabet $B$. Suppose the source and the receiver agree that the source sense code letters are those listed at the head of each column of Table 5.1. A receiver of primitive construction would decode only the source sense code letters to the alphabet $B$. For this primitive receiver, the twenty-eight code letters that are not sense code letters are non-sense code letters.

The codons UAA, UGA, and UAG are usually non-sense codons. Referring to them as nonsense codons is not correct. Because they are not ordinarily assigned code words in the receiver alphabet they act as chain terminators and initiate the release of the protein sequence from the mRNA. As a matter of fact, as I shall show in Chapter 7, they do have assignments

Table 5.1. Error correcting block code: decoding table $q=k=2$ and $n=5$

| Code words in receiver alphabet $B$ | U | A | G | C |
| :--- | :--- | :--- | :--- | :--- |
| Sense code words in source alphabet $A$ | 11000 | 00110 | 10011 | 01101 |
| Code words received at Hamming | 11001 | 00111 | 10010 | 01100 |
| $\quad$ distance 1 | 11010 | 00100 | 10001 | 01111 |
|  | 11100 | 00010 | 10111 | 01001 |
|  | 10000 | 01110 | 11011 | 00101 |
| Code words received at Hamming | 01000 | 10110 | 00011 | 11101 |
| distance 2 | 11110 | 00000 | 01011 | 10101 |

From Error Correcting Codes (Second Edition) by Peterson \& Weldon (1972) with permission from the Mit Press.
in mitochondria to code selenocysteine and L-pyrolysine, making those the twenty-first and twenty-second natural amino acids (Section 2.2.2). Source code letters that are assigned to the same destination code letter are called synonymous. Notice that there are no ambiguous codes. That is, each of the source code words is always assigned to only one destination code letter, although, as in the genetic code, there may be more than one source code words assigned to a code word in the receiving alphabet.

### 5.2.3 The effect of the hamming distance in error-correcting and-detecting codes

The number of positions in which synonymous source code letters differ is called the Hamming distance (Hamming, 1950). The sense code letters listed at the head of each column in Table 5.1 were selected such that they have the largest possible Hamming distance between them and each code letter in the other columns. Five of the synonymous code letters in each column are separated from the sense code letters by only one Hamming unit. The two code letters at the bottom of each column are separated by two Hamming units. In each column, all the source sense code letters with only one error, because of white noise, and two that have two errors, are received correctly. It is possible to decode all patterns of $t$ or fewer errors, if and only if, the minimum Hamming distance is at least $2 t+1$. All other cases result in the sense code letter being decoded incorrectly. Of course,
the source could be perverse and send any of the synonymous code letters in each column. This would compromise the error-detecting and -correcting property for which the code was designed. Referring, for example, to the code in Table 5.1, clearly, any four of the thirty-two source code letters could have been chosen as sense code letters. It is undecidable at the destination which of the set of correct code letters was actually sent. If the source does stick to the sense code letters, the decoder may obtain a measure of the noise on the line and still decode correctly if the noise does not become too great.

In this example, the decoder also could be designed to choose a second extension of the quaternary alphabet to include all pairs of the $\mathrm{U}, \mathrm{A}, \mathrm{C}$, G, and thus sixteen of the source code letters would be sense code letters. However, then $k=4$, and only two other source code letters would be received correctly. The cost of this would be a greater vulnerability to white noise. Furthermore, in the limit, each of the thirty-two code letters could be designated as a sense code letter. In that case, determining which of the set of correct code letters was actually sent is decidable, but there is no protection at all from white noise. If thirty-two code letters were needed, the designer of the code would have to go to a sixth and presumably a seventh extension to construct an error-correcting and error-detecting code.

If all the source code letters are mapped on the destination alphabet so that the source entropy and the destination entropy are equal, the code is said to be complete or saturated. Thus, the DNA-mRNA code is complete or saturated, whereas the mRNA-protein code is not saturated.

### 5.2.4 The error correction effect of redundance in the genetic code

One of the ways to make a code more secure from white noise is to assign more than one alternate source code letter according to the frequency of code letters in the destination alphabet. Such a code uses the redundance in a nearly optimum manner to reduce the effect of genetic noise (Figureau and Labouygues, 1981). The best-protected codons are Leu (CUA, CUG), and $\operatorname{Arg}$ (CGA, CGG). The least-protected is UGG for Trp, which has two transitions to a termination codon.

It has been pointed out by many authors for several years that the genetic code is arranged to minimize the effect of genetic noise. First, these authors recognized that, having assigned one codon to each of the twenty amino acids, some assignment of the remaining forty-four codons, other than
non-sense or stop, was necessary to reduce the vulnerability to mutation, that is, to genetic noise. As this process evolved, the genetic code became nearly complete or saturated in the form we find it today. This is clearly illustrated by analogy with the error correcting binary code in Table 5.1. Thus, redundance in the genetic code plays a role in contributing to error protection.

The designation of the genetic code as degenerate (Edelman and Gally, 2001; Tononi, Sporns, and Edelman, 1999) rather than redundant shows that these authors do not understand the role of redundance in the genetic code. The use of this confusing terminology in the early papers still haunts molecular biology to its detriment.

The evidence is very plausible, both from the biochemistry of protein and the mathematical requirements of the code for error correction, that the present code assignment resulted from selection pressure very early in the history of life (Chapter 7). The modern genetic code is optimal (Section 7.4.2) for the twenty amino acids for which codons have been assigned and it could not be improved without an extension to four or more letters in each codon (Cullmann and Labouygues, 1985). Apparently, this is not possible considering the structure of DNA. Thus, the fact that more than one codon is assigned to eighteen of the more common amino acids in protein is seen as very natural, and indeed necessary, to achieve a moderate error-correcting capability in the genetic code.

### 5.3 Shannon's Channel Capacity Theorem

Although the genetic system is remarkably accurate, genetic noise (Yockey, $1956,1958,1974,1977 \mathrm{~b}, 2000,2002$ ) does cause some codons to be translated or decoded incorrectly. One might be tempted to give up the possibility of correct transmission if it were not for an unexpected contribution from communication theory. Shannon's Channel Capacity Theorem for a noisy channel states that a code exists between alphabet $A$ and alphabet $B$ such that the communication system can transmit information as close to the channel capacity as one desires with an arbitrarily small error rate. This is done at the cost of incorporating redundance in an error correcting code. By contrast, it is not possible to transmit at a rate greater than the channel capacity.

The theorem is not constructive and is no help in finding such codes. However, this and other theorems establish from first principles conditional entropy (Section 2.1.4) as a measure of the effect of noise and, in general,
mutual entropy, as a measure of the relationship between any two sequences one wishes to compare (Section 5.2.2). Remember that in this book we deal only with those concepts that can be measured.

There are several ways that Nature has incorporated redundance for error correction in the genetic code and in the protein message. I discuss these in Chapters 6, 7, and 11. We may therefore proceed to apply Shannon's Channel Capacity Theorem to problems in molecular biology, secure in the knowledge that we are not just inventing an $a d$ hoc procedure.

### 5.3.1 The measurable properties of the source and the channel

A discrete memoryless source is defined as one in which there are no restrictions or intersymbol influences between letters of the alphabet such as $q u$ in English. A channel that allows input symbols to be transmitted in any sequence is called an unconstrained channel. A source that transmits messages written in natural languages is not a memoryless source, as natural languages do have intersymbol influence. Thus, the DNA-mRNAprotein system is discrete, memoryless, and unconstrained. The particular message recorded in the DNA is independent of the genetic information apparatus.

In communication theory, the messages that have meaning, or in molecular biology specificity, are imbedded in the ensemble of random sequences that have the same statistical structure, that is, the same Shannon entropy. We know the statistical structure of the ensemble but not that of the individual sequences. For that reason, the output of any information source, and, in particular, DNA in molecular biology, is regarded as a random process that is completely characterized by the probability spaces $\left[\Omega, A, \mathbf{p}_{\mathbf{A}}\right],\left[\Omega, B, \mathbf{p}_{\mathbf{B}}\right]$. The alphabets $A$ and $B$ are random variables. Shannon considered only sources with the character of stationary Markov processes. This was generalized to include other sources by McMillan (1953). For our purposes, at least at first, we may regard the particular message transmitted as being one member of a stochastic ensemble generated by a stationary Markov process. The code letters of the source, the channel, and the destination are the states of a Markov process.

### 5.3.2 Conditional entropy is the proper measure of genetic noise

Shannon (1948, para. 12: Equivocation and Channel Capacity) gave an elementary and very lucid explanation of the proper measure of noise and
how that measure should be used to calculate the amount of information that can be transmitted through a noisy channel. This explanation is repeated here with permission and a change of notation to conform with that in this book.

Suppose there are two possible symbols 0 and 1 , and we are transmitting at at rate of 1000 symbols per second with probabilities $p_{0}=p_{1}=1 / 2$. Thus our source is producing information at a rate of 1000 bits per second. During the transmission the noise introduces errors so that, on the average 1 in 100 is received incorrectly (a 0 as 1 , or 1 as 0 ). What is the rate of transmission of information? Certainly less than 1000 bits per second since about $1 \%$ of the received symbols are incorrect. Our first impulse might be to say that the rate is 990 bits per second, merely subtracting the number of errors. This is not satisfactory since it fails to take into account the recipient's lack of knowledge of where the errors occur. We may carry it to an extreme case and suppose the noise is so great that the received symbols are entirely independent of the transmitted symbols. The probability of receiving a 1 is $1 / 2$ whatever was transmitted and similarly for 0 . Then about half of the received symbols are correct due to chance alone, and we would be giving the system the credit for transmitting 500 bits per second while actually no information is being transmitted at all. Equally "good" transmission would be obtained by dispensing with the channel entirely and flipping a coin at the receiving point.

Evidently the proper correction to apply to the amount of information transmitted is the amount of this information that is missing in the received signal, or alternatively the uncertainty when we have received a signal of what was actually sent. From our previous discussion of entropy as a measure of uncertainty it seems reasonable to use the conditional entropy of the message, knowing the received signal, as a measure of this missing information. This is indeed the proper definition, as we shall see later. Following this idea the rate of actual transmission, $R$, would be obtained by subtracting from the rate of production (i.e., the rate of events $x$ at the source) the average rate of conditional entropy (of events, $y$, at the receiver)

$$
R=H(x)-H(x \mid y) .
$$

The conditional entropy $H(x \mid y)$ will, for convenience, be called the equivocation. It measures the average ambiguity of the received signal.

In the example considered above, if a 0 is received, the a posteriori probability that a 0 was transmitted is 0.99 , and that a 1 was transmitted is 0.01 . These figures are reversed if a 1 is received. Hence:

$$
\begin{aligned}
H(x \mid y) & =-\left[0.99 \log _{2} 0.99+0.01 \log _{2} 0.01\right] \\
& =0.081 \text { bits per symbol }
\end{aligned}
$$

or 81 bits per second. We may say that the system is transmitting at a rate $1000-81=919$ bits per second. In the extreme case where a 0 is equally likely to be received as a 0 or a 1 and similarly for 1 , the a posteriori probabilities are $1 / 2$ and $1 / 2$ and

$$
\begin{aligned}
H(x \mid y) & =-\left[1 / 2 \log _{2} 1 / 2+1 / 2 \log _{2} 1 / 2\right] \\
& =1 \text { bit per symbol }
\end{aligned}
$$

or 1000 bits per second. The rate of transmission is then 0 as it should be.

This anecdotal explanation shows that the probabilities of the errors cannot be a measure of the amount of information that is lost by noise. It shows that it is plausible that conditional entropy is the proper measure. It is also apparent that $R$ in the quotation above is a measure of the shared or mutual information of two sequences. The measure of this mutual information is called the mutual entropy. This conjecture will be reinforced by the discussion of the mathematical properties in Section 5.2.2. For example, I show in Theorem 5.1 that the mutual entropy is symmetric between two sequences and in Theorem 5.2 that it is zero, if and only if, the two sequences are independent. (See the discussion of mutual entropy in the Mathematical Appendix.) The application to specific problems in molecular biology is given in Section 5.4 and in Chapter 6.

We are always allowed to make definitions, provided we also prove theorems that show that the new concept is not merely a convenient empiricism. Definitions are useful if, and only if, such theorems exist, otherwise they are empty. Shannon was too good a mathematician to leave the matter as given in the earlier quotation. He proved that conditional entropy is the proper
measure of the effect of noise. In addition, he proved a number of powerful theorems about mutual entropy that I shall discuss in Section 5.4.

### 5.4 The properties of mutual entropy

Let us now consider the use of mutual entropy as a measure of the information transmitted from source to receiver. (The proof will be found in the Mathematical Appendix.) The input or source of the channel is characterized by a probability space $\left[\Omega, A, \mathbf{p}_{\mathbf{A}}\right]$ with an input alphabet $A$ of elements $x$ that compose probability vector $\mathbf{p}_{\mathbf{A}}$. The output of the channel is characterized by a probability space $\left[\Omega, B, \mathbf{p}_{\mathbf{B}}\right]$ with an output alphabet $B$ of elements $y$. There is a conditional probability matrix, $\mathbf{P}$, with matrix elements, $p(j \mid i)$, which gives the probability that if letter $y_{j}$ appears at the output, then the letter $x_{i}$ was sent (see Section MA1.3.1). The probabilities $p_{i}$ and $p_{j}$ are related by the following equation:

$$
\begin{equation*}
p_{j}=\sum_{i}^{n} p_{i} p(j \mid i) . \tag{5.1}
\end{equation*}
$$

Definition The mutual entropy describing the relation between the input of the channel and the output is defined as follows:

$$
\begin{equation*}
I(A ; B)=H(x)-H(x \mid y), \tag{5.2}
\end{equation*}
$$

where $H(x \mid y)$ is the conditional entropy of $x_{i}$ given that $y_{j}$ has been received. The conditional entropy is written in terms of the components of probability vector $\mathbf{p}$ and the elements of probability matrix $\mathbf{P}$ as follows:*

$$
\begin{equation*}
H(x \mid y)=-\sum_{i j} p_{j} p(i \mid j) \log _{2} p(i \mid j) \tag{5.3}
\end{equation*}
$$

Theorem 5.1 The value of the mutual entropy is symmetric between the source and the receiver $I(A ; B)=I(B ; A)$.

Theorem 5.2 The mutual information $I(A ; B)$ is zero, if and only if, the sequences in alphabet $A$ and those in alphabet $B$ are independent.

[^2](The proofs of Theorem 5.1 and 5.2 can be found in the Mathematical Appendix.)

Mutual information is a measure of the information in one set of sequences about another (Chaitin, 1975; Shannon, 1948). One can think of mutual entropy as a measure of the information that the output of a channel, with an alphabet $B$, a random variable, gives about the input from the source with another random variable, namely, alphabet $A$. Consequently, the mutual entropy is a measure of the similarity or resemblance of the sequences in alphabet $A$ to those in alphabet $B$ and is essentially the mathematical expression of what we mean by similarity or resemblance. Thus, words must take their meaning from the mathematics, not the other way around. If the sequences in alphabet $A$ and those in alphabet $B$ are identical then $H(x \mid y)$ vanishes. Therefore, all values of the mutual entropy lie between $H(x)$ and zero.

Because $I(A ; B)$ has a finite maximum value, it is reasonable, in the case of a communication channel, to call that maximum the channel capacity. According to Shannon's Channel Capacity Theorem, there is no code that can be used to transmit information at a rate greater than the channel capacity. This is intuitively reasonable, as sequences in alphabet $B$ cannot be more similar to sequences in alphabet $A$ than identity.

We are, in fact, not limited in this interpretation of mutual entropy and Shannon's Channel Capacity Theorem. We may remove the communication system entirely and consider the mutual entropy between any two sequences in alphabets $A$ and $B$. Mutual entropy is a measure of their similarity. Thus, the irrelevant and uncorrelated details of each set of sequences cancel out, revealing their similarity. These theorems establish mutual entropy as the only measure of similarity between sequences and avoids the assumption of knowledge we do not have.

### 5.5 The mutual entropy of homologous protein families

### 5.5.1 The distinction between "homologous" and "similar"

The study of natural proteins shows that they are grouped in homologous families, for example, myoglobin, the $\alpha$ and $\beta$ hemoglobin chains and iso-1cytochrome c . These sequences perform similar functions in the organisms in which they are found. The term "homologous" means having a common evolutionary origin as evidenced by common function and structure.

Thus, the term "homologous," like the word "unique," cannot be qualified. Sequences are either homologous or they are not. The term "similar or resemblance" with which "homologous" is often confused, means "being identical except for a number of sites in the chain." Human and gorilla iso-1-cytochrome c are both very similar and homologous, but human and yeast iso-1-cytochrome cc are homologous but less similar. Thus, because sequences may be more or less similar the "similarity" of the sequences can be quantified.

### 5.5.2 Mutual entropy must replace "percent identity" as a measure of the similarity of amino acid or nucleotide sequences: Reinventing the wheel

There is a need in molecular biology to have a measure of the similarity between sequences or the information in one set of sequences about another. The notion prevails in the olive groves of academe that the appropriate measure of the similarity, or sometimes the degree of homology between sequences is an ad hoc score, namely, the percent identity in the amino acid alignment (Doolittle, 1981, 1987a, 1987b, 1988). This is a case of reinventing the wheel. Mutual entropy has been available since 1948. Percent identity is not a measure of similarity for the same reasons that error frequency is not a measure of the effect of noise on the transmission of information (Section 5.2.1).

In addition, the percent identity score does not take into account the fact that the letters of the alphabet of the sequences are, almost always, not equally probable, nor, in the application to molecular biology, does it take into account the degree of functional equivalence between the amino acid replacements. Thus, two sequences may have a small percent identity score yet be closely related. I have pointed out previously (Yockey, 1974) that which amino acids may occupy a site as well as how many is important. It will be clear from the following discussion that the mutual entropy, as calculated from Equation 5.2, takes the functional equivalence of amino acid replacements and their probability into account, without ad hoc assumptions and, accordingly, is the only measure of similarity that is universally quantifiable (Section 5.2.2).

Similarity derives its meaning and mathematical definition from mutual entropy, just as other words find their meaning in mathematical definitions and the theorems that justify the definitions (Chapter 2). Mutual entropy is the measure of the similarity of any two sequences or set of sequences of whatever kind, whether or not they are associated with
communication systems and however they may occur (Section 5.2.2). In contrast, the $a d$ hoc percent identity score cannot be applied to more than two sequences. This is a more general statement than the one in the first application of mutual entropy in establishing Shannon's Channel Capacity Theorem.

Mutual entropy is symmetrical between a sequence from a source and a sequence at a receiver (Theorem 5.1). If the sequences are identical, the mutual entropy has its maximum value. If the sequences are independent, the mutual entropy is zero (Theorem 5.2). If the sequences are those of nucleotides in DNA, RNA or protein, then mutual entropy is a measure of biological similarity. Because homology cannot be qualified (i.e., two or more sequences are either homologous or they are not), the sloppy expression "degree of homology" must be replaced by mutual entropy as a measure and definition of similarity. Two or more sequences may have a large mutual entropy as a result of convergent evolution. The criterion for best alignment is that which exhibits the most similarity. Consequently, the best alignment is that for which the mutual entropy is at its maximum. No ad hoc corrections need be made to allow for chance coincidences, as the equations that define mutual entropy account for chance coincidences.

### 5.4.1 Genetic noise expressed as mutual entropy of the genome

It will prove to be more convenient to deal with the message at the source and therefore with the probability vector elements, $p_{i}$, and the matrix elements, $p(j \mid i)$ (Yockey, 1974). (See Section MA1.3 in the Mathematical Appendix.) From Bayes' Theorem on conditional probabilities we have Section 1.2.6 (Feller, 1968; Hamming, 1986; Lindley, 1965):

$$
\begin{equation*}
p(i \mid j)=\frac{p_{i} p(j \mid i)}{p_{j}} \tag{5.4}
\end{equation*}
$$

where the $p(j \mid i)$ matrix elements are the forward conditional probabilities and the $p(i \mid j)$ matrix elements are the backward conditional probabilities. Substituting this in the expression for $H(x \mid y)$ in Equation 5.2 we have:

$$
\begin{equation*}
I(A ; B)=H(x)-H(y \mid x)-\sum_{i, j} p_{i} p(j \mid i)\left[\log _{2}\left(p_{j} / p_{i}\right)\right] \tag{5.5}
\end{equation*}
$$

Table 5.2. Genetic code transition probability matrix elements $p(j / i)^{a}$

${ }^{a}$ Reformatted from Yockey, H.P. An application of information theory to the central dogma and the sequence hypothesis, Journal of Theoretical Biology (1974): 46: 369-406. Published with permission.
where

$$
\begin{equation*}
H(y \mid x)=-\sum_{i, j} p_{i} p(j \mid i) \log _{2} p(j \mid i) \tag{5.6}
\end{equation*}
$$

$H(y \mid x)$ vanishes if there is no genetic noise because then the matrix elements $p(j \mid i)$ are either 0 or 1 (remember that $0 \log 0=0$ ). The third term in Equation 5.5 is the information that cannot be transmitted to the receiver if the source alphabet is larger than the alphabet at the receiver, that is, if the Shannon entropy of the source is greater than that of the receiver so that the source and the receiver alphabets are not isomorphic. It is true in general and it is a manifestation and quantitative measure of the effect of the Central Dogma that was discussed in Chapter 3.

Let us first consider the genetic noise caused by mischarged tRNA species. We may divide the mischarged tRNA species into two groups; (1), those in which the codon of the mischarged amino acid differs by only one nucleotide from the appropriate codon in the mRNA and (2) those in which more than one nucleotide differs from the appropriate codon. Misreading one nucleotide is much more likely than misreading two. If we assume this is true in general, we can set up the matrix elements of the transition probability matrix P. I have done this in Table 5.2 (Yockey, 1974, 1992), in which $\alpha$ is the probability of a base interchange of any one nucleotide, all interchanges being equally probable. By lumping all these probabilities in a single parameter, we are calculating the effect of white genetic noise. Substitute the matrix elements from Table 5.2 in Equations 5.5 and 5.6 and, replacing the logarithm by its expansion including only terms of the second degree, we have (Yockey, 1974, 1992):

$$
\begin{align*}
I(A ; B)= & H(\mathbf{p})-1.7915-9.815 \alpha \\
& +34.2108 \alpha^{2}+6.8303 \alpha \log _{2} \alpha \tag{5.7}
\end{align*}
$$

In the absence of noise, the terms in $\alpha$ vanish and the number 1.7915 is the difference in Shannon entropy of the source and the receiver and is, therefore, the amount of information that cannot be transmitted from an mRNA sequence to a protein sequence because of the redundance in the genetic code (remember that $0 \log 0=0$ ). There are actually twelve transversion and transition probabilities among the four nucleotides considering both directions of change. If these transversion and transition probabilities were known, an equation similar to Equation 5.7 can be derived with these additional parameters. However, Equation 5.7 is sufficient to describe the general effect of genetic noise on the genome.

Whether or not the amino acids replaced by the action of genetic noise are errors in the protein sequence must be determined at each site in a particular protein. To get the actual decrease in mutual information as a function of $\alpha$, one must substitute 0 for $\alpha$ if the replacement amino acid is functionally acceptable at each site in the protein sequence. As $\alpha$ increases, the value of the mutual information falls nearer and nearer to that of the information content of the protein being considered. Some protein sequences are functionally active and some are not. Consequently, the population of functional proteins falls gradually below the level needed to preserve the viability of the cell (Yockey, 1958b, 1992, 2000, 2002) (see Chapter 10).

### 5.4.2 Mutual entropy as a measure of information content or complexity of protein families

In Section 6.2, I discuss the functionally equivalent replacements that may be made at each site in iso-1-cytochrome $c$. If one selects an active iso1 -cytochrome c from the ensemble of all iso-1-cytochrome c sequences, one is uncertain which of the several functionally equivalent amino acids occupies any given variable site. Clearly, the measure of this uncertainty is the conditional entropy $H(y \mid x)$ given in equation 5.4 and 5.5. We may therefore subtract the conditional entropy, $H(y \mid x)$ from the source entropy. This will give us a measure of the information content at that site. If the site is invariant, there is no uncertainty and the conditional entropy vanishes: The alphabet of the source is larger than that of the receiver and, consequently, the entropy of the source is larger than that of the receiver. In order to take this difference into account, it is more instructive to use Equations 5.4 and 5.5.

We must now find the conditional probability matrix $\mathbf{P}$ of the Markov chain that describes the evolution communication channel (Cullmann and Labouygues, 1987). The conditional probability matrix must be obtained in its equilibrium state. The conditional probability matrix $\mathbf{P}$, with matrix elements $p(j \mid i)$, completely describes the communication channel and the probability of the appearance of the codons of an amino acid residue, $j$, following the occurrence of a codon $i$. As shown in Table 6.3, as many as nineteen amino acids may appear at certain sites in iso-1-cytochrome c .

The method of calculating the value of the matrix elements follows from the discussion of the Perron-Frobenius Theorem in The Mathematical Appendix. We now divide the codons into two groups. The codons for invariant amino acids and codons for those amino acids that are not functionally equivalent at the site in question. They will obey the genetic code; therefore,
the matrix elements will be either zero or one. There is no uncertainty and those terms in Equation 5.4 will vanish. We now may allow the functionally equivalent amino acids to mutate among themselves. The matrix elements of $\mathbf{P}$ are the transition probabilities for the codons of the functionally acceptable amino acids at a given site. $\mathbf{P}$ must be doubly stochastic and regular. (We recall that a regular matrix is one in which, at some power, all matrix elements are $>0$; see the Mathematical Appendix). Let $\mathbf{p}_{0}$ be the prior probability vector of the functionally equivalent amino acids at a given site in the protein sequence. Let $t$ be the number of steps in which a mutation is fixed in a population. Let us remind ourselves that $\mathbf{P}^{t}$ is a $\lambda$-matrix (see the Mathematical Appendix), where the elements are polynomials of degree $t$. We can, if we wish, stop at any step $t$ to calculate the matrix elements and vector components for substitution in Equations 5.13 and 5.14. We can, as a matter of fact, follow the progress of the mutual entropy, step by step, to its equilibrium value.
$\mathbf{P}$ is a square doubly stochastic matrix, because the nucleotides interchange among themselves. We may therefore raise $\mathbf{P}$ to the power $t$. The probability vector after $t$ steps will be $\mathbf{p}_{t}$

$$
\begin{equation*}
\mathbf{P}^{t} \mathbf{p}_{0}=\mathbf{p}_{t} \tag{5.7}
\end{equation*}
$$

As $t$ grows beyond bounds, the matrix elements approach those of the limiting transition matrix $\mathbf{T}$. In the limit they become equal to each other and all knowledge of the original probability vector $\mathbf{p}_{0}$ is lost. Therefore, as time goes on, eventually the $p(j \mid i)$ can all be set equal to $1 / s$, where $s$ is the total number of codons of all the functionally equivalent amino acids at a given site. We shall divide the amino acids into classes $\mathrm{C}_{6}, \mathrm{C}_{4}, \mathrm{C}_{3}, \mathrm{C}_{2}$, and $\mathrm{C}_{1}$, the subscripts indicating the number of codons for each class. Here I shall assume that the probability of each amino acid is proportional to the number of codons. The number of codons for the class of the functionally equivalent residue $j$ is $r_{j}$. Recalling Equation 5.1, for all functionally equivalent amino acids we have

$$
\begin{equation*}
p_{j}=\sum_{j}(1 / n)(1 / s) r_{j}=\sum_{j} r_{j}(1 / n s) \tag{5.8}
\end{equation*}
$$

and therefore, for the functionally equivalent amino acids only where $\sum r_{j}=r:$

$$
\begin{equation*}
p_{j}=r / n s \tag{5.9}
\end{equation*}
$$

The sum of all codons pertaining to the class of the accepted amino acids is $r$. That is, if Ser and Tyr are the functionally equivalent amino acids, then $r=6+2=8$. We may now substitute in Equations 5.4 and 5.5

$$
\begin{align*}
I= & \mathrm{H}(\mathbf{p})+\sum_{i, j}\left(\frac{1}{n}\right)\left(\frac{1}{s}\right) \log _{2}\left(\frac{1}{s}\right) \\
& -\sum_{i, j}\left\{\left(\frac{1}{n}\right)\left(\frac{1}{s}\right) \log _{2}\left[\left(\frac{r}{n s}\right) n\right]+\left(\frac{1}{n}\right) \log _{2} r_{j}\right\} . \tag{5.10}
\end{align*}
$$

Combine the first terms of the second and third expressions in Equation 5.2:

$$
\begin{align*}
I= & H(\mathbf{p})+\sum_{i, j} 1 / n\left[(1 / s) \log _{2}(1 / s)-(1 / s) \log _{2}(1 / s)\right. \\
& \left.-(1 / s) \log _{2} r\right]-\sum_{i, j}(1 / n) \log _{2} r_{j} . \tag{5.11}
\end{align*}
$$

The first two terms in the second term in the brackets of Equation 5.11 cancel. There are $s \times r$ terms in the third expression in the bracket, so that after performing the summation that term becomes $-(r / n) \log _{2} r$. The last term is summed over the amino acids that are not included in the class of the functionally accepted mutations. Upon summation, that term produces terms such that the coefficient of $\log _{2} r_{j}$ is the number of amino acids, $a_{j}$, in class $\mathrm{C}_{\mathrm{j}}$ not included in the accepted ones, multiplied by the number of codons for that amino acid. Then Equation 5.11 reduces to the following very simple equation:

$$
\begin{align*}
I= & \log _{2} n-(r / n) \log _{2} r-a_{6}(6 / n) \log _{2} 6-a_{4}(8 / n) \\
& -a_{3}(3 / n) \log _{2} 3-a_{2}(2 / n) . \tag{5.12}
\end{align*}
$$

Equation 5.12 takes into account the information not needed when there is more than one functionally equivalent amino acid residue, the probability of those amino acids, and the information that cannot be transmitted to protein because of the redundance of the genetic code. The more amino acids that are functionally equivalent at a given site in an homologous protein family, the less information is needed to specify at least one such residue.

In deriving Equation 5.12, I have assumed the amino acid probabilities are proportional to the number of codon assignments in the genetic code. The probabilities $p_{j}$ are often not proportional to the number of codons in the genetic code and in those cases this must be taken into account. Jukes, Holmquist, and Moise (1975) suggested the following proportions:
$\mathrm{Ala}_{5.3} \mathrm{Arg}_{2.7} \mathrm{Asn}_{3.2} \mathrm{Asp}_{3.3} \mathrm{Cys}_{1.4} \mathrm{Gln}_{3.2} \mathrm{Glu}_{3.3} \mathrm{Gly}_{4.9} \mathrm{His}_{1.3} \mathrm{Ile}_{3.0} \mathrm{Leu}_{3.9} \mathrm{Lys}_{3.9}$ $\operatorname{Met}_{1.1} \operatorname{Trp}_{0.8} \operatorname{Tyr}_{2.0} \mathrm{Val}_{4.1}$. One may establish as many as twenty classes and assign a number of fictitious codons, according to these subscripted numbers $r_{j}$ to each class (Yockey, 1977b). The $r_{j}$ need not be whole numbers. Equation 5.22 takes the following form

$$
\begin{align*}
& I=\log _{2} n-(r / n) \log _{2} r-\sum_{j} \delta_{j} a_{j}\left(r_{j} / n\right) \log _{2} r_{j}  \tag{5.13}\\
& r=\sum_{j}\left(1-\delta_{j}\right) r_{j}, \tag{5.14}
\end{align*}
$$

where $\delta_{j}=0$, if the $j$ th amino acid is included in the set of functionally equivalent amino acids, and $\delta_{j}=1$ if not.

The Perron-Frobenius Theorem is not well known, but without it I would not have been able to find Equation 5.12. Thus, in Equation 5.12, we have the correct means to calculate the information content or the complexity of a family of protein sequences (Yockey, 1992). I shall do this in Chapter 6. We recall that Equation 4.7 provides the means to calculate the number of sequences that have information content $H$. That calculation may well be the most important in this book. It will lead us to the conclusions in Chapters 10, 11, and 12 on the questions of how much is knowable about evolution and the origin of life.

## 6

# The information content or complexity of protein families 

We have only begun to appreciate the tremendous amount of biological information implicit in the biochemistry of living organisms.
M. O. Dayhoff and R. V. Eck (1978)

### 6.1 The information content or complexity of an homologous protein family

### 6.1.1 Functionally equivalent amino acids

The specificity of proteins is determined, not only by the amino acid sequence, but also by the active pocket of amino acids that contains metal ions such as iron, zinc, copper and manganese (Thompson and Orvig, 2003). Thyroxine, which contains iodine, is the major hormone secreted by the thyroid gland. Thyroid gland deficiency disease is very common, especially in women.

Some substitutions of amino acids at certain sites may have a destabilizing effect on the protein-folding pathways. Thus, the selectivity of amino acids is determined by the primary role played in the protein folding process as well as by the requirements of the activity of the completed and folded molecule (Hoang et al., 2002). Proteins that misfold can form extracellular or intracellular aggregates, resulting in disastrous cellular dysfunction. Human protein-folding disorders include Alzheimer's and Parkinson's diseases (Selkoe, 2003).

### 6.1.2 The sequence hypothesis of Watson and Crick and Shannon's information theory

We now are able to address the application of Shannon's information theory to the sequence hypothesis of Watson and Crick. Usually in the olive groves
of academe, suggestions from other departments are not received gladly. Nevertheless, Gamow's proposal that the sequence hypothesis could bring biology over into the group of the exact sciences could not be ignored.

Communication systems are concerned with sending messages from here to there, from past to present, or from the present to the future. Let us consider evolution as a communication system from past to present and from present to future. As an example, take cytochrome c, a small globular protein heme-containing an iron ion, formed early in the evolution of life. It is an essential protein and performs a key step in the production of the energy of the cell. So, in dealing with iso-1-cytochrome c we are examining the essence of the metabolism of all living cells. The c-type cytochromes have a long history. Almasy and Dickerson (1978) trace the cytochrome c super family to the earliest fermenting bacteria. For the time being, let us take 3.85 billion years as a working date for the appearance of life (Mojzsis and Harrison, 2002; Mojzsis, Kishnamurthy, and Arrhenius, 1999). Kunisawa et al. (1987) suggest that the cytochrome c superfamily can be traced back $3.2 \times 10^{9}$ years. Baba et al. (1981) date the origin of eukaryotic cytochrome c at $1.4 \times 10^{9}$ years ago. Wu et al. (1986) estimate a figure of $1.2 \times$ $10^{9}$ years.

Most organisms that lived once are now extinct and, of course, their protein sequences are lost. Thus, the original genetic message of the common ancestor specifying iso-1-cytochrome c , regarded as an input, has many outcomes that nevertheless carry the same specificity. The evolutionary processes can be considered random events along a chain (Cullmann and Labouygues, 1987) that have introduced uncertainty into the original genetic message. This uncertainty is measured by the conditional entropy, in the same manner as the uncertainty of random genetic noise is measured (Section 5.3.2). Because the specificity of the modern iso-1-cytochrome c is preserved, although many substitutions have been accepted, this conditional entropy may be subtracted from the source entropy, $H(x)$, to obtain the information content needed to specify at least one iso-1-cytochrome cc sequence or at least one sequence of any other protein for which a list of functionally equivalent amino acids is available.

Because the sample of iso-1-cytochrome c sequences available is only a tiny fraction of all the organisms that have ever lived or even live today, it is wise to include in the list of known functionally equivalent amino acids those that have similar properties. Some of these amino acids may be found in protein sequences in the future. If they are not included in the estimate of the information content or the complexity, the result will be too small.

The information content of the sequence that determines at least one iso-1-cytochrome c molecule is the sum of the information content of each site. The total information content is a measure of the complexity of iso-1cytochrome c (Section 11.1.2). The final result will be obtained by using Equation 5.12 to calculate the information content of a message that determines at least one among the functionally equivalent amino acids at any site in the iso-1-cytochrome c molecule. I shall apply this to the calculation of the number of protein sequences in iso-1-cytochrome c by the Shannon-McMillan-Breiman Theorem, which will produce the solution to certain problems in molecular biology and genetics.

### 6.2 A prescription that predicts functionally equivalent amino acids at a given site in protein sequences revisited

### 6.2.1 The functional equivalence of iso-1-cytochrome c sequences in the electron transfer pathway

In this section, I shall revisit a prescription (Yockey, 1977a) for predicting functionally equivalent amino acids in homologous protein families, bring it up to date and evaluate its usefulness. I call it a prescription or an Ansatz because it does not at this time meet the requirements for a theory (Section 1.1), according to Sir Karl Popper (1902-94).

### 6.2.2 Representation of amino acid functional equivalence in an abstract Euclidean vector space

The stereographs shown in Figures 6.1, 6.2, 6.3, and 6.4 show the relationship of the amino acids in an abstract Euclidean space of three dimensions (see Mathematical Appendix). An abstract Euclidean space can be established by the use of a set of orthogonal eigenvectors of the matrix of mutation frequencies. Borstnik and Hofacker (1985) introduced a twentydimensional Euclidean space of characteristics spanned by eigenvectors of a property preservation matrix closely related to the Dayhoff matrix of mutation frequencies (Dayhoff, 1976). They showed, using maximum entropy analysis, that regarding protein evolution as a random process, three normalized orthogonal eigenvectors establish a three-dimensional flat Euclidean space, in which each amino acid is represented by a point. The position in this space reflects a proper weighting, derived from experiment, of all the relevant properties of the amino acids including the properties mentioned

Figure 6.1. Stereograph showing the sphere enclosing all amino acids functionally equivalent with Ser and Ala. This sphere encloses Gly, Pro, Val, Ile, and Leu from iso-1-cytochrome c sites 27 and 89 as well as phage $\lambda$ sites 77 and 81 from Reidhaar-Olson and Sauer (1988). See Table 6.7. Stereograph by Clifford A. Pickover, Ph.D. Printed with permission of International Business Machines Corporation.
Figure 6.2. Stereograph showing the sphere enclosing all amino acids which are functionally equivalent with Ala, Met, and Tyr. This sphere encloses Printed with permission of International Business Machines Corporation.
$O^{\text {tYR }}$
 are seen at a distance. The rest of the amino acids form a cluster. From iso-1-cytochrome c sites 102 and 103. See Table 6.4. Stereograph by Clifford A. Pickover, Ph.D. Printed with permission of International Business Machines Corporation.

Figure 6.4. Stereograph which shows the sphere enclosing all amino acids functionally equivalent with Ala, Leu, Phe, and Thr. Thr is required to complete Hamming chain to Ala. This sphere encloses Val and Ile. From iso-1-cytochrome c site 43. See Table 6.4. Stereograph by Clifford A. Pickover, Ph.D. Printed with permission of International Business Machines Corporation.

> Table 6.1. Three normalized and mutually perpendicular eigenvectors $h_{4}, h_{5} h_{6}$ which are used for the construction of the metric space of polypeptide sequences. From Borstnik and Hofacker (1985) with permission, Adenine Press

| Amino acid | $h_{4}$ | $h_{5}$ | $h_{6}$ |
| :--- | ---: | ---: | ---: |
| Gly | 0.10 | 0.09 | -0.09 |
| Ala | 0.08 | 0.05 | -0.90 |
| Pro | 0.11 | 0.10 | -0.09 |
| Ser | 0.09 | 0.07 | -0.05 |
| Thr | 0.08 | 0.04 | -0.09 |
| Gln | 0.12 | 0.13 | 0.13 |
| Asn | 0.10 | 0.12 | 0.03 |
| Glu | 0.12 | 0.14 | 0.02 |
| Asp | 0.13 | 0.15 | 0.01 |
| Lys | 0.11 | 0.06 | 0.10 |
| Arg | 0.13 | 0.10 | 0.21 |
| His | 0.08 | 0.20 | 0.34 |
| Val | 0.03 | -0.12 | -0.26 |
| Ile | 0.02 | -0.17 | -0.35 |
| Met | 0.01 | -0.84 | 0.40 |
| Leu | -0.05 | -0.23 | -0.22 |
| Cys | 0.07 | -0.06 | 0.02 |
| Phe | -0.55 | -0.03 | -0.45 |
| Tyr | -0.74 | 0.20 | 0.42 |
| Trp | 0.02 | -0.01 | 0.00 |

above. By use of the Pythagorean Theorem, we can define the distance between the points that represent the amino acids to as a measure of their relatedness. This statement cannot be made if the vectors that define the space are not orthogonal and therefore mutually independent. The procedures of the prescription can be adapted to a space of any finite number of dimensions but it is very interesting that only three dimensions are adequate. Borstnik, Pumpernik, and Hofacker (1987) continued this work. The method of presentation of the data given by Borstnik and Hofacker (1985) (BH) and by Borstnik et al. (1987), given in Table 6.1, is readily adapted to the prescription. The BH Euclidean eigenvector space and its implementation by the prescription for functional equivalence described below elaborates the rationale of the role played by neutral mutations in the Darwinian paradigm and leads to an understanding of the evolution of homologous proteins and the evolution of de novo protein functions (Chapter 12).

The procedure of the prescription for functional equivalence is as follows. One selects all sites with at least two functionally equivalent amino acids in the alignment of the amino acid sequences of a homologous protein family. At each site, the pair is chosen that has the largest BH distance of separation. Consider the sphere that has this distance as its diameter and whose center lies on a line between these two amino acids. The prescription asserts that those amino acids that lie on, or are enclosed by this sphere, are functionally equivalent. If they are not already in the list, they are predicted to be found in the future.

The success of the prescription is a test of the reliability of the set of eigenvectors, reported by Borstink and Hoffacker (1985), to represent the relative functional equivalence of amino acids. If the BH eigenvectors do not adequately reflect the relative functional equivalence the predictions of the prescription will be found to be erroneous. The only erroneous prediction is that of Pro at sites 17 and 41 in iso-1-cytochrome c. The Protein Information Resource (2003) reports inactive iso-1-cytochrome c sequences that contain Pro at these sites.

In order to apply the prescription one needs a table of the distance between all amino acid pairs, the coordinates of the center point between each pair and a means to calculate the radius of each of the twenty amino acids from that center point. According to the Pythagorean Theorem, the distance, $D$, between any two amino acids whose coordinates are, respectively, $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ and ( $x^{\prime \prime}, y^{\prime \prime}, z^{\prime \prime}$ ), is given by Equation 6.1,

$$
\begin{equation*}
D=\left[\left(x^{\prime}-x^{\prime \prime}\right)^{2}+\left(y^{\prime}-y^{\prime \prime}\right)^{2}+\left(z^{\prime}-z^{\prime \prime}\right)^{2}\right]^{1 / 2} \tag{6.1}
\end{equation*}
$$

The results are the elements of the distance matrix given in Table 6.2 for each pair of amino acids.

The smallest sphere that encloses the region between the two amino acids with this value of $D$ has its center at $\left(x_{2}, y_{2}, z_{2}\right)$ :

$$
\begin{align*}
& x_{2}=\left(x^{\prime}+x^{\prime \prime}\right) / 2,  \tag{6.2}\\
& y_{2}=\left(y^{\prime}+y^{\prime \prime}\right) / 2,  \tag{6.3}\\
& z_{2}=\left(z^{\prime}+z^{\prime \prime}\right) / 2 . \tag{6.4}
\end{align*}
$$

The radius $R$ of all amino acids from the center is calculated from Equation 6.1 substituting the coordinates of each of the twenty amino acids in Table 6.1 for $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ and $\left(x^{\prime \prime}, y^{\prime \prime}, z^{\prime \prime}\right)$ for $\left(x_{2}, y_{2}, z_{2}\right)$. The results in the case where Ala-Ser (Table 6.6) determine sphere are shown by the stereograph in Figure 6.1.

This sphere must enclose all amino acids known at that site. It sometimes happens that three amino acids are nearly equally distant from each other.
Table 6.2. BH amino acid and hamming distances*

| Amino Acid | Trp | Met | Glu | Asp | Lys | Asn | Gln | His | Cys | Tyr | Phe | Ile | Gly | Val | Ala | Thr | Pro | Leu | Arg |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Ser | 0.12 | 1.0 | 0.10 | 0.11 | 0.15 | 0.095 | 0.19 | 0.41 | 0.15 | 0.96 | 0.76 | 0.39 | 0.05 | 0.29 |  |  | 0.05 | 0.37 | 0.26 |
|  | $(1,2)$ | $(2,3)$ | $(2,3)$ | $(2,3)$ | $(2,3)$ | $(1,2,3)$ | (2,3) | $(2,3)$ | $(1,2,3)$ | $(2,3)$ | $(2,3)$ | $(1,2,3)$ | (1.2,3) | $(2,3)$ | (1,2,3) | $(1,2,3)$ | $(1,2,3)$ | $(1,2,3)$ | $(1,2,3)$ |
| Arg | 0.26 | 0.97 | 0.19 | 0.21 | 0.12 | 0.18 | 0.086 | 0.17 | 0.26 | 0.90 | 0.96 | 0.63 | 0.30 | 0.53 | 1.11 | 0.31 | 0.30 | 0.57 |  |
|  | $(1,2)$ | (1) | $(2,3)$ | $(2,3)$ | $(1,2,3)$ | $(2,3)$ | $(2,3)$ | $(2,3)$ | $(1,2,3)$ | $(2,3)$ | $(2,3)$ | $(1,2,3)$ | (1,2,3) | $(2,3)$ | $(2,3)$ | $(1,2,3)$ | $(2,3)$ | $(1,2,3)$ |  |
| Leu | 0.32 | 0.87 | 0.47 | 0.48 | 0.46 | 0.46 | 0.53 | 0.72 | 0.32 | 1.03 | 0.59 | 0.16 | 0.38 | 0.14 | 0.75 | 0.33 | 0.39 |  |  |
|  | $(1,2,3)$ | $(1,2)$ | $(2,3)$ | $(2,3)$ | $(2,3)$ | $(2,3)$ | $(2,3)$ | $(2,3)$ | $(1,2,3)$ | $(2,3)$ | $(1,2)$ | $(1,2)$ | $(2,3)$ | $(1,2)$ | $(2,3)$ | $(2,3)$ | $(2,3)$ |  |  |
| Pro | 0.17 | 1.06 | 0.12 | 0.11 | 0.19 | 0.12 | 0.22 | 0.44 | 0.20 | 1.00 | 0.76 | 0.39 | 0.01 | 0.29 | 0.81 | 0.07 |  |  |  |
|  | $(2,3)$ | $(2,3)$ | $(2,3)$ | $(2,3)$ | $(2,3)$ | $(2,3)$ | $(2,3)$ | $(2,3)$ | $(2,3)$ | $(2,3)$ | $(2,3)$ | $(2,3)$ | $(2,3)$ | $(2,3)$ | $(1,2)$ | $(1,2)$ |  |  |  |
| Thr | 0.12 | 1.01 | 0.15 | 0.16 | 0.19 | 0.15 | 0.24 | 0.46 | 0.15 | 0.98 | 0.73 | 0.34 | 0.05 | 0.24 | 0.81 |  |  |  |  |
|  | $(2,3)$ | $(2,3)$ | $(2,3)$ | $(2,3)$ | $(1,2)$ | $(1,2)$ | $(2,3)$ | $(2,3)$ | $(2,3)$ | $(2,3)$ | $(2,3)$ | $(1,2)$ | $(2,3)$ | $(2,3)$ | $(1,2)$ |  |  |  |  |
| Ala | 0.90 | 1.58 | 0.93 | 0.92 | 1.00 | 0.93 | 1.03 | 1.25 | 0.93 | 1.56 | 0.78 | 0.60 | 0.81 | 0.66 |  |  |  |  |  |
|  | $(2,3)$ | $(2,3)$ | $(1,2)$ | $(1,2)$ | $(2,3)$ | $(2,3)$ | $(2,3)$ | $(2,3)$ | $(2,3)$ | $(2,3)$ | $(2,3)$ | $(2,3)$ | $(1,2)$ | $(1,2)$ |  |  |  |  |  |
| Val | 0.28 | 0.98 | 0.39 | 0.40 | 0.41 | 0.38 | 0.47 | 0.68 | 0.29 | 1.08 | 0.62 | 0.10 | 0.28 |  |  |  |  |  |  |
|  | $(2,3)$ | $(2,3)$ | $(1,2)$ | $(1,2)$ | $(2,3)$ | $(2,3)$ | $(2,3)$ | $(2,3)$ | $(2,3)$ | (2,30 | $(1,2)$ | $(1,2)$ | $(1,2)$ |  |  |  |  |  |  |
| Gly | 0.16 | 1.06 | 0.12 | 0.12 | 0.19 | 0.12 | 0.22 | 0.44 | 0.19 | 0.99 | 0.75 | 0.37 |  |  |  |  |  |  |  |
|  | $(1,2)$ | $(2,3)$ | $(1,2)$ | $(1,2)$ | $(2,3)$ | $(2,3)$ | $(2,3)$ | $(2,3)$ | $(1,2)$ | $(2,3)$ | $(2,3)$ | $(2,3)$ |  |  |  |  |  |  |  |
| Ile | 0.38 | 1.00 | 0.49 | 0.49 | 0.51 | 0.49 | 0.58 | 0.79 | 0.39 | 1.14 | 0.60 |  |  |  |  |  |  |  |  |
|  | (3) | (1) | $(2,3)$ | $(2,3)$ | $(1,2)$ | $(1,2)$ | $(2,3)$ | $(2,3)$ | $(2,3)$ | $(2,3)$ | $(1,2)$ |  |  |  |  |  |  |  |  |
| Phe | 0.73 | 1.30 | 0.84 | 0.84 | 0.86 | 0.82 | 0.90 | 1.04 | 0.78 | 0.92 |  |  |  |  |  |  |  |  |  |
|  | (2) | (2) | (3) | (3) | (3) | $(2,3)$ | (3) | $(2,3)$ | $(1,2)$ | $(1,2)$ |  |  |  |  |  |  |  |  |  |
| Tyr | 0.89 | 1.28 | 0.95 | 0.96 | 0.92 | 0.93 | 0.91 | 0.82 | 0.94 |  |  |  |  |  |  |  |  |  |  |
|  | (2) | (3) | (2) | $(1,2)$ | (2) | $(1,2)$ | (2) | $(1,2)$ | $(1,2)$ |  |  |  |  |  |  |  |  |  |  |
| Cys | 0.07 | 0.87 | 0.21 | 0.22 | 0.15 | 0.18 | 0.23 | 0.41 |  |  |  |  |  |  |  |  |  |  |  |
|  | (1) | (3) | (3) | (2) | (3) | (2) | (3) | (2) |  |  |  |  |  |  |  |  |  |  |  |
| His | 0.40 | 1.04 | 0.33 | 0.34 | 0.28 | 0.32 | 0.23 |  |  |  |  |  |  |  |  |  |  |  |  |
|  | (3) | (3) | (2) | (1.2) | (2) | $(1,2)$ | $(1,2)$ |  |  |  |  |  |  |  |  |  |  |  |  |
| Gln | 0.22 | 1.01 | 0.11 | 0.12 | 0.08 | 0.10 |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | $(2,3)$ | $(2,3)$ | $(1,2)$ | (2) | $(1,2)$ | (2) |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Asn | 0.15 | 1.03 | 0.03 | 0.05 | 0.09 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | (3) | $(1,2)$ | $(1,2)$ | $(2,3)$ | (1) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Lys | 0.15 | 0.95 | 0.11 | 0.13 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | (2.3) | $(1,2)$ | (1) | (2) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Asp | 0.19 | 1.07 | 0.02 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | (3) | (3) | (1) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Glu | 0.18 | 1.06 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | $(2,3)$ | $(2,3)$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Met | $\begin{aligned} & 0.92 \\ & (2) \end{aligned}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | (2) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

[^3]One or two amino acids reported at that site may lie outside the sphere defined by any one of the three pairs. In that case the center of the sphere does not lie on a line between any one of the points in the space. Rather, it lies on a plane determined by the coordinates of the three amino acids. The location of the center of the sphere and its radius can be found by the following procedure:

The general equation of a plane is:

$$
\begin{equation*}
x+b y+c z=k . \tag{6.5}
\end{equation*}
$$

The values of the parameters, $b, c$, and $k$ are found by substituting in turn the coordinates of the three amino acids under consideration from Table 6.1 in Equation 6.4 and solving the three linear equations in three unknowns by Cramér's Rule (Mathematical Appendix, Section M1.3). Many programs for solving simultaneous equations are available for personal computers. A sophisticated pocket calculator also has this capability.

The general equation of a sphere is:

$$
\begin{equation*}
x^{2}+y^{2}+z^{2}+2 g x+2 f y+2 h z+d=0 . \tag{6.6}
\end{equation*}
$$

This equation may be put in the following form:

$$
\begin{equation*}
(x+g)^{2}+(y+f)^{2}+(z+h)^{2}=g^{2}+f^{2}+h^{2}-d \tag{6.7}
\end{equation*}
$$

The expression on the left of Equation 6.7 is that for the square of the distance, in a flat Euclidean space, from the center of the sphere at $(-g,-f,-h)$ to a point at $(x, y, z)$. The expression on the right of Equation 6.7 is a constant equal to the square of the radius, $R$, of the sphere:

$$
\begin{equation*}
R=\left[g^{2}+f^{2}+h^{2}-d\right]^{1 / 2} \tag{6.8}
\end{equation*}
$$

The coordinates of the three amino acids will satisfy Equation 6.7 and this provides three linear equations in four unknowns. The fourth equation is found by the condition that the coordinates of the center of the sphere, $(-g,-f,-h)$ must satisfy Equation 6.8. The radius of the sphere and the coordinates of its center are found again by Cramér's Rule. One then proceeds as before to calculate the radius of each residue from the center of the sphere. Two examples of this situation are shown by the stereographs in Figure 6.2 for the case of phage $\lambda$ sites 86 and 88 (Reidhaar-Olson and Sauer, 1988) and in Figure 6.3 for the iso-1-cytochrome c sites 102 and 103.

It may happen that the method discussed in the preceding paragraph will fail to find a sphere that encloses all the reported residues. This is the case when the four most widely separated amino acids are located on the points
of a nearly regular tetrahedron. The center of the sphere does not lie on a plane determined by any three of these amino acids. The solution is found by substituting in Equation 6.5 the coordinates for each point in turn and solving the four linear equations in the unknown parameters $f, g, h, d$. An example of this situation is shown in the stereograph of Figure 6.4 for the case of iso- 1 -cytochrome c site 43 . The sphere is determined by Ala, Leu, Phe, and Thr.

Referring to Table 6.4, one finds that in iso-1-cytochrome c there are thirteen equivalent amino acids at site 11. In my analysis this site fits nicely among the Ala-Tyr pairs. Because the Ala-Tyr pairs, taken together, contain all the proteineous amino acids except Met, it appears that a sphere is a good approximation to the surface that encloses all functionally equivalent residues. Inspection of the stereographs shown in Figures 6.1, 6.2, 6.3, and 6.4 indicates that the prescription is suitable for its purpose without invoking surfaces more complicated than the sphere.

### 6.2.3 The prediction of functionally equivalent amino acids in iso-1-cytochrome c

Proteins are very tolerant of amino acids substitutions. The Protein Information Resource (2003) has provided an alignment of iso-1-cytochrome c sites from a number of organisms, together with replacements from other studies, that were found to be either functionally equivalent at that site or not functionally equivalent ([http://pir.georgetown.edu/](http://pir.georgetown.edu/)). I have used this alignment to apply the prescription to calculate the radius and coordinates of the center of the sphere that encloses all functionally equivalent residues. The amino acids that are found to be on or within the sphere of radius $R$ for each site in the amino acid sequence in iso-1-cytochrome c are shown in Table 6.3. Presenting the results of the calculations in this way makes it easy to correlate the functionally equivalent amino acids with the iso-1cytochrome c structure.

Inspection of the alignment of the 13 Ala-Gln pairs shows that each of the fifteen predicted amino acids is found at least once except for Trp. In the alignment of ten Ala-Tyr pairs, all the nineteen equivalent amino acids are reported at least once. Similar results are seen in other sets of pairs. Even in the cases where only two pairs are available for comparison, the consistency of the alignment is remarkable.
Table 6.3. Information content, iso-1-cytochrome c arranged according to sequence order Protein Information Resource (2003)

| Amino acid site | Radius $R$ | Center coordinates$\left(\mathrm{x}_{2}, \mathrm{y}_{2}, \mathrm{z}_{2}\right)$ | Functionally equivalent residues known, plain text predicted residues, italics | Information content |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Known residues | All residues |
| 4 | 0.789 | $(+0.045,-0.395,-0.25)$ | (Ala-Met) Gly Pro Ser Gln Glu Val Thr Asp Asn Lys Ile Leu Arg Cys Phe Trp | 0.4147581 | 1.89160784 |
| 5 | 0.528 | $(-0.39,+0.075,+0.43)$ | (Phe-Tyr-Asp-Leu) Gly Pro Ser Thr Gln Asn Glu Lys Cys Trp | 1.702470 | 2.00146015 |
| 6 | 0.781 | $(-0.33,+0.125,-0.24)$ | (Ala-Tyr) Gly Pro Ser Gln Glu Val Thr Asn Asp Lys Ile Leu Arg His Cys PheTrp | 0.120681 | 2.12320374 |
| 7 | 0.789 | $(+0.045,-0.395,-0.25)$ | (Ala-Met) Gly Pro Ser Gln Glu Val Thr Asn Asp Lys Arg Ile Leu Cys Phe Trp | 0.4147581 | 2.49615086 |
| 8 | 0.626 | $(+0.035,+0.115,-0.279)$ | (Ala-His-Phe) Gly Pro Ser Thr Gln Glu Asp Asn Lys Arg Val Ile Leu Cys Trp | 0.208181 | 2.57039053 |
| 9 | 0.556 | $(+0.105,+0.075,-0.355)$ | (Ala-Arg) Gly Pro Ser Gln Glu Val Thr Asn Asp Lys Ile Leu Cys Trp | 0.737886 | 2.79186225 |
| 10 | 0.789 | $(+0.0455,-0.395,-0.25)$ | (Ala-Met) Gly Pro Ser Gln Glu Asp Thr Asn Leu Ile Lys Arg Val Phe Cys Trp | 0.4147581 | 1.82603408 |
| 11 | 0.781 | $(-0.33,+0.125,-0.24)$ | (Ala-Tyr) Gly Pro Ser Thr Asn Glu Gln Asp Val Arg His Ile Leu Lys Phe Cys Trp | 0.120681 | 1.62189866 |
| 12 | 0.781 | $(-0.33,+0.125,-0.24)$ | (Ala-Tyr) Gly Pro Ser Thr Gln Glu Asn Asp Arg His Val Ile Leu Lys Phe Cys Trp | 0.120681 | 1.79279439 |
| 13 | 0.556 | $(+0.105,+0.075,-0.345)$ | (Ala-Arg) Gly Pro Ser Thr Gln Asn Glu Asp Lys Val Ile Leu Cys Trp | 0.737886 | 2.76892422 |
| 14 |  |  | Gly | 4.139192 | 4.139192 |
| 15 | 0.556 | $(+0.105,+0.075,-0.345)$ | (Ala-Arg) Gly Pro Ser Thr Asn Glu Gln Asp Lys Val Ile Leu Cys Trp | 0.737868 | 2.54934943 |

Table 6.3. (cont.)

| Amino acid site | Radius $R$ | Center coordinates$\left(\mathrm{x}_{2}, \mathrm{y}_{2}, \mathrm{z}_{2}\right)$ | Functionally equivalent residues known, plain text predicted residues, italics | Information content |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Known residues | All residues |
| 16 | 0.155 | $(+0.105,+0.07,+0.06)$ | (Thr-Arg) Gly Pro Ser Asn Asp Lys Ala Gln Glu Cys Trp | 1.768044 | 3.26889868 |
| 17 | 0.626 | $(+0.035,+0.115,-0.279)$ | (Ala-His-Phe) Gly \|Pro | ${ }^{*}$ Ser Thr Gln Glu Asp Asn Lys Arg Val IleLeu Cys Trp | 0.672312 | 2.48852781 |
| 18 | Phe |  |  | 4.139192 | 4.13919287 |
| 19 | 0.257 | (+0.065, -0.055, -0.125) | (Ile-Lys) Gly Pro Ser Thr Asn Glu Asp Val Leu Cys Trp | 1.701441 | 3.12645086 |
| 20 | 0.789 | (+0.045, -0.395, -0.25) | (Ala-Met) Gly Pro Ser Thr Gln Asn Glu Asp Lys Arg Val Ile Leu Cys Phe Trp | 0.4147581 | 2.40582668 |
| 21 | 0.059 | $(+0.12,+0.08,+0.155)$ | (Arg-Lys) Gln | 3.914447 | 3.91444687 |
| 22 | 0.463 | (+0.075, -0.005, -0.44) | (Cys-Ala) Gly Pro Ser Thr Val Ile Leu Tyr (UCU or UCC Ser codons complete Hamming chain.) | 2.144982 | 4.04886869 |
| 23 | 0.517 | ( $+0.10,+0.09,-0.385$ ) | (Ala-Gln) Gly Pro Ser Thr Asn Glu Asp Lys Val Ile Leu Cys Trp | 1.183393 | 3.00489971 |
| 24 | 0.78 | $(-0.33,+0.125,-0.24)$ | (Ala-Tyr) Gly Pro Ser Thr Asn Glu GlnAsp Lys Arg His Val Ile Leu Cys Phe Trp | 0.121681 | 2.80171110 |
| 25 | Cys |  |  | 4.139192 | 4.13919267 |
| 26 | His |  |  | 4.139192 | 4.13919287 |
| 27 | 0.425 | (+0.085, +0.06, -0.475) | (Ala-Ser) Gly Pro Thr Val Ile Leu | 2.438366 | 3.55642443 |
| 28 | 0.78 | ( $-0.33,+0.125,-0.24$ ) | (Ala-Tyr) Gly Pro Ser Thr Gln Asn Glu Asp Lys Arg His Val Ile Leu Phe CysTrp | 0.120681 | 2.54997885 |
| 29 | 0.78 | $(-0.33,+0.125,-0.24)$ | (Ala-Tyr) GlyPro Ser Thr Asn Gln GluAsp Lys Arg His Val Ile Leu Cys PheTrp | 0.120681 | 3.01576131 |

3.17857450
3.54902894
3.40265538
2.85858139
3.87193410
2.90374348
3.35303328
4.00804533
4.13919287
3.69160322
4.13919287
2.07804165
4.13919287
3.44335746
3.52899278
3.63935312
4.13919287
3.17857450

| 0.556 | $(+0.105,+0.075,-0.345)$ | (Ala-Arg) Gly Pro Ser Thr Gln Glu Asn Asp Val Lys Ile Leu Cys Trp | 0.737886 |
| :---: | :---: | :---: | :---: |
| 0.50 | $(+0.095,+0.055,-0.40)$ | (Ala-Lys) Gly Pro Ser Thr Asn Glu Asp Val Ile Leu Cys Trp | 1.380022 |
| 0.463 | $(+0.10,+0.095,-0.44)$ | (Ala-Glu) Gly Pro Ser Thr Asp Val Ile Leu Trp (Val required to complete Hamming chain.) | 1.845993 |
| 0.50 | $(+0.095,+0.055,-0.40)$ | (Ala-Lys) Gly Pro Ser Thr Asn Glu Asp Val Ile Leu Cys Trp | 1.380022 |
| 0.260 | $(+0.085,+0.135,+0.145)$ | (His-Ser) Gln Asn Glu Asp Lys Arg (Only AGU and AGC codons used for Ser.) | 3.153886 |
| 0.518 | $(-0.37,+0.01,+0.12)$ | (Gly-Leu-Tyr) Ser Thr Lys Gln Trp Asn Glu Cys | 2.377720 |
| 0.517 | ( $+0.10,+0.09,-0.385)$ | (Ala-Gln) Gly Pro Ses Thr Val Glu Asn Asp Lys Ile Leu Cys Trp | 1.183393 |
| 0.406 | $(+0.09,+0.07,-0.495)$ | (Ala-Gly) Pro Thr Val Ile Leu | 3.09277087 |
|  |  | Pro | 4.13919287 |
| 0.466 | (+0.09, +0.085, -0.435) | (Ala-Asn) Gly Pro Ser Thr Glu Asp Val Ile Leu Trp (Thr required to complete Hamming chain.) | 1.76701428 |
| Leu |  |  | 4.139192 |
| 0.78 | $(-0.33,+0.125,-0.24)$ | (Ala-Tyr) Gly \|Pro| *Ser Thr Gln Asn Glu Asp Lys Arg His Val Ile Leu Cys Phe Trp | 0.468248 |
| Gly |  |  | 4.139192 |
| 0.461 | $(-0.121,+0.134,-0.493)$ | (Ala-Leu-Phe-Thr) Val Ile (Thr required to complete Hamming chain to Ala.) | 3.060877 |
| 0.572 | $(-0.36,+0.015,+0.035)$ | (Ile-Tyr) Phe Gly Pro Ser Thr Gln Asn Glu Asp Lys Arg His Val Leu Cys Trp | 0.468248 |
| 0.191 | $(+0.065,+0.00,-0.115)$ | (Asn-Val) Gly Ser Pro Thr Trp | 3.047609 |
| Arg |  |  | 4.139192 |
| 0.625 | $(+0.08,+0.125,-0.28)$ | (Ala-His) Gly Pro Ser Thr Gln Asn Glu Asp Lys | 0.533821 |


Table 6.3. (cont.)

| Amino acid site | Radius $R$ | Center coordinates$\left(\mathrm{x}_{2}, \mathrm{y}_{2}, \mathrm{z}_{2}\right)$ | Functionally equivalent residues known, plain text predicted residues, italics | Information content |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Known residues | All residues |
| 48 | 0.517 | $(+0.10,+0.09,-0.385)$ | (Ala-Gln) Gly Pro Ser Thr Asn Glu Asp Lys Ile Leu Val Cys Trp | 1.183393 | 3.49085066 |
| 49 | Gly |  |  | 4.139192 | 4.13919287 |
| 50 | 0.12 | $(+0.10,+0.085,+0.02)$ | (Gln-Thr) Gly Pro Ser Asn Glu Asp Lys | 2.744174 | 3.71635363 |
| 51 | 0.463 | ( $+0.10,+0.095,-0.44)$ | (Ala-Glu) Gly Pro Ser Thr Asp Val Ile Leu Trp | 1.845993 | 3.19202463 |
| 52 | 0.517 | ( $+0.10,+0.09,-0.385)$ | (Ala-Gln) Gly Pro Ser Thr Asn Glu Asp Lys Val Ile Leu Cys Trp | 1.183393 | 2.8017111 |
| 53 | 0.023 | $(+0.095,+0.08,-0.07)$ | (Gly-Ser) (Only AGU and AGC codons used for Ser because of Hamming chain.) | 4.055974 | 4.05597400 |
| 54 | 0.637 | $(-0.416,+0.458,-0.064)$ | (Tyr-Phe-Pro) Gly Ser Asp Asn Glu (Ser required to complete Hamming chain.) | 3.015761 | 3.7163563 |
| 55 | 0.50 | $(+0.095,+0.055,-0.40)$ | (Ala-Lys)Gly Pro Glu Ser Thr Asp Asn Val Ile Leu Cys Trp | 1.380002 | 3.40265530 |
| 56 | 0.46 | $(-0.32,+0.13,+0.26)$ | (Tyr-Lys) Gln Arg His Trp | 3.563888 | 4.07361910 |
| 57 | 0.025 | ( $+0.85,+0.055,-0.07$ ) | (Thr-Ser) | 3.980021 | 3.98002064 |
| 58 | 0.50 | $(+0.095,+0.055,-0.40)$ | (Ala-Lys) Gly Pro Ser Thr Asn Glu Asp Val Ile Leu Cys Trp | 1.380002 | 3.24675743 |
| 59 | 0.406 | ( $+0.09,+0.07,-0.495$ ) | (Ala-Gly) Pro Thr Val Ile Leu | 3.09277087 | 4.00804533 |
| 60 | 0.525 | ( $+0.041,-0.39,+0.125)$ | (Asn-Met-Ile) Ser Thr Lys Arg Val Leu Cys Trp | 2.180741 | 3.99567012 |
| 61 | 0.556 | $(+0.105,+0.055,-0.345)$ | (Ala-Arg) Gly Pro Ser Thr Gln Asn Glu Asp Lys Val Ile Leu Cys Trp | 0.737886 | 3.33748421 |
| 62 | 0.556 | $(+0.105,+0.075,-0.345)$ | (Ala-Arg) Gly Pro Ser Thr Gln Asn Glu Asp Lys Val Ile Leu Cys Trp | 0.737886 | 2.66071471 |



(Ala-Met) Gly Pro Ser Thr Gln Asn Glu Asp Lys
Arg Val Ile Cys Phe Trp
(Ala-Asn) Gly Pro Ser Thr Glu Asp Val Ile Leu
Trp
(Ala-Gln) Gly Pro Ser Thr Asn Glu Asp Lys Val
Ile Leu Cys Trp
(Ala-Gln) Gly Pro Ser Thr Asn Glu Asp Lys Val
Ile Leu Cys Trp
(Phe-Tyr-Trp-Leu)
(Ala-Gln) Gly Pro Ser Thr Asn Glu Asp Lys Val
Ile Leu Cys Trp
(Ala-Tyr) Gly Pro Ser Thr Gln Asn Glu Asp Lys
Arg His Val Ile Leu Cys Phe Trp
(Ala-Gln) Gly Pro Ser Thr Asn Glu Asp Lys Val
Ile Leu Cys Trp
(His-Val) Gly Pro Ser Thr Gln Asn Glu Asp Lys
Arg Cys Trp
(Phe-Met) Leu Gly Ser Thr Val Ile Cys Trp
(Phe-Tyr-Met-His) Gly Pro Ser Thr Arg Gln Glu
Asn Asp Lys Val Ile Leu Cys Trp
(Ala-Tyr) Gly Pro Ser Glu Gln Thr Phe Asn Asp
Lys His Val Ile Leu Arg Cys Trp
(Tyr-Phe)
(Glu-Leu) Thr Lys Gly Pro Ser Asn Val Cys Trp
(Asn-Asp) Glu
(Pro-Ile) Gly Val Ser Thr
(Arg-Ser) Gln Glu Asp Lys Asn (Only AGU and
AGC codons used for Ser.)
(Lys-Glu) Asn
$(+0.045,-0.395,-0.25)$
$(+0.09,+0.085,-0.435)$
$(+0.10,+0.09,-0.385)$
$(+0.10,+0.09,-0.385)$
$(-0.50,-0.155,+0.08)$
$(+0.10,+0.09,-0.385)$
$(-0.33,+0.125,-0.24)$
$(+0.10,+0.09,-0.385)$
$(+0.055,+0.04,+0.04)$
$(-0.27,-0.435,-0.025)$
$(-0.35,-0.31,+0.15)$
$(-0.33,+0.125,-0.24)$
$(-0.645,+0.085,-0.015)$
$(+0.035,-0.045,-0.10)$
$(+0.115,+0.135,+0.02)$
$(+0.065,-0.035,-0.22)$
$(+0.10,+0.065,+0.025)$
$(+0.115,+0.10,+0.06)$
0.789

0.466

0.517

0.517
0.547
0.517

0.78

0.517

0.34

0.65
0.69

0.78

0.46
Leu
0.236
0.024
0.193
0.076
0.057
Table 6.3. (cont.)

| Amino acid site | Radius $R$ | Center coordinates$\left(\mathrm{x}_{2}, \mathrm{y}_{2}, \mathrm{z}_{2}\right)$ | Functionally equivalent residues known, plain text predicted residues, italics | Information content |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Known residues | All residues |
| 82 | 0.543 | $(-0.363,+0.134,+0.033)$ | (Phe-Tyr-His-Leu) Gly Pro Ser Thr Gln Asn Glu Asp Lys Arg Cys Trp | 0.949170 | 3.35970312 |
| 83 | 0.503 | $(+0.015,-0.505,+0.025)$ | (Ile-Met) Val Leu (Cys Trp) (Leu needed in the Hamming chain; Cys and Trp are not.) | 3.728728 | 3.95484676 |
| 84 | 0.195 | $(+0.03,-0.65,-0.155)$ | (Pro-Leu) Gly Ser Thr Val Cys Trp | 2.687381 | 3.98002064 |
| 85 | 0.096 | $(+0.105,+0.075,0.005)$ | (Gly-Lys)Ser Asn Glu Asp (Only AGU and AGC codons used for Ser.) | 3.533286 | 3.81896041 |
| 86 | 0.073 | $(+0.09,+0.08,-0.03)$ | (Thr-Asn) Gly Pro Ser | 3.402655 | 4.04886869 |
| 87 | Lys |  |  | 4.139193 | 4.13919287 |
| 88 | Met |  |  | 4.139193 | 4.13919287 |
| 89 | 0.425 | $(+0.085,+0.06,-0.475)$ | (Ala-Ser) Gly Pro Thr Val Ile Leu | 2.438366 | 3.59456655 |
| 90 | Phe |  |  | 4.139192 | 4.13919287 |
| 91 | 0.414 | $(+0.165,+0.035,+0.102)$ | (Ala-Gly-Pro-Thr) Val Ile | 3.167274 | 3.37790497 |
| 92 | Gly |  |  | 4.139192 | 4.13919287 |
| 93 | 0.650 | $(-0.27,-0.435,-0.025)$ | (Phe-Met) Gly Ser Thr Val Lys Ile Leu Cys Trp | 2.274431 | 3.78994881 |
| 94 | 0.111 | $(+0.115,+0.115,+0.02)$ | (Gln-Pro) Ser Asn Glu Lys Asp (Gln required to complete Hamming chain between Lys and Pro) | 3.271508 | 3.71635363 |
| 95 | 0.50 | $(+0.095,+0.055,-0.04)$ | (Ala-Lys) Gly Pro Ser Thr Asn Asp Val Ile Glu Leu Cys Trp | 1.380002 | 3.71635363 |
| 96 | 0.781 | $(-0.33,+0.125,-0.24)$ | (Ala-Tyr) Gly Pro Ser Thr Asn Glu Gln Asp Lys Arg His Val Ile Leu Cys Phe Trp | 0.120681 | 2.54934943 |
| 97 | 0.517 | $(+0.10,+0.09,-0.385)$ | (Ala-Gln) Gly Pro Ser Thr Asn Glu Asp Lys Val Ile Leu Cys Trp | 1.183393 | 2.74417381 |
| 98 | 0.061 | $(+0.125,+0.14,+0.07)$ | (Gln-Asp) Glu (Asx identified as Asn.) | 3.876897 | 3.98329492 |


| 99 | 0.286 | (+0.04, -0.065, -0.005) | (Arg-Leu) Gly Pro Ser Thr Gln Asn Glu Asp Lys Val Cys Trp | 1.343515 | 3.72967730 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 100 | 0.517 | ( $+0.10,+0.09,-0.385)$ | (Ala-Gln) Gly Pro Ser Thr Asn Glu Lys Asp Val Ile Leu Cys Trp | 1.183393 | 2.99101090 |
| 101 | 0.169 | $(+0.105,+0.175,+0.175)$ | (His-Asp) Gln Asn Glu Lys | 3.630676 | 3.98329492 |
| 102 | 0.081 | $\begin{aligned} & (-0.0097,-0.189, \\ & -0.277) \end{aligned}$ | (Ile-Leu-Val) | 3.813929 | 3.81392969 |
| 103 | 0.081 | $\begin{gathered} (-0.0097,-0.189 \\ -0.277) \end{gathered}$ | (Ile-Leu-Val) | 3.813929 | 3.81392969 |
| 104 | 0.50 | (+0.095, +0.055, -0.40) | (Ala-Lys) Gly Pro Ser Thr Asn Asp Val Ile Glu Leu Cys Trp | 1.380002 | 3.63935312 |
| 105 | 0.527 | ( $-0.40,+0.067,+0.044)$ | (Tyr-Leu-Phe-Gln) Gly Pro Ser Thr Asn Glu Lys Cys Trp | 1.891469 | 3.78657361 |
| 106 | 0.436 | ( $-0.02,-0.535,+0.09$ ) | (Leu-Met) | 4.071295 | 4.07129599 |
| 107 | 0.625 | ( $+0.08,+0.125,-0.28)$ | (Ala-His) Gly Pro Ser Thr Gln Asn Glu Asp Lys Arg Val Ile Leu Cys Trp | 0.533821 | 2.72628848 |
| 108 | 0.517 | ( $+0.10,+0.09,-0.385$ ) | (Ala-Gln) Gly Pro Ser Thr Asn Glu Asp Lys Val Ile Leu Cys Trp | 1.183393 | 2.62088490 |
| 109 | 0.50 | (+0.095, +0.055, -0.40) | (Ala-Lys) Gly Pro Ser Thr Asn Asp Val Ile Glu Leu Cys Trp | 1.380002 | 2.90007176 |
| 110 | 0.50 | ( $+0.095,+0.055,-0.40)$ | (Ala-Lys) Gly Pro Ser Thr Asn Glu Asp Val Ile Leu Cys Trp | 1.380002 | 3.33708161 |
| 111 | 0.517 | $(+0.10,+0.09,-0.385$ | (Ala-Gln) Gly Pro Ser Thr Asp Asn Glu Lys Val Ile Leu Cys Trp | 1.183393 | 2.84900176 |
| 112 | 0.517 | $(+0.10,+0.09,-0.385$ | (Ala-Gln) Gly Pro Ser Thr Asp Asn Glu Lys Val Ile Leu Cys Trp | 1.183393 | 3.26889868 |
| 113 |  |  | Glu | 4.139192 | 4.13919287 |
|  |  |  | TOTAL | 233.18629780 | 371.417473571 |
|  |  |  | 110 sites Ave. | 2.11987543 | 3.376522487 |

[^4]Table 6.4. Values of $R$ from the Phe-Tyr center
in sites 54, 75 and 90

| Gly 0.75 | Gln 0.78 | Arg 0.81 | Leu 0.70 |
| :--- | :--- | :--- | :--- |
| Ala 1.14 | Asn 0.75 | His 0.82 | Cys 0.73 |
| Pro 0.76 | Glu 0.77 | Val 0.75 | Phe 0.46 |
| Ser 0.74 | Asp 0.78 | Ile 0.79 | Tyr 0.46 |
| Thr 0.73 | Lys 0.76 | Met 1.21 | Trp 0.67 |

Another criterion for inclusion in the list of functionally equivalent amino acids is that there must be a path by steps of no more than one Hamming distance connecting all members of the list. The number of posistions in which synomous code words differ is called the Hamming distance (Hamming, 1950). The Hamming distance between each pair of amino acids is given in Table 6.2. The more amino acids enclosed by the sphere the easier it is to find a Hamming chain that includes all candidates. I have inspected each site for assurance that a Hamming chain exists that connects all amino acids. Val is required to complete the chain at sites 32 and 51 . Thr is required at sites 39 and 64. The chain between Cys and Ala at site 22 requires the UCU or UCG codons of Ser. Only the AGU and AGC codons of Ser are required at sites $34,53,80$, and 85 . I calculated the information content assuming that the UCN codons of Ser are unassigned so that the total number of assigned codons is 57 rather than 61. At site 83, Leu is needed in the Hamming chain, but Cys and Trp are two Hamming distances from the chain that connects the other amino acids. I have selected the Gln-Pro pair at site 94, even though Gln is not reported by the Protein Information Resource (2003) in order to complete the Hamming chain between Lys and Pro. I have used the quadruplet (Ala-Leu-Phe-Thr) to determine the sphere at site 43 for the same reason. The sphere determined by (Ala-Met-Tyr) includes all amino acids (Table 6.5) and so the site has zero information content.

The prescription may not be falsified in the usual sense, as it does not purport to predict amino acids that may be reported in the future if they lie outside the sphere as it is known at present. It won't be found very useful if a number of amino acids that lie well inside the sphere are found not to be functionally equivalent. All the amino acids that are reported to be nonfunctional by the Protein Information Resource (2003) were found to lie outside the sphere as shown in the lists in Table 6.3. The only failure of the prescription is that Pro is predicted at sites 17 and 41 , whereas
Table 6.5. Function equivalent amino acids in iso-1-cytochrome c, phage T4 Lyxozyme ${ }^{1}$ and phage $\lambda$ repressor ${ }^{2,3}$. Table 6.6 data from Protein Information Resource (2003)

| Source sequence | Site | Radius $R$ | Center coordinates$\left(\mathrm{x}_{2}, \mathrm{y}_{2}, \mathrm{z}_{2}\right)$ | Functionally equivalent residues known, plaint text predicted residues, italics | Information content |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | All residues | Known |
| Phage $\lambda$ | 75 | 0.517 | $(+0.10,+0.09,-0.385)$ | (Ala-Gln) Gly Pro Ser Thr Asn Glu Asp Lys Val Ile Leu Cys Trp | 1.183303 | 3.33708 |
| Cyto c | 23 | 0.517 | $(+0.10,+0.09,-0.385)$ | (Ala-Gln) GlyPro SerThr Asn Glu Asp Lys Val Ile Leu Cys Trp | 1.183393 | 3.00489971 |
|  | 36 | 0.517 | $(+0.10,+0.09,-0.385)$ | (Ala-Gln) Gly Pro Ser Thr Val Glu Asn Asp Lys Ile Leu Cys Trp | 1.183393 | 3.35303328 |
|  | 48 | 0.517 | ( $+0.10,+0.09,-0.385)$ | (Ala-Gln) Gly Pro Ser Thr Asn Glu Asp Lys Ile Leu Val Cys Trp | 1.183393 | 3.49085066 |
|  | 52 | 0.517 | $(+0.10,+0.09,-0.385)$ | (Ala-Gln) Gly Pro Ser Thr Asn Glu Asp Lys Val Ile Leu Cys Trp | 1.183393 | 2.8017111 |
|  | 65 | 0.517 | ( $+0.10,+0.09,-0.385)$ | (Ala-Gln) Gly Pro Ser Thr Asn Glu Asp Lys Val Ile Leu Cys Trp | 1.183393 | 3.72360551 |
|  | 66 | 0.517 | $(+0.10,+0.09,-0.385)$ | (Ala-Gln) Gly Pro Ser Thr Asn Glu Asp Lys Val Ile Leu Cys Trp | 1.183393 | 2.21689380 |
|  | 68 | 0.517 | $(+0.10,+0.09,-0.385)$ | (Ala-Gln) Gly Pro Ser Thr Asn Glu Asp Lys Val Ile Leu Cys Trp | 1.183393 | 2.74417381 |
|  | 70 | 0.517 | $(+0.10,+0.09,-0.385)$ | (Ala-Gln) Gly Pro Ser Thr Asn Glu Asp Lys Val Ile Leu Cys Trp | 1.183393 | 2.74417376 |
|  | 97 | 0.517 | $(+0.10,+0.09,-0.385)$ | (Ala-Gln) GlyPro Ser Thr Asn Glu Asp Lys Val Ile Leu Cys Trp | 1.183393 | 2.74417381 |
|  | 100 | 0.517 | $(+0.10,+0.09,-0.385)$ | (Ala-Gln) Gly Pro Ser Thr Asn Glu Lys Asp Val Ile Leu Cys Trp | 1.183393 | 2.99101090 |

Table 6.5. (cont.)

| Source sequence | Site | Radius $R$ | Center coordinates$\left(\mathrm{x}_{2}, \mathrm{y}_{2}, \mathrm{z}_{2}\right)$ | Functionally equivalent residues known, plaint text predicted residues, italics | Information content |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | All residues | Known |
|  | 108 | 0.517 | $(+0.10,+0.09,-0.385)$ | (Ala-Gln) Gly Pro Ser Thr Asn Glu Asp Lys Val Ile Leu Cys Trp | 1.183393 | 2.62088490 |
|  | 111 | 0.517 | $(+0.10,+0.09,-0.385)$ | (Ala-Gln) Gly Pro Ser Thr Asp Asn Gly Lys Val Ile Leu Cys Trp | 1.183393 | 2.84900176 |
|  | 112 | 0.517 | $(+0.10,+0.09,-0.385)$ | (Ala-Gln) Gly Pro Ser Thr Asp Asn Glu Lys Val Ile Leu Cys Trp | 1.183393 | 3.26889868 |
| Phage $\lambda$ | 77 | 0.425 | $(+0.085,+0.06,-0.475)$ | (Ala-Ser) Gly Pro, Thr Val Ile Leu | 2.438366 | 3.9800 |
| Phage $\lambda$ | 81 | 0.425 | $(+0.085,+0.06,-0.475)$ | (Ala-Ser) Gly Pro Thr Val Ile Leu | 2.438366 | 3.9800 |
| cyto c | 27 | 0.425 | $(+0.085,+0.06,-0.475)$ | (Ala-Ser) Gly Pro Thr Val Ile Leu | 2.438366 | 3.55642443 |
|  | 89 | 0.425 | $(+0.085,+0.06,-0.475)$ | (Ala-Ser) Gly Pro Thr Val Ile Leu | 2.438366 | 3.59456655 |
| Phage $\lambda$ | 83 | 0.575 | $(-0.153,-0.315,+0.155)$ | (Met-Gly-Glu-His) Ser Thr Gln Asn Lys Arg <br> Val Leu Cys | 1.554 | 1.858 |
| Phage $\lambda$ | 85 | 0.781 | $(-0.33,+0.125,-0.24)$ | (Ala-Tyr) Gly Pro Ser Thr Gln Asn Glu Asp Lys ArgHis Val lle Leu Cys Phe Trp | 0.120681 | 1.733 |
| Cyto-c | 6 | 0.781 | $(-0.33,+0.125,-0.24)$ | (Ala-Tyr) Gly Pro Ser Gln Glu Val Thr Asn Asp Lys ille Leu Arg His Cys PheTrp | 0.120681 | 2.12320374 |
|  | 11 | 0.781 | $(-0.33,+0.125,-0.24)$ | (Ala-Tyr) Gly Pro Ser Thr Asn Glu Gln Asp Val Arg His Ile Leu Lys Phe Cys Trp | 0.120681 | 1.62189866 |
|  | 12 | 0.781 | $(-0.33,+0.125,-0.24)$ | (Ala-Tyr) Gly Pro Ser Thr Gln Glu Asn Asp Arg His Val Ile Leu Lys Phe Cys Trp | 0.120681 | 1.79279439 |
|  | 24 | 0.781 | $(-0.33,+0.125,-0.24)$ | (Ala-Tyr) Gly Pro Ser ThrAsn Glu Gln Asp Lys Arg His Val Ile Leu Cys Phe Trp | 0.121681 | 2.80171110 |
|  | 28 | 0.781 | $(-0.33,+0.125,-0.24)$ | (Ala-Tyr) Gly Pro Ser Thr Gln Asn Glu Asp Lys | 0.120681 | 2.54997885 |

2.84900176
2.07804165
2.31625354
2.31625354
2.54934943
1.90384453
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& \text { (Ala-Tyr) Gly Pro Ser Thr Asn Gln Glu Asp Lys } \\
& \text { Arg His Val Ile Leu Cys Phe Trp }
\end{aligned}
$$

$$
\text { (Ala-Tyr) Gly } \mid \text { Pro }\left.\right|^{*} \text { Ser Thr Gln Asn Glu Asp }
$$ Lys Arg His Val Ile Leu Cys Phe Trp (Ala-Tyr) Gly Pro Ser Thr Gln Asn Glu Asp Lys Arg His Val Ile Leu Cys Phe Trp (Ala-Tyr) Gly Pro Ser Glu Gln Thr Phe Asn Asp Lys His Val Ile Leu Arg Cys Trp (Ala-Tyr) Gly Pro Ser Thr Asn Glu Gln Asp Lys Arg His Val Ile Leu Cys Phe Trp (Ala-Met-Tyr) Gly Pro Ser Thr Gln Asn Glu Asp Lys Arg His Val lle Leu Cys Phe Trp

(Ala-Met-Tyr) Gly Pro Ser Thr Gln Asn Glu (Ala-Met-Tyr) Gly Pro Ser Thr Gln Asn Glu Asp
Lys Arg His Val Ile Leu Cys Phe Trp
(Leu-Met)
(Leu-Met) (Ala-Met) Gly Pro Ser Thr Gln Asn Glu Asp
Lys Arg Val Ile Leu Cys Phe Trp
(Ala-Met) Gly Pro Ser Gln Glu Val Thr Asp
Asn Lys Ile Leu Arg Cys Phe Trp
(Ala-Met) Gly Pro Ser Gln Glu Val Trh Asn Asp
Lys Ile Leu Cys Phe Trp Lys Ile Leu Cys Phe Trp
(Ala-Met) Gly Pro Ser Gln Lys Arg Val Phe Cys Trp

$$
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$$

$$
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$$
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Table 6.5. (cont.)

| Source sequence | Site | Radius $R$ | Center coordinates$\left(\mathrm{x}_{2}, \mathrm{y}_{2}, \mathrm{z}_{2}\right)$ | Functionally equivalent residues known, plaint text predicted residues, italics | Information content |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | All residues | Known |
| Lysozyme | 86 | 0.625 | $(+0.08,+0.125,-0.28)$ | (Ala-His) Gly Pro Ser Thr Gln Asn Glu Asp Lys Arg Val lle Leu Cys Trp | 0.533821 | 1.778 |
| Cyto-c | 47 | 0.625 | $(+0.08,+0.125,-0.28)$ | (Ala-His) Gly Pro Ser Thr GlnAsn Glu Asp Lys Arg Val lle Leu Cys Trp | 0.533821 | 3.17857450 |
| Cyto-c | 107 | 0.625 | $(+0.08,+0.125,-0.28)$ | (Ala-His) Gly Pro Ser Thr Gln Asn Glu Asp Lys Arg Val lle Leu Cys Trp | 0.533821 | 2.72628848 |
| Cyto-c | 108 | 0.625 | $(+0.08,+0.125,-0.28)$ | (Ala-His) Gly Pro Ser Thr Gln Asn Glu Asp Lys Arg Val lle Leu Cys Trp | 0.533821 | 2.62088490 |
| Phage $\lambda$ | 91 | 0.463 | $(+0.075,-0.005,-0.44)$ | (Ala-Cys) Gly Pro Ser Thr Val Ile Leu Trp (Gly, Pro, Ser, Thr, Val or UUA, UUG of Leu | 2.145 | 2.842 |
| Cyto-c | 22 | 0.463 | $(+0.075,-0.005,-0.44)$ | (Ala-Cys) Gly Pro Ser Thr Val Ile Leu Trp(required by Ala-Cys Hamming chain.) | 2.145 | 4.049 |
| Lysozyme | 157 | 0.626 | $(+0.035,+0.115,-0.279)$ | (Ala-Phe-His) Gly Pro Ser Thr Gln Asn Glu Asp Lys Arg Val Ile Leu Cys Trp | 0.672312 | 1.388677 |
| Cyto-c | 8 | 0.626 | $(+0.035,+0.115,-0.279)$ | (Ala-Phe-His) Gly Pro Ser Thr Gln Glu Asp Asn Lys Arg Val Ile Leu Cys Trp | 0.208181 | 2.57039053 |
| Cyto-c | 17 | 0.626 | $(+0.035,+0.115,-0.279)$ | (Ala-Phe-His) Gly $\mid$ Pro $\left.\right\|^{*}$ Ser ThrGln Glu Asp AsnLys Arg Val Ile Leu Cys Trp | 0.672312 | 2.48852781 |

[^5]Hampsey et al. report that iso-1-cytochrome c sequences that contain Pro at these sites are inactive. At the site 34 (my site 37) Das et al. (1989) find that the Gly-Ser mutation renders the protein inactive. This is in accordance with the prescription, as Ser is not within the sphere of functionally equivalent amino acids. One should note that this mutation is unlikely in Nature, because these amino acids are two Hamming steps apart. A mutation Asn-Ile at site 57 (my site 60 ) restores the function of the protein. At site 38 (my site 41), the mutation His-Pro renders the protein nonfunctional. Function is restored again by an Asn-Ile mutation.

The prescription may be used to test the invariability of a site. For example, the site Phe-87 (Phe-90 my numbering) is phylogenetically invariant. To test this and to investigate the electron transfer between iso-1-cytochrome c and iso-1-cytochrome c peroxidase, Liang et al. (1987) have prepared three mutants at site Phe-87 (Phe-90 my numbering); namely, Tyr, Gly, and Ser. They find that when Tyr or Phe occupy that site, the rate of electron transfer from reduced iso-1-cytochrome c to the zinc cytochrome c peroxidase $\pi$ cation radical is $10^{4}$ times greater than when the site is occupied by the mutant Gly or Ser. Inspection of sites 75 and 90 in Table 6.3 shows that the Phe-Tyr pair does not include Gly, Ser, or, indeed, any other amino acids. The Ile-Tyr pair includes Phe at site 44. The other amino acids are accommodated by an increase in $R$ and a considerable shift in the center of the sphere as can be seen from Table 6.3. Thus, the prescription predicts exactly what Liang et al. (1987) have reported, namely, that Tyr is functionally equivalent to Phe at iso- 1 -cytochrome c site 90 and that this list is complete also for sites 75 and 90 . Gardell et al. (1985) found that replacing Tyr at site 248 by site-directed mutagenesis in carboxypepidase A by Phe leaves the catalytic constant toward various peptide and ester substrates unchanged. Noren et al. (1989) have utilized developments in molecular biology to incorporate unnatural amino acids in proteins by site-specific methods. They studied the conserved site $\mathrm{Phe}^{66}$ in $\beta$-lactimase and replaced Phe by TyrAla and the Phe analogues $\pi-\Phi$ Phe, $\pi-\mathrm{NO}^{2}$ Phe. Activity was preserved if Tyr and the Phe analogues were incorporated but not in the case of Ala. This is predicted and explained by Table 6.5, which shows that Ala, next to Met, is the most distant of all amino acids from the Phe-Tyr center. Thus, the prescription predicts correctly the mutability of the Phe-Tyr pair in several unrelated proteins. The relationship of the Phe-Tyr pair with the other amino acids is shown in the stereographs of Figures 6.1, 6.2, 6.3, and 6.4.

### 6.2.4 Comparison of iso-1-cytochrome c sequences with other protein sequences

Site-directed mutagenesis has been used to study the functional equivalence of amino acid replacements. The purpose of these studies is to find the consequences of the chemical changes in order to predict the stability and activity of the altered protein. The prescription draws only on the experimentally determined functionally acceptable amino acids and not on the properties of the host protein itself. Accordingly, it is an interesting test to compare the properties of sites in different proteins.

Cupples and Miller (1988) have tested changes in activity due to the substitution of twelve different amino acids at four sites in E. coli $\beta$ galactosidase at sites $\mathrm{His}^{464}$ and $\mathrm{Met}^{3}$, and 13 at $\mathrm{Glu}^{461}$ and $\mathrm{Tyr}^{503}$ by sitedirected mutagenesis. They find that the substitution of Ser, Gln, Tyr, Lys, Leu, Ala, Cys, Glu, Gly, His, Phe, and Pro at Met ${ }^{3}$ and His ${ }^{464}$ retained most of the activity. This result is in accordance with a remark to that effect by Cupples and Miller (1988). The substitution of any of these amino acids for Glu ${ }^{461}$ and $\mathrm{Tyr}^{503}$ including Asp and Val reduced the activity by two to four orders of magnitude. Thus, $\mathrm{Glu}^{461}$ and $\mathrm{Tyr}^{503}$ are invariant.

The Cys amino acids at sites 22 and 25 in iso-1-cytochrome c form a sulfur-sulfur bond associated with the heme pocket. Ala is reported at site 22 and this presents the question of the requirement of a sulfur-sulfur bond for folding and formation of the heme pocket. Reference to the need for Cys-Cys sulfur-sulfur bonds in other proteins is helpful. Bovine pancreatic trypsin inhibitor has three disulphide bonds, $\mathrm{Cys}^{14} / \mathrm{Cys}^{38}, \mathrm{Cys}^{30} / \mathrm{Cys}^{51}$, and Cys $^{5} / \mathrm{Cys}^{55}$. Marks et al. (1987) have reported removing the Cys ${ }^{14} / \mathrm{Cys}^{38}$ disulphide bond in bovine pancreatic trypsin inhibitor and replacing them with Ala or Thr. They found that at physiological temperatures bovine pancreatic trypsin inhibitor can fold without $\mathrm{Cys}^{14} / \mathrm{Cys}^{38}$. This supports but does not prove that the iso-1-cytochrome c heme pocket may retain its activity if Ala replaces $\mathrm{Cys}^{22}$. One must remember, however, that the Hamming chain requires either the UCU or UCG codons of Ser at this site.

Alber et al. (1987) have used oligonucleotide-directed mutagenesis to replace $\mathrm{Thr}^{157}$ with thirteen other amino acids in phage T4 lysozyme in order to measure the thermodynamic stability of these replacements. These amino acids, namely, Asn, Arg, Asp, Cys, Leu, Arg, Ala, Glu, Val, His, Phe, and Lys, are enclosed by a sphere determined by the Ala-Phe-His triplet. The same complement of amino acids is found at sites 8 and 17 in
iso-1-cytochrome cc. Alber et al. (1988) reported the eleven functionally equivalent amino acids at $\mathrm{Pro}^{86}$ in the same protein. The amino acids are enclosed in a sphere determined by the Ala-His pair. Three comparable sites in iso-1-cytochrome c are shown in Table 6.5. Reidhaar-Olson and Sauer (1988) have reported functionally equivalent amino acids at sites 85 through 91 in the helix 5 region of phage 1 repressor. Bowie et al. (1990), from the same laboratory, reported functionally equivalent amino acids in phage $\lambda$ repressor sites 75,77 , and $79-83$. The amino acids at sites 86 and 88 in phage $\lambda$ repressor are enclosed in the triplet Arg-Met-Tyr as are those in $E$. coli $\beta$-galactosidase at sites $\mathrm{His}^{464}$ and Met ${ }^{3}$. Table 6.5 shows that all other amino acids are enclosed by the sphere determined by this triplet. The information content of these four sites is zero, because any amino acid may occupy these sites. The amino acids at phage $\lambda$ site 83 are enclosed by the quadruplet (Met-Gly-Glu-His). Cys and Trp are predicted for site 83 .

Reidhaar-Olson and Sauer (1988) point out that several amino acids are underrepresented. For example, Pro is not found and they regard this as evidence that Pro is not a functionally acceptable amino acid at these sites. This point is worth investigating further, as Reidhaar-Olson and Sauer (1988) state that they may not have sequenced a number of candidates large enough to be confident that all candidates have been identified. The Gly-Pro pair has the smallest BH distance and, as Gly is found at sites $85,86,89$, and 90 , it is curious that Pro is not also found. The alignment with iso-1-cytochrome c shows Pro always predicted, but actually found only in iso-1-cytochrome c sites 11,69 , and 96 . They are shown aligned with phage $\lambda$ repressor site 85 . Richardson and Richardson (1988) tabulated amino acid preferences from $215 \alpha$ helices from 45 different globular proteins for 16 different positions relative to the helix ends. They found a substantial preference for Gly over Pro at the helix ends. Pro was found to have the lowest preference of any residue at the helix ends. Gly is the only one of the proteinaceous amino acids that is symmetric. This fact is not included in the BH considerations. It may be that, because of its symmetry, Gly is more easily accepted by the requirements of protein folding. A second reason may be that Pro is a cyclic imino (not an amino) acid, so that it differs from the others in having highly restricted torsion angles and no N-H bond. A third reason for the absence of Pro is that the Gly codons and the Pro codons are separated by two or three Hamming distances. Thus, a single base interchange goes to a nonfunctional amino acid if Gly and Pro are the only functionally acceptable amino acids at that site.

### 6.3 The information content or complexity of the iso-1-cytochrome C family

We are now prepared to calculate the information content, or the mutual entropy, for iso-1-cytochrome c in the ideal case using Equation 5.12. The results are shown in Table 6.3 at each site for the case of both the amino acids reported and the amino acids reported plus amino acids predicted by the prescription. However, what I am interested in calculating is the information content or complexity of this fundamental function of the iso-1-cytochrome c homologous family.

I assume that the functionally equivalent amino acids at each site are independent of those at any other site. This is not true if there is a linkage between sites that are near each other in the protein folded condition or which form a complex associated with the active pocket of the protein. Such a linkage implies that, if a mutation to a nonfunctionally equivalent amino acid occurs, the activity may be restored by a mutation at another site in the protein sequence (Section 6.3.3). Such linkages do exist. For example, Brantly, Courtney, and Crystal (1988) report that Lys ${ }^{290}$ and Glu ${ }^{342}$ are contiguous in the folded state of $\alpha 1$-antitrypsin and form a salt bridge, Lys ${ }^{290}$ being charged positively and Glu ${ }^{342}$ negatively. These two amino acids are one Hamming distance apart and so a mutation from either to the other destroys the,+- configuration and results in loss of activity and a high risk of emphysema in the patient. The salt bridge configuration is reformed by a second mutation at either site in the protein chain. In any event, the effect of intersymbol influences on the information content can be accounted for by subtracting the conditional entropy associated with the linkage (Shannon, 1951).

According to the Shannon-McMillan-Breiman Theorem (Section 4.1) the number of iso-1-cytochrome sequences, when the information content is 371.42 bits is:

$$
2^{371.42}=6.43518430225 \times 10^{111}
$$

If one makes this calculation using expression (1), the result is:

$$
20^{113}=1.03845927171 \times 10^{147} .
$$

Thus, doing the problem correctly, one finds that the 1-iso-cytochrome sequences are only a very tiny fraction $6.19685707266 \times 10^{-36}$ of the total possible sequences (Section 4.1).

These results will be needed in the discussion of the origin of life scenarios in Chapters 8, 9, and 10. They will provide the knowledge needed to apply the Shannon-McMillan-Breiman Theorem to Eigen's speculations about a "master sequence" and "quasi-species," each one having a "value parameter" or "superiority parameter" (Eigen, 1971, 1992, 2002; Eigen and Schuster, 1977, 1979 1982, Eigen, Winkler-Oswatitsch, and Dress, 1988).

### 6.4 The explanation of overlapping genes given by information theory and coding theory

### 6.4.1 The impact of the discovery of overlapping genes

The information content of proteins is also important in explaining the phenomena of overlapping genes. The discovery of overlapping genes caused considerable Angst expressed by well-respected commentators in Science (Kolata, 1977) and in Nature (Szekely, 1977, 1978). Kolata (1977) declared: "Studies of these simple organisms have recently yielded results that shake the foundations of the theories of molecular biology. The hypothesis of nonoverlapping genes is a keystone for many genetic theories." Kolata called for a redefinition of the ". . . very concept of a gene." The genetic code exerts a strong degree of coupling between protein sequences coded in different reading frames. It was thought that this would introduce constraints so severe that two protein sequences of any significant length could not have evolved if their genes overlapped.

However, Nature is often full of surprises that upset such well-established beliefs. Overlapping genes have proved to be a common phenomenon. Although first discovered in viruses, the phenomenon appears in insects and in vertebrates. Shmulevitz et al. (2002) have found overlapping genes in segments of an avian retrovirus and Nelson Bay Retrovirus. Fukuda, Washio, and Tomita (1999) found overlapping genes in Mycoplasma genitalium and Mycoplasma pneumoniae. There are 162 overlapping gene pairs in the genome of Mycoplasma genitalium and 203 overlapping gene pairs in Mycoplasma pneumoniae according to the TIGR annotation. Extensive overlapping exists in the mammalian reading frames (Cooper et al., 1998; Kozak, 2001). Klemke et al. (2001) have found two reading frames over 256 codons. Two cases in $\Phi \times 174$ were discovered (Barrell, Air, and Hutchinson, 1976; Sanger et al., 1977; Smith et al., 1977), where genes for proteins of 120 and 151 amino acids each overlap the sequences for longer proteins
on a single strand of DNA. In addition, short sections in G4 in which all three reading frames are transcribed were found by Shaw et al. (1978). A similar situation was found in the oconogenic virus SV 40 (Durham, 1978; Fiers et al.; 1978, Reddy et al., 1978) but within an intron Henikoff et al. (1986) have found that the Gart locus in Drosophila melanogaster contains an entire gene encoding a cuticle protein from the opposite DNA strand Spencer, Gietz, and Hodgetts (1986) found overlapping transcription in the dopa decarboxylase region in Drosophila. Jankowski et al. (1986) found two proteins overlapping for thirty-three sites in trout DNA. Williams and Fried (1986) found complementary mRNAs transcribed from opposite strands of the same cellular DNA sequence in the mouse. Adelman et al. (1987) found that the gene in the rat that encodes gonadotropin-releasing hormone (GnRH) from one strand of DNA also transcribes a second gene from the opposite strand, SH, to produce an RNA of undefined function.

### 6.4.2 A comparison of the genetic message in the DNA of $\Phi \times 174$ and in overlapping sites in iso-1-cytochrome c

Figure 6.5 shows part of the genetic messages in the overlapping sequences A protein and B protein of the DNA of $\Phi \times 174$ from Figure 4 of Smith et al. (1977). If, in the A protein, the third G for Thr goes through the sequence $\mathrm{N}=\mathrm{G}, \mathrm{T}, \mathrm{C}, \mathrm{A}$ of the cylinder codons ACN (see Mathematical Appendix), Thr is preserved in the A protein. Smith et al. (1977) reported that the corresponding amino acid codon CGA for Ala; in the B protein, mutates to GTA for Val. Further mutations of GTA, to Leu, CTA and Ile, ATA are compatible with the ACN cylinder codons of Thr. Mutation of the third nucleotide in CAG of the Gln-Tyr, Term series in the A protein causes a Glu, Gln Term Lys series in the B protein as reported by Smith et al. (1977). Moving to the right to where Val Asn, and Thr in the B protein are opposite Leu, Thr, and Leu in the A protein, we note that if the cylinder codons for Val in the B protein mutate through a sequence of all the third nucleotides this causes Leu in the A protein to mutate to Ser, TCA and the Term codons TAA, TGA. If the first nucleotide in the ACA codon of Thr which lies between two Leu codons of the A protein mutates, this produces Ser, TCA, Pro, CCA, and Ala GCA in the A protein. It also produces, pairwise, Ile, ATC, Thr, ACC and Ser, AGC in the B protein. If, in the B protein, the second nucleotide of Thr, ACT mutates, we find Asn, AAT, Ser AGT and Ile, ATT. These mutations in the B protein cause the second Leu in the A protein to go to Ile, ATT, Val, GTT, and Phe, TTT.

```
    A Protein
    Thr \uparrow Term\uparrow \uparrow Term \uparrow Ala \uparrow Phe \uparrow
            \ACA
            Thr \uparrow Tyr \uparrow Lys \uparrow Term \uparrow Pro }\uparrow\mathrm{ Val }
```



```
            Thr \uparrowTyr \uparrow Lys \uparrow Ser \uparrow Ser \uparrow Ile \uparrow
            \AC G`T AC`AA G TT C A}\uparrowT\mathbf{CA}\uparrowA\mathbf{T}\mathbf{T}
    Met }\uparrow\mathrm{ Thr }\uparrow\mathrm{ Gln }\uparrow\mathrm{ Lys }\uparrow\mathrm{ Leu }\uparrow\mathrm{ Thr }\uparrow\mathrm{ Leu }\uparrow\mathrm{ Ser }\uparrow\mathrm{ Asp }\uparrow\mathrm{ Ile }
Ser
```



```
T\TCT
    A T\downarrowG A ClG C Alg A Alg T T\A A ClA C T\TT T ClG G A \T A T\downarrowTTC\T
            Asp }\downarrow\mathrm{ Ala }\downarrow\mathrm{ Glu }\downarrow\mathrm{ Val }\downarrow\mathrm{ Asn }\downarrow\mathrm{ Thr }\downarrow\mathrm{ Phe }\downarrow\mathrm{ Gly }\downarrow\mathrm{ Tyr }
Phe}
```

```
                \downarrowG T A }\downarrowC\mathbf{AA}\downarrow\mathbf{G}\boldsymbol{T}C\downarrow\mathbf{A}T\mathbf{C}\downarrow\mathbf{A}A\mathbf{T}
```

                \downarrowG T A }\downarrowC\mathbf{AA}\downarrow\mathbf{G}\boldsymbol{T}C\downarrow\mathbf{A}T\mathbf{C}\downarrow\mathbf{A}A\mathbf{T}
                Val \downarrow Gln }\downarrow\mathrm{ Val }\downarrow\mathrm{ Ile }\downarrow\mathrm{ Asn }
                Val \downarrow Gln }\downarrow\mathrm{ Val }\downarrow\mathrm{ Ile }\downarrow\mathrm{ Asn }
                \downarrowC}\boldsymbol{T
                \downarrowC}\boldsymbol{T
                Leu \downarrowTerm\downarrow Val }\downarrow\mathrm{ Thr }\downarrow\mathrm{ Ser }
                Leu \downarrowTerm\downarrow Val }\downarrow\mathrm{ Thr }\downarrow\mathrm{ Ser }
                \downarrowA T A\downarrowA AA\downarrow G T A\downarrowAGGC\AT T}
                \downarrowA T A\downarrowA AA\downarrow G T A\downarrowAGGC\AT T}
                \downarrowIle }\downarrow\mathrm{ Lys }\downarrow\mathrm{ Val }\downarrow\mathrm{ Ser }\downarrow\mathrm{ Ile }
    ```
                \downarrowIle }\downarrow\mathrm{ Lys }\downarrow\mathrm{ Val }\downarrow\mathrm{ Ser }\downarrow\mathrm{ Ile }
```


## B Protein

Figure 6.5. Overlapping genes are consistent with molecular biology. A and B protein sequences in $\Phi \times 174$ from M. Smith et al. Figure 4. The repeated nucleotides are in bold face. The amino acids reported by M. Smith et al. are in plain text. The nucleotides and amino acids produced by mutations are in italics.

All these mutations produce amino acid sets that are found to be functionally equivalent in iso-1-cytochrome c. It is not going too far to say that the functionally equivalent amino acids found at certain sites in iso-1cytochrome c also are functionally equivalent in A and B protein. This is another illustration of the phenomenon that sites characterized by the same functionally equivalent amino acids (i.e., are enclosed in the same volume in BH space) are found in unrelated protein sequences (Table 6.6).

### 6.4.3 Overlapping genes are consistent with the genetic code

The explanation, which I proposed (Yockey, 1979) for overlapping genes, was that the redundance of the genetic code and the redundance because of the information content of a protein family would allow, in some cases, the coding of two and perhaps more, genetic messages in one of the three reading frames of single-stranded DNA and in the six reading frames of double-stranded DNA. Pavesi et al. (1997) found that the redundance in
Table 6.6. Function equivalent amino acids in iso-1-cytochrome c, phage T4 Lyxozyme ${ }^{1}$ and phage $\lambda$ repressor. ${ }^{2,3}$ Table 6.6 data from Protein Information Resource (2003)

| Source sequence | Site | Radius $R$ | Center coordinates$\left(\mathrm{x}_{2}, \mathrm{y}_{2}, \mathrm{z}_{2}\right)$ | Functionally equivalent residues known, plaint text predicted residues, italics | Information content |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | All residues | Known residues |
| Phage $\lambda$ | 75 | 0.517 | $(+0.10,+0.09,-0.385)$ | (Ala-Gln) Gly Pro Ser Thr Asn Glu Asp Lys Val Ile Leu Cys Trp | 1.183303 | 3.33708 |
| Cyto c | 23 | 0.517 | $(+0.10,+0.09,-0.385)$ | (Ala-Gln) Gly Pro Ser Thr Asn Glu Asp Lys Val Ile Leu Cys Trp | 1.183393 | 3.00489971 |
|  | 36 | 0.517 | ( $+0.10,+0.09,-0.385)$ | (Ala-Gln) Gly Pro Ser Thr Val Glu Asn Asp Lys Ile Leu Cys Trp | 1.183393 | 3.35303328 |
|  | 48 | 0.517 | $(+0.10,+0.09,-0.385)$ | (Ala-Gln) Gly Pro Ser Thr Asn Glu Asp Lys Ile Leu Val Cys Trp | 1.183393 | 3.49085066 |
|  | 52 | 0.517 | $(+0.10,+0.09,-0.385)$ | (Ala-Gln) Gly Pro Ser Thr Asn Glu Asp Lys Val Ile Leu Cys Trp | 1.183393 | 2.8017111 |
|  | 65 | 0.517 | ( $+0.10,+0.09,-0.385)$ | (Ala-Gln) Gly Pro Ser Thr Asn Glu Asp Lys Val Ile Leu Cys Trp | 1.183393 | 3.72360551 |
|  | 66 | 0.517 | $(+0.10,+0.09,-0.385)$ | (Ala-Gln) Gly Pro Ser Thr Asn Glu Asp Lys Val Ile Leu Cys Trp | 1.183393 | 2.21689380 |
|  | 68 | 0.517 | $(+0.10,+0.09,-0.385)$ | (Ala-Gln) Gly Pro Ser Thr Asn Glu Asp Lys Val Ile Leu Cys Trp | 1.183393 | 2.74417381 |
|  | 70 | 0.517 | $(+0.10,+0.09,-0.385)$ | (Ala-Gln) Gly Pro Ser Thr Asn Glu Asp Lys Val Ile Leu Cys Trp | 1.183393 | 2.74417376 |
|  | 97 | 0.517 | ( $+0.10,+0.09,-0.385$ ) | (Ala-Gln) Gly Pro Ser Thr Asn Glu Asp Lys Val Ile Leu Cys Trp | 1.183393 | 2.74417381 |
|  | 100 | 0.517 | $(+0.10,+0.09,-0.385)$ | (Ala-Gln) Gly Pro Ser Thr Asn Glu Lys Asp Val Ile Leu Cys Trp | 1.183393 | 2.99101090 |

2.62088490
2.84900176
3.26889868

2.12320374
1.62189866
1.79279439
2.80171110
2.54997885
2.84900176

(Ala-Gln) Gly Pro Ser Thr Asn Glu Asp Lys Val 1.183393
(Ala-Gln) Gly Pro Ser Thr Asn Glu Asp Lys Val
Ile Leu Cys Trp
(Ala-Gln) Gly Pro Ser Thr Asp Asn Glu Lys
Val Ile Leu Cys Trp
(Ala-Gln) Gly Pro Ser Thr Asp Asn Glu Lys Val
(Ala-Gln) Gly Pro Ser Thr Asp Asn Gru Lys Val
(Ala-Ser) Gly Pro Thr Val Ile Leu
 (Ala-Ser) Gly Pro Thr Val Ile Leu (Ala-Ser) Gly Pro Thr Val Ile Leu
2.438366
1.554
0.120681
0.120681
0.120681
0.120681
0.121681
0.120681
0.120681
0.468248
$(+0.10,+0.09,-0.385)$
$(+0.10,+0.09,-0.385$
$(+0.10,+0.09,-0.385$
$(+0.085,+0.06,-0.475)$
$(+0.085,+0.06,-0.475)$
$(+0.085,+0.06,-0.475)$
$(+0.085,+0.06,-0.475)$
$(-0.153,-0.315,+0.155)$
$(-0.33,+0.125,-0.24)$
$(-0.33,+0.125 .-0.24)$
$(-0.33,+0.125,-0.24)$
$(-0.33,+0.125,-0.24)$
$(-0.33,+0.125,-0.24)$
$(-0.33,+0.125,-0.24)$
$(-0.33,+0.125,-0.24)$
$(-0.33,+0.125,-0.24)$


Table 6.6. (cont.)

| Source sequence | Site | Radius $R$ | Center coordinates$\left(\mathrm{x}_{2}, \mathrm{y}_{2}, \mathrm{z}_{2}\right)$ | Functionally equivalent residues known, plaint text predicted residues, italics | Information content |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | All residues | Known residues |
|  | 69 | 0.781 | $(-0.33,+0.125,-0.24)$ | (Ala-Tyr) Gly Pro Ser Thr Gln Asn Glu Asp Lys Arg His Val Ile Leu Cys Phe Trp | 0.120681 | 2.31625354 |
|  | 74 | 0.781 | $(-0.33,+0.125,-0.24)$ | (Ala-Tyr) Gly Pro Ser Glu Gln Thr Phe Asn Asp Lys His Val Ile Leu Arg Cys Trp | 0.120681 | 2.31625354 |
|  | 96 | 0.781 | $(-0.33,+0.125,-0.24)$ | (Ala-Tyr) Gly Pro Ser Thr Asn Glu Gln Asp Lys Arg HisVal Ile Leu Cys Phe Trp | 0.120681 | 2.54934943 |
| Phage $\lambda$ | 86 | 0.86 | $(-0.183,-0.178,-0.114)$ | (Ala-Met-Tyr) Gly Pro Ser Thr Gln Asn Glu Asp Lys Arg His Val Ile Leu Cys Phe Trp | 0.000 | 1.90384453 |
| Phage $\lambda$ | 88 | 0.86 | $(-0.183,-0.178,-0.114)$ | (Ala-Met-Tyr) Gly Pro Ser Thr Gln Asn Glu Asp Lys Arg His Val Ile Leu Cys Phe Trp | 0.000 | 2.92883644 |
| Phage $\lambda$ | 87 | 0.436 | $(-0.02,-0.535,+0.09)$ | (Leu-Met) | 4.071 | 4.071 |
| Cyto-c | 106 | 0.436 | (-0.02, -0.535, +0.09) | (Leu-Met) | 4.071 | 4.071 |
| Phage $\lambda$ | 89 | 0.789 | $(+0.045,-0.395,-0.25)$ | (Ala-Met) Gly Pro Ser Thr Gln Asn Glu Asp Lys Arg Val Ile Leu Cys Phe Trp | 0.415 | 1.599 |
| Cyto-c | 4 | 0.789 | $(+0.045,-0.395,-0.25)$ | (Ala-Met) Gly Pro Ser Gln Glu Val Thr Asp Asn Lys Ile Leu Arg Cys Phe Trp | 0.4147581 | 1.89160784 |
| Cyto-c | 7 | 0.789 | $(+0.045,-0.395,-0.25)$ | (Ala-Met) Gly Pro Ser Gln Glu Val Thr Asn Asp Lys Ile Leu Cys Phe Trp | 0.4147581 | 2.49615086 |
| Cyto-c | 10 | 0.789 | $(+0.0455,-0.395,-0.25)$ | (Ala-Met) Gly Pro Ser Gln Glu Asp Thr Leu Ile Lys Arg Val Phe Cys Trp | 0.4147581 | 1.82603408 |
| Cyto-c | 20 | 0.789 | $(+0.045,-0.395,-0.25)$ | (Ala-Met) Gly Pro Ser Thr Gln Asn Glu Asp Lys Arg Val Ile Leu Cys Phe Trp | 0.4147581 | 2.40582668 |
| Cyto-c | 63 | 0.789 | $(+0.045,-0.395,-0.25)$ | (Ala-Met) Gly Pro Ser Thr Gln Asn Glu Asp Lys Arg Val Ile Leu Cys Phe Trp | 0.4147581 | 3.33232212 |


| Phage $\lambda$ | 90 | 0.790 | ( $+0.047,-0.354,-0.222)$ | (Ala-Met-His) Gly Pro Ser Thr Gln Asn Glu Asp Lys Arg Val Ile Leu Cys Phe Trp | 0.208 | 2.694 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Lysozyme | 86 | 0.625 | $(+0.08,+0.125,-0.28)$ | (Ala-His) Gly Pro Ser Thr Gln Asn Glu Asp Lys Arg Val Ile Leu Cys Trp | 0.533821 | 1.778 |
| Cyto-c | 47 | 0.625 | $(+0.08,+0.125,-0.28)$ | (Ala-His) Gly Pro Ser Thr Gln Asn Glu Asp Lys Arg Val Ile Leu Cys Trp | 0.533821 | 3.17857450 |
| Cyto-c | 107 | 0.625 | $(+0.08,+0.125,-0.28)$ | (Ala-His) Gly Pro Ser Thr Gln Asn Glu Asp Lys Arg Val Ile Leu Cys Trp | 0.533821 | 2.72628848 |
| Cyto-c | 108 | 0.625 | $(+0.08,+0.125,-0.28)$ | (Ala-His) Gly Pro Ser Thr Gln Asn Glu Asp Lys Arg Val Ile Leu Cys Trp | 0.533821 | 2.62088490 |
| Phage $\lambda$ | 91 | 0.463 | $(+0.075,-0.005,-0.44)$ | (Ala-Cys) Gly Pro Ser Thr Val Ile Leu Trp (Gly, Pro, Ser, Thr, Val or UUA, UUG of Leu | 2.145 | 2.842 |
| Cyto-c | 22 | 0.463 | $(+0.075,-0.005,-0.44)$ | (Ala-Cys) Gly Pro Ser Thr Val Ile Leu Trp(required by Ala-Cys Hamming chain.) | 2.145 | 4.049 |
| Lysozyme | 157 | 0.626 | $(+0.035,+0.115,-0.279)$ | (Ala-Phe-His) Gly Pro Ser Thr Gln Asn Glu Asp Lys Arg Val Ile Leu Cys Trp | 0.672312 | 1.388677 |
| Cyto-c | 8 | 0.626 | $(+0.035,+0.115,-0.279)$ | (Ala-Phe-His) Gly Pro Ser Thr Gln Glu Asp Asn Lys ArgVal Ile Leu Cys Trp | 0.208181 | 2.57039053 |
| Cyto-c | 17 | 0.626 | $(+0.035,+0.115,-0.279)$ | (Ala-Phe-His) Gly \|Pro|* $\operatorname{Ser}$ Thr Gln Glu Asp Asn Lys Arg Val IleLeu Cys Trp | 0.672312 | 2.48852781 |

* Found by Data from Protein Information Resource (2003) not to be functionally equivalent
${ }^{1}$ Alber et al. (1988).
${ }^{2}$ Phage $\lambda$ sites, $75-83$ from Bowie et al. (1990).
${ }^{3}$ Phage $\lambda$ sites 84-91 from Reidhaar-Olson \& Sauer (1988).
${ }^{1}$ T4 Lysozyme 157 from Alber et al. (1987). Nature 330, 41-46; T4 Lyzome 86 from Alber et al. (1988). Science 239, 631-635. ${ }^{2}$ Phage $\lambda$ from Reidhaar-Olson \& Sauer (1988). Science 241, 53-57.
the codons for arginine, leucine, and serine favors overlapping genes. The result of the calculations shown in Table 6.3 strenghen this proposal.

Let us now apply what we have learned about the mutual entropy of sequences. As I remarked in Section 6.2.2, the mutual entropy may be used as a measure of the relatedness of two or more sequences regardless of the origin of the sequences. We may calculate the mutual entropy of events $x$ and $y$ in any two reading frames. As I have shown in Table 6.3, sites that have functionally equivalent amino acids have information content lower than 4.139 bits. Accordingly, this amounts to a flexibility in information content shared between the primary and other reading frames, as I have illustrated in Figure 6.1.

Overlapping genes are a manifestation of the use of the full information content of the DNA sequence to record and transcribe genetic messages. This phenomenon shows that the source can drive two or even three channels of transcription with appropriate algorithmic instruction. The study of overlapping genes gives valuable knowledge about the sophistication of genetic algorithms and their source of functional equivalence of amino acids in protein sequences.

The discovery of overlapping genes does not "shake the foundations of molecular biology." It illustrates the need for an understanding of the mathematical foundations of molecular biology. The only redefinition of "the very concept of the gene" needed is to remind ourselves that the gene is the genetic message and not the material DNA or mRNA. It receives a full quantitative explanation from first principles by the discussion given earlier.

# Evolution of the genetic code and its modern characteristics 


#### Abstract

I believe no one will be surprised that a large number of the points considered demand a far fuller, more rigorous, and more comprehensive treatment. It seems impossible that full justice should be done to the subject in this way, until there is built up a tradition of mathematical work devoted to biological problems, comparable to the researches upon which a mathematical physicist can draw in the resolution of special difficulties.

Sir Ronald Aylmer Fisher, (1958)


### 7.1 Early speculations on the evolution of the genetic code

### 7.1.1 The difficulty of determining the origin of the genetic code

Many papers have been published with titles indicating that their subject is the origin of the genetic code, but actually the content deals only with its evolution. Authors assume that the origin of the genetic code is inevitable once they have created a scenario that provides the components of an informational molecule.

As I have pointed out:
The calculations presented in this paper show that the origin of a rather accurate genetic code, not necessarily the modern one, is a pons asinorum that must be crossed to pass over the abyss that separates crystallography, high polymer chemistry and physics from biology. (Yockey, 1981, 1992)

The paradox is seldom mentioned that enzymes are required to define or generate the reaction network, and the network is required to synthesize the enzymes and their component amino acids. There is no trace in physics or chemistry of the control of chemical reactions by a sequence of any sort or of a code between sequences. Thus, when we make the distinction between the origin of the genetic code and its evolution we find the origin of the genetic code is unknowable (Chapter 11). We are aware that we must take it as following from the axiom of the existence of life (Bohr, 1933). The existence of life is based on the sequence hypothesis and consequently, as Gamow
(Sections 2.1.1 and 2.2.2) proposed, there must be a code between each of several sequences such as those in DNA, mRNA, and protein. Accordingly, in this chapter I shall discuss the evolution of the genetic code, not its origin, which is unknowable.

It was once thought that the genetic code did not evolve because any change would totally scramble the genetic message and would therefore be lethal. However, Barrell, Bankier, and Drouin (1979) showed that mitochondria use some codon assignments that differ from the standard code. In the event that a codon becomes unassigned the organism continues to exist. A new assignment may occur without being an error because of noise (Oba, Andachi, Muto, and Osawa, 1991; Osawa et al., 1987, 1990, 1992).

We have seen in Table 6.3 that the structure of proteins admits the replacement of up to all amino acids at some sites. Because these amino acids do not all have the same codon assignment, this is de facto evidence of a nonlethal change of codon. Therefore, the discoveries of the alternate mitochondrial codons, other variations from the standard code, the overlapping genes, and the readthrough tRNAs of the termination codons show that there is flexibility in the genetic code and that it did evolve, at least in the early period before saturation in the second extension.

After examining certain alternatives, I shall present in this chapter a scenario by which the genetic code may have evolved to its present structure. I shall apply several conjectures about protein synthesis in early primitive organisms according to the principles of coding theory discussed in Chapter 5.

### 7.1.2 Did the genetic code reach its present form by trying many codes and selecting the best?

Freeland et al. (2000) have analyzed the standard genetic code for error minimization. They find the genetic code to be very near or possibly at a global optimum for error minimization. Is there enough time since the beginning of a clement Earth for the modern genetic code to achieve that condition? Did Nature try a number of possible codes and select the best, as the frozen accident scenario proposes (Crick, 1965)? The plausibility of that proposal can be tested by comparing estimates of the number of codes to be tested with the time available for the origin of life.

Let us go to the geological record to find estimates of the time available for the origin of life. The Earth was formed about $4.6 \times 10^{9}$ years ago (Section 8.3.2). It is well established that life existed in abundance at or before $3.8 \times 10^{9}$ years ago (Mojzsis and Harrison, 2002; Schidlowski, 2002). There are $2.52 \times 10^{16}$ seconds in the $8 \times 10^{8}$ years between these two events. However, during most of these $8 \times 10^{8}$ years, Gaea was busy with other things, such as getting heavily bombarded by meteorites, comets, and other objects, losing her original atmosphere, outgassing and cooling off to form the oceans. The current best estimate of the time between the formation of the oceans and the origin of life is $2 \times 10^{8}$ years or about $6.3 \times 10^{15}$ seconds.

Having established how much time is available, let us now consider by elementary algebra how to calculate the number of genetic codes to be tested. The codons are formed from the letters of the genetic alphabet by taking all permutations of those letters with replacement. The problem is to calculate the number of ways $n$ objects can be arranged, in an unrestricted fashion, without replacing any of them. That is, we need to calculate the number of permutations of $n$ objects taken in $r_{k}$-tuples without replacement. If we have $n$ objects to be arranged in $n$ permutations without replacement, there are $n$ objects available for the first state. Once the first object is placed there are $(n-1)$ objects left for the second state. There are $(n-2)$ states unoccupied for the third object and so on. Therefore, there are $n!$ permutations of $n$ objects in $n$ states. Suppose we consider dividing the states into two subpopulations, one of $t$ states and the other, of course, of $(n-t)$ states. By the argument just given, there are $t$ ! permutations in the first population and $(n-t)$ ! in the second one. To determine how many arrangements or combinations there are of the total population, we must divide $n$ ! by both $t$ ! and $(n-t)$ !

$$
\begin{equation*}
\mathrm{C}(n, t)=\frac{n!}{(n-t)!t!} . \tag{7.1}
\end{equation*}
$$

By extending this argument we see that the number of arrangements of $n$ obects in $k$ subpopulations of $r_{k}$-tuples without replacement is given by:

$$
\begin{equation*}
\mathrm{C}(n, k)=\frac{n!}{\left(r_{1}!\times r_{2}!\times \cdots r_{k}!\right)} . \tag{7.2}
\end{equation*}
$$

Suppose we have a second set of objects, each one of which we wish to identify by a mapping with the $r_{k}$-tuples of the subpopulations of the set
of the $n$ objects. The correspondence is between each object in the second set of objects and the subpopulations in the first set. In general, there is more than one object in the subpopulations of the first set of objects. This mapping relationship is what is defined as a code in Section 2.2.1. It is now clear that the reason we must calculate the number of combinations without replacement is that a codon would then be assigned to more than one amino acid and that situation would not constitute a code.

We have now grasped the mathematical ideas necessary to calculate the number of genetic codes under certain specified conditions. Suppose the twenty amino acids, and the sixty-four codons were all present at the origin of the genetic code awaiting assignment. Let us calculate the number of genetic codes with the codon-amino acid assignment typical of the modern standard genetic code. Leu, Ser, and Arg are assigned a six-tuple subpopulation of codons each. Ala, Val, Pro, Thr, and Gly are assigned a four-tuple subpopulation of four codons each, and so on, including the three non-sense codons. Thus these $r_{k}$-tuple subpopulations may be arranged in 6!, 4!, 3 !, and 2 ! different ways without replacement. Substituting these numbers in Equation 7.2, we have:

$$
\begin{equation*}
\frac{(64!)}{(6!)^{3}(4!)^{5}(3!)(2!)^{9} \times 1 \times 1}=1.40 \times 10^{70} . \tag{7.3}
\end{equation*}
$$

Any other arrangement in which all but three codons are assigned to at least one of the twenty amino acids also results in a very large number of this order of magnitude. Clearly, this is an implausibly large number of genetic codes from which the modern standard genetic code is presumed to have been selected by evolution in the $6.3 \times 10^{15}$ seconds of the Earth's early history during which the origin of life events occurred.

The number of codes is reduced considerably if it is possible to start with fewer than twenty sense codons. The idea of Crick (1968), Wong (1976), and Lehman and Jukes (1988) of starting with fewer than twenty amino acids reduces the number of codes enormously, but still leaves an unbelievably large number from which the modern genetic code was to be chose by the slow processes of natural selection. In addition, as the vocabulary is increased the number of genetic codes increases dramatically as can be seen by substituting the appropriate numbers in Equation 7.2. One must presume that the modern genetic code did not originate from among $1.40 \times 10^{70}$ codes awaiting assignment.

### 7.2 Did the genetic code evolve from a first extension of a four-letter alphabet?

### 7.2.1 Was the genetic code ever binary?

The possibility that the genetic code began with a binary alphabet must be considered first before proposing a four-letter alphabet, because a binary alphabet is the simplest one. Computers and electronic communications use binary alphabets exclusively. The only hint that the genetic code may have begun with a binary alphabet is that the compounds that form the letters of the DNA and RNA alphabet are chemically of two kinds, namely, purines A and G , and pyrimidines, $\mathrm{C}, \mathrm{T}$, and U .

There are a number of objections to the belief that the genetic code was binary at some time in its early history. A binary alphabet might have been made from one purine and one pyrimidine. Those who believe in a prebiotic soup (Chapter 8) are aware of the difficulties in the prebiotic formation of pyrimidines. For example, cytosine is obtained in a yield of about 5 percent in an aqueous solution of 1.0 M potassium cyanate and 0.1 M cyanoacetylene held at $100^{\circ} \mathrm{C}$ for twenty-four hours. This is hardly a reasonable prebiotic synthesis because it is obvious that such controlled conditions require a deus ex machina in the form of an expert biochemist.

### 7.2.2 Jukes' proposal that the genetic code evolved from a doublet code

Jukes (1965, 1966, 1973, 1974, 1981, 1983a, 1983b, 1986, 1987, 1993) first suggested that the current standard triplet code evolved from a doublet code with a four-letter alphabet. Crick (1968) concurred, provided that only the first two nucleotides are read and the third letter is effectively a spacer. He believed this to be necessary because the size of the codon is dictated by the diameter of the double helix. Let us accept the condition that the third nucleotide was a spacer and apply the principles of coding and information theory to examine a scenario for the evolution of the genetic code from a first extension of a quaternary alphabet.

The number of amino acids that can be assigned code words by any code based on the first extension of a four-letter alphabet is no more than fifteen, plus a non-sense or termination codon. So the first test of Jukes' proposal is: Could highly specific proteins have been composed of fewer than twenty amino acids? It is a significant support of this scenario that all twenty amino acids do not appear in some modern proteins. The ferredoxins, for example,
all have fewer than twenty kinds of amino acid. As Lehman and Jukes (1988) have pointed out, there are only thirteen amino acids in the clostridial ferredoxins of Clostridium butyricum. The seven missing ones are, namely, Arg, Leu, His, Lys, Met, Tyr, and Trp (Dayhoff and Eck, 1978; George et al., 1985). They also pointed out that a comparison of nine different clostridial type ferredoxins shows that there are only six different amino acids that occupy the invariant sites. As I pointed out (Yockey, 1977b), this is consistent with the fact that the cytochrome c message can be written with fourteen amino acids, as inspection of Table 6.4 shows. We may therefore retain for consideration the idea that the first code had fewer than twenty sense codons (Crick, 1968; Jukes, 1965, 1966, 1973, 1974, 1983a, 1983b; Orgel, 1968; Wong, 1976).

It is reasonable that the direction of evolution was toward organisms with genetic codes that had the largest vocabularies and the least number of mutations to non-sense codons. Let us now consider the scenario that a number of independent origin of life events occurred (Raup and Valentine, 1983), each with its own code of a given vocabulary size $\tau$ with $\gamma$ mutations to non-sense codons. Only those mutations at a Hamming distance one are considered because the mutations of two and three Hamming distances are of second and third order and are therefore very improbable.

The following argument is substantially due to Figureau and Labouygues (1981), Cullmann (1981), Labouygues and Figureau (1982, 1984), and Cullmann and Labouygues (1983). The code C is composed of sense code words that have a specific assignment. Other doublets of the alphabet are not part of code C. Let $K_{i}$ be the number of times that symbol $i$ is used in the first position of code words in the code, and $K_{j}$ is the number of times the symbol $j$ is used in the second position. We must first calculate the number of codes that have $\gamma$ mutations to non-sense codons. In general, the number of exchanges in code C of $q$ symbols $K_{i}$ times in the first position is $q K_{i}$. We must subtract the number of times symbol $i$ replaces itself, so that the total for symbol $i$ is ( $q K_{i}-K_{i}^{2}$ ). The same is true for the number of exchanges of $q$ symbols $K_{j}$ times in the second position. These two expressions are added and a summation is made over only the sense code words in code C. That is, $i \in \mathrm{C}$ and $j \in \mathrm{C}$.*

$$
\begin{equation*}
\gamma=\sum_{i \in \mathrm{C}}\left(q-K_{i}\right) K_{i}+\sum_{j \in \mathrm{C}}\left(q-K_{j}\right) K_{j} . \tag{7.3}
\end{equation*}
$$

[^6]The resistance of mutations to non-sense code words in code C is measured by the number of code words, $D_{l}$, in code C, that are separated by a Hamming distance of one. The number of pairs of symbols of sense code words and non-sense code words is the square of the number of times the symbol $i$ appears in the first position. The first symbol in the is not one Hamming distance from itself, so the number of pairs of symbol $i$ in the first position must be subtracted from $K_{i}^{2}$ so we have $\left(K_{i}^{2}-K_{i}\right)$. By the same token, the number of pairs of letter $j$ in the second position is $\left(K_{j}^{2}-K_{j}\right)$. These expressions must be added and summed over all $i$ and all $j$. We have counted each pair twice and so we must multiply by $\frac{1}{2}$.

$$
\begin{equation*}
D_{1}=\frac{1}{2}\left[\sum_{i} \in \mathrm{C}\left(K_{i}^{2}-K_{i}\right)+\sum_{j} \in \mathrm{C}\left(K_{j}^{2}-K_{j}\right)\right] . \tag{7.4}
\end{equation*}
$$

All other codes of the same size, $\tau$, can be occupied by removing code word $i j$ and replacing it with code word $h l$. The variations $\Delta D_{1}$ and $\mathrm{D} \gamma$ can be obtained by the following equations, where in each case, $i, j, k \in \mathrm{C}$ :

$$
\begin{align*}
\Delta D_{1} & =-\left\{\left(K_{i}-1\right)+\left(K_{j}-1\right)-\left(K_{h}+K_{l}\right)\right\}  \tag{7.5}\\
\Delta \gamma & =2\left\{\left(K_{i}-1\right)+\left(K_{j}-1\right)-\left(K_{h}+K_{l}\right)\right\} . \tag{7.6}
\end{align*}
$$

This is easily understood when we see that the removal of code word $i j$ transforms $K_{i}$ to $\left(K_{i}-1\right), K_{j}$ to $\left(K_{j}-1\right)$. The introduction of doublet $h l$ changes $K_{h}$ to $\left(K_{h}+1\right)$ and $K_{l}$ to $\left(K_{l}+1\right)$.

The number of doublet codes for each value of $\gamma$ and $\tau$ is calculated from the number of arrangements of the rows and columns of the $4 \times 4$ square array of the sixteen boxes in which code words may be found (Cullmann 1981). As we saw in Equation 7.1, the total number of codes for each value of $t$ is given by the number of arrangements of $q^{2}$ things taken $\tau$ at a time:

$$
\begin{equation*}
\mathrm{C}\left(q^{2}, \tau\right)=\frac{q^{2}!}{\left(q^{2}-\tau\right)!\tau!} \tag{7.7}
\end{equation*}
$$

where $q$ is the number of letters in the alphabet, in this case $q=4$. These calculations have been carried out by Cullmann and Labouygues (1983) as described by Cullmann (1981). The number of doublet codes for each value of $\gamma$ and $\tau$ is shown in Table 7.1.

The total number of all codes for each value of $\tau$ is calculated from Equation 7.7 and is shown in the bottom row of Table 7.1. For example, the total number of codes for eight amino acids is 12,870 . This is still a large number, although it is much more manageable than the numbers

Table 7.1. The number of doublet codes as a function of $\tau$ and $\gamma$

| t | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $\begin{array}{ll}\gamma & \\ 0 & 1\end{array}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 6 |  |  |  |  |  |  |  |  |  |  |  | 16 |  |
|  |  |  |  |  |  |  |  |  |  |  |  | 1 |  |
|  |  |  |  |  |  |  |  |  |  |  | 48 |  |  |
|  |  |  |  |  |  |  |  |  |  |  | 1 |  |  |
| 12 | 8 |  |  |  |  |  |  |  | 8 | 32 | 72 |  |  |
|  | 1 |  |  |  |  |  |  |  | 1 | 1 | 1 |  |  |
| 14 | 0 |  |  |  |  |  |  |  | 0 | 144 |  |  |  |
|  | 0 |  |  |  |  |  |  |  | 0 | 1 |  |  |  |
| 16 | 324 | 96 |  |  | 12 |  |  | 96 | 324 | 288 |  |  |  |
|  | 2 | 1 |  |  | 1 |  |  | 1 | 2 | 1 |  |  |  |
| 18 | 384 | 432 | 288 | 112 | 0 | 112 | 288 | 432 | 384 | 96 |  |  |  |
|  | 2 | 2 | 3 | 2 | 0 | 2 | 3 | 2 | 2 | 1 |  |  |  |
| 20 | 792 | 864 | 1008 | 864 | 1008 | 864 | 1008 | 864 | 792 |  |  |  |  |
|  | 3 | 2 | 3 | 2 | 4 | 2 | 3 | 2 | 3 |  |  |  |  |
| 22 | 288 | 1392 | 1152 | 1728 | 1344 | 1728 | 1152 | 1392 | 288 |  |  |  |  |
|  | 1 | 4 | 2 | 4 | 4 | 4 | 2 | 4 | 1 |  |  |  |  |
| 24 | 24 | 1152 | 2752 | 2304 | 3168 | 2304 | 2752 | 1152 | 24 |  |  |  |  |
|  | 1 | 2 | 7 | 5 | 6 | 5 | 7 | 2 | 1 |  |  |  |  |
| 26 |  | 432 | 1584 | 3024 | 2304 | 3024 | 1584 | 432 |  |  |  |  |  |
|  |  | 2 | 4 | 6 | 5 | 6 | 4 | 2 |  |  |  |  |  |
| 28 |  |  | 1224 | 2592 | 3792 | 2592 | 1224 |  |  |  |  |  |  |
|  |  |  | 4 | 4 | 8 | 4 | 4 |  |  |  |  |  |  |
| 30 |  |  |  | 816 | 1152 | 816 |  |  |  |  |  |  |  |
|  |  |  |  | 1 | 2 | 1 |  |  |  |  |  |  |  |
| 32 |  |  |  |  | 90 |  |  |  |  |  |  |  |  |
|  |  |  |  |  | 2 |  |  |  |  |  |  |  |  |
|  | 1820 | 4368 | 8008 | 11440 | 12870 | 11440 | 8008 | 4368 | 1820 | 560 | 120 | 16 | 1 |

The sum of the large print numbers in each column is the number of combinations of sixteen items taken $t$ at a time. These numbers are given in this row. The small print numbers below each number in large print is the number of different configurations generating those codes. This table is from Cullmann and Labouygues (1983) with permission.
discussed in Section 7.1.3. However, the number of codes that need to be considered can be reduced still more. In the case where $\gamma=20$ and $\tau=8$, there are 1,008 codes. One sees immediately that there is a most substantial reduction in the number of doublet codes over the number of triplet codes. Jukes' suggestion passes the second test, which is that the multiplicity of
codes in the first extension of a quaternary alphabet is very much smaller than the number of codes found in Section 7.1.3.

### 7.2.4 Evolution of the genetic code by random walk between Markov states

The third test of Jukes' suggestion is to show how these doublet codes may have evolved by random walk from ones with a vocabulary of, say, six to nine amino acids to the second extension standard triplet modern genetic code with a vocabulary of twenty amino acids and to the other modern genetic codes that differ from the standard genetic code (see random walk in the Mathematical Appendix). It is too dark to see all the way back to the pons asinorum, but, to take a specific example, let us consider the genetic code at a time when it had a vocabulary of $\tau$ amino acids. Perhaps these were the ones, appearing in the first column of Table 7.2, which, in the second extension, have more than one codons for each amino acid. (I have called them cylinder codons for the reasons discussed in the Mathematical Appendix.) In the modern standard genetic code, the third position in these triplet codons has no discriminatory function. The tRNAs recognize all four cylinder codons.

In this scenario we presume several different independent origin of life events, each with a doublet genetic code characterized by a pair of numbers $(\tau, \gamma)$. Let the pairs of numbers $(\tau, \gamma)$ in Table 7.1 be a set of Markov states. Mutations will occur that change one code word to another. The mechanism for this is the AT to GC pressure or GC to AT pressure driven by the functional importance or requirements of the protein specificity as recorded in the genome, a reduction in the mutations to non-sense codons and the increase in vocabulary (Jukes et al.,1987; Jukes and Bushan, 1986; Osawa et al., 1987). The progress by random walk to a saturated code, which has a vocabulary of fifteen amino acids and one non-sense codon, can be regarded as a stationary Markov process in which a step to a second Markov state results in a decrease in $\gamma$ or an increase in $\tau$ (Cullmann and Labouygues, 1983).

The minimization of genetic noise has been suggested as a controlling influence in the evolution of the genetic code by numerous authors. To minimize the effect of genetic noise, $D_{1}$ will progress to a maximum value and $\gamma$ to a minimum value. To illustrate the process by which a Markov chain evolves to a minimum in $\gamma$ and a maximum in $D_{1}$, suppose the initial Markov states are the four codons $\{\mathrm{UU}, \mathrm{AA}, \mathrm{CC}, \mathrm{GG}\}$. The value of $\gamma$ is twenty-four and the value of $D_{1}$ is zero. If one removes the code word
Table 7.2. A proposed first extension and evolution to the second extension of the genetic code

| First extension |  |  |  | First extension |  |  |  | Second extension |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Amino acid | Doublet codon | Triplet codon | mtDNA <br> codon | Amino acid | Doublet codon | Triplet codon | mtDNA <br> codon | Amino acid | Triplet codon | mtDNA codon |
| Gly | GG | GGN | GGN | Phe | UU | UUU | UUU | Leu | UUA | UUA |
|  |  |  |  |  |  | UUC | UUC |  | UUG | UUG |
| Pro | CC | CCN | CCN | Cys | UG | UGU | UGU | Trp | UGG | UGG |
|  |  |  |  |  |  | UGC | UGC | Non-sense | $\mathrm{UGA}^{++}$ | UGA ${ }^{\#}$ |
| Leu | CU | CUN** | CUN* | Gln | CA | CAA | CAA | His | CAU | CAU |
|  |  |  |  |  |  | CAG | CAG |  | CAC | CAC |
| Arg | CG | CGN | CGN | Asn | AA | AAU | AAU | Lys | AAA | AAA |
|  |  |  |  |  |  | AAC | AAC |  | AAG | AAG |
| Thr | AC | ACN | ACN | Glu | GA | GAA | GAA | Asp | GAU | GAA |
|  |  |  |  |  |  | GAG | GAG |  | GAC | GAC |
| Val | GU | GUN | GUN | Ile | AU | AUU | AUU | Met | AUG | $\mathrm{AUG}^{+}$ |
|  |  |  |  |  |  | AUC | AUC |  |  | $\mathrm{AUA}^{+}$ |
|  |  |  |  |  |  | AUA |  |  |  | $\mathrm{AUU}^{+}$ |
|  |  |  |  |  |  |  |  |  |  | $\mathrm{AUC}^{+}$ |
| Ala | GC | GCN | GCN | Non-sense | UA | UAA ${ }^{\wedge}$ | UAA | Tyr | UAU | UAU |
|  |  |  |  |  |  | UAG ${ }^{\wedge}$ | UAG |  | UAC | UAC |
| Ser | UC | UCN | UCN | Non-sense | AG |  |  | Arg | AGA | AGA \#\# |
|  |  |  |  |  |  |  |  |  | AGG | $\mathrm{AGG}^{\# \#}$ |
|  |  |  |  |  |  |  |  | Ser | AGU | AGU |
|  |  |  |  |  |  |  |  |  | AGC | AGC |

* Codes for Thr in yeast mtDNA, Li and Tzagoloff (1979), Bonitz et al. (1980), Sibler et al. (1981), and Neurospora mtDNA, Heckman et al. (1980). \# UGA codes for Trp in animal, fungal, yeast, and protozoa mtDNA, Anderson et al. (1982), Watson et al. (1987). ${ }^{+}$Met code internal is AUG, AUA; for initiation AUG, AUA, AUU, AUC, Barrell et al. (1980), Montoya et al. (1980), Anderson et al. (1981), Bibb et al. (1981). ${ }^{\wedge}$ Codes for Gln in Paramecium, Klug and Cummings (1986) in Tetrahymena, Horowitz and Gorovsky (1985), Kuchino et al. (1985). ${ }^{\# \#}$ Non-sense in mammalian mtDNA, Barrell et al. (1980), Anderson et al. (1981), Watson et al. (1987). ** CUG codes for Ser in yeast, Kawaguchi et al. (1989). ${ }^{++}$Codes for Trp in Mycoplasma caprolium, Yamao et al. (1985), Muto et al. (1986), and yeast Macino et al. (1979), Codes for selenocysteine, Leinfelder et al. (1988).

GG and substitutes UG then, $\gamma=22$ and $D_{1}=1$. If the Markov chain proceeds in this way to the evolution of code $\{\mathrm{UU}, \mathrm{UC}, \mathrm{UA}, \mathrm{UG}\}$, then $\gamma=$ 12 and $D_{1}=6$. If $\tau$ is increased to six with the additional assignments to UC and CC, $\gamma=10$ and $D_{1}=9$. If the step to a second Markov state is accomplished by a decrease in $\gamma$, the vulnerability of the genetic message to genetic noise is reduced.

### 7.2.5 Expansion of the genetic vocabulary and decreasing the number of possible genetic codes

As this process of evolution proceeds by random walk toward the Markov states to the right side of Table 7.1, the number of codes available to the survivors of this evolutionary process decreases naturally, for mathematical reasons. Origin of life events that start at any Markov state in Table 7.1 evolve up and to the right. All possible doublet codes that may have originated in any Markov state $(\tau, \gamma)$ will coalesce into one of the smaller number of possible Markov states as the code word vocabulary increases. In the case of the fourteen sense doublet codons where $\gamma=10$, there are only fortyeight codes available. This is reduced to sixteen codes as the fifteenth amino acid is admitted. If more than one organism had followed a random walk, the different codes of those organisms would have been squeezed through a bottleneck upon arriving at fourteen sense codons and tended to assume similar but not necessarily identical genetic codes. It is at this stage in the scenario that the transition to the second extension must occur. In support of this scenario the number of known mitochondrial codes together with other genetic codes that differ from the standard code and the standard code itself is nearly the same as the number of codes allowed in the last two Markov states in Table 7.1.

It is important to note that this scenario does not require that a substantial fraction of the available codes be tested, and, therefore, Jukes' suggestion passes the third test. The evolutionary process follows an ascending path, so to speak, to the doublet code saturation bottleneck at fourteen to fifteen sense code words.

This process is irreversible, as all backward steps increase the vulnerability to mutations to non-sense codons. For the same reason the paradigm assumes that once an assignment is made it does not change. Each code evolves naturally in this way to a larger vocabulary giving it greater protection from mutations to non-sense code words. Furthermore, after emergence from the bottleneck, the situation reverses and then codon sense
reassignments are indistinguishable from genetic noise, as Crick (1968) and Orgel (1968) have pointed out. For these reasons, one code cannot evolve from another. The only exception is when a bottleneck is approached so that the number of codes decreases and new codon assignments do not create genetic noise.

### 7.3 Proposed doublet codon assignments and evolution to the modern genetic codes

### 7.3.1 The formation of triplet codons from doublet codons

The next step in the evaluation of Jukes' proposal is to consider the actual codon assignments as they are found in the modern standard code and in the several mitochondrial codes. In Yockey (1977b, Table 4), following Jukes’ work, I made a proposal for codon assignments, which is given here with several modifications.

The proposed codon assignments in the first and second extension of the quaternary alphabet are shown in Table 7.2. Wong (1988) suggested that Gly, Ala, Ser, Asp, Glu, Val, Pro, Thr, Leu, and Ile were the first amino acids to be assigned codons. I have assumed that the amino acids in the left column in Table 7.2 were the first amino acids to be assigned codons. They have cylinder codons in the second extension of the genetic code (see cylinder codons in the Mathematical Appendix). Six additional amino acids were assigned doublet codons later in the first extension as shown in the second column of Table 7.2. The doublet UA became the stop codons UAA and UAG in the second extension. As the second extension emerged, the remaining amino acids of the modern twenty were assigned the codons as shown in the third column of Table 7.2. In the second extension, Cys retained UGU and UGC and Trp was assigned UGG. UGA is a non-sense codon but codes for Trp in Mycoplasma caprolium (Macino et al., 1979; Yamao et al., 1985), in Neurospora crassa (Heckman et al., 1980), and in yeast (Macino et al., 1979). UAG and UAA are non-sense in the first extension but code for Gln in Paramecium (Klug and Cummings, 1986) and Glu in Tetrahymna (Horowitz and Gorovsky, 1985). UAG codes 1-2 percent for Glu in mouse cells infected with Moloney murine leukemia virus (Kuchino et al., 1987). Gln retains CAA and CAG, whereas His is assigned CAU and CAC. Asn retains AAU and AAC and Lys is assigned AAA and AAG in the second extension. Arg and Ser divide between them the previously non-sense codons, AGN. This must have been somewhat arbitrary, as in

Drosophila yakuba mtDNA AGA is assigned to Ser rather than Arg (Clary and Wolstenholme, 1985; Fox, 1987).

This scenario is supported by the following facts: (a) the AGU and AGC are separated by two or three Hamming distances from the UCN cylinder codons of Ser: and (b) the AGA and AGG are non-sense codons in mammalian mtDNA (Barrell et al., 1980; Anderson et al., 1981). That is, the AGA and AGG codons were not assigned to amino acids in the mtDNA mammalian genetic code. The assignment or nonassignment of the AGA and AGG codons also supports the scenario that they were assigned at the time of the second extension and that Arg and Ser were included in the original set of amino acids with cylinder codons. That is, those with more than one codon assigned to an amino acid.

This paradigm explains the puzzling fact that Arg, which is relatively rare compared to Lys in modern proteins, has six codons, whereas Lys has only two. Lys is one Hamming distance from Asn and the BH distance is 0.09 . The assignment requires only the establishment of specificity in the third nucleotide typical of the process of going to the second extension. By contrast, the Hamming distance between the CGN cylinder codons of Arg and the AAA, AAG codons of Lys is 2.3. The BH distance between Arg and Lys is 0.12 . Jukes (1983a) suggested that Lys was a late entry to the code.

The AGA and AGG codons and the AGU and AGC codons were available non-sense codons and became assigned to Arg and to Ser, respectively, in a manner that parallels the Stop Codon Takeover Model of Lehman and Jukes (1988).

The basic premise of that model is that all message ribotrinucleotides were effectively 'stop' (protein chain terminating) codons before adaptor molecules, via their anticodon bases, could evolve to bind tightly to them. In contrast, previous models propose that at any given point in time most or all codons specified an amino acid and that code evolution proceeded as newer amino acids somehow acquired codons from older amino acids. (Lehman and Jukes, 1988)

Additional support of the assignments in Table 7.2 comes from the empirical fact that Lys, Tyr, His, Met, and Trp are missing or very rare in ferredoxins and are, therefore, perhaps, the last to be incorporated in the genetic code. These amino acids are all in the column headed Second Extension in Table 7.2. Asp is the only one of those amino acids incorporated in
ferredoxin from Clostridium thermoaceticum, which is located only in the third column of Table 7.2. The ferredoxins are often regarded as very ancient proteins that were present in ancestral organisms soon after the origin of life (George et al., 1985). They are iron-sulfur electron carriers and may be related to the interesting suggestions of Wöchtershöuser (1988a, 1988b, 1988c, 1990, 1997, 1998, 2000) regarding the role of FeS in the origin of life. Of the amino acid pairs assigned to the first and second extensions in Table 7.2, only Asp and Glu could be exchanged without violating the need for observing the biosynthetic pathways. Met and Trp must have received their single codons after the second extension was well along. The twelve amino acids admitted in saturating the first and second extensions could have been added very smoothly to the vocabulary. Once the saturation of the second extension triplet genetic codes was established, there was little if any possibility for further changes because unless a codon becomes unassigned and available for reassignment, changes are indistinguishable from genetic noise (Böck, 2002; Castresana, 1998; Crick, 1968; Oba et al., 1991; Orgel, 1968).

### 7.3.2 mRNA editing in the mitochondrial codes

CGG was reported to be a Trp codon in Zea maize mtDNA by Fox and Leaver (1981) and in the mtDNA of Oenothera berterilana by Hiesel and Brennicke (1983). No tRNA specific for Trp and recognizing CGG has been found (Maréchal et al., 1985). Although the CGG codons exists in the wheat mtDNA, Gualberto et al. (1989) found that the codon UGG is at the corresponding site in the mRNA sequence so that the actual codon read is UGG, the standard codon for Trp. Covello and Gray (1989) found only $\mathrm{C} \rightarrow \mathrm{U}$ editing, thus the plant mitochondrion code does not differ from the standard genetic code. Other $\mathrm{C} \rightarrow \mathrm{U}$ conversions in the first and second position were found by Gualberto et al. (1989), which edited His $\rightarrow \mathrm{Tyr}$, Ser $\rightarrow$ Leu, Ser $\rightarrow$ Phe, Leu $\rightarrow$ Phe, and Pro $\rightarrow$ Leu. Covello and Gray (1989) also found $\mathrm{C} \rightarrow \mathrm{U}$ editing in maize, rice, wheat, pea, soybean, and Oenethera. Hiesel et al. (1989) find that the Arg codon CGG is often edited to the Trp codon UGG in higher plant mitochondria. This suggests that the standard genetic code is used in plant mitochondria and this resolves the frequent coincidence of CGG codons and Trp in different plant species.
mRNA editing changes a Gln CAA codon to UAA at site 2152 in apoliprotein B mRNA, which allows the translation of two proteins of different length from the same gene (Powell et al., 1987; Shaw et al., 1988; Tennyson et al.,

1989a; Tennyson et al., 1989b), according to whether or not the editing event occurs. Simpson and Shaw (1989) have reviewed mRNA editing in mitochondria.

## Section 7.3.3 The biosynthetic pathways

The amino acids assigned cylinder codons (see the Mathematical Appendix) in the first column of Table 7.2 are those that are not formed in biosynthetic pathways from other amino acids. The assignment of codons to amino acids assigned codons in the second and third columns was made on the ground of the analysis by Wong ( $1975,1976,1981,1988,2002$ ) of the biosynthetic pathways of formation. The six amino acids admitted in the second extension (Table 7.2) have biosynthetic pathways requiring amino acids that were assigned codons in the first extension. The biochemistry must be involved in the coevolution of the genetic code and the amino acids that are added to increase the vocabulary by the increase of $\tau$.

This scenario shares much with Wong's coevolution theory, because it also contemplates the genetic code expanding its vocabulary together with the evolution of the amino acids. It also shares with the Stop Codon Takeover Model of Lehman and Jukes (1988) the idea that the evolution of the genetic code must be such that mutations to non-sense codons is minimized. An advantage of this scenario is that it follows the mathematical theory of coding that applies to all codes and thereby avoids $a d$ hoc reasoning. Furthermore, it places the burden of evolution of the genetic code on satisfying the specificity needs of the evolving proteins in the primitive organisms rather than, as Weber and Miller (1981) have suggested, on a Procrustean bed of the abundance of amino acids in a phantom Urschleim (Section 8.3).

### 7.4 Characteristics of the genetic code

### 7.4.1 The genetic code is instantaneous

In the course of the evolution of the genetic code, as the genetic code approaches and emerges from the bottleneck that leads to the modern second extension code, specificity must be assigned to the third nucleotide of each codon. The code must be instantaneously decodeable at all times in its evolution in order to avoid the confusion that would occur, for example, if the genetic code had the doublet AA for Asn together with the triplet code AAA for Lys. Therefore, the doublet codons in the second column in Table 7.2
must assign specificity, one by one, to the third nucleotide of codons that are assigned to amino acids that enlarge the vocabulary. However, it is not necessary for additional specificity to be assigned to all doublets. For example, the cylinder codons (see the Mathematical Appendix) in the first column on Table 7.2 continue to function as doublet codons.

As the transition to the second extension proceeds, only those newly admitted amino acids must be assigned specificity in the third position. This must happen in such a way that the genetic code is instantaeously decodeable at each stage. In order that this be so, the Kraft Inequality, which is the necessary and sufficient condition that a code be instantaneous, must be satisfied at all stages of the evolution, both for the first extension and for the second extension. It is easy to see that the first extension code in Table 7.2 satisfies the Kraft Inequality:

$$
\begin{equation*}
1 \geq \sum_{1}^{q} r^{-l_{i}}=\sum_{1}^{16} 4^{-2}=\frac{16}{16}=1 \tag{7.8}
\end{equation*}
$$

In addition, the reader can easily verify that the modern second extension triplet code also satisfies the Kraft Inequality so that the genetic code is at all times instantaneously decodeable.

Instantaneous codes are well known to information theorists (Chaitin, 1975b; Hamming, 1986). Cullmann and Labouygues (1985) first proved that the genetic code is instantaneous. This is an important property, as, if the genetic code were not instantaneous, a decoding device would be needed to record the message before decoding could proceed. The code words of the Morse Code are not instantaneous so that the telegrapher must leave a letter space between each letter and a word space between words. Thus, the Morse Code is effectively a quaternary code.

### 7.4.2 The genetic code is optimal

The genetic code has the property of being optimal, which means that the genetic code employs the most economical use of its nucleotides. An optimal code is defined to be one that is both instantaneously decodable and that has the minimum average code word length. Khinchin (1957) proved that the maximum compression of a code is:

$$
\begin{equation*}
\frac{H(\mathrm{p})}{\log _{2} q} \tag{7.9}
\end{equation*}
$$

where $H(p)$ is the entropy of the probability vector $\mathbf{p}$ and $q$ is the number of letters in the alphabet (see the Mathematical Appendix). In the case where the codons are all equally probable, it is easy to show that as the transition from a first extension to the third extension proceeds, the value of the Expression 7.9 gradually increases from two to three so the genetic code continues to be both instantaneous and optimal. This was first proved by Cullmann and Labouygues (1985).

### 7.4.3 Did the genetic code evolve in such a way that similar amino acids have similar codons?

We now have the means to determine quantitatively whether similar amino acids have similar codons. There are several pairs of codons that have a small BH distance and yet are at a Hamming distance of two and three. For example, the Pro-Gly BH distance is 0.01 but the Hamming distance is two and three; the Thr-Gly BH distance is 0.05 , with Hamming distance two and three; the Asn-Asp BH distance is 0.05 with Hamming distance two and three. The Hamming distances and the BH distances for each pair of amino acids are given in Table 6.2 for comparison of those cases where mutationally related amino acids also have related codons and cases where this is not true.

However, all the amino acids that, in the second extension, were assigned triplet codons derived from the doublet codons of the first extension, according to the Markov evolution scenario described in Section 7.2, have codons that are at a Hamming distance of one. There also is considerable mutational similarity as shown by the BH distances. The BH distance between Cys and Trp is 0.07 , the Hamming distance is 1 . The BH distance between Asn and Lys is 0.09 , the Hamming distance is 1 . The BH distance between Gln and His is 0.23 , the Hamming distance is 1,2 . The BH distance between Asp and Glu is 0.02 , the Hamming distance is 1 . Leu captured UUA and UUG from Phe: The BH distance is 0.59 and the Hamming distance is 1,2. Arg and Ser divide the AGN codons and the BH distance is 0.26 . Ile retains three of the AU codons in the second extension and Met is assigned AUG. The BH distance between Met and Ile is 1.00 . Note that these BH distance figures are diameters and are rather small compared to the radii $R$ in Table 6.3. Therefore, we see that the amino acids that lie in the column labeled Second Extension in Table 7.2 are only one Hamming distance apart from those found in the same row in the third column. The amino acids in the same row in the central and in the third columns have a small BH distance and do indeed have similar codons.

### 7.4.4 Are there really only twenty amino acids incorporated directly?

Much of the early considerations and speculations about the genetic code regarded the four nucleotides and the twenty amino acids as "magic numbers" (Crick, Griffith, and Orgel, 1957; Gamow, 1954a, 1954b). Subsequent research has shown they are not. Although twenty amino acids are known to participate in the first steps of protein synthesis, some 140 other amino acids are found in various proteins (Uy \& Wold, 1977). These supernumerary amino acids are believed to be derived by a chemical pathway from one of the twenty amino acids incorporated directly in protein and are thus "posttranslational" or "derivatized." The information for the enzymes that catalyses these pathways is incorporated in the genetic message. Supernumerary amino acids could have been added at least up to 61 without going to the 256 codons of a third extension of the alphabet. Because DNA provides plenty of information capacity to accommodate the enzymes needed to change the amino acids directly incorporated to one of the 140 others found in modern proteins, this means of doing so may be often preferred to the more drastic path of revising the genetic code or going to a third extension. This is comparable to a computer programmer who adds a subroutine to a program to incorporate a new capability instead of completely rewriting the original program.

Zinoni et al. (1986), Chambers et al. (1986), Sunde and Evenson (1987), Zinoni et al. (1987), Mullenbach et al. (1987), Leinfelder et al. (1988), and Mizutani and Hitaka (1988) have found that an in-frame UGA non-sense stop codon can sometimes direct the incorporation in glutathione peroxidase of phosphoserine, which is then changed to selenocysteine. Berry, Banu, and Larsen (1991) have found that the mRNA for the type-I iodothyronine deiodinase, that converts thyroxine to 3,5,3'-triiodothyronine, contains an inframe UGA that translates selenocysteine. Pyrrolysine a derivative from lysine, is incorporated by the UAG codon usually a stop codon (Srinivasan et al. 2002; Hao et al. 2002). This shows that there are twenty-two proteinous amino acids and there may be more.

The point that twenty is not a magic number is further demonstrated by the fact that certain amino acid analogues are incorporated directly in the protein sequence. For example, Wong (1983) has reported a serial mutation in a tryptophan auxotroph of Bacillus subtilis strain QB928 to yield strain HR15 that grows well on four-fluorotryptophan but marginally on Trp. In the transition from QB928 to HR15, the replacement of Trp by fourfluorotryptophan changed the growth rate by a factor of $2 \times 10^{4}$ in favor
of four-fluorotryptophan. Noren et al. (1989) have developed a site-specific method of incorporating unnatural amino acids into proteins by the use of a chemically acylated suppressor tRNA in response to a stop codon that had been substituted for the codon at the site of interest. This is essentially a method of assigning specificity to a codon previously unassigned. There is nothing in the theory presented in this book that is inconsistent with that and, indeed, the theory may be said to predict that more directly incorporated amino acids will be found, or perhaps could be created by genetic engineering.

### 7.5 The mitochondrial genetic codes, the endosymbiotic theory, and a common genetic code bottleneck

In this Section, I shall examine the characteristics of the mitochondrial codes in order to evaluate the endosymbiotic theory of mitochondria (Margulis, 1970). Mitochondria are organelles in the cell that have a protein synthesizing capability that is physically and genetically separate from the cytoplasmic system. Ten to twenty proteins are encoded in the genetic message in the mitochondrial DNA. According to the endosymbiotic theory, mitochondria were free-living bacteria at an early time in the history of life that were absorbed by eukaryotic organisms and now survive in an endosymbiotic relationship.

As the codes approached the bottleneck, they perforce became more nearly alike. This is reflected in the fact that there are only a few differences between the standard genetic code and the mitochondrial and other nonstandard codes. We find this is so in examining the codon assignments shown in Table 7.2 of mitochondria in Mycoplasma caprolium, Tetrahymena, Paramecium, yeast, and perhaps other organisms. The mitochondrial genetic codes differ from the standard genetic code and, indeed, from the codes of other mitochondria. These differences between the standard genetic code and the nonstandard code reflect the fact that they are not a property of a stereochemical relation between the codon and the amino acid as was once believed (Lacey and Mullin, 1983; Pelc and Welton, 1966; Welton and Pelc, 1966; Woese, 1967). This is demonstrated, for example, by the curious assignment of the CUN codons to Thr in yeast mtDNA rather than to Leu (Bonitz et al., 1980; Heckman et al., 1980; Li and Tzagoloff, 1979; Sibler et al., 1981). As another example, the use of UGA as a Trp codon in yeast mitochondria is reported by Macino et al. (1979) and in rabbit reticulocytes by Geller and Rich (1980). Furthermore, UGA codes for Trp in animal,
fungal, and protozoan mtDNA, whereas UGG codes for Trp in plant mtDNA (Hiesel and Brennicke, 1983). The AUG, AUA, and AUU codons are initiator codons in HeLa mtDNA (Anderson et al., 1981; Montoya, Ojala, and Attardi, 1981) and in mouse mtDNA (Bibb et al., 1981).

Other deviations from the standard code are exhibited by different assignments of specificity to the third nucleotide in sense codons (Anderson et al., 1982). The readthrough or suppression of non-sense codons (Watson et al., 1987) is seen in this scenario as simply the assignment of specificity to non-sense codons in the same manner as specificity has been assigned to other codons. Although they have a release factor the non-sense codons are not special, per se.

In addition to the differences from the standard genetic code in mitochondria, Muto et al. (1985) and Yamao et al. (1985) have found that UGA codes for Trp in the small prokaryote Mycoplasma capricolum. Jukes (1985) suggested a mechanism for how this may have occurred. He outlined a series of evolutionary steps that could have lead to the replacement of the UGG codon by UGA.

The proposal discussed in this chapter shows that, assuming several different independent origin of life events, the first extension codes of such independent events would have become similar, but not necessarily identical, as they approached the bottleneck at code saturation. Perhaps there was a second origin of life event but the random walk (see Mathematical Appendix) took separate paths and several nearly similar genetic codes arrived at the bottleneck. Thus, several organisms may have emerged from the bottleneck at nearly the same time with genetic codes that differed only in a few assignments, especially in the third position. Notice in Table 7.2 that most of the differences in the mitochondrial codes are, indeed, in the third position (Anderson et al., 1982). This may mean that these differences were established upon emergence from the bottleneck at the extension from the doublet code to the triplet code and that the bacteria that were to become mitochondria had independent genetic codes.

Crick (1981), in one of those marvelous intuitions that have led him to so many discoveries, and without going through the mathematical argument above, has proposed: "What the code suggests is that life, at some stage, went through at least one bottleneck, a small interbreeding population from which all subsequent life has descended.... Nevertheless, one is mildly surprised that several versions of the code did not emerge, and the fact that the mitochondrial codes are slightly different from the rest supports this" (italics mine).

### 7.6 Summary of Chapter 7

The proposal for the evolution of the modern genetic codes discussed in this Chapter is based on the first principles of coding theory. It provides an explanation of the characteristics of the standard genetic code and other nonstandard genetic code assignments. The discussion in Section 7.2 is based principally on the mathematics of coding theory and is not anecdotal or ad $h o c$. It enables us to see quite far back in the evolution of the genetic code and therefore of life. Lys with two codons is more frequent in modern proteins than Arg with six codons. Thus, six codons for Arg are selectively unfavored in the modern world. According to the comment in Section 7.3.1, one may suppose that these assignments were fixed prior to the incorporation of Lys in the protein alphabet. A change of assignment in the second extension is indistinguishable from genetic noise and is selectively prohibited.

The nature and the means of the assignments in the genetic code are best understood by comparison with other codes under the guidance of coding theory. For example, it is well to recall the discussion regarding the construction of block codes in Section 4.3.2. Given a binary alphabet of $(0,1)$, we need to construct a code for a destination quaternary alphabet U , $\mathrm{G}, \mathrm{A}, \mathrm{C}$. This can be done with the first extension, using all pairs of $(0,1)$, namely, $00,01,10,11$. However, this code is saturated and provides no error protection. Therefore, the writer of the code may wish to go to the second extension and use all eight triplets of $(0,1)$ and so on to further extensions as required.

In the case shown in Table 4.1, the code is written in the fifth extension and provides a full quaternary alphabet at the destination with considerable error protection. By the same token, it is possible to go to further extensions and provide for a larger alphabet at the destination and as much protection from error as desired. Presumably the evolution of the genetic code has followed the same coding theory procedure.

In the period when the genetic code was not saturated there were enough non-sense codons to facilitate evolution from unassigned to assigned codons. When nearly all codons had been assigned to amino acids and the codes were nearly saturated, changes in the codon assignments would be indistinguishable from noise. Therefore, the possibility of further evolution of the genetic codes was greatly diminished. This may explain why the standard, mitochondrial, and other genetic codes have remained unchanged since this early period in the evolution of life.

## 8

# Haeckel's Urschleim and the role of the Central Dogma in the origin of life 

I am in point of fact, a particularly haughty and exclusive person, of pre-Adamite ancestry descent. You will understand this when I tell you that I can trace my ancestry back to a protoplasmal primordial atomic globule. Consequently my family pride is something inconceivable. I can't help it. I was born sneering.

Pooh-Bah, The Mikado, Gilbert and Sullivan (First performed at the Savoy Theatre, London, England, March 14, 1885)

### 8.1 Haeckel, Pasteur, and speculations on the origin of life in the nineteenth century

The origin of life has concerned philosophers, poets, and theologians since antiquity. With due respect to the early experiments, when chemistry had not yet emerged from alchemy, of Francesco Redi (1626-98) and Lazzaro Spallanzani (1729-99) on spontaneous generation, Louis Pasteur (182295) showed that properly sterilized cultures remained so, for years, without germs added from without (Pasteur, 1848, 1922a, 1927b). Reductionists have not challenged this in spite of considerable effort.

### 8.1.1 Haeckel's protoplasmal primordial atomic globules

Ernst H.P.A. Haeckel (1834-1919) claimed priority for the nineteenthcentury notion that life originated by self-organizing biochemical cycles from colloids or coacervates generated from organic substances, Urschleim (primeval slime) in the early ocean. He assumed that the early ocean served as a vat containing the Urschleim of the prebiotic Earth, where chemical evolution and its putative consequence, life, arose spontaneously in flagrante delicto from this nonliving matter and that it would almost inevitably arise on "sufficiently similar young planets elsewhere" (Bada and Lazcano, 2002a; 2003; Calvin, 1961; Miyakawa et al., 2002; Ponnamperuma, 1983; Rasmussen et al., 2004; Schopf, 1999; Simpson, 1964; Wills and Bada, 2000). (This speculation [the authors call it a theory] is known as the prebiotic soup theory. They are unaware that it is due to

Haeckel and they attribute it to Haldane [1929, 1954] or to Oparin [1938, 1957].)

Rarely mentioned is the paradox that aminoacyl-tRNA synthetases (aaRSs) are required to attach specific amino acids to their cognate tRNAs. These enzymes generate the reaction network, and the network is required to synthesize the enzymes and their component amino acids.

Haeckel maintained that Pasteur, in his sterilized culture experiments, had settled the negative only in certain circumstances. It being very difficult or impossible to prove a negative, many scientists in the nineteenth century, and many today, support spontaneous origin of life by chemical evolution in the early ocean. Haeckel (1905) wrote:

The monistic hypothesis of abiogenesis, or autogeny in the strictly scientific sense of the word, was first formulated by me in 1866 in the second book of the General Morphology. (Haeckel, 1866) [Today autogeny is called self-organization.]

Haeckel was regarded as the German Darwin. His views were well known in the nineteenth and early twentieth century, for he was widely published in professional books and journals and in best-selling popular books translated from the German to several languages. As Haeckel (1905) explained:

The chemical processes which first set in at this stage of development must have been catalysis, which led to the formation of albuminous combinations, and eventually of plasm. The earliest organisms to be thus formed can only have been plamodomous Monera, structureless organisms without organs; the first forms in which living matter individualized were probably homogeneous globs of plasm, like certain of the actual chromacea (chrococcus). The first cells were developed secondarily from these primitive Monera, by separation of the central caryoplasm (nucleus) and peripheral cytoplasm (cell body).

### 8.1.2 Haeckel and Pooh-Bah's genealogy

Haeckel's discussion of the origin of life from protoplasmal primordial atomic globules in the early ocean was so well known among scientists, theologians and the theater-going public in 1885 that Sir William Schwenck Gilbert (1836-1911) had Pooh-Bah, a comic, greedy, and conceited character who held all the offices (with the salaries) except Lord High Executioner,
in the fictional Japanese town of Tititpu, introduce himself as being descended from a protoplasmal primordial atomic globule, no doubt from the Urschleim.

Of course, Pooh-Bah's genealogy would not have been funny, nor could Sir William have put these words in the mouth of Pooh-Bah, if his audiences in 1885 had not been familiar with "protoplasmal primordial atomic globules." (Part of the joke was that at the time the atomic nature of matter was a question of speculation.)

Sir William Gilbert's purpose behind Pooh-Bah's speech was to ridicule the hereditary in-bred aristocracy, whose pedigree was their only claim to their place in society, by one-upping them with a comic, disreputable character who could trace his ancestry before Adam.

How could the intellectually elite be unaware of Pooh-Bah's genealogy and its contribution to the origin of life? The Mikado is easily the most popular piece of musical theater ever written in the English language. There was a time when performances of this work were on the stage somewhere in the English-speaking world every day of the year. The late Thomas Hughes Jukes (1906-99) and I seem to be the only ones to have noticed Sir William Gilbert's contribution to the origin of life (Jukes, 1997; Yockey, 1992, 1995, 2000).

### 8.1.3 Racemic Urschleim, laevo amino acids, dextro ribose sugars, and the two-headed coin problem

Protein is composed of L-alpha amino acids, except glycine that is symmetric; sugars in DNA and RNA are dextro. But those compounds, if they were in the Urschleim, would have been racemic, composed of equal amounts of each handedness. Could abiotic chemical evolution select only the L-amino acids and only the dextro sugars leading to complex sequences and to life by abiological chemical evolution? Jeffrey L. Bada (1997) suggested that homochirality is simply a matter of chance and presumably he teaches that to his students.

The selection by chance may be illustrated according to the following fable. Suppose a practical person, a True Believer (Hoffer, 1951), and an independent person observe a coin tossed by the True Believer's Guru. The Guru's purpose is to demonstrate his triumph of Mind over Matter. Before the first toss, each trusts the Guru and believes that the coin is fair, although it hasn't been examined. If the coin is fair, the probability
of heads or tails is one half and after ten tosses the number of heads and tails should be close to five each. After the appearance of the tenth head the practical person becomes suspicious that the coin is two-headed. The Guru continues to toss the coin one hundred times and finds heads each time. In less than two hours the Guru has selected one sequence from a total $2^{100}=1.2676506002 \times 10^{30}$, a rather impressive feat! (The age of the universe is now believed to be $13.4 \pm 1.6$ billion years [Lineweaver, 1999]. There only about $4.225 \times 10^{18}$ seconds since the origin of the universe.) Thus, the Guru demonstrates his mastery of Mind over Matter to the True Believer, or to the practical person that the coin is twoheaded. (We shall find later in Chapter 11 that the sequence of all heads is not random, because it can be written by an algorithm shorter than the sequence.)

People who do not understand probability often say that extremely improbable events occur frequently, by a stroke of luck, in card playing, the sequence of automobiles on a highway, the seating of the audience at sports events and so forth (Dawkins, 1996). The question is, how much do we know in advance about the appearance of these events? We must calculate the probability of the event before it happens. It is wrong to say that after the event the probability is one, that is certainty.

Hidden among all the $1.2676506002 \times 10^{30}$ events is the beginning of the Code of Hammurabi written in the binary ASCII code. The beginnings of the lost plays of Sophocles are also among these events written in the binary ASCII code. But there is not enough time in the history of the universe for one to find them.

Thus, in order for Haeckel's paradigm to produce the protobiont in the Urschleim, it is first necessary for all the amino acids to have been of the laevo form, or perhaps, on another world, of all dextro-alpha amino acids. At the same time, the Urschleim must have had only dextro ribose sugars to produce RNA and DNA. Protein sequences must be of one handedness, are often much longer than one hundred amino acids, and so the prospect of their appearing in the early ocean, even with the help of a Guru, is beyond belief, at least for practical persons. As Louis Pasteur (Pasteur, 1848, 1922) showed in 1848 , life is the only means capable of selecting molecules of only one-handedness.

Carl Sagan (1934-96) is well known as an advocate of intelligent life on Mars, Europa, and indeed in the universe. He wrote a book collaborating with the Russian author Iosef Samuilovich Shklovskii (1916-85) titled

Intelligent Life in the Universe, published in 1966. The book incorporates a translation, extension, and revision of Shklovskii's book Universe, Life, and Mind. I seem to be the only one who has noticed that, in Chapter 17, which appears to be from Shklovskii, the experiments by Pasteur with tartaric acid are discussed. Tartaric acid and indeed all biomolecules formed by natural means are racemic, composed of strictly equal amount of $L$ and $D$ forms. Shklovskii remarks that any racemic mixtures of organic compounds found on Mars could not be evidence of life. Furthermore, he notes that the organic molecules formed in the Miller-Urey experiments are racemic as were all organic molecules synthesized on the primitive Earth. The parable of the two-headed coin shows that no natural chemical procedure exits to form an optically active biochemistry.

The question of homochirality is ever present in the background of discussions on the origin of life (Bada, 1997). But as Mark Twain said about the weather, nobody does anything about it. Like a drowning man, people in the origin of life field grasp at any straw.

The genome is capable of directing the formation and incorporation of D-amino acids. The antibiotic gramicidin A is a linear pentadecapeptide that has an alternating D and L alpha amino acid sequence (Lang et al., 1991; Martinac and Hamill, 2002). It is isolated from Bacillis brevis. D amino acids occur in bacteria and also in mammals. High levels of Dserine are found in the mammalian brain where it is formed by the enzyme, serine racemase, that catalyses the formation of D-serine from L-serine (Stevens et al., 2003; Wolosker, Blackshaw, and Snyder, 1999); Physiological and genetic data in the human gene G72 and the gene for D-amino acid oxidase are implicated for schizophrenia Aerssens et al. (2002). This disease affects almost 1 percent of the world's population (Feng et al., 2002).

The dialectical materialist notion of Friedrich Engels (Chapter 9) that life is the existence of protein bodies and was bound to emerge from the Urschleim is one of the more distracting red herrings in the origin of life field (Bada and Lazcano, 2000a, 2002b, 2003; de Duve, 1991, 1995; Engels, 1954; Miyakawa et al., 2002; Schopf, 1999; Wills and Bada, 2000). In Section 6.4, I calculated the number of iso-1-cytochrome c sequences to be $6.42392495176 \times 10^{111}$. Thus, doing the problem correctly, using the Shannon-McMillan-Breiman Theorem, one finds that the 1 -iso-cytochrome sequences are only a very tiny fraction $6.18601471259 \times 10^{-36}$ of the total possible sequences (Section 4.1). Consequently, it is quite out of the question that life emerged by chance from the Urschleim.

All speculation on the origin of life on Earth by chance can not survive the first criterion of life: proteins are left-handed, sugars in DNA and RNA are right-handed. Omne vivum ex vivo. Life must come only from life.

### 8.1.4 Darwin's views on the origin of life

Charles Robert Darwin (1809-82) is one of the saints of biology and of science in general. He lived at a time when most scholars and scientists were gentlemen. They did not work in teams and did not have to spend much of their time scrambling for grants from the politicians who administer the funding agencies.

Christopher Wills and Jeffrey Bada (2000), Christian de Duve (1995), J. William Schopf (1999), and a number of others quote Darwin's writings to support their position even though the quotation selected does not apply, is obscure or out of context. A favorite is from a private letter Darwin wrote to his friend Sir Joseph Hooker (1817-1911) in 1871. It appears in a footnote of Sir Francis Darwin, (1848-1925):

> It is often said that all the conditions for the first production of a living organism are now present, which could ever have been present. But if (and oh! what a big if!) we could conceive in some warm little pond, with all sorts of ammonia and phosphoric salts, light, heat, electricity, \&c., present, that a proteine [sic] compound was chemically formed ready to undergo still more complex changes, at the present day such matter would be instantly absorbed, which would not have been the case before living creatures were found.

This passage (obviously not having been subjected to an editor's blue pencil) was not indexed and remained unnoticed until 1950 (see Hardin).

It is irresponsible and dishonest to reference this "warm little pond" quotation (Darwin, 1898) from Darwin's private correspondence as representing his views on the origin of life (Yockey, 1995, 2002). Everyone has the right to float tentative ideas and even nonsense to friends in his or her personal correspondence without responsibility being assumed by snoopers.

Darwin took this stance about the origin of life in the following quotation that appears on the same page as that quoted earlier.

But I have long regretted that I truckled to public opinion, and used the Pentateuchal [The first five books of the Hebrew Scriptures,
classically thought to have been due to Moses] term of creation, by which I really meant "appeared" by some wholly unknown process. It is mere rubbish, thinking at present of the origin of life; one might as well think of the origin of matter. (Darwin, 1898, my emphasis)

Darwin did not believe in a "warm little pond" from which life is often alleged to have emerged by "chemical evolution" (Yockey, 1995, 2000, 2002a). Had he thought the "warm little pond" idea worthy of publication, he certainly would have done so. Significantly, Darwin avoided the origin of life controversy in Chapter XV of the sixth edition (1872) of The Origin of Species:

It can hardly be supposed that a false theory would explain, in so satisfactory a manner as does the theory of natural selection, the several large facts above specified. It has been objected that this is an unsafe means of arguing; but it is a method used in judging the common events of life, and has often been used by the greatest natural philosophers. The undulatory theory of light has thus been arrived at.... [Darwin is showing the depth of his scholarship. He is referring to the work of Thomas Young (17731829). Young's famous double slit experiment proved that light is a transverse wave motion and that the waves going through the two slits interfere to form a pattern on a screen. This was contrary to Newton's particles of light. This problem was not resolved until the appearance of Max Planck's quantum theory that represents light as hybrid between a particle and a wave.] Darwin continues: "... and the belief in the revolution of the earth on its own axis was until lately supported by hardly any direct evidence." [Darwin again shows his wide knowledge of the science of his day. He is referring to the Foucault pendulum, invented by Jean Bernard Leon Foucault (1819-1869). In 1851, he suspended a 28 kilogram cannon ball by a 67 metre wire from the dome of the Pantheon in Paris. The floor of the Pantheon turns slowly under the pendulum, thus demonstrating the rotation of the Earth. The experiment provides an accurate measure of latitude. This demonstration settled for all time Galileo's support for Copernicus' theory that the Earth and all the planets, as well as their satellites, rotate against the field of fixed stars. (This was still an issue of biblical inerrancy in Darwin's time.)

Darwin draws the following conclusion about the origin of life:
It is no valid objection that science as yet throws no light on the far higher problem of the essence or origin of life. Who can explain what is the essence of the attraction of gravity? [An explanation of the essence of the attraction of gravity had to wait for Albert Einstein (Einstein, 1915a, 1915b, 1915c) and the expanding universe.] No one now objects to following out the results consequent on this unknown element of attraction; not withstanding that Leibnitz formerly accused Newton of introducing "occult qualities into philosophy." (Darwin again shows that he was well read in the scientific and philosophical literature of his day; my italics)

This paragraph shows that Darwin is one of the leading scholars in the history of science. He believed that life appeared by some wholly unknown process, and therefor is undecidable. I shall discuss the question what is knowable and decidable in science and mathematics in Chapter 11.

### 8.1.5 Jacques Loeb's views on the origin of life

Long before the discovery of the genetic code, Jacques Loeb (1859-1924) objected to the proposal that life emerged from colloids through catalysis. Loeb (1924) was an expert in the chemistry of colloids and a very famous man in the first half of the twentieth century. He was recommended for the Nobel Prize numerous times but never received it. He is the model of Dr. Max Gottlieb in Sinclair Lewis' novel Arrowsmith. In his book, The Dynamics of Living Matter, published in 1906, Loeb wrote:

But we see that plants and animals during their growth continually transform dead into living matter, and that the chemical processes in living matter do not differ in principle from those in dead matter. There is, therefor, no reason to predict that abiogenesis is impossible and I believe that it can only help science if younger investigators realize that experimental biogenesis is the goal of biology. On the other hand, our lectures show clearly that we can only consider the problem of abiogenesis solved when the artificially produced substance is capable of development, growth, and reproduction. It is not sufficient for this purpose to make protein synthetically, or to produce in gelatin or other colloidal material, round granules that have an external resemblance to living cells. (Italics mine.)

Jacques Loeb rejected Pooh-Bah's protoplasmal primordial atomic globule model of the spontaneous origin of life from nonliving Urschleim, however much it may have appealed to his mechanist and reductionist philosophy. He saw that colloids and coacervates lack the characteristic chemical processes, namely enzymes, by which organisms make sugars, fats, proteins, and other molecules essential to their metabolism. Moreover, they have no genome to control the formation of these critical compounds. It is a travesty that Jacques Loeb's comments are not now mentioned in the literature.

### 8.2 The formation of biogenic substances in the silent electrical discharge

Electricity was beginning to be used in a large scale in commerce, industry and science at the turn of the nineteenth to the twentieth century. Experiments in electrical discharges were very prestigious. Papers in the field were published in German technical periodicals such as Berichte der deutschen chemischen Gesellschaft (Reports of the German Chemical Society), Biochemische Zeitschrift (Journal of Biochemistry), and the Zeitschrift für Elektro-Chemie (Journal for Electro-Chemistry), as well as in the British Journal of the Chemical Society.

### 8.2.1 Walther Löb, Oskar Baudisch, and E.C.C. Baly et al. find amino acids and other biological compounds in the silent electrical discharge and by UV

Plants take substances such as carbon dioxide, nitrogen, and water from the inorganic world and transform them to the living protein, cellulose, sugars, starch, and other biological compounds, all with strictly one chirality. Thus one has an act of the life processes under our very noses, quite different from inorganic chemistry. The chemical stability of carbon dioxide and nitrogen requires an energy source to be involved in the assimilation of these molecules.

The field of electrochemistry was well established (Collie 1901, 1905) in the early twentieth century. Walther Löb (1872-1916) pursued the fixation of nitrogen by silent electrical discharges (stille elektrische Entladung), for biochemical reasons, as early as 1904, when he was a Privatdozent (a licensed university lecturer) at the University of Bonn. His apparatus, known as an "ozonizer", Figure 8.2, which shows Löb's apparatus, is well described. Löb reported (1909a) that he had frequently smelled the unpleasant and characteristic odor of butyric acid during investigations of the behavior of
nitrogen in the presence of simple organic compounds under the influence of the silent electric discharge.

Löb (1913) succeeded in his search for glycine, but only in a reducing atmosphere, and thus he was the first man to produce an amino acid in the classic "possible prebiotic reducing [sic] atmosphere" of carbon monoxide, ammonia and water by means of an electrical discharge. Upon reading Löb's papers, I found that he knew exactly what he was doing and why he was doing it. The first sentence in his 1913 paper announced the purpose of the work that led to the formation of glycine in the silent electric discharge:
"The question of natural nitrogen fixation is especially interesting in that it presents the source of the first organic nitrogen containing product for the formation of albumin bodies." [My translation.] [In dem Problem der natürlichen Stickstoff-Assimilation interessiert besonders die Frage nach dem ersten organischen stickstoffhaltigen Produkt, das den Ausgangspunkt für die Bildung der Eiweißköper darstellt.]
Löb concludes his paper by saying:
There is no doubt that according to previous results the amino acid found here is glycine. [My translation.]
[Es besteht aber bereits nach den bisher erhaltenen Ergebnissen kein Zweifel, daß die enstandene Aminosäure das Glykokoll ist.]
Here, succeeding for the first time, an amino acid has been produced artificially from the input products of the natural synthesis, which in any case, in the simplest phase, plays a role in the formation of natural protein as the final products of the natural synthesis from carbonic acid, ammonia and water without application of other materials, purely through supplying a special energy form that remains in close connection with the radiation.
[Es ist hierdurch zum ersten Mal gelungen, aus den Ausgangsprodukten der natürlichen Synthese, der Kohlensäure, dem Ammoniak und dem Wasser ohne Verwendung anderer Stoffe lediglich durch Zuführung einer geeigneten Energieform die mit der strahlenden in engem Zusammenhang steht, eine Aminosäure künstlich herzustellen, welche jedenfalls als eine der einfachsten Phasen im natürlichen Eiweißaufbau eine Rolle spielt.] [My translation.]

Bada and Lazcano (2003) deny that Löb was interested in the origin of life. How could Löb say more clearly that he was working on a "prebiotic" experiment to synthesize "prebiotic elements of protein"? Clearly Löb
thought his discovery of the formation of biologically important substances such as glycine, formic acid, acetic acid, formaldehyde, butyric acid, fatty acids, and other compounds, by means of electrical energy, was significant to biology (Löb, 1905, 1906, 1907, 1908a, 1908b, 1908c, 1909b).

Löb did not have the sophisticated modern techniques to find organic substances such as two-dimensional paper chromatography available to later investigators. Nevertheless, by 1915 Walther Löb and other scientists working on the formation of organic substances in silent electric discharges had established the formation of the following compounds: glycine (1913 and 1915), butyric acid (1909), formic acid (1904), acetic acid, formaldehyde, and other compounds of carbon. These are the same compounds, especially together with the tarry residue, found forty or more years later by Stanley L. Miller (born 1930) and others in spark discharges and in the Murchison meteorite.

### 8.2.2 The life of Walther Löb

Walther Löb had climbed the difficult ladder of promotion in German universities in the Imperial Germany of Kaiser Wilhelm II. He had attained the distinguished position of Director of the Biochemical Department at the Rudolf Virchow Hospital in Berlin. I was curious to know why there were no more papers from Löb after 1915 when he was still a young man. Purely on speculation I sent a letter to Herr Direktor, Rudolf Virchow Krankenhaus in Berlin. I asked for any material they might have on Professor Löb, his birth date, date of his death, and so on. I was delighted to receive, by return mail, an obituary and his biography from the Institut für Geschichte der Medizin Freie Universität Berlin. Walther Löb's last two papers were received in the offices of Biochemische Zeitschrift on December 8, 1914 and published in 1915. He died in Berlin at the age of fourty-four after a short and unspecified illness on February 3, 1916, leaving his wife Agnes and four daughters Ilse (fifteen), Gertrud (thirteen), Dora (eleven), and Eva (seven years of age).

A eulogy was published in Chemiker-Zeitung on February 12, 1916, praising his research, contributions to science, and expressing sorrow at the untimely loss to his family and friends. Löb's goal of achieving some insight in how plants fix nitrogen and carbon dioxide to form protein was not reached by his methods nor by the same methods repeated by Stanley Miller and Harold Urey forty years later.

Oskar Baudisch (1913) showed that amino acids are generated by UV also only in a reducing atmosphere. Baly et al. (1922) reported the formation of $\alpha$ amino acids by UV. The amino acids formed by electric discharge or UV do not include the essential amino acids, methionine, and cysteine; both contain sulfur. Furthermore, many proteins, such as cytochrome c and hemoglobin contain iron or other metals that are critical to their activity.

Professor Walther Löb worked on this problem all his too-short professional career. Although it proved to be barking up the wrong tree, to explain the assimilation of carbon dioxide and nitrogen in plants; nevertheless, it was worth doing once but not twice. There has been considerable interest in Germany about the injustice to Walther Löb and the great overestimation of the value of Miller's work (Ahnhäuser, 2003). Löb's priority in the electrochemistry of the silent electrical discharge and exploration of any function it may have had in "prebiotic chemistry" must be recognized (Mojzsis et al., 1999; Yockey, 1997, 2002b).

### 8.2.3 The contributions of Harold Urey and Stanley L. Miller

The first thing anyone must do when starting a research project is to read the literature. I show in what follows that, as Hamlet said to Horatio, "More honored in the breach than in the observance" (Act I, Scene IV).

Stanley L. Miller (born 1930), a student of Urey, is usually given credit (Bada, 1997; Bada and Lazcano, 2002, 2003; Schopf, 1999) for being the first to generate amino acids in a prebiotic atmosphere (Miller, 1953). He was only a second-year graduate student in 1953 and accordingly more sinned against than sinning. Urey (1893-1981) was a Nobel Laureate. Their relation was roughly that of a second lieutenant and a five-star general.

My experience with ruling personalities was as a graduate student at the University of California, Berkeley, 1939-43. Ernest Orlando Lawrence (1901-58) presided at laboratory meetings from a massive red leather chair, used by him alone. No one dared to sit there even when he was absent. He once felt it necessary to improve my character by some very firm remarks. Very few experiments were done at the Radiation Laboratory without his approval. His obsession with improving the cyclotron without regard for what it was to be used for, resulted in his missing the discovery of induced artificial radioactivity. Frédéric and Irène Joliot-Curie had made that discovery in 1934. As a graduate student I never heard Lawrence's embarrassment mentioned. The cyclotron provided much more intense radiation than the
sources available to Frédéric and Irène Joliot-Curie so the flood gates were open for the discovery radioactive isotopes. Lawrence's headlong rush to build more high energy machines was essential to creating the field of high energy physics today (Heilbron and Seidel, 1989; Herken, 2002).

The field of electrochemistry of gasses was well known to Professor Harold Urey (1893-1981) and others at the University of Chicago in the 1950s. He had published at least three papers on the chemical effects of electrical discharges in gas (Urey and Smallwood, 1928; Urey, Dawson, and Rice, 1929; Urey and Lavin, 1929). Urey (1952) relied heavily on the dialectical materialism in the books by Oparin $(1938,1957)$ and Bernal (1951) for his guiding insight (See Chapter 9). He did not mention Haeckel or Haldane (1929) or Haldane's reference to Baly et al. (1922). He did cite Glocker and Lind (1939), which would have led him to the papers of Walther Löb. In his 1952 paper, he made the following suggestions:

It seems to me that experimentation on the production of organic compounds from water and methane in the presence of ultra-violet


Figure 8.1. The Urey-Miller experiment. Water vapor and the added gases $\left(\mathrm{CH}_{4}, \mathrm{NH}_{3}\right.$, and $\mathrm{H}_{2}$ ) were cycled through an electric spark and cooled in a jacket. The condensates were collected in a trap, and the rest was recycled. Within a week at least four proteinforming amino acids had been manufactured and collected in the trap. (Schwemmier, 1984, p. 20, Figure 1.)


Figure 8.2. Apparatus used by Walther Löb for studying the biometric synthesis of organic compounds, including aldehydes (1906) and amino acids (1914) in cold plasmas, with $\mathrm{CO}_{2}$, and $\mathrm{NH}_{3}$ as reactants in various combinations. (A) plasma generator ["elektisato"]; a, inner tube; b, outer tube; c, plasma discharge space; d, liquid bulb; e, end three-way stopcocks; (B) buretter with levelling funnel; (D) recipient flask for liquid with reaction products; (C) and (E) gas burettes. (Reprinted from Löb, 1906).
light of approximately the spectral distribution estimated for sunlight would be most profitable. The investigation of possible effects of electrical discharges should also be tried since electrical storms in this reducing atmosphere can be postulated reasonably.

Thus, although he had contributed to the chemical effects of electrical discharges in gas, Urey did not take the trouble to search the literature, or to direct Stanley Miller to do so, and of course no one would have been so rash as to make that suggestion. A search of the literature would have found that Walther Löb, Oskar Baudisch, and Baly et al. (1922) had established that glycine is formed by the silent electrical discharge and by UV light only in reducing atmospheres.

Miller's contribution was to repeat the experiments of Walther Löb, Oskar Baudisch and Baly et al. (1922) with more sophisticated modern techniques, not available to previous authors, such as two-dimensional paper
chromatography and elution from Dowex-50. Chemists in Löb's time used the ninhydrin reaction that is specific for alpha amino acids. A pure blue color is developed by heating with triketohydrindene hydrate. The apparatus used by Miller, Figure 8.1 to examine amino acid formation in nonliving systems may be compared with that of Löb, Figure 8.2. Miller (1955) found, in addition to several amino acids, a number of other organic compounds, including an embarrassingly large amount of formic acid, glycolic acid, lactic acid, acetic acid, several butyric acids, and urea. Formic acid is the active ingredient in the stings of bees, wasps and ants; acetic acid is what makes vinegar so sour. Miller admitted (1955) that the amino acids produced are among the simplest and do not represent the composition in protein. Furthermore, as Walther Löb and others had found, more than forty years previously, and long before Miller (born 1930) was born, the primary result of the spark experiments was a tarry mixture in the bottom of the flask, left unanalyzed. It has gone largely unnoticed that both Löb's and Miller's spark discharge experiments produce a racemic Urschleim. That would not have affected Löb's results because glycine, the amino acid he found, is symmetric, see Table 8.1.

Miller's paper had some difficulty in being published, as often happens to efforts from graduate students. Bada and Lazcano (2003) described the efforts of Urey to lay the foundations for Millers's research and to use his influence to get the paper published. Urey refused to be cited as an author because he believed that would diminish the credit due to Miller.

### 8.2.4 The contributions of John Burden Sanderson Haldane

John Burden Sanderson Haldane (1892-1964), in his often quoted paper, The Origin of Life (1929), mentioned the work of Baly et al. (1922):

Now when ultra-violet light acts on a mixture of water, carbon dioxide and ammonia, a vast variety of organic substances are made, including sugars and apparently some of the materials of which proteins are built up. This fact has been demonstrated in the laboratory of Baly in Liverpool and his colleagues. In the present world, such substances, if left about, decay - that is to say, they are destroyed by micro-organisms. But before the origin of life they must have accumulated in a hot dilute soup.

Haldane (1954), whose speculations are always entertaining, proposed four suggestions for the origin of life:

Table 8.1. Yields from sparking a mixture of $\mathrm{CH}_{4}, \mathrm{NH}_{3}$, $\mathrm{H}_{2} \mathrm{O}$, and $\mathrm{H}_{2}$. The percentage yields are based on carbon ( 59 mmoles [710mg] of carbon was added as $\mathrm{CH}_{4}$ )

|  | Yield |  |
| :--- | ---: | :--- |
| Compound | $(\mu$ moles $)$ | $\%$ |
| Glycine | 630 | 2.1 |
| Glycolic acid | 560 | 1.9 |
| Sarcosine | 50 | 0.25 |
| Alanine | 340 | 1.7 |
| Lactic acid | 310 | 1.6 |
| $N$-Methylalanine | 10 | 0.07 |
| $\alpha$-Amino- $n$-butyric acid | 50 | 0.34 |
| $\alpha$-Aminoisobutyric acid | 1 | 0.007 |
| $\alpha$-Hydroxybutyric acid | 50 | 0.34 |
| $\beta$-Alanine | 150 | 0.76 |
| Succinic acid | 40 | 0.27 |
| Aspartic acid | 4 | 0.024 |
| Glutamic acid | 6 | 0.051 |
| Iminodiacetic acid | 55 | 0.37 |
| Iminoacetic-propionic acid | 15 | 0.13 |
| Formic acid | 2,330 | 4.0 |
| Acetic acid | 150 | 0.51 |
| Propionic acid | 130 | 0.66 |
| Urea | 20 | 0.034 |
| $N$-Methyl urea | 15 | 0.051 |
| Total |  | 15.2 |

(1) Life has no origin.
(2) Life originated on our planet by a supernatural event.
(3) Life originated from "ordinary" chemical reactions by a slow evolutionary process.
(4) Life originated as the result of a very "improbable" event, which was almost certain to happen given sufficient time, and sufficient matter of suitable composition in a suitable state. [Note: improbable events are not almost certain to happen.]
As Haldane (1954) observed:
The critical event which may best be called the origin of life was the enclosure of several different self-reproducing polymers within a semi-permeable membrane.

### 8.2.5 Drawing false consequences from the spark discharges

Many scientists were taken in by the Miller-Urey experiments and were lead to believe that those experiments proved that the atmosphere of the early Earth must have been reducing (Miller and Orgel, 1974):

Arguments concerning the composition of the primitive atmosphere are particularly controversial. We believe that there must have been a period when the earth's atmosphere was reducing, because the synthesis of compounds of biological interest takes place only under reducing conditions. Miller and Orgel, 1974,. ch. 4,. p. 33

Weber and Miller (1981) were so sure of their description of the creation of amino acids to form the Urschleim that they favored their students with the following wisdom:

In our opinion, the basic reason that amino acids were used was their abundance in the primitive ocean. Most prebiotic experiments produce good yields of amino acids relative to other classes of organic compounds. The relevance of these experiments to the primitive earth is supported by the amino acid abundances found in the Murchison and other carbonaceous chondrites.

The reverent words "we believe" are clearly based on faith and a quasireligiosity will to believe. They are appropriate in religious apologetics but not in scientific literature.

The evidence for the constitution and evolution of the Earth and its atmosphere must come independently from astronomy and geophysical chemistry. Scenarios for the origin of life must accommodate this. Good science dictates that one would search for evidence from several independent databases of a primeval reducing atmosphere (Abelson, 1966). Certainly one should not come to a scientific conclusion for ideological or religious reasons. Mojzsis, Kishnamurthy, and Arrhenius (1999) remarked:

However, it is now held highly unlikely that the conditions used in these experiments [silent electrical discharge] could represent those in the Archaen atmosphere. Even so, scientific articles still occasionally appear that report experiments modeled on these conditions and explicitly or tacitly claim the presence of resulting products in reactive concentrations "on the primordial Earth" or in a "prebiotic soup" (see, for example, Deamer, 1997; Smith, 1998,
1999). The idea of such a "soup" containing all the desired organic molecules in concentrated form in the ocean has been a misleading concept against which objections were raised early. (Sillén, 1965)

### 8.2.6 The simulation of natural lightning

Prebiotic electric discharge experiments are still being carried out by the use of a Tesla coil that can be held in one's hand in the same manner as in 1913 (Löb, 1913; Miller, 1953; Stribling and Miller, 1987). Corona discharge in putative prebiotic atmospheres is often stated to simulate lightning. Such small equipment simulates corona discharge, not the enormous transient energy in lightning that is measured in nanoseconds, not days.

It is curious, in this time of megaexperiments, that no one has proposed to repeat these experiments with much larger amounts of Urschleim and much longer times. Large flash x-ray machines can simulate a lightning discharge in real time, including ionization, ultraviolet, heat and shock environment. Such machines can generate 20 megavolts and a current of 800 kiloamperes in a pulse width of 40 nanoseconds. Exposure either to x-rays or to the electron beam may be obtained. The temperature in the ambient gas may reach $10,000^{\circ} \mathrm{K}$ and is quenched in several nanoseconds. This is comparable to the environment in a lightning flash (Essene and Fisher, 1986). Whatever chemistry occurs in a lightning flash is simulated very closely, combining simultaneously all the elements using a large x-ray machine mentioned above (Yockey, 1992).

### 8.2.7 Chemical evolution by the polymerization of amino acids on mineral surfaces

There is a considerable literature on the polymerization of nucleic bases on mineral surfaces, such as zeolites and feldspars, with the hope to provide a library of sequences and to bypass the difficulty of forming peptide bonds in an aqueous medium (Bernal, 1951, 1967; Cairns-Smith, 1965, 1971, 1982; Ferris et al., 1996; Popa, 1997; Smith et al., 1998; Smith et al., 1999; Sowerby and Heck1, 1998; Sowerby, Cohn, Heckl, and Holm, 2001). These authors suggest that the mineral surfaces provide a "library" of sequences that may lead to a "genetic takeover." Sowerby and Peterson (2002) present an outline of the objections for a de novo appearance of linear selfreplicating polymers. They propose that free purine and pyrimidine bases, alone adsorbed on a suitable surface, could have constituted a primitive
coding template for the construction of catalytic proteins. Even the best attempts report monomers fifty-five long. This is far too short to form a genome or even a protein. As Orgel remarked:

One conclusion is that theories that involve the organization of complex, small-molecule cycles such as the reductive citric acid cycle on mineral surfaces make unreasonable assumptions about the catalytic properties of minerals. (Orgel 2000)

These proposals rely on Miller (1953) rather than Haeckel (1866) for their sources of amino acids (Sowerby et al., 2001; Sowerby, Peterson, and Holm, 2002; Sowerby and Peterson, (2002). Hazen et al. (2001) have proposed that the selective absorption of linear arrays of D and L amino acids on calcite represents a "plausible" geometric mechanism, with subsequent polarization, for the production of homochiral polypeptides on the prebiotic Earth. The values reported are very close to one and thus serve to contradict their conclusion.

### 8.2.8 Wächtershäuser's conjecture on the origin of life

Wächtershäuser (1994, 1997, 1988a, 1988b, 1988c, 1998a, 1998, 1990, 1997, 2000, 2003) is one of the important workers in the origin of life field (Hagmann, 2002). He is guided by the philosophy of Sir Karl Popper. Wächtershäuser's objections to Haeckel's Urschleim are much the same as mine.

Wächtershäuser has made a very ingenius proposal for the fixation of carbon and the generation of membranes of lipids and anionic peptides. Central to his speculation is the idea that early life was autotrophic (in contrast to the heterotrophy of the Urschleim paradigm and the adsorption of amino acids on clay). He proposed that the fixation of carbon proceeds directly on the surfaces of minerals such as FeS and produces iron pyrite $\mathrm{FeS}_{2}$. This is the first source of energy for life. This process is described (Wächtershäuser, 1990) by the following exergonic reactions where $\Delta \mathrm{G}^{\circ}$ is the free energy for pH zero and $\Delta \mathrm{G}^{\circ}$ is the free energy for pH 7 :

$$
\begin{aligned}
& 4 \mathrm{CO}_{2}+7 \mathrm{H}_{2} \rightarrow\left(\mathrm{CH}_{2}-\mathrm{COOH}\right)_{2}+4 \mathrm{H}_{2} \mathrm{O} \\
& \Delta \mathrm{G}^{\circ}=-151 \mathrm{~kJ} / \mathrm{mol} \\
& 4 \mathrm{HCO}_{3}^{-}+2 \mathrm{H}^{+}+7 \mathrm{H}_{2} \rightarrow\left(\mathrm{CH}_{2}-\mathrm{COO}^{-}\right)_{2}+8 \mathrm{H}_{2} \mathrm{O} \\
& \Delta \mathrm{G}^{\circ}=-160 \mathrm{~kJ} / \mathrm{mol} .
\end{aligned}
$$

The free energy is much larger in the presence of $\mathrm{H}_{2} \mathrm{~S}$ and FeS :

$$
\begin{aligned}
& 4 \mathrm{CO}_{2}+7 \mathrm{H}_{2} \mathrm{~S}+7 \mathrm{FeS} \rightarrow\left(\mathrm{CH}_{2}-\mathrm{COOH}\right)_{2}+4 \mathrm{H}_{2} \mathrm{O}+7 \mathrm{FeS}_{2} \\
& \Delta \mathrm{G}^{\circ}=-420 \mathrm{~kJ} / \mathrm{mol},
\end{aligned}
$$

and

$$
\begin{aligned}
& 4 \mathrm{HCO}_{3}^{-}+2 \mathrm{H}^{+}+7 \mathrm{H}_{2} \mathrm{~S}+7 \mathrm{FeS} \rightarrow\left(\mathrm{CH}_{2}-\mathrm{COO}^{-}\right)_{2} \\
& \quad+7 \mathrm{FeS}_{2}+8 \mathrm{H}_{2} \mathrm{O} \Delta \mathrm{G}^{\circ \prime}=-429 \mathrm{~kJ} / \mathrm{mol} .
\end{aligned}
$$

These reactions provide the energy for the fixation of carbon and also a binding surface for the organic constituents that are formed. Any process by which the constituents lose their surface bonding is irreversible and the material is lost by dissolution in the ocean. The propensity for thermal degradation in a surface-bonded state is less than in solution so that the process may proceed at the higher temperatures typical of submarine hot springs (see Section 8.3.1).

Several forms of iron sulfides have been found in extremely primitive sulfur bacteria that live in anaerobic conditions (Farina et al., 1990; Mann et al., 1990; Williams, 1990). This seems to be a corroboration of Wächtershäuser's proposal (Popper, 1990; Russell, Hall, and Gize, 1990).

Among the advantages of his proposal are that it generates the organic molecules without concomitant large amount of tarry material that should have been absorbed in sedimentary rocks and become kerogen. It generates the compounds in place, thus avoiding the need for a method of concentration. It is consistent with energy requirements and thermodynamics. The Urschleim paradigm has a serious defect that requires that amino acids polymerize in aqueous solution, whereas peptides actually hydrolyze.

Rather than requiring ready-made "building blocks," Wächtershäuser's proposal assumes only the $\mathrm{CO}_{2}, \mathrm{H}_{2} \mathrm{~S}$, and FeS found in submarine hot springs. The reaction products remain in place and there is no requirement for concentration, a serious difficulty with the Urschleim paradigm. The reactions shown above are far from thermodynamical equilibrium and are irreversible as must be the case in living systems. Although he did not mention the papers by Schidlowski (1983a, 1988, 2002), those papers are among the strongest support for his speculation.

The proposal is incomplete in that it generates a two-dimensional monomolecular layer when all informational molecules are sequenced. It shares with other speculations the idea that life is just complicated mechanistic chemistry. I have not found any reference to the handedness of amino
acids and the ribose sugars in DNA and mRNA. It appears to be "proteins first" (Huber and Wächtershäuser, 1997; 1998; Huber et al., 2003) and of course that is prohibited by the Central Dogma (Yockey, 1978, 1992, 2002 and Chapter 3).

He does not address adequately the generation of complexity and of genetic code (Orgel, 2000). Wächtershäuser (1994) believes that the use of the information metaphor has led to the unfortunate prejudice that life must have started with a polymer sequence:

By my theory, life would then have started with analog information, and it would have "invented" digital information later. (Wächtershäuser, 1994).
This view is not in accordance with my remarks in Section 1.1.2. Wächtershäuser (1997) suggests that:
The theory of biological evolution is an historic theory. If we could ever trace this historic process backwards far enough in time, we would wind up with an origin of life in purely chemical processes.

That is well and good but the test of the pudding is in the eating. I have discussed (Yockey, 2000, 2002) in Chapter 11 "The Unknowable" that tracing this historic process backward in time to the origin of life is unknowable or undecidable.

Speculations based on the formation of sequences of molecules directly on the surfaces of minerals face the problem of the Guru and the two-headed coin. An unbelievably enormous number of sequences must be formed in order to find the ones that form the minimal essential genome of the first living organism essential genome of the first living organism (Section 6.4).

### 8.3 The origin of matter and the origin of life

The origin of matter occurred in the Big Bang $13.4 \pm 1.6$ billion years ago (Cayrel et al. 2001; Freedman and Feng, 1999; Krauss and Chaboyer, 2003; Lineweaver, 1999). Astronomers and physicists can trace the origin of matter to within the Planck time, about $10^{-34}$ seconds, after the First Cause that originated the fire ball of the Big Bang. Darwin's prescience in the origin of matter and the origin of life is extraordinary. Astronomers and physicists know more about the "origin of matter" than biologists know about the origin of life. The origin of life appears to be a more difficult problem!


Figure 8.3. The Hertzsprung-Russell diagram. The absolute visual magnitude or luminosity of stars of known distance is shown plotted on the vertical axis. The effective surface temperature is plotted on the lower horizontal axis. The spectral type is given on the upper horizontal axis. The sun began its life in the gravitational collapse of a cloud of gas and dust. When thermonuclear ignition occurred the Sun was located at the lower right of this figure. As it became hotter and brighter it progressed to the left and up along the main sequence. It is now of the G2 spectral type. The effective surface temperature is about $6000^{\circ} \mathrm{K}$. In about $10^{9}$ years the energy received from the Sun will heat the Earth so that the oceans will boil. Eventually the Sun will become a red giant and its surface will extend to the present orbit of the Earth. Reprinted from Audouze, J. \& Israel, G. (1985). Cambridge Atlas of Astronomy, Cambridge, New York: Cambridge University Press.

### 8.3.1 The faint young Sun and Sun as a red giant

When life appeared on Earth the "faint young Sun" radiated only about 70 percent of the energy it now generates. The core of the Sun, at its present position in the Hertzsprung-Russell diagram (Figure 8.3), is gradually being enriched in helium. It is contracting and the temperature of the core is increasing where most of the thermonuclear reactions occur. The rate of thermonuclear reactions is very sensitive to temperature and this will cause the insolation to increase about 1 percent per hundred million years (Gough, 1981). The Sun, progressing inevitably along its evolutionary path, before five billion more years will expand beyond the present
orbit of the Earth and become a red giant (Penrose, 1989) like Aldebaran in the constellation Taurus (the Bull) or Betelgeuse in the constellation Orion (The Hunter).

The habitable zone is the space about the about the Sun within which the climate stability of a planet supports liquid water. As the Sun ages, and the insolation increases producing an increasingly effective greenhouse effect, the oceans will boil away and the Earth will be cooked into lifelessness like Venus today (Correia and Laskar, 2001; Kasting, 1993; Sagan and Mullen, 1972); Life has already existed on Earth for three quarters of its allotted time. Perhaps the last organisms will be the thermophilic bacteria that started the whole thing! Sic transit gloria mundi!

### 8.3.2 Warm little ponds, tidal lagoons on Earth, and the formation of the Moon

It is helpful for the reader to know the elements of current ideas in cosmology in order to understand the modern view of the conditions on the early Earth when life originated. The age of the Earth can be found from the age of the Allende CV chrondite. The radioactive decay periods of uranium to the lead isotopes ${ }^{227} \mathrm{~Pb} /{ }^{206} \mathrm{~Pb}$ serve as a clock which yields an age of $4.559 \pm$ 0.004 billion years (Tilton, 1988). More recent values of the age of the earth, $4.5627 \pm 0.0006$ billion years, are in agreement (Amelin et al., 2002; Bizzarro et al., 2003).

Sidney Fox $(1994,1996)$ and others have proposed that life originated in "warm little ponds" or "the evaporation of tidal lagoons." The question of "warm little ponds" or "the evaporation of tidal lagoons" on the early Earth has been answered by the most widely regarded scenario for the formation of the Moon, namely, that it was formed within ten to thirty million years after the formation of the solar system (Kleine, Münker Mezger, and Palme 2002; Yin et al., 2002). A rare event, indeed!

The Moon is believed to have been formed by the off-center collision with the early Earth of a proto planet, Theia (In Greek mythology, $\Theta \varepsilon \iota \alpha$, the goddess of sight), a Mars-sized object (Halliday, 2004) (Cameron and Benz, 1991; see Cameron and Ward, 1976; Canup and Asphaug 2001; Canup and Righter 2000; Mojzsis et al., 1999; Shiguru et al., 1997; Wiechert et al., 2001). Münker et al. (2003) give a date for the final core-mantle equilibration on Earth of 4.533 bilion years ago.

Part of the debris from the impactor of this empyrean collision accreted to form the Moon in an orbit just beyond the Roche limit. The Roche limit
is the distance to the center of a fluid body that has no internal strength to prevent disruption by the stress across that body caused by the planet's gravitational field. The Roche limit was about 2.86 times the radius of the Earth at the time, or about 71,500 miles-the Moon is now about 250,000 miles from the Earth.

This collision of a Mars-sized object on the early Earth shows that a just-right Goldilocks event may have played a decisive role in determining the "suitability" of the Earth for the origin of life. For example, the fact that Venus has no large satellite comparable to the Moon suggests that the fickle goddess Fortuna contributed the essential event that distinguished the history of Venus from that of the Earth. Without this singular off-center collision event, by an object of just the right size, at just the right time, the Earth may have followed Venus to become a furnace rotating slowly backward (Correia and Laskar, 2001). This Goldilocks event, in which everything must be just-right, indicates that truly Earth-like planets may be very rare in the Milky Way Galaxy.

The lunar tides, tidal currents, and tsunamis, washing over the low continents, were enormously greater (up to $1-2 \mathrm{~km}$ ) than those of today because the Moon was close to the rapidly spinning Earth and the day was approximately five hours (Canup and Asphaug, 2001; Canup and Righter, 2000; Kerr, 1999; Melosh, 2001; Popa, 1997). Consequently, there were no "tidal lagoons" or "warm little ponds" on the early continents where life could originate spontaneously by "chemical evolution" from a "primeval soup" as presumed by many speculations on the origin of life (Bada and Lazcano, 2002; Levy and Miller, 1998; Schopf, 1999). It is typical of speculations on the origin of life to be based on conditions on the early Earth that did not exist.

A cataclysm occurred between 4.0 and 3.8 Gyr years ago, when the lunar basins with known dates were formed. This led to the metamorphism of the lunar surface by the collision of an enormous number of asteroids and/or comets (Cohen, Swindle and Kring, 2000; Culler et al., 2000; Kerr, 1999; Nisbet and Sleep, 2001; Schoenberg et al., 2002). These collisions occurred in a brief pulse of about two hundred million years. The cataclysm produced more than seventeen hundred craters 20 to $1,200 \mathrm{~km}$ in diameter on the Moon.

It is widely believed (Schoenberg et al., 2002) that the Earth had a meteorite bombardment at the same time. Because the Earth has a larger crosssection and a larger attraction of gravity there may have been more than seventeen thousand large impact events in this time.

Knowledge about the impacts of bolide objects that created large craters in the Barberton greenstone belt of South Africa and the eastern Pilbara block of Western Australia comes from evidence of four large bolide impacts that created large craters, altered the environment, and deformed the target rocks (Byerly et al., 2002). The single zircon uranium lead ages are $3.470 \pm$ 2 million years and are associated with sedimentation by an impact generated tsunami. In Western Australia, this is associated with a major erosional unconformity. The Apollo missions to the Moon returned samples of the lunar soil that enabled the dating of the lunar maria to thirty-five hundred million years (Culler et al., 2000).

### 8.3.3 The age of life on Earth

The Earth accreted from the first solids in the early solar nebula 4.567.2 $\pm$ 0.6 million years ago (Amelin et al., 2002). Caro et al. (2003) used the ${ }^{147} \mathrm{Sm}^{143} \mathrm{Nd}$ chronometer to time the large-scale features of the Earth's mantle to $4.460 \pm 115$ Myr. The radioactive decay series of ${ }^{176} \mathrm{Lu}$ to ${ }^{176} \mathrm{Hf}$ is widely used to measure the age of the Earth's early mantle system (Bizzarro et al., 2003). The oldest crustal rocks surviving from the Hadean time are in the Murchison District of Western Australia, from the island of Akilia outer Gothäbsfjord in southwest Greenland and from Acasta Gneiss of northwestern Canada. These rocks contain zircons that can be dated by the radioactive decay of the 238 isotope of uranium to several lead isotopes, the known radioactive decay periods serving as a clock Amelin et al. (2002). Mojzsis et al. (2001) find these 4.300 Myr old zircons, from the Murchison District of Western Australia, formed from magmas containing a significant component of reworked continental crust that formed in the presence of water. This dates the earliest oceans at 4.300 Myr. Wilde et al. (2001), working with zircons from the Yilgarn Craton in Western Australia, found zircon grains $4.400 \pm 8$ Myr representing evidence for a continental crust and oceans on the Earth at this time.

Taking these dates as being well determined, one looks for specific evidence of life in these objects. Carbon compounds are composed of a light isotope ${ }^{12} \mathrm{C}$ and the much rarer ${ }^{13} \mathrm{C}$. It has been known for some years that carbon compounds that are biologically processed have a significant fractionation for ${ }^{12} \mathrm{C}$. This has served as an indicator of biological origin (Schidlowski, 2002). Fedo and Whitehouse (2002) dispute the identification of the quartz-pyroxene rock as banded iron formation (BIF). Their analysis identifies these rocks as ultramafic igneous, not BIF (Kerr, 2002). The
biogenic origin of the graphite carbonate-rich in Isua was inferred from the assumption that these rocks had a sedimentary origin. However, recent field and laboratory investigations have shown that most if not all carbonate in Isua is metasomatic rather than sedimentary in origin (Van Zuilen. Lepland, and Arrhenius, 2002). Because water is widely believed to be necessary for life, the older papers can no longer be presented as evidence of an Urschleim in the early oceans on Earth or on "sufficiently similar young planets elsewhere." The absence of evidence is evidence of absence.

Schopf et al. (2002) have interpreted certain objects found in Precambrian cherts as being true microfossils. Other scientists (Brasier et al., 2002) disputed this identification in the same issue of Nature. Schopf depends on morphology in all of his analyses. Dalton (2002) reported that two of Schopf's collaborators have disputed Schopf's conclusions. Garcia-Ruis et al. (2003) have synthesized inorganic micron-sized filaments that show noncristallographic, curved helical morphologies, similar to the forms from the Precambrian Warrawoona chert formation in Western Australia, that Schopf et al. (2002) have proposed to be the oldest microfossils (Kerr, 2003). This interpretation may be compared to Rorschach inkblots. One is reminded of the case of the Allan Hills 84001 meteorite that I shall discuss in Section 8.3.4.

The evidence cited earlier is very far from the official NASA policy for the origin of life based on the Marxist dialectical materialism of Engels and Oparin discussed in Chapter 9. The determination of the time of the earliest appearance of life on Earth is still in a state of flux. For the time being, let us take 3.850 billion years as a working date for the appearance of life (Mojzsis and Harrison, 2002). This is about the time when the late heavy bombardment ceased (Kerr, 1999; Nisbet and Sleep, 2001).

### 8.3.4 Life on Mars?

President Clinton gave a press conference on the South Lawn of the White House on August, 7, 1996. He spoke about the meteorite Allan Hills 84001, or for short ALH84001. The president noted that ALH84001 had been picked up from a glacier in Antarctica in 1984. He discussed briefly the history of ALH84001 from its formation four billion years ago on Mars, its escape because of the shock from the impact of a body striking Mars, the sixteen-million-year journey through space and its arrival thirteen-thousand years ago on a glacier in Antarctica.

Mr. Daniel Goldin, NASA Administrator at the time, held a briefing on the "Discovery of Possible Early Martian Life" at NASA Headquarters in

Washington, DC. Mr. Goldin is well known for his enthusiasm for the search extraterrestrial intelligence, life on other planets, manned missions to Mars, and the search for "evidence" of life on Mars and Europa (Chyba and Philips, 2002; Kerr, 2001). President Clinton and Mr. Goldin have since gone on to other tasks in their careers.

As expected by the NASA public relations office, ALH84001 attracted the attention of Newsweek (1997). Considerable controversy was reported in support of the proposed "evidence" of life on Mars. The long story of life on Mars from ALH84001 (McKay et al., 1996; Thomas-Keprta et al., 2001) ended with the determination that the artifacts upon which this claim is made are terrestrial contamination (Bada et al., 1998; Bradley et al., 1997; Buseck et al., 2001; Jull et al., 1998; Kerr, 2002; Yockey, 1997d, 1998).

There are a number of traces of what may be water worn networks on a warm wet early Mars (Malin and Edgett, 2003). Valley networks on Mars cut across the heavily cratered southern highlands. These features were formed during the period of heavy bombardment in the early solar system that affected Earth and the Moon as well. Speculation about a warm wet early Mars is based on the belief that there was a longlasting greenhouse climate and implies that Mars was teeming with life in that era.

On the contrary, the analysis by Segura et al. (2002) shows a cold dry planet, an almost endless winter broken by periods of scalding rains followed by flash floods. Carbonate minerals may provide evidence for the presence of liquid water on Mars in the remote past. They form readily in a carbon dioxide atmosphere in the presence of water. On Earth, water and atmospheric carbon dioxide form carbonic acid that combines with rocks and precipitates in lakes and oceans to form carbonate deposits like the White Cliffs of Dover. Observations by means of the Thermal Emission Spectrometer have provided measurements of the thermal emissivity spectra of the surface dust of Mars. Only trace evidence was found of carbonates, like limestone, in the mile-scale surface deposits. Only 2 percent carbonate dust was found, whereas wet weathering would produce 20 percent (Astrobiology.com, 2003; Bandfield et al., 2003; Kerr, 2003). The Thermal Emission Spectrometer has been used to search for the mineral olivine which is unstable in aqueous environment (Christensen et al., 2003). Hoefen et al. (2003) have found olivine in the Nili Fossae region of Mars. They believe that supports the argument that Mars has been cold and dry for a long time. No
oceans on Mars means no Urschleim and no life. Traces of water ice on the poles of Mars do not make the cut.

If one believes that ALH84001 came from Mars, one must believe that meteorites are exchanged between Earth and Mars. The only uncontroversial evidence of life on Mars that did not come from Earth would be to find biological material that is both dextro in amino acids and laevo in nucleic acids. Unfortunately, amino acids and nucleic acids become racemic over the terrestrial geologic time scale of 5-10 million years. The absence of evidence is evidence of absence. That does not deter faith-based search for life on Mars by all space-faring nations.

The exploration of Mars has considerable international interest and political support, especialy from the life-on-Mars congregation (Morton, 2003). The British built Beagle 2, named after the ship on which Charles Darwin made his historic voyage, was programmed to touch down on December 24, Christmas Eve, 2003, at 9:54 P.M. Eastern Standard Time. Its purpose is to search for chemical signs of life in the Martian soil. No signal has been received from Beagle 2 as this book goes to press (Butler, 2004). The European Space Agency Mars Express has gone into orbit at the same time for a two-year mission to map the planet surface. NASA's Spirit has landed on Mars and is sending pictures, as this book goes to press. Its twin, Opportunity, landed on the opposite side of Mars in January 24, 2004 and is sending pictures. They will mount geological surveys of sites that may bear traces of water. Japan has a spacecraft Nozomi, launched in July 1998. As this book goes to press, Nozomi has suffered numerous setbacks: fuel shortage and damage from a solar flare. That is the fourth failure in Mars missions in the last five years and reflects on the judgment of those who are promoting a manned mission. Those on a manned mission wish to come back, although I have a short list of some who could remain there and contribute to the cause.

Now that Venus has proved to be a furnace, Mars is of interest because it resembles Earth more than any other planet. The axis of the spinning Earth has varies from $22^{\circ}$ to $25.5^{\circ}$ from the plane of the ecliptic over the last ten million years. The range for Mars is $14^{\circ}$ to $48^{\circ}$. The stabilization of the Earth is by the large Moon. Stabilization can not be provided by the two very small moons of Mars, Phobos, and Deimos (Head et al., 2003). Thus, Mars is a test object for study of the history of the Earth. Mars has had ice ages similar to those on Earth. Regardless of whether life originated on Mars, this effort is justified because the processes of planetary formation and the geological history are of important for comparison with that of Earth.

### 8.3.5 Exobiology and life from outer space

Directed Panspermia, the suggestion that life was introduced from outer space, raises its head from time to time. Hermann Ludwig Ferdinand von Helmholtz (1821-94) and Lord Kelvin, William Thompson (18241907), proposed the Directed Panspermia theory in the nineteenth century. Helmholtz and Svante Arrhenius (1859-1927) proposed that life is eternal and that meteors that roam about the solar system might contain germs of organisms that, under favorable conditions, might reach the Earth and other planets (Arrhenius, 1908).

Research on comets and carbonaceous meteorites, supported by the Exobiology Program (http://astrobiology.arc.nasa.gov) of the National Aeronautic and Space Administration (NASA); requires a genuflection to the origin and evolution of life (Cooper et al., 2001; Morrison, 2001). A collection of the earlier papers can be found in (Thomas, Chyba, and McKay, 1997). There is now a journal, Astrobiology, in which Morrison (2001) comes very close to violating the proscription on the establishment of religion in the First Amendment of the United States Constitution:

> As our understanding of living systems and the physical universe increases, we will confront the implications of this knowledge in more than just the scientific and technical realms. To understand the consequence will require multidisciplinary considerations of areas such as economics, environment, health, theology, ethics, quality of life, the sociopolitical realm, and education. Together we will explore the ethical; and philosophical questions related to the existence of life elsewhere, the potential for cross-contamination between eco-systems in different worlds, and the implication of future long-term planetary habitation and engineering. (Morrison 2001)

NASA is not responsible for: " . . . economics, environment, health, theology, ethics, quality of life, the sociopolitical realm, and education." Readers who wish to know "What is astrobiology?" will find the NASA Astrobiology Road map at http://astrobiology.arc.nasa.gov.

Finding the "seeds of life" in interstellar dust grains and ice analogs has been proposed as having been available in all planetary systems for the origin of life (Bernstein et al., 2002; Caro et al., 2002).

Amino acids are condensed into polymer chains by the peptide bond. The peptide bond is formed by a condensation reaction between the amino group
of one amino acid and the carboxyl group of another. A molecule of water is expelled when the peptide bond is formed. Thermodynamics requires that this reaction proceed in the direction of hydrolyzing in an aqueous medium. This direction is opposite to that required to form polymers. Consequently, amino acids will not form sequences in the primeval ocean. I pointed out in Section 6.1.1 that the activity of proteins depends not only on the sequence of amino acids but, most important, on the active pocket that contains contains metal ions such as iron, zinc, copper, and magnesium (Thompson and Orvig, 2003). Thyroxine contains iodine. Furthermore, the sequence of amino acids must fold up properly to form a protein (Selkoe, 2003). This doesn't seem to be discussed in origin of life speculations (Rasmussen, 2004).

George Gaylord Simpson's (1902-84) remark on exobiology (Simpson, 1964) is pertinent today:

> There is even a recognition of a new science of extraterrestrial life, sometimes called exobiology - a curious development in view of the fact that this "science" has yet to demonstrate that its subject matter exists.

If life is a Cosmic Imperative (de Duve, 1991, 1995) and would appear everywhere conditions of physics and chemistry permit, such life may be quite different from that on Earth. Perhaps it would be based on dextro amino acids and laevo mRNA. Indeed, rolling back the history of Earth, we find that life has indeed been quite different in the past and has existed with a nonprevalence of humanoids (Simpson, 1964). There were five major mass extinctions, any one of which, had it been more severe, could have exterminated life altogether on Earth. One must presume that such events are not unusual on planets around Sun-like stars.

### 8.3.6 Concentration of amino acids and the origin of life from sea foam

Bernal (1951, 1967) and Banin and Navrot (1975) have suggested that one means of concentration of organic matter from an Urschleim is in the form of sea foam. Perhaps short chains of the compounds, generated in the Urschleim, floated to the surface and were driven by wind and waves to accumulate on the shores of the ancient seas. By this means, dilute amino acids and other biomolecules could have become very concentrated. According to these authors, there should have been no great difficulty in polymerizations and presumably the generation of a protobiont.

The credibility of this scenario is supported by the authority of Hesiod (Theogony c. 700 b.c.) who tells us that Aphrodite (her name means foam-born), arose from the sea foam on the island of Cythera. From there she was wafted on Homer's "wine dark sea" to Cyprus. However, it must be noted that her emergence was aided by the god Kronus who castrated his father Uranus (the god, not the planet) and threw the genitals into the sea near Cythera where they served as an élan vital for the emergence of Aphrodite. The goddess, being immortal, was able to escape the effect of the intense ultraviolet light on the Earth at the time and that would have exposed mortal organisms to a lethal dose in less than 0.3 seconds (Sagan, 1973). Aphrodite (Homer [850 в.c.], Euripides [c. 440 в.c.] is still widely worshiped today, especially near colleges, universities, and army camps. Nevertheless, as far as the emergence of mortal beings is concerned, one must be a bit more skeptical about this mode of origination, because we assume only the established processes of physics and chemistry and no élan vital. Let us, therefore, consider other means of concentration.

### 8.3.7 The RNA world

Rich (1962), Woese (1967), Orgel (1968, 1986), and Crick (1968) suggested that: "Possibly the first enzyme was an RNA molecule with replicase properties." The discovery of ribozymes, in which RNA plays both roles, namely, that of recording and transfer of information and the catalysis role of enzymes proved this prophetic (Cech, 1986; Zaug and Cech, 1986). This proposal is now known as The RNA world as coined by Gilbert (1986). Some thought ribozymes provided the pathway from the Urschleim to the protobiont. It was proposed as a self-replicating system preceding the present system, which did not depend on the enzyme action of proteins but, rather, on a pre-enzyme action of nucleic acids (Joyce, 1998; 2002a, 2002b; Szostak, Bartel, and Luisi, 2001). This suggestion seems to move the problem a step nearer to the protobiont but still encounters the primary questions of the handedness of amino acids and ribose sugars, the generation of the genetic message, and the origin and evolution of the genetic code.

Taken at best, however, this proposal simply moved the search for an origin of life scenario one step from the Urschleim, where it encounters the need for a chemical procedure for the prebiotic formation of the D form of the sugar ribose, a component of RNA (Joyce, 1991). There is only one
plausible synthesis of ribose that may be considered in the prebiotic milieu, namely, the polymerization of formaldehyde. Ribose is only one of a number of sugars and never the primary product (Orgel, 1986). This can hardly be called a prebiotic synthesis, because it requires a well-educated chemist acting as deus ex machina. Furthermore, the condensation of adenine or guanine with ribose leads to mixtures of the optical isomers that are very complex. From the point of view of the biochemist, this problem is as difficult as the one the discovery of ribozymes was supposed to solve. Furthermore, nonbiological reactions in the prebiotic milieu lead to $2^{\prime}, 5^{\prime}$ isomers (Orgel, 1986). This does not lead in the direction of the origin of life, because the reactions that are typical of biochemical products are almost always the $3^{\prime}, 5^{\prime}$ linked isomers, whether or not they are catalyzed by protein enzymes. RNA is hydrolyzed about one hundred times more rapidly than DNA and would not appear in quantity in the Urschleim. Furthermore, this proposal is not as promising as seemed at first, as RNA is not as versatile a catalyst as protein enzymes. Moreover, RNA is itself a molecule more complex than amino acids. Furthermore, Nelson, Levy, and Miller (2000) report that:

Numerous problems exist with the current thinking of RNA as the first genetic material. No plausible prebiotic processes have yet been demonstrated to produce the nucleosides or nucleotides or for efficient two-way nonenzymatic replication.

Even those who believe in an Urschleim do not regard it plausible that RNA existed in large quantities, as though that decision were up to them. The nucleotide cytosine is a component of DNA and mRNA. Shapiro (1999) has examined the question of the prebiotic synthesis of cytosine. He found:

No reactions have been described thus far that would produce cytosine, even in a specialized local setting, at a rate sufficient to compensate for its decomposition. On the basis of this evidence, it appears quite unlikely that cytosine played a role in the origin of life.

Even more striking is the paper by Levy and Miller (1998), who found that at $100^{\circ} \mathrm{C}$ the half lives of A and G are about one year; that of U , twelve years; and C , nineteen days.

### 8.4 Haeckel's Urschleim and the current speculations on the origin of life

Bada and Lazcano (2002a 2000b, 2003), in spite of the facts discussed in this chapter and elsewhere in this book, describe what they represent as the modern conjectures of the origin of life that would do well for a Kipling's Just So Story. They pick and choose the processes that they propose led to life from Haeckel's Urschleim.

If the transition from abiotic chemistry on the early Earth indeed took place at low temperatures, it could have occurred during cold quiescent periods between large sterilizing events.

Although there were "large sterilizing events," there were no cold quiescent periods.

The citric acid cycle is the foundation of intermediary metabolism in autotrophs (Morowitz et al., 2000). In some autotrophs, $\mathrm{CO}_{2}$ is taken in and the molecules of the cycle are synthesized. This proposal for the origin of life is like a recipe for rabbit stew: First catch the rabbit! It is no longer believed that the atmosphere of the early Earth was reducing, at the time when life emerged, before 3,850 million years ago (Kasting, 1993; Mojzisis, Krishnamuthy, and Arrhenius, 1999). The modern view is that the early atmosphere, in the era between $4.0 \times 10^{9}$ and $3.850 \times 10^{9}$ years, was neutral and composed of $\mathrm{N}_{2}, \mathrm{CO}_{2}, \mathrm{H}_{2} \mathrm{O}$, with perhaps some $\mathrm{NH}_{3}$ (Canuto et al., 1983; Hart, 1978; Walker, 1976). Time, as it often does, has rendered obsolete the autogeny of Haeckel $(1866,1905)$, the coacervates of Oparin and Bungenburg de Jong (1932), and the hot dilute soup of Haldane (1929).

There is a need for make-believe (Hoffer, 1951) to support the parable of the Urschleim. It is widely regarded by the authors of papers on the origin of life, that they are contributing to the glory of the essential tasks of science, being so well established that no justification is necessary (Bada and Lazcano, 2002; Doudna and Cech, 2000; Joyce, 2002a, 2000b; Schopf, 1999). Engel's (1954) comment is the basis of this make-belief: "Life is the existence of protein bodies." This Marxist canard is taught as scientific fact in college text books (Watson et al., 1987) and in popular books on science (Chaisson, 2001; de Duve, 1991, 1995; Schopf, 1999; Wills and Bada, 2000). Once this canard gets into textbooks and the popular science literature, it stays there for generations.

One would suppose that the workers in this field would have given a first priority for the establishment of the existence of the Urschleim. Miller,

Schopf, and Lazcano (1997) admit that there is no geological or geochemical evidence that an Urschleim ever existed. Strange to say, they seem to have left this for later in the manner of an ingenious architect, as reported by Captain Lemuel Gulliver in Jonathan Swift's Gulliver's Travels. This architect contrived a new method for building houses by starting at the roof and working down and establishing the foundation at the end of the project. The architect pointed out that among the obvious advantages of this method is that once the roof was in place the workers could toil in the shade of the hot sun and at other times be protected from rain and snow. Thus, inclement weather would not delay the progress of the construction. The Grand Academy of Lagado had approved this proposal by peer review, but the architect had not yet put it into practice at the time of Captain Gulliver's visit.

### 8.5 The Central Dogma and the origin of life

As I mentioned in Chapter 3, no code exists to send information from protein sequences to mRNA or DNA (Battail, 2001; Billingsley, 1965, 1995; Kolmogorov, 1958; Ornstein, 1974; Shields, 1973; Yockey, 1974, 1978, 1992, 1995, 2000a, 2002a). Therefore, it is impossible that the origin of life was "proteins first" from the Urschleim (Section 3.1.1). Nevertheless, "proteins first" is widely taught in university classrooms (Schopf, 1999) and perhaps at the Grand Academy of Lagado as well. The funding of origin of life speculations in the Astrobiology programs supported by NASA (Morrison, 2001; http://astrobiology.arc.nasa.gov) and other agencies, based on discovering means of generating "proteins first" in the prebiotic ocean, must be completely reorganized.

A good experiment is always a good experiment. Unfortunately, the interpretation of the corpus of publications on the origin of life is false. Those experiments are based on a belief that life is just complicated chemistry and that the pathway to the origin of life, if it could be found, is emergent from organic chemistry.

### 8.5.1 Old scientific fables never die! they don't even fade away!

The fable about the origin of life from protoplasmal primordial atomic globules in a racemic Urschleim can not be killed with facts, does not fade away, and appears to be immortal! The Scripps Research Institute celebrated the fiftieth anniversary of Miller's "land mark experiment" [sic] on June 10,

2003, with a lecture by Professor Bada (Press Release, Monday May 19, 2003).

Francis Crick (1981), rather dryly, asked:
As far as I know, no one, rather surprisingly, has deliberately tried to grow bacteria in an artificial "soup" made in a Urey-Miller type of experiment (most of the experimenters go to great lengths to exclude microorganisms from their incubation flasks), but one would certainly expect many types of bacteria to thrive there, even in the absence of atmospheric oxygen.

The editors of Nature published a review (Heilbron and Bynam, 2002) of significant events since 1551 A.D., which included Miller's paper (1953). Nature published my note (Yockey, 2002b) reminding them that Miller had merely repeated the work of Walther Löb (1913) and Oskar Baudisch (1913). Haldane had refereed to the work of Baly et al. (1922). Bada and Lazcano (2002b) replied at last recognizing Löb's work and with a long discussion of what they believe is the significance of Miller's work. Science published a paper by Bada and Lazcano (2002b) extolling the "pioneering work" of Oparin and Haldane and the prebiotic soup speculation. I replied (Yockey, 2003) with the remarks in Section 8.2.3. Bada and Lazcano (2003) returned to Science with the same arguments supporting the prebiotic soup speculation. But see my reply (Yockey, 2003).

We have rounded up the usual suspects and the status of research on the origin of life is still, Omne vivum ex vivo. There is no yellow brick road from Haeckel's Urschleim to the origin of life. It is astonishing to some people that some things are impossible or unknowable. I shall take this up in Chapter 11.

Of course, none of the speculations on the origin of life discussed earlier addresses the critical issues in molecular biology, which are the subject matter in this book, namely, the origin and function of the genetic code and the primitive genome.

## 9

## Philosophical approaches to the origin of life

> The standard model of the origin of life on Earth was first given form by Oparin (Oparin 1957) and Haldane and begins with the abiotic production of organic molecules. Abiotic chemical evolution is then thought to occur in the presence of liquid water, resulting in more complex structures leading to life itself and the onset of abiological evolution. The standard model for the origin of life posits that life is a naturally emergent property of matter in Earth-like environments and would develop rapidly on any similar body.
> Christopher P. McKay in his ISSOL Urey Prize Lecture at
> NASA: Planetary Evolution and the Origin of Life (1989). NASA
> Space Sciences Division, Urey Prize Lecture, also in Icarus, 91, 93-100 (1991)

### 9.1 Vitalism

Vitalism is the belief that there is a metaphysical, supernatural, nonmaterial, idealist élan vital, a life force that distinguishes living from nonliving matter. Vitalism has its roots in the German idealist philosophy of Georg Wilhelm Friedrich Hegel (1770-1831), F.W.A. Schelling (1775-1854), and L. Oken (1779-1851) in the nineteenth century, members of a romantic philosophic movement, Naturphilosophie, who believed all creation was a manifestation of a World Spirit. They believed all matter possessed this Spirit and organized bodies had it to an intense degree. In the nineteenth century, it was quite possible to be a vitalist, believing in a vital force or élan vital, without thinking of the vital force being supernatural. At the time it was as valid to attribute the laws and effects of vitality to a nonmaterial vital force as it was to attribute the laws and effects of gravity to a nonmaterial gravitational force.

According to Troland (1914):
The difficulties that the neo-vitalists urge against the mechanistic theory of heredity may perhaps be summarized as follows. In the first place the germ-cell, which must be regarded as of prime importance in any mechanistic view of heredity, is said to be too small to contain a physical machine that can be capable of determining with accuracy all of the intricacies of structure and function which are exhibited in higher organism; in the second place no definite conception has been advanced to show how such a hypothetical determining influence can exist.
(We know now that DNA, a mechanistic source of heredity, can indeed determine with accuracy a message that determines much of the intricacies of structure and function of all life.)

Friedrich Wöhler (1800-82) produced urea, a biochemical substance that comes only from organisms, from ammonium cyanate, an inorganic chemical compound (Wöhler, 1828). As Wöhler wrote in his letter to his teacher, Berzelius (1901): " . . . and I must tell you that I can prepare urea without requiring the kidneys of an animal, either man or dog; the ammonium salt of cyanic acid is urea." Some denied that urea was an organic compound but was, rather, merely a waste product, such as water. It is now known that urea and ammonium cyanate are an example of isomerism; they share the same empirical formula.

Although today we see Wöhler's work as a stake in the heart of vitalism, it persisted into the first half of the twentieth century. It was kept alive by the chemist-philosopher Hans Driesch (1914) and the philosopher Bergson (1859-1941) who was awarded the Nobel Prize in Literature in 1927. Bergson (1944) believed that vitalism was required to understand the apparent violation of the second law of thermodynamics by the increase of complexity in evolution.

Vitalism no longer plays a role in biology (Mayr, 1982), but it left a legacy of "organic chemistry" contrasted with "inorganic chemistry" and the need to be specific about "biochemistry." Thus, urea is a biochemical and an organic chemical. Its isomer, ammonium cyanate, is inorganic.

### 9.2 Mechanist-reductionism

The idealist philosopher Immanuel Kant (1724-1804) anticipated the views of Charles Darwin in his Critique of Judgment (1790):

This analogy of forms, which in all their differences seem to be produced in accordance with common prototype, strengthens the suspicion of a real kinship by descent from a common primordial ancestor (Urmutter). This we might trace in the gradual approximation one animal genus to another, from that in which the principle of ends seems best authenticated, namely from man, back to the polyp (jelly fish), and finally to the lowest perceivable stage of nature, to crude matter: from this and from the force within, by mechanical laws (like those by which it acts in the formation of crystals), seems to be derived the whole technic of nature which,
in the case of organized beings, is to us that we feel compelled to imagine a different principle. (This quotation in English translation can be found in Wächtershäuser, 1997.)

A group of young physiologists at an 1869 meeting in Innsbruck, Austria, declared:

The ultimate objective of the natural sciences is to reduce all processes in Nature to the movements that underlie them and to find their driving forces, that is, to reduce them to mechanics. (Mayr, 1982)

Rudolf Virchow (1821-1902), a very famous physician in the nineteenth century, in 1858 objected to Naturphilosophie (Rather, 1958):

As particular, as peculiar, and as much interiorized as life is, therefore so little is it withdrawn from the rule of chemical and physical law. Rather does every new step on the path of knowledge lead us near to an understanding of the chemical and physical processes on whose course life rests.

Natural law is the miracle, and this law fulfills itself in a mechanistic manner on the path of causality and necessity.

But if there was an origin of life, then it must be possible for science to fathom the conditions of this origin. At present this is an unsolved problem.

### 9.3 Dialectical materialism

The dialectical materialism of Friedrich Engels (1820-95) was the foundation of Leninism-Stalinism. According to dialectical materialism, the appearance of life is achieved not through the laws of physics and chemistry but through the Law of the Transformation of Quantity into Quality. The transformation of quantity into quality precluded the possibility of explaining the origin of life and life processes in elementary physicochemical terms. Engels considered Darwin's theory of evolution to be an example of the transformation of quantity into quality (Graham, 1972, 1987, 1993; Oparin, 1957).

Friedrich Engels began The Dialectics of Nature about 1875, in which he established the nature and origin of life speculation for dialectical materialism:

Life is the existence of protein bodies, the essential element of which consists in continual metabolic interchange with the natural environment outside them, and which ceases with the cessation of this metabolism, bringing about the decomposition of the protein. If success is ever attained in the preparation of protein bodies chemically, they will undoubtedly exhibit the phenomena of life and carry out the mechanisms of metabolism, however weak and short-lived they may be. (italics in the original)

Engels spent his last years editing the works of Karl Marx and did not live to finish The Dialectics of Nature. The document was found in his papers and published in Moscow in 1925 in the original German and in a Russian translation.

Engels had observed in one of the fragments of The Dialectics of Nature (Engels, 1954):

Mechanism applied to life is a hopeless category, at the most we could speak of chemism, if we do not want to renounce all understanding of names.

The proponents of dialectical materialism are extremely hostile to mechanist-reductionism. Alexandr Ivanovich Oparin (1894-1980), on reading that quotation, abandoned the reductionism-mechanism of his first paper (Oparin, 1924), and became an immediate convert to dialectical materialism. Oparin (1957) went into great detail to denounce reductionism-mechanism and to support dialectical materialism.

Western men of words (Hoffer, 1951), intellectual apologists for Oparin, who are not trained in the intricacies of philosophy may find the relationship between reductionism-mechanism and dialectical materialism to be a distinction without a difference (Lazcano, 1997; Miller, Schopf, and Lazcano, 1997; Schopf, 1999; Wills and Bada, 2000).

### 9.4 N. I. Vavilov, H. J. Muller, T. D. Lysenko, and A. I. Oparin

The Soviet Union party line could not accept "Morgano-Weissmannite genetics" based reductionism-mechanism. According to that heresy, the upper classes of the czarist regime were therefore intrinsically superior to the proletariat. According to the party line, total control of the environment by the party would allow communism to create the New Soviet Man
immediately. Woe betide anyone who suggested that the New Soviet Man would not emerge simply by changing his environment!

The distinguished Russian geneticist Dr. Nikolai Ivanovich Vavilov (1887-1943), at one time president of the Lenin All-Union Academy of Agriculturist Science in the Soviet Union, had collected a large number of seeds, fruits, and tubers from parts of Transcaucasia, Ethiopia, and Afghanistan, which are resistant to rust and mildew. This collection and others from all over the world was preserved at the Vavilov Institute of Plant Industry in Leningrad. During the 880 -day siege by the Third Reich during World War II, tens of thousands of the city's residents starved to death. Eight of Vavilov's scientists died of starvation, although they could have eaten the seed collections that were readily at hand. These collections were preserved and guarded because the people's agricultural future depended on the diverse gene stocks (Davis, 2003; Webster, 2003).

The distinguished Russian geneticist Dr. Nikolai Ivanovich Vavilov (1887-1943) invited the American Professor Herman J. Muller (1890-1967) to head a genetics laboratory in Moscow. Muller was a lifelong Marxist in spite of an unhappy stay in the U.S.S.R. Muller was, in his Moscow period, to run afoul of Trofim Desinovich Lysenko (1898-1967) and Alexandr Ivanovich Oparin. Muller (1966) referred bitterly to Oparin as a Lysenkoist who subtly carried out an attempt to downgrade the significance of genetics. Muller had been elected a foreign member of the Lenin All-Union Academy of Agriculturist Science. When he learned the fate of many of his Soviet friends, he resigned his membership in 1948 and returned to the United States. The U.S.S.R. Academy of Sciences accepted this heretical action without regret for ". . . openly joining the enemies of progress and science of peace and democracy" (Medvedev, 1969).

Stalin regarded Vavilov as one of the "bourgeois specialists" of the Czarist regime. Among Vavilov's ideological crimes [sic] were his scientific work in the United States and, most seriously, his rejection of dialectical materialism. Because of that, some 150 of the scientists in the Vavilov Institute of Plant Industry were arrested and executed or sent to Stalin's GULAG (Burch, 2003). Vavilov attacked Lysenko and his foolish notions about genetics during the great purges of 1937-38. Lysenko denounced Vavilov, who was arrested on August 6, 1940.

Oparin was very close to Lysenko. His summer dacha adjoined Lysenko's on the outskirts of Moscow (Schopf, 1999). His complicity in the denunciation and death of Vavilov can not be overlooked. Oparin was well fed, as Schopf (1999), who knew him, pointed out. Vavilov, by contrast, died
of starvation in Stalin's torture chambers at Saratov prison on January 26, 1943 (Soyfer, 1989, 1994).

Western True Believers, intellectual apologists for Oparin, do not weep for Vavilov (Lazcano, 1995; Miller, Schopf, and Lazcano, 1997; Schopf, 1999; Wills and Bada, 2000). The Vavilov Institute of Plant Industry in St. Petersburg continues its heroic work supporting Russian agriculture, now fully devoid of Lysenkoism (Davis, 2003).

By the miracle of the Internet, I have been corresponding with scientists who were in the Soviet Union at the time of Lysenko and Oparin. They tell me that I am absolutely correct in my description of Oparin's special role in Stalin's crushing of Soviet genetics and the destiny of Dr. Nikolai Vavilov personally. After the death of Stalin, the national headquarters of the Soviet Academy of Sciences was located on Vavilov Street (Jukes, 1997). My correspondents in Russia tell me that there is now, unfortunately, also an Oparin street in Moscow.

### 9.5 Lysenko, Oparin, and the Heresy of "Morgano-Weismannite genetics"

Because of his peasant background, Stalin (1879-1953) regarded Lysenko as the ideal man to take over the work of Michurin, an uneducated plan breeder:

1. To replace the "bourgeois specialists" of the Czarist regime, almost all of whom had been arrested by the late 1930s;
2. To vindicate the New Soviet Man; and
3. To make Nature serve the people (Medvedev, 1969; Soyfer, 1989).

In 1937 Stalin made Lysenko a member of the Supreme Soviet and head of the Institute of Genetics of the Soviet Academy of Sciences, Lysenko applied his spurious theory of horticulture to remake Nature. He became the autocratic boss in biology and agriculture in the U.S.S.R., where American author Lincoln Steffens (1866-1936) had seen the future and found that it worked.

The All-Union Academy of Agricultural Sciences was under Lysenko's leadership during its session in August 1948, which destroyed genetics for more than a generation in the U.S.S.R. Stalin had appointed thirty-five new members to the Academy, whose names were published in Pravda on July 28,1948 , to assure the vote would go according to his instructions. The Presidium of the U.S.S.R. Academy of Sciences passed resolutions that called for the removal from the Scientists' Council those who supported
"Morgano-Weissmannite genetics" and stated that "Michurin's materialist direction in biology is the only acceptable form of science, because it is based on dialectical materialism and on the principle of changing Nature for the benefit of the people." Immediately after that session, about three thousand scientists were dismissed from their posts. Russian genetics ceased to exist (Soyfer, 1989).

Oparin was the only well-known biologist to join the Lysenkoist movement. From 1948 to 1955, he was in charge of the Lysenkoist hiring and firing within the Academy of Science (Joravsky, 1970). Wills and Bada (2000), apologists for Oparin, admit that: "There is no doubt that he acquiesced in, and may even have been directly involved in, the exile of a number of scientists to GULAG."

Those who knew their way around the Soviet system could still get their views published. The Soviet astronomer I. S. Shklovsky (1916-85) wrote a book entitled Universe, Life and Mind published in the U.S.S.R. in 1961 in which he went far beyond astronomical topics with the intention of demolishing Oparins's notorious theory, as he put it. This was dangerous because Lysenko was still in favor in 1961, and Oparin was his close confederate. In a later book, Five Billion Vodka Bottles to the Moon, Shklovsky wrote of the reaction to his assault on Oparin, "To all intents and purposes the book had escaped censorship. There was an uproar over it but nothing terrible happened. Oparin squealed in indignation. I wrote him a polite letter, but he ripped it into little pieces and returned it in the same envelope."

Shklovsky demolished Oparin's "notorious theory" in Intelligent Life in the Universe a book he coauthored with Carl Sagan. Shklovsky writes, using the editorial we:

We find it difficult to agree with Oparin that these coacervate droplets were the first forms of life on Earth. While the analogy between material exchange and metabolism is interesting, it hardly proves that coacervates were primitive living organisms. A fundamental property of living systems is self-replication, including the presence of a genetic code which transfers properties from generation to generation. Coacervates have no mechanism of inheritance. Oparin's hypothesis does not explain the transition from a nonliving to living system. p. 241)

Shklovsky is committing the heresy of denying the dialectical materialist Law of the Transformation of Quantity into Quality and its manifestation as

Michurinism-Lysenkoism (i.e., Nurture rules Nature). Shklovsky commits a further heresy by supporting the modern science of genetics, including the discovery of the genetic code. Shklovsky's objection to the coacervate proposal is the same as that made by Jacques Loeb in 1906, 1912, 1916 and 1924 before the discovery of the genetic code.

Oparin's own writing show he contributed to making science the slave of ideology and social policy. They are a rejection of the entire science of genetics ninety-seven years after the publication of Gregor Mendel's "Experiments on plant hybrids," which started the modern science of genetics.

Apologists for Oparin among the Western intelligentsia (Schopf, 1999; Wills and Bada, 2000), claim that he chose not to follow the fate of Vavilov, Boris Numerov (1891-1941), and many others, because he was simply submitting to the pressure to conform to the party line and the very strong instinct for survival. In the opinion of people who knew him, Muller (1966), Shklovsky (1991), and Zhores A. Medvedev (1969), in particular, Oparin gave Lysenkoism much more support than was necessary and for much longer than was necessary. Oparin shows his devotion to Lysenkoism did not spring from fear of Stalin by his reverent quotations of Lysenko in his book, LIFE: Its Nature, Origin, and Development, published in 1964, eleven years after Stalin's death:

> In the course of its development each contemporary plant must pass through certain definite stages which are necessary parts of its onotogenesis and which follow one another in a strict, orderly sequence, each stage requiring its own particular set of environmental conditions for its completion. According to T. Lysenko these stages are, in essence, qualitatively discontinuous changes in metabolism and form the basis of the 'readiness' of plants for the occurrence (under suitable environmental conditions) of perceptible phases of morpho-genesis (changes of tillering, of flowering, etc.) (pp. 177-8).

### 9.6 The defrocking of Alexandr Ivanovich Oparin

As Oparin himself pointed out frequently, he got most of his ideas from Friedrich Engels's The Dialectics of Nature (1954). He acknowledged (Oparin, 1957) that Haeckel had proposed the monistic hypothesis of abiogenesis in 1866 and proposed that the nucleus of the cell carried inheritance. Oparin was far from being the first to propose a primeval soup in the
early ocean as his apologists have claimed (Wills and Bada, 2000; Schopf, 1999).

Western intellectuals, men of words (Bada and Lazcano, 2000a, 2000b, 2003; Lahav, 1999; Lazcano, 1997; Miller, Schopf, and Lazcano, 1997; Schopf, 1999; Wills and Bada, 2000) have a strange proclivity to fool themselves and, unfortunately, their students. They have often suggested that Oparin made a major breakthrough by his coacervate model of living cells. (As I show in Chapter 8, this idea is due to Haeckel in 1866.) J. William Schopf referred to Oparin as "the great man." On the contrary, Oparin (1957) quoted extensively the long paper, "Die Koazervation und ihre Bedeutung für die Biologie" (Coacervation and its meaning for Biology), by H. G. Bungenberg de Jong (1932). Although Jacques Loeb (1924) was a very famous scientist and an expert in coacervates, he was not cited in Bungenberg de Jong's paper.

When one reads the literature it becomes quite clear that Oparin made no contribution to the origin of life or to molecular biology (Jukes 1996 and 1997). If anyone were to receive credit for Pooh-Bah's "protoplasmal primordial atomic globule" or coacervate proposal, if not Haeckel or Engels, it should be Bungenberg de Jong (1893-1977).

This is consistent with the dialectical materialism of Friedrich Engels whose philosophy, along with that of Karl Marx, was the foundation of Leninism-Stalinism. It is curious that Western men of words are sympathetic to the Communist Party and are morally blind to the crimes of Stalin (Amis 2002; Hoffer, 1951). This is in spite of the works of Aleksandr Solzhenitsyn in The GULAG Archipelago and other writings (Applebaum, 2003).

These facts do not discourage faith in the official NASA policy for the origin of life (Morrison, 2001). That policy is based on the Marxist dialectical materialism of Engels and Oparin. NASA policy follows Engels "proteins first" from dialectictical materialism. In Chapter 3, I noted that "proteins first" speculations are impossible, according to the Central Dogma.

## 10

# The error catastrophe and the hypercycles of Eigen and Schuster 

A little learning is a dangerous thing;<br>Drink deep, or taste not the Pierian spring:<br>There shallow draughts largely intoxicate the brain, And drinking largely sobers us again. $A$ little learning

Alexander Pope (1688-1744)

## 10 Introduction

It often happens that two academic schools of thought, dealing with the same subject, totally ignore each other. "Can we use information theory to solve our problem of self-instruction?" (Eigen, 1971). Eigen and his colleagues use some theorems from information theory, but they have neglected the more important ones so that their work is not based on the axioms of information theory (Eigen, 1971, 1992, 2002). The most important ones they neglected are the Channel Capacity Theorem and the Shannon-McMillanBreiman Theorem. The Göttingen School and Professor Dr. Manfred Eigen have made many important contributions to science. They are, however, not above comment.

### 10.1 Eigen's remedies for what he sees as inadequacy in Shannon's information theory and the Shannon-McMillan-Breiman Theorem

Shannon (1948), in his second paragraph, warned against confusing the semantic aspects of a message with the properties of the communication system that apply to any message. Eigen (1971) regards that as an inadequacy of classical information theory.

Eigen (1971) states that: "The information resulting from evolution is a valued information and the number of bits will not tell us too much about its functional significance."... "If entropy
characterizes the amount of "unknowledge," then any decrease of "unknowledge" is equivalent to an increase of "knowledge" or "information." The complementarity between information and entropy shows clearly the limited application classical information theory has to problems of evolution. Whenever information has a defined meaning, e.g., as in language by agreement, or in biology after evolution has brought the fixation of a code. Of course Eigen's comment applies to any message.

He states that:
Such sequences cannot yet contain any appreciable amount of information.

This is merely a play on words by using information in the sense of knowledge, meaning and specificity. Like Watson and Crick, he confuses the genetic message with the genetic code. To the computer-literate reader, all sequences, that is, bit strings in their hard drives, have a measurable "amount of information," although they do not necessarily have knowledge, meaning and specificity (Section 1.2.1).

Those authors who put information in quotes are impling that they don't understand the genetic message. Shannon entropy is a measure of uncertainty, randomness, ignorance, order and disorder. Shannon entropy, in Equation 7, Chapter 4, controls the number of sequences with which we need to be concerned. Contrary to Eigen (2002), the most obvious parameter is not the error rate but, rather, the Shannon entropy.

Eigen proposes a "master sequence" in a "quasi-species" each one having a "value parameter" or "superiority parameter" (Eigen, 1971, 1992, 2002; Eigen and Schuster, 1977, 1978a, 1978b; Eigen, Winkler-Oswatitsch, and Dress, 1988). It is misleading to believe that there are only a few "master copies," "master sequences," or "consensus sequences" in homologous proteins. I made this point in (Yockey, 1992, pp. 141 and 274) and it is important to emphasize it again. Unfortunately, the "quasi-species," "masters sequence," "value parameter," and "superiority parameter" notions of Eigen and Schuster seem to be well established in the literature and will be very difficult to remove.

The genetic system is very nearly the same in all organisms and uses the same nucleotides and amino acids. The genetic information system, like all communication systems, operates without regard for the specificity, or value, of the message. It must be capable of handling all genetic messages
of all organisms, extinct and living, as well as those not yet evolved. The genetic signal or message does not have to be "about something."

Eigen (1971, 1992, 2002), Eigen et al. (1988), Eigen and Schuster (1982), and Schuster (2000) calculate the number of natural peptide sequences as $20^{v}$ and the number of polynucleotide sequences as $4^{v}$ where $v$ is the number of sites in the sequence under consideration. As I have shown in Chapter 4, Chapter 6, and elsewhere (Yockey, 1974, 1977, 1981, 2000, 2002), this calculation includes an enormous number of "junk sequences" and that invalidates these papers. The Shannon-McMillan-Breiman Theorem (Section 4.1) tells us that the number of sequences in the "all residues" set is $2^{N H}$ and they are all nearly equally probable. From Table 6.3, there are $6.42392495176 \times 10^{111}$ functionally equivalent "master sequences" in the "all residues" set for 1-iso-cytochrome $c$. If one makes this calculation using Expression 1, the result is:

$$
\begin{equation*}
20^{113}=1.03845927171 \times 10^{147} . \tag{10.1}
\end{equation*}
$$

Thus, doing the problem correctly, one finds that the 1-iso-cytochrome sequences are only a very tiny fraction $6.18601471259 \times 10^{-36}$ of the total possible sequences (Section 6.4). This result comes directly from the elementary theorems of probability theory where we encountered the notion of Shannon entropy and a measure of "uncertainty."

Making the calculation correctly, as Shannon (1948) did, leads to the Shannon-McMillan-Breiman Theorem and an understanding of Shannon entropy as a measure of "uncertainty." Therefore, Eigen and many others grossly overestimate the number of sequences that need to be considered (Section 6.4).

### 10.2 The hypercycle and views of the Göttingen School on the origin of life

The work of Eigen and his colleagues is based on the primeval soup paradigm (Section 8.4). I don't find a reference to Haeckle's racemic Urschleim (Ch. 8) or the role of the Central Dogma that prohibits "proteins first" (Yockey, 2002, Ch. 3). Eigen does not mention the paradox that enzymes are required to define or generate the reaction network, and the network is required to synthesize the enzymes and their component amino acids.

The essence of the origin of life scenario by Eigen and Schuster (1977, 1979,1982 ) is the "hypercycle." They state that (1978b) no less than $10^{8}$ identical copies must be present to start the hypercycle. I have described
in Section 8.1.3 the Guru's triumph of Mind over Matter. Even a short sequence of one hundred outcomes of the coin toss leads to a total of $2^{100}=$ $1.2676506002 \times 10^{30}$ sequences. The idea that after the first toss, there could be an identical copy in a second or any subsequent toss within the age of the Earth is statistically beyond belief.

> The hypercyclic link would then become effective only after concentrations have risen to sufficiently high level. There is only one solution to this problem: The hypercycle must have a precursor, present in high natural abundance, from which it originates gradually by a mechanism of mutation and selection.

The Göttingen School does not mention that the Urschleim was necessarily racemic, and therefor could not be a source of protein or nucleic acids (Pasteur, 1848). One of the more important objections to the hypercycle paradigm is that there is no evidence that the Urschleim was dense enough for the hypercycle to start (Section 8.4).

He rejects the origin of life by chance scenario although he says that the origin of life must have started by self-organization from random events in a molecular chaos without functional organization (Eigen, 1971).

At the "beginning," whatever the precise meaning of this may bethere must have been molecular chaos without any functional organization among the immense variety of chemical species. Thus the self-organization of matter we associate with "the origin of life" must have started with random events. (Eigen, 1971)

He defines "random" as:
The term "random," of course, refers to the non-existence of functional organization and not to the absence of physical (i.e., atomic, molecular or even supramolecular structures.)

The term "random" lies in the field of the mathematicians. This is hardly the definition of "random" due to Kolmogorov (1958, 1965), Martin-Löf (1966), and Chaitin (1966, 1975a, 1975b, 1979, 1987b, 2001), who published their work on computational complexity and randomness culminating in their algorithmic information theory. I have given a comparison of "randomness" and "complexity" as applied in molecular biology in Chapter 11.

### 10.3 Eigen's error catastrophe

The term "error catastrophe," introduced originally in Eigen's theory of evolution (Eigen, 1971; Eigen and Schuster, 1982), has unfortunately, become fashionable and misleading in virology (Croty, Cameron, and Andino, 2001; Eigen, 2002; Grande-Pérez et al., 2002). Eigen (1971) and Eigen and Schuster (1977, 1978a, 1978b, 1982) address the question of the effect of errors and they arrive at the following equation:

$$
\begin{equation*}
v_{\max }=\frac{\log _{e} s_{m}}{(1-\bar{q} m)} \tag{10.2}
\end{equation*}
$$

where $s_{m}$ is the "superiority parameter" for the sequence, $v_{\max }$ is the maximum length of a sequence in which the expectation of error is below a geometrical average quality factor $\bar{q}_{m}$. Eigen and Schuster (1977, 1978a, 1978b, 1982), put forward Equation 10.2 as defining a threshold at which an "error catastrophe" will occur: "If this limit (i.e., $v_{\max }$ ) is surpassed, the order, i.e., the equivalent of information, will fade away during successive reproductions." Here again Eigen confuses "order" with "information."

I am not the only one to have noticed that Eigen's treatment of error in the genetic system predicts that life would not survive very long (Davis, 1999; Smith and Szathmáry, 1995, 1999; Yockey, 1992). This a fatal objection to Eigen's theory of "error catastrophe." Unfortunately, these authors (Davis, 1999; Smith and Szathmáry, 1995, 1999) accept Eigen's "error catastrophe" and try to find a way around it.

This misunderstanding could have been avoided if it were not for the apartheid in the olive groves of academe. Shannon's Channel Capacity Theorem (Shannon, 1948), had firmly established the conditions by which messages may be communicated with minimum error. Shannon (1948) showed that the proper way to compare two or more sequences is by the effect of error accumulation on mutual entropy (Yockey, 1992, 2000, 2002). Contrary to Eigen (2002), the effect of error is not a sharply defined limit; rather, the information content in the genome is reduced gradually (Yockey, 1958, 1992, 2000, 2002).

Life tables do not show an "error catastrophe." On the contrary, they show a ledge followed by a gradual decline (Hekimi and Guarente, 2003; Lee, Tolonen, and Ruvkun, 2003; Murphy et al., 2003). In the case of humans one has the Gompertz function (Gompertz, 1825) that shows a sharp drop
due to infant mortality and then a long gradual decline to old age. The same result has been shown by Bongaarts and Feeney (2003) in their study of Swedish females born in 1850. The proper treatment of the question of "error catastrophe" is taken up in Chapter 5.


Figure 10.1. Genetic interactions among longevity genes. (A) daf-2(e1370) clk-1(e2519) double mutants live a very long time, indicating that almost all agedependent degenerative processes in the worm can be substantially prevented by altering only very few genes at a time, Animals were raised at $20^{\circ} \mathrm{C}$ and then permanently placed at $25^{\circ} \mathrm{C}$. Adult life-span is shown. The data are from (2). (B) daf-2(e1370) and isp-1(qm150) increase life-span to a similar degree but do not show a positive interaction, because the double mutants dat-2; isp-1 do not live appreciably longer than the single mutants. Adult life-span at $20^{\circ} \mathrm{C}$ is shown. The data are from Hekimi and Guarente (2003).

## 11

# Randomness, complexity, the unknowable, and the impossible 

"It's no use trying," said Alice. "One can't believe impossible things." "I dare say you haven't had enough experience," said the White Queen. "When I was your age, I did it for an hour a day. Why sometimes, I've believed as many as six impossible things before breakfast."

Alice in Wonderland, Lewis Carroll (1832-1898), aka Reverend Charles Lutwidge Dodgson

### 11.1 Orderliness, randomness, and self-organization

There has long been considerable opinion in the literature that life must be nonrandom and appears because of self-organization (Eigen, 1971). Many authors appeal to pattern formations that abound in Nature, such as crystal structure, stripes on a zebra, snowflakes, oil drops in water, hurricanes, and ripples on a river bed. It is often said that the crucial event in the origin of life is the saltation from a disordered state to an ordered state (Chaisson, 2001; Dyson, 1982; Schrödinger, 1987, 1992).

What has really happened, if we compare the two selected species after the restoration of the steady states, is a change in "valued information" which is reflected in an increased order. (Eigen, 1971)

Thus, combinatorial explosion is a universal threat to biopolymer sequences and structures as well as reaction and controlling networks. Examples are known from biology, in particular metabolic, genetic, developmental, signaling, and neural networks. If this is true, how then, can organized objects originate? Must not all processes that are not regulated externally end up in a highly diverse mess of molecular species, each one at best realized in a few molecules? The frequently given answers invoke self-organization as a (universal) principle introducing order into diverse manifolds. (Schuster, 2000)

Accordingly, the thrust of many origin of life scenarios has been to attempt to show how to generate "order" out of "chaos" (Morowitz et al., 2000). Those
who pursue this approach are caught up by the Tar Baby, like Br'er Rabbit, and get into more and more trouble (The Complete Tales of Uncle Remus, Joel Chandler Harris, 1955). Appeals to "self-organization" are a misunderstanding of the genetic message in the genome discussed in Section 1.1.2.

Randomness is often regarded as a vague "buzzword" concept that cannot be measured. One often finds scientists using expressions such as "selected at random," "randomization," "nonrandom," expressed without a clear and quantitative definition (See Section MA2-1.2, Random Variables). Such people (Chaisson 2001; Morowitz et al., 2000; Orgel, 2000; Schuster, 2000) have not been listening. Consistent with the approach in this book, I shall discuss how these concepts can be measured. In molecular biology, we may restrict our consideration of "order" and "random" to that which appears in the study of sequences. Overman (1997) has written a very clear discussion of "order," "randomness," and "self-organization" for the general reader.

### 11.1.1 Do "orderly" sequences play a major role in genetics?

Let us consider again the two-headed coin problem I discussed in Chapter 8 . The Guru has selected one sequence from a total of $2^{100}=$ $1.2676506002 \times 10^{30}$, namely, the sequence of 100 heads. This "orderly" and "nonrandom" sequence can be described by the algorithm in the computer: PRINT "heads" 100 times. We can select other sequences in the ensemble of 100: PRINT "heads-tails" 50 times. We may select more complicated sequences each requiring a longer description. However, there is such lack of "order" in this enormous ensemble of sequences that we must consider each sequence by itself.

The probabilities in problems of practical interest are almost always not all equal. Yet, the sequences generated by random walk or Markov processes (see the Mathematical Appendix) have a hierarchy of randomness that requires a measure. For this reason, the current definition of randomness must be replaced by one more sophisticated to come abreast of developments in mathematics. Consider the following two sequences in the binary alphabet [0, 1], (Chaitin, 1975):

0101010101010101010101
0110110011011110001000
The first sequence clearly shows a pattern of orderliness and one is inclined to expect that the same pattern will persist indefinitely.

A pattern is not so clear in the second sequence. However, most gamblers have a system that they believe helps them beat the odds even though it can be shown that no system will do so (Feller, 1968). A gambler, looking for a system in the second sequence, will notice a clustering of 11 separated by one or two 0 s. If he applies this system after the thirteenth event he will begin to lose. To save his system he will complicate and embellish it, but eventually he will lose. Fortuna will punish him for his impertinence by playing the Lorelei and will lead him to the gambler's ruin. By contrast, the first sequence, as well as the second, has an equal number of 0 s and 1 s and therefore they each have exactly the same a priori probability.

Here are several more sophisticated examples to show why we need a more careful means of distinguishing between "orderliness" and "randomness." Rational fractions are represented by an infinite sequence of decimal digits. The computer program for calculating the decimal sequences of rational fractions is very simple and short, for example, divide 17 by 39 . The answer is the repeating sequence: $0.435,897,435,897,435,897,435,897 \ldots$ that, although it is an infinite sequence, clearly has an orderly pattern from which the rest of the sequence can be predicted. We can use the orderliness of this sequence to compose a message specifying an algorithm that generates the infinite sequence. "PRINT 0.435897 , and repeat 435897 indefinitely." Thus a finite sequence can contain all the information in an infinite one. Some authors compare an organism to crystallization, especially snowflakes. We see from this that the information in crystals is: repeat this pattern indefinitely. Therefore, crystals contain very little information and have nothing to do with the origin of life.

During the preparation of tables of random numbers, the question arose whether the sequence of decimal digits representing transcendental numbers such as $\pi$ and $e$ could pass the standard tests for randomness. It was found that the decimal sequences representing some transcendental numbers did, indeed, pass such tests, $\pi$ and $e$ included (Parthia, 1962; Pincus and Kalman, 1997; Pincus and Singer, 1998; Stoneham, 1965). These sequences therefore exhibit no orderly pattern from which the rest of the sequence can be predicted. Yet, clearly, Urania, the Muse of Science did not select the numerical sequences representing $\pi$ and $e$ by a stochastic process. Because each digit is computable by an algorithm of finite information content, we may conclude, in general, that a finite message, specified by an algorithm may exist that carries all the information in an infinite sequence even though there is no discernible pattern.

One might be led to believe that, having a definition and a measure of randomness, one could prove a given sequence to be random. In fact, it is impossible to do so (Chaitin, 2001a). A sequence is not random if one finds a program that compresses the sequence to one substantially shorter than the sequence itself. We need not prove that the program is the shortest one, just that it is shorter than the original sequence. By contrast, to prove that a given sequence is indeed random one must prove that no shorter program exists.

Every computable number must be capable of being described by a finite number of symbols, that is, by an algorithm as in computer technology. Because a description or algorithm consists of a finite number of symbols there are only countable many algorithms. The total number of functions, say transcendental numbers, however, is transfinite, that is, uncountably infinite. There is, therefore, a transfinite number of functions or transcendental numbers that cannot be calculated by an algorithm (Hermes and Markwald, 1974). How can these considerations lead to a definition of randomness that does more than classify a sequence as random or not random and provides a measure of the amount of randomness in the sequence? An answer to this question emerged from the initially independent work of Solomonoff (1964), Kolmogorov (1958, 1965), Chaitin (1966, 1975, 1979), and MartinLöf (1966) on the foundations of information theory and the foundations of probability theory. The current state of the theory is found in papers by Chaitin (1979, 1987a, 1987b, 1990), in Li \& Vitányi (1997), and in Wolfram (2002).

The size in bits of the shortest computer algorithm describing the sequence or bit string is a measure of its Shannon entropy or randomness. The amount of randomness in $\pi$ and $e$ is just that in the shortest algorithm by which they are calculated. By the same token, we now have a definition and a measure of "order," namely, that an "orderly" sequence is one that can be specified by a short algorithm. For that reason, it is irresponsible for a scientist, even in a novel, to suggest that there is a message in the remote digits of $\pi$ as Carl Sagan has done (Sagan, 1985).

One reason that "orderly sequences" can't play a major role in genetics is that there are so few of them. Let us estimate the number of sequences that have a large amount of randomness. Suppose we have compressed a sequence expressed in a binary alphabet $(0,1)$ suitable for the input of a computer. Let the length of the sequence be $l$. A very orderly sequence can be generated by a program of one symbol, either 0 or 1 . There are two such programs. There are $2^{2}$ programs that can be specified by two
symbols, namely $[(0,0),(0,1),(1,0),(1,1)]$. In general there are $2^{i}$ programs specified by $i$ symbols. The total number, $S$, of such programs is the sum of a geometric series:

$$
\begin{aligned}
& S=2^{1}+2^{2}+2^{3}+\cdots 2^{l} \\
& S=\frac{2\left(2^{l}-1\right)}{(2-1)}=2^{l+1}-2
\end{aligned}
$$

The sum of the number of programs 10 less than $l$ is $\left(2^{l-9}-2\right)$. Thus for long sequences, there are a factor of 1,024 fewer programs in sequences just 10 shorter than $l$. Accordingly, almost all long sequences are indistinguishable from random ones (Wolfram, 2002). This fact may be unpleasant to some people. Gregory Chaitin $(1999,2001 \mathrm{a}, 2001 \mathrm{~b})$ has proved that no procedure exists to determine whether a given sequence can be calculated from a computer program. Consequently, it is impossible to determine whether a given sequence is random or not.

Schuster (2000) and Morowitz et al. (2000) object to "combinatorial explosion" leading to long sequences. They believe that self-organization, as a universal principle, will introduce "order" into diverse manifolds. "Orderly" sequences can not play a major role in genetics because there are so few of them in comparison with those that are random. Furthermore, because they can be described by a short algorithm, they cannot carry the information needed in most genomes (Yockey, 1981).

### 11.1.2 Randomness and complexity

Complexity is a concept that is widely misunderstood (Adami et al., 2000; Adami and Cerf, 2000; Behe, 1996) and widely viewed as being difficult to define. In other parts of the olive groves of academe, Kolmogorov (1958, $1965)$ and Chaitin $(1966,1979,1999)$ have called complexity the Shannon entropy of the shortest algorithm needed to compute the sequence. Thus, both random sequences and highly organized ones are complex because a long algorithm is needed to describe each one (Wolfram, 2002). Information theory shows that it is fundamentally undecidable whether a given sequence has been generated by a stochastic process or by a highly organized one. This is in contrast with the classical law of the excluded middle (tertium non datur), the doctrine that a statement or theorem must be either true or false. Algorithmic information theory shows that truth or validity may also be indeterminate or fundamentally undecidable.

Gregory Chaitin (1990, 1999, 1992b, 2001a, 2001b) has shown that randomness is as fundamental in pure mathematics, as it is in the tossing of
dice. Mathematical reasoning is the most powerful available to man yet we must leave to Fortuna, the goddess of chance, the fundamental limits of our knowledge as were the ancient Greeks and Romans.

> Chaitin (1979) discussed the role of complexity in biology: In discussions of the nature of life, the terms "complexity," "organism" and "information content" are sometimes used in ways remarkably analogous to the approach of algorithmic information theory, a mathematical discipline that studies the amount of information needed for computations. We submit that this is not a coincidence and that it is useful in discussions of the nature of life to be able to refer to analogous precisely defined concepts whose properties can be rigorously studied. We propose and discuss a measure of degree of organization and structure of geometrical patterns, which is based on the algorithmic version of Shannon's concept of mutual information. This paper is intended as a contribution to von Neumann's program of formulating mathematically the fundamental concepts of biology in a very general setting i.e. in highly simplified model universes.

The question of whether "complexity" increases along a phylogenetic chain can only be addressed when the well-established definition and quantitative measure of "complexity" such as that given by Chaitin and Kolmogorov is adopted in molecular biology (Yockey, 1977a, 1977b, 1977c, 1981, 1990, 1992, 2000, 2002). A DNA sequence of an alphabet of four letters $A, C, G, T$ looks like a very long computer program (Ming Li and Vitányi, 1997). Another way of understanding information content as a measure of complexity is to say it measures the randomness of a sequence. Complexity is a scale with orderliness at one end and randomness at the other.


Figure 11.1. Relation of orderliness, randomness, and complexity.
The orderliness, so often misnamed "self-organization," is at the other end of complexity. There can not be an increase in complexity by "selforganization" as some authors have proposed (Füchlin and McCaskill, 2001; Lehn, 2002a. 2002b). When we speak of the amount of complexity in a sequence, we are speaking about the amount of its randomness as well.

The units of measurement of information content, orderliness, complexity, and randomness are the bit and the byte, which are familiar to computer users as a gauge of how much information their computers can process or store.

### 11.2 Algorithmic information theory and the isomorphism between communication systems, computers, the mathematical logic system, and the genetic logic system

Computer scientists (Landauer, 2000) have pointed out the relation or correspondence between the genetic logic system, computer programs, and communication systems such as the telephone and telegraph (see Section 2.1.1, Section 3.3, Section 5.1.1, and Figure 5.1). In Section 2.2.1, I discussed the criteria for isomorphism between systems (Ornstein, 1970). Examples of isomorphism are ubiquitous in biology. The science of taxonomy is based on the isomorphism of organs. The wings of a bat, the wings of a bird, the paws of a gorilla, and the hands of Vladimir Horowitz are isomorphic although their function is quite disparate. Let us now use this more general and exact terminology for relation or correspondence and point out in addition the isomorphism between the genetic logic system, the logic systems of communication systems, the logic systems of computers, and the logic system in mathematics by which theorems are proved from a list of axioms. These systems may be regarded as being the same abstract system (Ornstein, 1989). This is easily understood by the computer-literate. Now that includes almost everyone.

The basic principle on which computers operate is that of the Turing machine (Turing, 1936). Alan Turing (1912-54) conceived this abstract model of a computing machine to solve problems in the foundations of mathematics. In particular, he addressed the question of computable numbers and the application to David Hilbert's tenth problem, known as the Entscheidungsproblem (decision problem) that Hilbert proposed mathematicians would solve in the twentieth century.

The problem is to find some general mechanical procedure by which, in principle, all problems of mathematics formulated in axiomatic systems could be solved. In addressing the problem, Turing imagined an abstract machine in which a message or sequence is recorded on an input tape that could be weightless and of infinite length. In computer terminology, these messages or sequences are called bit strings, because they are expressed in a string of the computer alphabet $(0,1)$. The algorithmic information content
of these bit strings is, of course, measured in bits. There is a reading head that may move in either direction along the tape to read the input, which interacts with a finite number of internal states. These states are called a program in modern computer terminology. The program carries out its instructions on the message read from the input tape. The results are read out on an output tape and the machine stops when the program is executed.

The problem of deciding whether an algorithm will halt, thus completing its calculation, on a universal Turing calculating machine is related to Gödel's Incompleteness Theorem (Gödel, 1931, 1992). That is, the question of whether the machine will eventually solve the problem or will go on indefinitely was proved by Turing (1936) to be unsolvable in general. If the Turing machine stops, the number is computable, otherwise the number may be random and incomputable. By the same token, no computable number is random. A more detailed description of Turing machines and their use in the study of the computability of numbers would be diversion. A rather detailed and accurate account of Turing machines is given in the popular book by Penrose (1989).

The logic of Turing machines has an isomorphism with the logic of the genetic information system. The input tape is DNA and the bit string recorded is the genetic message. The internal states are the tRNA, mRNA, synthetases and other factors that implement the genetic code and constitute the genetic logic system. The output tape is the family of proteins specified by the genetic message recorded in DNA. There also is an isomorphism between the information in the instructions on the Turing machine tape and the information in the list of axioms from which theorems are proved.

Without noticing these isomorphisms, corresponding properties would appear to be unrelated. But in each of these four cases one has an information source, a transmission of information, a set of instructions or tasks to be completed, and an output. By the same token, we shall find examples of properties in each system to have corresponding properties in the others. I have taken advantage of these isomorphisms in communication systems and computers and apply them to problems in molecular biology.

### 11.2 The unknowable and the impossible

### 11.2.1 The unknowable in mathematics

Are there limits in our ability to reason from axioms as there are limits of accuracy in measuring, weighing and counting? David Hilbert, the famous
mathematician, delivered the last lecture of his career: Logic and the understanding of nature on September 8, 1930. He ended his lecture with these words: "Wir müssen wissen! Wir werden wissen! [We must know We shall know]. He was soon to be disappointed. Mathematics is the most capable means of human reasoning, so it may come as a surprise that some things are impossible, unknowable, and undecidable even in mathematics (Chaitin, 1990, 1992a, 1992b, 1999, 2001a, 2001b; Overman, 1997; Overman and Yockey, 2001).

Computer programmers are aware that no procedure exists to determine whether a given computer algorithm will halt, that is, complete its calculation (Chaitin, 1979). Nevertheless, the halting property exists whether it is knowable to us or not. Alan Turing, a mathematician and cryptographer, discovered this before any computers had been built (Turing, 1936).

The ancient Greek mathematicians virtually completed plane and solid geometry. Euclid's Elements was used as a textbook until the late nineteenth century. There are three classical problems they could not solve, (Bold, 1982):

The trisection of a given acute angle;
The doubling of the cube;
The construction of a square of area equal to that of a given circle. The only instruments allowed are the straight edge and the compass.

It is easy to bisect any given angle. At first sight it appears that there also must be a way to trisect a given angle, because after all, it is simple to construct an angle that is triple that of any given one. We can measure the given angle and construct one a third in size. But that is an act of measurement subject to error, not one of pure reason.

There are explicit solutions in terms of the coefficients for general equations up to the fourth degree but none for the fifth and higher. Urania, the Muse of Science, has neglected to provide mankind a means to solve them. But if one substitutes numbers for each coefficient the solutions pop in place and may be found to as great an accuracy as one wishes. They exist but are hidden from us. Thus, there is a distinction between unknowable and impossible.

There are only five Platonic regular solids; it is impossible to make any others:

1. the tetrahedron, four sides, the faces of which are triangles,
2. the hexahedron or the cube, six sides, the faces of which are squares,
3. the octahedron, eight sides. the faces of which are triangles,
4. the dodecahedron, twelve sides, the faces of which are pentagons,
5. the icosahedron, with twenty sides, the faces of which are triangles.

Sir Isaac Newton found that he could calculate exactly the motion of one planet about a central Sun attracted by the force of gravity between them. When a third body is introduced, we find that no procedure exists to solve the three-body problem (Wolfram, 2002). Nevertheless, the planets go about their orbits unconcerned with the limitations of mankind's mathematics.

Einstein (Pais, 1982) could never give up strict Aristotelian causality or accept the stochastic character of quantum mechanics. He did not believe that God casts lots with the world. Perhaps so, nevertheless, we can calculate by means of quantum mechanics only probability amplitudes and this is a fundamental limit of our knowledge of atomic systems. Thus, quantum transitions are unknowable to us but they are not impossible. They occur exponentially in time and that proves their appearance is random.

Some people may believe that quantum mechanics is too esoteric to have any relation to ordinary science and to our affairs. On the contrary, the laser that records items we purchase at the supermarket is a totally quantum mechanical device. Einstein found its operation in the mathematics of quantum mechanics. There was a long wait before its discovery in the laboratory. There is no path by reasoning from classical spectroscopy to quantum mechanics and the laser.

### 11.2.2 The unknowable origin of the genetic code

In Chapter 7 we found that the genetic code is much like all codes used in communication. Looking backward in time, through a glass darkly, how near to the origin of the genetic code can we see? It is often speculated that the genetic code began as a binary alphabet. This is not a fruitful speculation as DNA and RNA are composed of four compounds that form a primary four letter alphabet. Even with some imagination we may consider a sixteenmember code composed of the doublets of UCAG. The origin of the genetic code is unknowable. I have no doubt that if the historic process leading to the origin of life were knowable it would be a process of physics and chemistry. Thus, the process of the origin of life is possible but unknowable.

### 11.2.3 The unknowable in evolution and horizontal gene transfer

Looking back in time, we must consider the simplest organism that could have survived, perhaps in the early ocean. We can get some guidance from
those organisms with the smallest genomes that survive today. Clearly, there must be some essential "housekeeping" tasks that involve the biochemistry that forms the minimum number of amino acids, nucleotides, and other essential molecules (Gil et al., 2002; Sassetti, Boyd, and Rubin, 2001). The Mycoplasma (class Mollicutes) are considered the representatives of a minimal cell (Mushegaian and Koonin, 1996). Mycoplasma genetatilium, with 517 genes, is the smallest autonomously replicating organism that has been completely sequenced (Hutchinson et al., 1999). Several proteins in that organism are conserved to man (Balasubramanian et al., 2000).

Horizontal gene transfer between organisms was pervasive and dominating in the early history of life. About forty genes are found to be exclusively shared by humans and bacteria. They are examples of horizontal gene transfer from bacteria to vertebrates (Salzberg, White, Peterson, and Eisen 2001). Gene transfer occurs between a mitochondrion and the nucleus. For that reason, many genes give believably different phylogenies for the same organism (Doolittle, 1999). The nearly universal structure of the genetic code and the handedness of proteins and nucleic acids is preserved in horizontal gene transfer and attests to a universal ancestor. Nevertheless, horizontal gene transfer has made a jumbled network more like a thicket than a tree and has substantially erased the record of the earliest genetic sequences (Archibald et al., 2003; Bushman, 2002; Kinsella et al., 2003; Kurland et al., 2003; Lake, Jain, and Rivers, 1999; Syvanen and Kado, 1998; Woese, 2002). Its vagaries limit the ability of genomic sequencing to follow the phylogenetic tree to the progenote or universal ancestor (Bushman, 2002; Doolittle, 2000; Lawrence and Ochman 1998; Woese, 1998; Woese et al., 2000). The universal phylogenetic tree exhibits the relationship of all organisms, those from which extant organisms evolved and those to be evolved in the future (Woese, 1998, 2000, 2002). The root of the phylogenetic tree is actually a Darwinian Threshold that represents the first stage in molecular evolution. As one attempts to follow the tree to its Darwinian Threshold by vertically derived sequences one encounters the effects of horizontal gene transfer as the principal driving force in early cellular evolution (Woese, 2002). This means that the earliest branches of the tree or net are not knowable.

### 11.2.3 The relation of "order" and "complexity" to the origin of life

Mathematicians (Hilbert, 1902) who thought that all mathematical statements could be either proven or disproved were astonished by the "incompleteness" theorem of Kurt Gödel that for any axiom system that is consistent
and can be expressed in a computer program there are statements that can be neither proved nor disproved (Gödel, 1931; in English translation, 1992). That is, they are undecidable to mathematicians. In Section 1.1.3, I reminded the reader that Niels Bohr (1933) proposed that life is consistent with but undecidable or unknowable by human reasoning from physics and chemistry. I showed in Chapter 8 that Darwin did not believe that life emerged in a "warm little pond." Darwin believed that the origin of life is unknowable or undecidable.

There is no requirement that Nature's laws be plausible or even known to mankind. As Hamlet said to his friend: "There are more things in heaven and earth, Horatio, than are dreamt of in your philosophy" (Hamlet, act 1, scene V). John Burdon Sanderson Haldane (1892-1964) wrote in 1927: "The universe is not only queerer than we suppose, but queerer than we can suppose." Thus, although some are optimistic that life may be made in the laboratory (Deamer 1997), it may well be that scientists, by counting, measuring, or weighing and employing the calculating or reasoning element in the soul (Plato, 428-348 в.c., The Republic, Book X) will come closer and closer to the riddle of how life emerged on Earth but, because of the limitations of measuring and human reasoning, like Zeno's Achilles, will never achieve a complete solution (Zeno of Elea, c. 490 в.c.).

## 12

# Does evolution need an intelligent designer? 


#### Abstract

... when we come to inspect the watch, we perceive . . . that its several parts are framed and put together for a purpose, e.g. that they are so formed and adjusted to produce motion, and that motion so regulated as to point out the hour of the day; that if the different parts had been differently shaped from what they are, or placed after any another manner or in any other order than that in which they are placed, either no motion at all would have been carried on in the machine, or none which would have answered the use that is now served by it . . .the inference we think is inevitable, that the watch must have had a maker - that there must have existed, at some time and at some place or other, an artificer or artificers who formed it for the purpose which we find it actually to answer, who comprehended its construction and designed its use.

William Paley (1743-1805)


### 12.1 Does the complexity of biology call for intelligent design?

Creationists believe that the enormous complexity of biology, and of the universe in general, calls for an Intelligent Designer (Behe, 1996; Behe, Dembski, and Meyer, 2002; Dembski, 1998a, 1998b, 1999, 2002; Dembski and Ruse, 2004).

St. Thomas Aquinas (1225-74), in his Five Proofs, referred to the appearance of design in the universe as the fifth proof of the existence of God. David Hume (1711-76) is also known for his discussion of the same argument, published three years after his death. Hume wrote in the form of a dialogue between three characters. Philo, Cleanthes, and Demea. The design argument, as a sufficient foundation for religion (but not necessarily the belief of Hume), is spoken by Cleanthes in Part II of the Dialogues:

The curious adapting of means to ends, throughout all nature, resembles exactly, though much exceeds, the production of human contrivance, or human design, the thought, wisdom and intelligence. Since therefore the effects resemble each other, we are led to infer, by all the rules of analogy, that the causes also resemble; and that the Author of nature is somewhat similar to the mind of man; though possesses of much large faculties, proportioned to the grandeur of the work executed.

Today the most well-known comment on Intelligent Design evolved (please excuse!) from the writings of the Reverend William Paley (17431805), a priest of the Church of England. His publication, twenty-two years after Hume, discussed finding a watch upon crossing a heath (Paley, 1802). The watch, of course, must have been made by a watchmaker for a purpose. Following the rules of analogy, Paley pursued that point with regard to the eye. How much more complex is the eye, and all living things, than a watch!

The evolution of vision concerned Darwin (1872, Ch. VI):

## Organs of Extreme Perfection and Complication

To suppose that the eye with all its inimitable contrivances for adjusting the focus to different distances, for admitting different amounts of light and for correcting spherical and chromatic aberration, could have been formed by natural selection, seem, I freely confess, absurd in highest degree.

Eyes based on the camera principle have appeared, almost universally in vertebrates, but also in cephalopods and in annelids. Vision also occurs in insects, spiders, lobsters, and so forth, but by the compound eye, a different optical principle (Mayr, 1982).

### 12.1.1 Darwin and the clergy

"Darwinism" was and still is believed by some members of the clergy to be heresy that challenges Christian orthodoxy and the veracity of the creation story in Genesis. Both the Roman Catholic Church and the Church of England regard heresy, apostasy, and atheism as very serious matters to be opposed in every way possible. The justification is Matthew 7:15: Beware of false prophets who come to you in sheep's clothing but inwardly are ravenous wolves.

The British Association for the Advancement of Science met at Oxford University, in June 20, 1860, to discuss Darwin's book, The Origin of Species by Means of Natural Selection or the Preservation of Favored Races in the Struggle for Life. Darwin, who had little appetite for involvement in the growing controversy, was chronically ill. Thomas Henry Huxley (1825-95), known as "Darwin's Bulldog," who relished the intense debate, defended Darwin's view of evolution. Samuel Wilberforce (1805-73), a bishop of the Church of England, made a systematic assault on evolution. Warming to his subject, he turned to Huxley and asked if it was his grandfather or his
grandmother who was descended from an ape. Huxley muttered to himself, "The Lord hath delivered him unto mine hands." Huxley replied that he would rather be descended from a monkey than from someone who would so prostitute the truth.

From the days of William Jennings Bryan (1860-1925) and the Scopes trial, in Dayton, Tennessee, July 1925, the antievolutionists, biblical creationists, and creation-science advocates have attempted to prevent biology teachers from teaching or discussing "Darwinism" in the public schools. They regard evolution as "just a theory," implying that it is merely a speculation, and has serious scientific difficulties. They advocate "balanced treatment for creation science and evolution." The Reverend Dr. Jerry Falwell, executive pastor of the Thomas Road Baptist Church and a leader of the Religious Right, is particularly active against teaching of evolution. One may presume that evolution is not taught at Liberty University. Philip E. Johnson, a professor of law at the University of California at Berkeley (Johnson, 2000), is a leader in the Intelligent Design movement. By contrast, many of the clergy believe that "The Bible teaches us how to go to Heaven, not how the heavens go."

### 12.1.2 Michael J. Behe and the "irreducible complexity" of life

Michael J. Behe, an associate professor of biochemistry at Lehigh University, has received considerable attention from his book Darwin's Black Box (Behe, 1996). Fifty years after the discovery of the function of DNA, Behe regards the function of the genetic message as so much biochemistry. His objection to evolution is that biology is "irreducibly complex."

By irreducibly complex I mean a single system composed of several well matched, interacting parts that contribute to the basic function, where in the removal of anyone of the parts causes the system to cease functioning. . . And as the number of unexplained irreducibly complex biological systems increases, our confidence that Darwin's criterion of failure has been met skyrockets toward the maximum that science allows.

His example of "irreducible complexity" is a mousetrap that must have all its parts functioning and therefore, like Paley's watch, must have been formed by Intelligent Design.

Neither Paley's watch nor Behe's mousetrap is alive. They do not heal themselves nor do they produce little watches or little mousetraps. I replied
(Yockey, 2001) that the Venus flytrap (Dionaea muscipla) and other carnivorous plants are alive, they reproduce, and are products of evolution (Merbach et al., 2002; Surridge, 2002). Their genomes are recorded in the same DNA as are all other organisms. According to the analogy to a Turing machine, the protein sequences that are read out from DNA are isomorphic to a computable number. If the Turing machine stops, the number is computable, otherwise the number may be random and incomputable. By the same token, no computable number is random. Although it is impossible to determine if a given sequence is random or not, the protein sequences that compose living organisms are not random or "irreducibly complex."

Carnivorous plants dispose of the victim, a feature that is lacking in Behe's mousetrap. (One would suppose that an associate professor of biochemistry would have thought of carnivorous plants.)

### 12.2 Charles Darwin and Gregor Mendel

The laws governing inheritance are for the most part unknown. No one can say why the same peculiarity in different individuals of the same species, or in different species, is some times inherited and sometimes not so; why the child often reverts in certain characteristics to its grandfather or grandmother or more remote ancestor; why a peculiarity is often transmitted from one sex or to both sexes, or to one sex alone, more commonly to but not exclusively to the like sex. (Darwin, 1872)

Darwin, in this passage, expressed the essential facts, but he did not know the laws of genetics because he had not read Gregor Mendel's Versuche über Pflanzen-Hybriden (Experiments on Plant Hybrids) (1865). Mendel (1822-84) visited the Great Exhibition in London in 1862. Mendel did not know of Darwin's work at that time. A marked copy of the German edition of The Origin of Species was found among his books upon his death. Darwin's movements are known precisely from his records. These two contemporary geniuses were never in the same town at the same time.

Darwin believed that characteristics are blended (Fisher, 1930). His analysis depended entirely on morphology. The comparative morphology of chimpanzees, gorilla, orangutan, and Old World monkeys have intrigued as well as annoyed us. Now that DNA is being sequenced for all organisms from viruses to man, the relation of all organisms can be based strictly on the amount of similarity, that is mutual information, between the DNA sequences.

It is now possible to make a comparison, in numerical form, between all these animals and man that is beyond question. The sequences of cytochrome c in the chimpanzee and human are identical, not only in the proteins but, moreover, in the codons themselves. This heirloom in our genetic attic has come to us in identical form as a message from our common ancestor, whether we like it or not (Clark et al., 2003; Penny, 2004).

Furthermore, Wildman et al. (2003) have shown in a rather detailed study that the two chimpanzee species, Pan troglodytes (common chimpanzee), and Pan paniscus (bonobo chimpanzee), have DNA sequences that are 99.4 percent identical with Homo sapiens. They propose that all three of these species be included in genus Homo, and of course Homo neanderthalensis, the Neanderthal man (Harvati, Frost, and McMulty, 2004), a separate species for five hundred thousand years (Ponce de León Marcia and Zollikofer, 2001).

### 12.3 Evolution and error in the genetic message

### 12.3.1 Error processes in the genome

Natural processes conspire to accumulate errors in the genetic message. The Arrhenius equation describes how molecules may pop from one energetically stable state to another by classical thermo-agitation. Let $t$ be the time of the transition, $W$, the energy barrier, $\tau$ the time constant, $T$ the absolute temperature, and $k$ the Boltzmann constant

$$
t=\tau e^{W / k T} .
$$

The quantum mechanical tunneling through an energy barrier that George Gamow showed to be responsible for alpha radioactivity also contributes to the molecular transitions that create error in the genetic message (McMahon, 2003; Zuev et al., 2003). This process causes amino acids and nucleic acids to become racemic over the terrestrial geologic time scale of five to ten million years.

Chemical reactions due to the tunneling process arise from wave-particle duality, a peculiarity of quantum mechanics. The quantum mechanical wavelength of the electron is large, due to its small mass, so that electron tunneling is manifested in chemical reactions. The much larger mass of the proton means a much smaller quantum mechanical wavelength. Nevertheless, quantum mechanical tunneling is responsible for some chemical reactions
and loss of information due to errors in the genetic message over evolutionary times.

### 12.3.2 Majority logic redundance and redundance in the genetic code

I have argued that the origin of life, like the origin of the universe, is unknowable. But once life has appeared, Shannon's Channel Capacity Theorem (Section 5.3) assures us that genetic messages will not fade away and can indeed survive for 3.85 billion years without assistance from an Intelligent Designer. As I pointed out in Section 5.1.4, there is an enormous redundance in protein families. Although majority logic redundance plays an unimportant role in telecommunications it is controlling in the genetic communication system. This shows without a doubt that evolution and genetics cannot be understood except by information theory.

Evolution of the genetic code and of the genome proceeds by a Markov chain or random walk (see the Mathematical Appendix). There are a number of events in this Markov chain including gene duplication and horizontal gene transfer (Section 5.1.4) through biosynthetic pathways (Chapter 7). The duplicated genes provide redundance protection against mutation to a nonspecific message, but also to the evolution of a new gene (Graure and Li, 2000; Haldane 1932). The slight modifications, as Darwin believed, are supplemented by gene duplication and horizontal gene transfer. Current results in genetic sequencing show that duplicated genes are abundant in most genomes (Lynch 2002; Lynch and Conery, 2000).

The messages in the DNA sequences are similar to programs in modern computer terminology. mRNA acts like the reading head on a Turing machine that moves along the DNA sequence to read off the genetic message to the proteome. The fact that the sequence has been read shows that it is not "irreducibly complex" or random. By the same token, Behe's mouse trap is not "irreducibly complex" or random.

The same genetic code, the same DNA, the same amino acids and the genetic message that unites all organisms, independent of morphology, proves that the theory of evolution is as well established as any in science. There is indeed Aristotle's "Great Chain of Being" (Lovejoy, 1936) that relates all living things. How this happened must be learned by measuring, counting and weighing as Socrates taught us.

The fact that there are many things unavailable to human knowledge and reasoning, even in mathematics, does not mean that there must be an Intelligent Designer.

## 13

Epilogue


#### Abstract

Although I am fully convinced of the truth of the views given in this volume under the form of an abstract, I by no means expect to convince experienced naturalists whose minds are stocked with a multitude of facts all viewed, during a long course of years, from a point of view directly opposite to mine. It is so easy to hide our ignorance under such expressions as the "plan of creation," "unity of design," \&c., and to think that we have given an explanation when we only re-state a fact. Any one whose disposition leads him to attach more weight to unexplained difficulties than to the explanation of a certain number of facts will certainly reject the theory. A few naturalists, endowed with much flexibility of mind, and who have already begun to doubt the immutability of species, may be influenced by this volume; but I look with confidence to the future, to young and rising naturalists who will be to able view both sides of the question with impartiality.


Charles Darwin (1872, p. 444)

### 13.1 The Central Dogma and the origin of life "proteins first"

One of the more important contributions in this book, and in two previous papers (Yockey, 2002a, 2002c) is to point out that no code exists to send information from protein sequences to sequences in mRNA or DNA. Therefore, it is impossible that the origin of life was "proteins first" from Haeckel's Urschleim (Section 3.1.1). The restrictions of the Central Dogma on the origin of life are mathematical (Battail, 2001; Yockey, 1974, 1978, 1992, 2000, 2002a). Scientists cannot get around it by clever chemistry. This restriction prevails in spite of the concentration of protein in a "prebiotic soup" may have been or may be on some "Earth-like" planet elsewhere in the universe. For this and other reasons the origin of life is unknowable.

Most of the publications on the origin of life are based on chemical reactions that under "plausible prebiotic conditions" (as though mankind is capable of deciding what is plausible") are presumed to provide an Urschleim from which proteins are alleged to have originated in the early ocean. Ernst H.P.A. Haeckel (1834-1919) published that speculation in 1866. It is usually ascribed to Oparin who was not born until 1894.

NASA is totally committed to the Oparin dialectical materialist speculations on the origin of life. Most of the origin of life projects supported by

NASA and other funding agencies are "proteins first" and are due to go the way of perpetual machines. They may produce interesting chemistry but they have nothing to do with the origin of life.

By contrast, the so-called reverse transcription that astonished many people is in accordance with the discussion of the Central Dogma and the mathematical theory of redundant codes (Yockey, 1974, 1978, 1992, 2000, 2002). There would have been very much less Sturm und Drang in the olive groves of academe if that knowledge had been applied to understanding the genetic code.

It is a characteristic of the True Believer in religion, philosophy, and ideology that he must have a set of beliefs, come what may (Hoffer, 1951). Belief in a primeval soup on the ground that no other paradigm is available is an example of the logical fallacy of the false alternative. In science, it is a virtue to acknowledge ignorance. There is no reason that this should be different in the research on the origin of life. The best advice that one could have given to the alchemist would have been to study nuclear physics and astrophysics, although that would not have been helpful at the time. We do not see the origin of life clearly, but through a glass darkly. Perhaps the best advice to those who are interested in the origin of life would be to study biology as Simpson (1964) proposed.

### 13.2 New axioms in molecular biology and genetics

The sequence hypothesis in the genome and in the proteome is a new axiom in molecular biology. Mayr $(1982,1988)$, a philosopher of biology, states that it is unique to biology for there is no trace of a sequence determining the structure of a chemical or of a code between such sequences in the physical and chemical world. The sequence hypothesis and the genetic code are in addition to but do not transcend the laws of physics and chemistry. This is quite different from the nineteenth-century doctrines of vitalism and dualism whose proponents believed that there are processes unique to living organisms that are contrary to the laws of physics and chemistry (Mayr, 1982; Pauly, 1987).

Galileo (1554-1642) believed that the language of Nature is inherently mathematical and is essential to describing natural phenomena. Although there are many fields of biology that are essentially descriptive, with the application of information theory, theoretical biology can now take its place with theoretical physics without apology. Thus, biology has become
a quantitative and computational science as George Gamow suggested. By employing information theory, comparisons between the genetics of organisms can now be made quantitatively with the same accuracy that is typical of astronomy, physics, and chemistry.

### 13.3 Eigen's "error catastrophe," Intelligent Design, and the survival of life for $\mathbf{3 . 8 5}$ billion years

Darwin's theory of evolution, often called "Darwinism," in its modern form, requires the transmission of the essential parts of the message in the genome of Pooh-Bah's ancestor, a protoplasmal primordial atomic globule, for more than 3.85 billion years since the origin of life (Mojzsis et al., 1999; Woese, 2000; Yockey, 1977b, 2002). That could not happen if noise obscured the genetic message, as it would according to Eigen's "error catastrophe" (Section 10.3).

Shannon's Channel Capacity Theorem (Shannon, 1948), has firmly established the conditions by which messages may be communicated with minimum error. I have argued that the origin of life, like the origin of the universe, is unknowable. But once life has appeared, Shannon's Channel Capacity Theorem (Section 5.3) assures us that genetic messages will not fade away, like old soldiers, and can indeed proliferate and survive for 3.85 billion years without assistance from an Intelligent Designer (Mojzsis et al., 1999; Woese, 2000; Yockey, 1977b, 2002).

As I pointed out in Section 5.1.4, there is an enormous redundance in protein families. Although majority logic redundance plays an unimportant role in telecommunications, it is controlling in the genetic communication system. The genetic information system operates without regard for the specificity of the message because it must be capable of handling all genetic messages of all organisms, extinct and living, as well as those not yet evolved. That is possible only because the message in the genome is segregated, linear, and digital. This shows without a doubt that evolution and genetics can not be understood except by information theory.

There are no "irreducibly complex systems" in biology and there is no need for an Intelligent Design in evolution. The genetic system operates much like a computer, measuring the genetic message in bits and bytes. The protein sequences that are read out from DNA are isomorphic to a computable number, according to the analogy to a Turing machine. Therefore,
they are not random or "irreducibly complex." Although it is impossible to determine if a given sequence is random or not, the protein sequences that compose living organisms are not random or "irreducibly complex." Their complexity is measured by the number of bits or bytes that describe the sequence. That puts "Darwinism" on a quantitative foundation as firm as any in the physical sciences.

### 13.4 Orderly sequences, the Second Law of Thermodynamics, and evolution

An accomplishment of this book is to give a quantitative measure to the terms "random," "nonrandom," "order," and "complexity" to discussions about biology. "Orderly" sequences in DNA do not play a role in genetics, only those that are complex do so. All attempts to find "order," where there is no "order," are futile. One reason that "orderly sequences" can't play a major role in genetics is that there are so few of them.

A number of authors confuse Shannon entropy of probability theory with Maxwell-Boltzmann-Gibbs entropy of statistical mechanics. Contrary to Schrödinger (1987, 1992), Wiener (1948), Eigen, (1992), and a number of authors - their names are Legion for they are many - Shannon entropy is not negentropy. Life does not feed on negentropy (Pauling, 1987) as a cat laps up cream.

An accomplishment of this monograph is to shoot down that canard ancien, now more than one hundred years old, which states that evolution is incompatible with the Second Law of Thermodynamics because evolution creates "order," whereas the Second Law demands that "disorder" increase with time in isolated systems. I have shown that this belief is merely a play on words. The correct explanation shows that an increase in KolmogorovChaitin algorithmic entropy is required for evolution to proceed (Chaitin, 1979).

### 13.5 The Shannon-McMillan-Breiman Theorem

The correct way to calculate the number of sequences in a family of nucleic acid and polypeptide chains is by the Shannon-McMillan-Breiman Theorem: $2^{\mathrm{NH}}$. The expression $(20)^{N}$, usually found in the literature, contains an enormous number of "junk" sequences.

### 13.6 The Human Genome Project and sequencing the genomes of other organisms

The Human Genome Project, an international effort of thirteen years, released the first reference sequence of the human genome in April 2003. The genomes of a number of other organisms are also being published in the scientific journals. Now that DNA is being sequenced for many organisms from viruses to man, the relation of selected organisms no longer depends only on the interpretation of morphology but can be based strictly on the amount of similarity, that is mutual entropy, in the DNA and protein sequences.

### 13.7 The origin of life, religious apologetics, and the unknowable

Surely one of the most marvelous feats of 20th-century science would be the firm proof that life exists on another planet. All the projected space flights and the high costs of such developments would be fully justified if they were able to establish the existence of life on either Mars or Venus. In that case, the thesis that life develops spontaneously when the conditions are favorable would be far more firmly established, and our whole view of the problem of the origin of life would be confirmed. Stanley L. Miller \& Harold C. Urey, Science 130, p. 251 (A. D. 1959), 1939, pp. 245-51

As George Gaylord Simpson (1964) pointed out, many authors who write about the origin of life do not realize that they are writing fiction, humor, or religious apologetics. The Fathers of the Church who established the Nicene Creed speaking ex cathedra knew they were establishing a religious creed. Miller and Urey, also speaking ex cathedra, asked Destiny for confirmation of their faith. The editors of the journal Science did not realize that they were publishing religious apologetics.

Space exploration has eliminated Venus from the search for extraterrestrial life, but NASA and the space exploration of other countries continues the search on Mars in spite of the decidedly negative results of the Viking Missions in the summer of 1976. While finding evidence of life on Mars would confirm the views of Ernst H.P.A. Haeckel (1834-1919), Miller (1920-), and Urey (1893-1981), by contrast, it is unlikely that True Believers, would accept evidence that life never existed anywhere on Mars at any time.

Convincing proof that biological material yet to be found on Mars, or originated on Mars, or at least was not from Earth must be that it be composed of both right-handed amino acids and left-handed ribose sugars of DNA and RNA. That is unlikely to happen because these compounds racemize in a time much shorter than the geological time scale of several million years. The abscence of evidence is evidence of abscence.

The history of the "life on Mars" effort that played a primary role in the Mariner and Viking space craft missions and the current ones shows an intemperate will to believe by leading scientists who saw in their data what they wished to see (Horowitz, 1986, 1990). The usual creative skepticism of scientists will not play a role until the enormous weight of evidence shows that belief that there is or was life on Mars is based on faith.

According to de Duve:
Life is increasingly explained in terms of the laws of physics and chemistry. Its origin must be accounted in similar terms. The universe is awash with life.

My conclusion after consideration of the underlying chemistry is that given the opportunity, the development of life is very likely to take the course it actually took, at least in essential aspects. (de Duve, 1995)

Let us remind ourselves that the laws of physics and chemistry are much like the rules of grammar. They must be obeyed, but there is not enough information in the rules of grammar to produce Lincoln's Gettysburg Address. The evolution of life from Pooh-Bah's protoplasmal primordial atomic globule is a Markov process or random walk leading to the chain of events we call evolution. The opinion of de Duve that evolution would take the same course, on some other planet elsewhere in the Universe, it took on Earth is based on faith. If life is a "cosmic imperative" and "the universe is awash with life" (de Duve, 1995), that is unknowable to us. The comments of de Duve and those of Miller and Urey must be regarded as religious apologetics. The prevalence of humanoids or little green men in the Milky Way Galaxy is unknowable (Simpson, 1964).

Contrary to current opinion it is not deterministic but, rather, it is undecidable that life would almost inevitably arise spontaneously from nonliving matter on young planets "sufficiently similar" to Earth elsewhere in the universe. Nevertheless, a search for extraterrestrial intelligence (SETI) has been conducted by the Phoenix Project lead by Dr. Frank Drake of the SETI Institute in Mountain View, California. Richard A. Kerr in Science (2004)
quoted Dr. Drake that the Phoenix Project found nothing after listening to radio broadcasts from more than 700 Sun-like stars within 150 light-years of Earth.

Although it is now more than fifty years since the Watson and Crick discovery of the role of DNA, and the genetic code, there is nevertheless, considerable work attempting to find the transition from nonliving matter to living organisms (Szostak, Bartel, and Luisi, 2001). Two "workshops" were held to consider the "transition from nonliving to living matter" (Rasmussen et al., 2004), one at Los Alamos National Laboratory and another at Dortmund, Germany, the seventh European Conference on Artificial Life. Those who make such attempts will "sadden after none or bitter fruit."

This is not unusual in science. According to J. Robert Oppenheimer: "Classical mechanics, when applied to atoms, is not so much wrong as inappropriate:"

> The recognition of the essential importance of fundamentally atomistic features in the function of living organisms is by no means sufficient, however, for a comprehensive explanation of biological phenomena, before we can reach an understanding of life on the basis of physical experience. (Niels Bohr, 1933)

A great deal of effort has been expended in finding theories (i.e., algorithms) for the origin of life without success. The reason may not be that we are not smart enough or that we have not worked hard enough. The reason may be that no structure or pattern exists which can be put into the terms of an algorithm of finite complexity. The reader who has solved Socrates' problem (discussed in Plato's dialogue Meno) of doubling the square will find his or her efforts to double the cube futile. This does not mean that cubes twice the size of any given cube do not exist. It means that the solution to the problem is undecidable; it is beyond human reasoning. Gödel (1931) proved that there are theorems in number theory that are true but cannot be proved and there are propositions that are undecidable from the axioms of number theory.

Because creative skepticism is the cardinal virtue in science, one would expect that proponents of the primeval soup paradigm would be searching actively for direct geological evidence of such a condition in the early ocean. The power of ideology to interpose a fact-proof screen (Hoffer, 1951) is so great that this has not been done (perhaps for fear that its failure may be exposed). Bungenberg de Jong (1893-1977) wrote a long paper

Coacervation and its meaning for Biology) but his coacervates were gelatin, already biological.

Darwin did not believe in a "warm little pond" from which life is often alleged to have emerged by "chemical evolution" (Yockey, 1995, 2000, 2002a). Had he thought the "warm little pond" a worthy idea, he certainly would have published it.

## Mathematical appendix

> Socrates: ... You go entirely by what looks probable, without a word of argument or proof. If a mathematician like Theodorus elected to argue from probability in geometry he wouldn't be worth an ace. So you and Theodorus might consider whether you are going to allow questions of this importance to be settled by plausible appeals to mere likelihood.

> Plato, (428-348 в.c.), Theaetetus p 868 Plato, translated by Francis M. Cornford, Oxford University Press

Der liebe Gott würfelt nicht mit der Welt.
(The dear God does not play dice with the world. Albert Einstein in a conversation on quantum theory with Niels Bohr.)

## MA1.1 The origins and interpretation of probability

The origin of the primitive ideas of chance and uncertainty seems to be lost in history. Chance and uncertainty were poetically personified in the Greek pantheon by the goddess Tyche. The Romans borrowed her and renamed her Fortuna. The Fates, three goddesses who controlled human life, no doubt were more ancient. They were Clotho, who spins the thread of life (now known to be DNA); Lachesis, who casts lots to determine how long life shall be; and Atropos, who cuts the thread of life. These goddesses are sometimes referred to collectively and pejoratively as "blind chance" or "mere chance." They may be called vindictive, callous, cruel and fickle, but not blind (see gambler's ruin; Feller, 1968).

In our sophisticated modern world, we still cast lots to determine events, especially those in which we wish to avoid responsibility. One hears of "calculated risk" from politicians, military officers, and business executives when the strategy has gone awry and of shrewd judgment when things have gone well; thus, they take the credit for success while putting the responsibility for failures on the fickleness of Fortuna, Tyche or the three Fates, Clotho, Lachesis, and Atropos, as did the ancient Greeks and Romans. We often say "chance" when we mean "opportunity."

## MA1.1.1 Do the Gods cast lots?

Einstein (Pais, 1982) could never give up strict Aristotelian causality or accept the stochastic character of quantum mechanics. Therefore, he did
not believe that God casts lots with the world. On the contrary, Homer (The Iliad, Book 15, Lines 185-92) tells us that, as a matter of fact, the gods did indeed cast lots for the world. Zeus sent his messenger Iris to order Poseidon to cease helping the Greeks during a battle in the Trojan War. Poseidon's reply was that he, Zeus and Hades, three brothers born to Kronus by Rheia, were all equal in station and they had divided the world by lot between them. Zeus drew the sky, Poseidon the sea, and Hades the underworld of the dead. Not only does God cast lots in quantum mechanics but also in molecular biology and even in arithmetic as well (Chaitin, 1987b, 1990, 1992b, 1999, 2000a and 2000b) in spite the quotation of Socrates in above.

It is important to realize that Urania, the Muse of Science, goes about her work managing the orbits of the planets and the mutations of the genome. It is up to us to find out how she does this. So if we are to understand Urania's methods we must obtain data by measuring, counting and weighing and introduce ideas or axioms to understand these data (Plato, The Republic, Book 10). But experiments are always subject error. The theory of probability enables us to find as much truth as there is in our measuremets.

What we now call the theory of probability did not become a mathematical discipline until the mid-sixteenth century with the publication of Liber de Ludo Aleae (The Book on Games of Chance) by Girolamo Cardano (150176), an Italian mathematician, physician, and gambler. Certain problems were solved by the famous mathematicians James Bernoulli (1654-1705), Daniel Bernoulli (1700-82), Pierre de Fermat (1601-65), and Blaise Pascal (1623-62). The publication of Theorie Analytique des Probabilities by Laplace (1796) put the subject on its first firm foundation. The hand and mind of Pierre Simon de Laplace (1749-1827) is still seen in the theory of probability.

## MA1.1.2 The interpretation of probability

Before plunging into the theory, it is well to consider three important classes of interpretations of the formalism. These interpretations are not necessarily mutually exclusive and all three will be needed to address problems in this book.
(a) The classical or empirical frequency interpretation. This interpretation identifies probability directly with the empirical frequency of events. In the classical "frequentist" or statistical interpretation, probability has meaning
only in relation to an ensemble of trials. Suppose one has a repeatable event, $A$, such as obtaining a head in the tossing of a coin, drawing the ace of spades from a well-shuffled deck, finding six dots on the top of a tossed die or finding a particular value, e.g., seven for the sum of the numbers showing on two tossed dice. Let $a$ be the number of times that event $A$ is produced in the ensemble and $n$ be the total number of tosses or draws. Then it is asserted that as $n$ becomes very large:

$$
\begin{equation*}
\frac{\lim }{n \rightarrow \infty} \frac{a}{n}=p \tag{MA1.1}
\end{equation*}
$$

where $p$ is called the probability of the event. This is known as the weak law of large numbers (Feller, 1968). The lim is put in italics, as it is not a limit in the usual mathematical meaning of the term (Lindley, 1965). Furthermore, no law of physics prevents large deviations from Equation MA1.1. Empirical tests show merely that such deviations are so very infrequent that for practical purposes they may be neglected. Should the theory of probability stay at this intuitive interpretation many of the problems in this book could not be addressed. In particular, the several scenarios for the origin of life could not be considered, because that is not for us a repeatable event and therefore we cannot generate an ensemble of events.

The frequency definition of probability shown in the Equation MA1.1 is circular, as the idea of equally likely events is the same as equally probable events. Except in games of chance, which in their ideal form are specifically set up in this way, very few real problems have equally likely events. This difficulty of logical circularity is resolved by basing the theory of probability on a set of axioms.

Hilbert $(1900,1902)$ called for the development of axioms for the theory of probability in a paper that delineated his suggestions of the most important mathematical problems yet to be solved. His sixth problem suggests: "To treat in the same manner (as geometry) by means of axioms, those physical sciences, in which mathematics plays an important part; in the first rank are the Theory of Probabilities and Mechanics." This stimulated a great deal of creative activity and some of Hilbert's problems have been solved. In particular, Kolmogorov (1933) succeeded in setting up a set of axioms that solved Hilbert's sixth problem.
(b) The degree of belief or subjective interpretation. Other than in games of chance in their ideal form, most of the events with which one is confronted
and for which one must make some sort of decision in advance are not repeatable, at least they are not exactly repeatable. Predictions of the weather, the course of market prices, one's employability, and one's longevity are examples of events, the probability of which one must perforce have some knowledge in order to make the best of certain possible decisions.

A further example is the formation of probability risk assessments for large scale accidents in complicated engineering systems such as passenger and military aircraft, chemical process facilities, nuclear power plants, and their associated radioactive waste repositories. The object of probability risk assessments is to find the best administrative and engineering procedures to reduce the probability of catastrophic events below an acceptable figure. The adherents of this interpretation regard probabilities as logical weights or degrees of belief.
(c) The probable inference or inductive logic interpretation. In this interpretation we are interested in the logical support the evidence has for selected hypotheses. The hypothesis might be the guilt or innocence of a person on trial in a court of law. In such cases, it is reasonably certain that an event has occurred, that is that a crime has been committed. What must be established is the probability of the guilt or innocence of the person accused. This interpretation directs one to reject hypotheses that are believed to have a low probability in favor of ones that have an acceptably high probability.

It is important to distinguish between the mathematical theory of probability and the application to a model of the system under consideration. The model of the system is set up to reflect our best knowledge of the real world system. If the calculations prove to be incorrect, assuming that one has made no blunder in the mathematics, it is the model or its parameters that are incorrect and not the mathematical theory.

Many people, who should know better, believe that a success is "due" after a series of failures in independent trials. A baseball player who has struck out for a number of times is now believed to be "due." The manager of the team and the audience feel that he is virtually certain to get a hit. The batter can count on no help from Fortuna. Unless there has been considerable retraining, with performance demonstrated in practice, the probability for a hit in the next at-bat is not changed, per se, by a long sequence of strike-outs. The probability of the outcomes of experiments or trials that are independent continues to have the same value regardless of the outcomes of preceding experiments or trials.

Table MA1.1 The probability distribution for events in the sample space of two fair dice

| Value of random variable $x_{i}$ | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| No. of elementary events of $x_{i}$ | 1 | 2 | 3 | 4 | 5 | 6 | 5 | 4 | 3 | 2 | 1 |
| Probability $p_{i}$ | 1/36 | 2/36 | 3/36 | 4/36 | 5/36 | 6/36 | 5/36 | 4/36 | 3/36 | 2/36 | 1/36 |

It is worthwhile to notice at this point that the term probability as used in this book has taken on a mathematical meaning that is quantitative and not necessarily the same as that used in general conversation.

## MA1.1.3 Random variables

Definition: A number $x$, that is defined on the elementary events $A$ in a sample space $\Omega$, is called a random variable. that is, $x$, the random variable, is selected by the outcome of an experiment. Any function, $f(x)$, is also a random variable.

Suppose, for example, we consider the roll of a die. The number on the top face and all functions of that number are random variables. The probability of each event is established in the following way. We assume each die is fair, that is, that it is an accurate unweighted cube. There are six possible outcomes, each of which can happen in only one way. Therefore we assign the probability $1 / 6$ to the number that appears on each face. If we had prior knowledge of the behavior of the die showing that it is not an accurate cube, or has been weighted in some way, that would be reflected in the model of the system by assigning slightly different prior probabilities to each face.

Now consider the roll of two fair dice. The sample space is $\Omega^{2}$ and there are $6^{2}$ or 36 elementary events or outcomes. The sum of the numbers on the top face after a roll is the random variable $x_{i}$ taking values from 2 to 12. Each value corresponds to an event. Any function of those numbers is also a random variable. In this case some events can happen in more than one way. For example, the sum seven can happen in six ways. We establish the probability, $p_{i}$, of each value $x_{i}$, of the random variable, by dividing the number of elementary events by which each sum can occur by the total number of elementary events in the sample space. The set of probabilities for each event in the sample space will be called the probability distribution. This is exhibited in Table MA1.1.

The probability distribution of random variables has a mean or expectation value. Notice that seven is both the median and the mode as the probabilities are symmetric in this case. The expectation value, $\left\langle x_{i}\right\rangle$, of a random variable is defined as follows:

$$
\begin{equation*}
\left\langle x_{i}\right\rangle=\Sigma_{i} p_{i} x_{i} \tag{MA1.2}
\end{equation*}
$$

Thus, the expectation value of any function of $x_{i}$ is:

$$
\begin{equation*}
\left\langle f\left(x_{i}\right)\right\rangle=\Sigma_{i} p_{i} f\left(x_{i}\right) \tag{MA1.3}
\end{equation*}
$$

To explain this in a simple fashion, suppose a lottery has $\$ 1,000$ to be awarded to the winner. A gambler knows, or believes, that one thousand tickets have been sold. What can he afford to pay for a ticket in order to break even in the long run? Since the probability of winning is $1 / 1000$, he can afford to pay $\$ 1.00$.

## MA2.1 Probability matrices and probability vectors

## MA2.1.1 Definitions of matrices and vectors

In order to deal with coding problems and the application of the theory of probability to molecular biology we shall need the powerful concepts of matrices and vectors. As I pointed out previously (Yockey, 1974, 1992), the genetic code is represented by a matrix and the codons and amino acids by vectors. This formalism will lead us to some very important theorems that will be useful in the discussion of phylogenetic trees and evolution Michison \& Durbin, 1995.

The theory of matrices and vectors comes from the properties of a set of $m$ linear equations in $n$ unknowns, $x_{j}$ where the $a_{i j}$ and the $y_{i}$ are specified by the problem.

$$
\begin{equation*}
\sum_{j=1}^{n} a_{i j} x_{j}=y_{i}(i=1, \ldots m) \tag{MA1.4}
\end{equation*}
$$

Definition: A rectangular array of quantities $a_{i j}$, set out in $m$ rows and $n$ columns is called an $m \times n$ matrix. Matrices will be indicated in this book in bold capital letters. The usual convention in the literature is to let the first subscripts $i$ refer to the rows of the matrix and the second subscripts $j$ refer to the columns. The quantities $a_{i j}$ are called the elements of the matrix.

Two matrices that have the same number of rows and columns are said to be the same size.
$\left[\begin{array}{cccccccccc}a_{11} & a_{12} & a_{13} & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & a_{1 n} \\ a_{21} & a_{22} & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\ a_{31} & \ldots & \ldots & \ldots & a_{i j} & \ldots & \ldots & \ldots & \ldots & \ldots \\ \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\ \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\ a_{m 1} & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & a_{m n}\end{array}\right]=\mathbf{A}$.

If $m=n$ the matrix is a square matrix of order $n$. If a matrix is square, the elements where $i=j$ are called the diagonal elements.

Definition: Given a matrix $\mathbf{A}$ in which $m=n$, the elements of which are $a_{i j}$ then the determinant of $\mathbf{A}$ written either $|\mathbf{A}|$ or $\left|a_{i j}\right|$ is, in the case where $n=3$ :

$$
\left|\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right|=\begin{aligned}
& a_{11} a_{22} a_{33}+a_{12} a_{23} a_{31}+a_{13} a_{32} a_{21} \\
& \\
& -a_{31} a_{22} a_{13}-a_{32} a_{23} a_{11}-a_{33} a_{12} a_{21}
\end{aligned}
$$

In other cases the rule for forming these products is the same. One starts at $a_{11}$ and forms the product of each of the $n$ elements going diagonally down. One then begins with $a_{12}$ multiplying together all elements, going diagonally down, together with $a_{31}$ so that each term is the product of $n$ elements. The last term begins with $a_{1 n}$. Each of these terms carries a plus sign. One then begins at $a_{m 1}$ and forms the products of all elements going up along the diagonal. Then one begins again at $a_{m 2}$ multiplying together all the $n-1$ diagonal elements with $a_{11}$ so that each term is the product of $n$ elements. One continues in this manner until $a_{m n}$ is reached. Each of these terms carries a minus sign. The sum of all terms so formed is the value of the determinant $\left|a_{i j}\right|$.

Definition: Cramér's Rule
If $m=n$ and if the determinant $\left|a_{i j}\right| \neq 0$ the set of equations (MA1.4) can be solved by means of Cramér's Rule, (Gabriel Cramér, 1704-1752). This rule states that the value of $x_{j}$ is given by replacing the $j$ th column in the determinant $\left|a_{i j}\right|$ by the column $y_{i}$ and dividing that determinant by $\left|a_{i j}\right|$.

If there are more than three equations this becomes tedious. However, programs are available for personal computers and even for sophisticated
pocket calculators that calculate determinants and accomplish this task quite easily.

Definition: Given an $\mathrm{m} \times \mathrm{n}$ matrix $\mathbf{A}$, the $\mathrm{n} \times \mathrm{m}$ matrix resulting from the interchange of rows and columns is called the transpose of $\mathbf{A}$. That is, the first row of $\mathbf{A}$ becomes the first column of the transpose, the second row of $\mathbf{A}$ becomes the second column of the transpose and so forth. The usual notation for the transpose of $\mathbf{A}$ is $\mathbf{A}^{\mathrm{T}}$.

Definition: A square matrix, $\mathbf{P}$, is called a stochastic matrix if the elements of each of its columns is non-negative and their sum is equal to 1 . If in addition the sum of the elements of each of its rows is equal to 1 the matrix is called doubly stochastic (Moran, 1986).

Some authors (Feller, 1968; Hamming, 1986), define a stochastic matrix as the transpose, $\mathbf{P}^{\mathrm{T}}$, so that each of the rows of $\mathbf{P}^{\mathrm{T}}$, is non-negative and their sum is equal to 1 .

Definition: A square matrix of order $n$ that has all elements on the diagonal equal to one and all others are equal to zero is called an identity matrix, $\mathbf{I}_{n}$.

Definition: An $m \times n$ matrix $\mathbf{A}(\lambda)$ whose elements are polynomials in $\lambda$ is called a $\lambda$ matrix. $\mathbf{A}(\lambda)$ is said to be singular or non-singular according to whether the determinant of $\mathbf{A}(\lambda)$ is zero or not.

Definition: If all the elements of a matrix are zero it is called the null matrix and written $\mathbf{O}$.

Definition: Any ordered sequence of $n$ numbers is called an ordered $n$ tuple. An ordered $n$-tuple is also called an $n$-dimensional vector. Each of the rows and columns of a matrix is a vector. In this book, vectors will be indicated by bold lower case letters. The numbers in the sequence are known as the components of the vector.

Definition: Matrices that have only one row are called row or $1 \times n$. A $1 \times n$ matrix is referred to as row vector of dimension or order $n$. Matrices that have only one column are called column or $m \times 1$ matrices. An $m \times 1$ matrix is also referred to as a column vector of dimension or order $m$. The elements are called the components of the vector.

A $1 \times 1$ matrix is called a scalar.
Definition: A vector that has all non-negative real number components, the sum of which is 1 , is called a stochastic vector.

Each of the columns of stochastic matrix is a stochastic vector.
1.3.2 Algebraic properties of matrices and vectors. The mathematical power and usefulness of matrices and vectors comes largely from the fact that one may construct an algebra of these arrays that has many of the properties of the algebra of numbers. The algebra of matrices enables one to manipulate large collections of data displayed in these arrays without ad hoc assumptions and in a simple and convenient fashion. This avoids the usual necessity of resorting to averages. Averaging destroys information. There is a large number of powerful and useful theorems in the algebra of matrices and vectors. We shall see that many of these theorems are not intuitive and indeed some are counterintuitive. Therefore, their existence would not be suspected without the development of this algebra.

Two matrices of the same size may be added or subtracted by adding or subtracting each element with the same indices, $i, j$. A matrix may be multiplied by a scalar by multiplying each element by the scalar.

We are led to a natural definition for the algebraic operation of matrix multiplication by the following argument: Suppose we consider the set of two linear equations in three unknowns $x_{1}, x_{2}$, and $x_{3}$ :

$$
\begin{align*}
& a_{11} x_{1}+a_{12} x_{2}+a_{13} x_{3}=y_{1}  \tag{MA1.5}\\
& a_{21} x_{1}+a_{22} x_{2}+a_{23} x_{3}=y_{2} . \tag{MA1.6}
\end{align*}
$$

Let us make a change of variables to three equations in two unknowns $y_{1}$ and $y_{2}$ :

$$
\begin{align*}
& b_{11} y_{1}+b_{12} y_{2}=z_{1}  \tag{MA1.7}\\
& b_{21} y_{1}+b_{22} y_{2}=\mathrm{z}_{2}  \tag{MA1.8}\\
& b_{31} y_{1}+b_{32} y_{2}=\mathrm{z}_{3} . \tag{MA1.9}
\end{align*}
$$

Upon substituting in Equations MA1.7, MA1.8, and MA1.9 for $y_{1}$ and $y_{2}$ from Equations MA1.5 and MA1.6 one has:

$$
\begin{align*}
\left(b_{11} a_{11}\right. & \left.+b_{12} a_{21}\right) x_{1}+\left(b_{11} a_{12}+b_{12} a_{22}\right) x_{2} \\
& +\left(b_{11} a_{13}+b_{12} a_{23}\right) x_{3}=z_{1}  \tag{MA1.10}\\
\left(b_{21} a_{11}\right. & \left.+b_{22} a_{21}\right) x_{1}+\left(b_{21} a_{12}+b_{22} a_{22}\right) x_{2} \\
& +\left(b_{21} a_{13}+b_{22} a_{23}\right) x_{3}=z_{2}  \tag{MA1.11}\\
\left(b_{31} a_{11}\right. & \left.+b_{32} a_{21}\right) x_{1}+\left(b_{31} a_{12}+b_{32} a_{22}\right) x_{2} \\
& +\left(b_{31} a_{13}+b_{32} a_{23}\right) x_{3}=z_{3} . \tag{MA1.12}
\end{align*}
$$

Equations MA1.10 through MA1.12 define the algebraic operation of product of a matrix and a column vector to yield another column vector.

$$
\begin{align*}
& {\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]=\left[\begin{array}{l}
y_{1} \\
y_{2}
\end{array}\right]}  \tag{MA1.13}\\
& {\left[\begin{array}{ll}
b_{11} & b_{12} \\
b_{21} & b_{22} \\
b_{31} & b_{32}
\end{array}\right]\left[\begin{array}{l}
y_{1} \\
y_{2}
\end{array}\right]=\left[\begin{array}{l}
z_{1} \\
z_{2} \\
z_{3}
\end{array}\right] .} \tag{MA1.14}
\end{align*}
$$

In similar fashion, Equations MA1.10, MA1.11, and MA1.12 may be written in matrix notation:

$$
\left[\begin{array}{lll}
b_{11} a_{11}+b_{12} a_{21} & b_{11} a_{12}+b_{12} a_{22} & b_{11} a_{13}+b_{12} a_{23}  \tag{MA1.15}\\
b_{21} a_{11}+b_{22} a_{21} & b_{21} a_{12}+b_{21} a_{22} & b_{21} a_{13}+b_{22} a_{23} \\
b_{31} a_{11}+b_{32} a_{21} & b_{31} a_{12}+b_{22} a_{22} & b_{31} a_{13}+b_{32} a_{23}
\end{array}\right]\left[\begin{array}{c}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]=\left[\begin{array}{c}
z_{1} \\
z_{2} \\
z_{3}
\end{array}\right] .
$$

Equation MA1.13 may be written in the formal matrix style:

$$
\begin{equation*}
\mathbf{A x}=\mathbf{y} \tag{MA1.16}
\end{equation*}
$$

The matrix A may thought of as operating on column vector $\mathbf{x}$ to change it to column vector $\mathbf{y}$. That is, the matrix $\mathbf{A}$ can be thought of as a mapping of the points in space X into the points of the space Y . By the same token the matrix $\mathbf{B}$ may be thought of operating on the column vector $\mathbf{y}$ to change it to column vector $\mathbf{z}$ in Equation MA1.14. That is, the mapping of the points of space X on the points of space Y may be followed by another mapping of the points of space $Y$ onto the points of space $Z$.

The Equation MA1.14 can be written in the compact matrix form:

$$
\begin{equation*}
\mathbf{B y}=\mathbf{z} \tag{MA1.17}
\end{equation*}
$$

It is natural to substitute for $\mathbf{y}$ in Equation MA1.16 from Equation MA1.17:

$$
\begin{equation*}
\mathbf{B A x}=\mathbf{C} \mathbf{x}=\mathbf{z} \tag{MA1.18}
\end{equation*}
$$

where $\mathbf{B} \mathbf{A}=\mathbf{C}$ and the elements of $\mathbf{C}$ are given in Equation MA1.15.
One notices in Equation MA1.15 that the elements of $\mathbf{C}$ are the sums of the arithmetical products of the elements in the rows of $\mathbf{B}$ and the elements in the columns of $\mathbf{A}$. This may be shown to be true in general and forms the basis of a definition of matrix multiplication. Write Equation MA1.17 as a
set of $m$ linear equations in $p$ unknowns:

$$
\begin{equation*}
\sum_{k=1}^{p} b_{i k} \mathrm{y}_{k}=z_{i} \quad(i=1, \ldots m) \tag{MA1.19}
\end{equation*}
$$

Equation MA1.4 may be rewritten using $k$ rather than $i$ as a suffix in order not to confuse the suffix in Equation MA1.18. We may substitute for the $\mathrm{y}_{k}$ in Equation MA1.18 from Equation MA1.12:

$$
\begin{equation*}
\sum_{k=1}^{p} b_{i k}\left(\sum_{j=1}^{n} a_{k j} x_{j}\right)=z_{i} \quad(i=1, \ldots \ldots m) . \tag{MA1.20}
\end{equation*}
$$

Equation MA1.20 may be rewritten:

$$
\begin{equation*}
\sum_{j=1}^{n} \sum_{k=1}^{p} b_{i k} a_{k j} x_{j}=z_{j} \quad(i=1, \ldots \ldots m) \tag{MA1.21}
\end{equation*}
$$

Therefore, successive mappings $\mathbf{A x}=\mathbf{y}$ and $\mathbf{B y}=\mathbf{z}$ yield a mapping $\mathbf{C x}=$ $\mathbf{z}$ where $\mathbf{C}$ is an $m \times n$ matrix with the elements $c_{i j}$ :

$$
\begin{equation*}
c_{i j}=\sum_{k=1}^{p} b_{i k} a_{k j} \quad(i=1, \ldots \ldots m) \text { and }(j=1, \ldots \ldots n) . \tag{MA1.22}
\end{equation*}
$$

Definition: The product matrix C, is called the Cayley product (Arthur Cayley, 1821-95). Two matrices $\mathbf{B}$ and $\mathbf{A}$ may be multiplied if $\mathbf{B}$ is $m \times p$ and $\mathbf{A}$ is $p \times n$ where $m, p$ and $n$ are positive real numbers. It is easy to see, in the simple case of Equation MA1.15 and more generally in Equation MA1.22, that unless the number of rows in $\mathbf{B}$ is the same as the number of columns in $\mathbf{A}$ the product $\mathbf{B A}$ is not defined.

Definition: Two matrices that may be multiplied are said to be conformable. When two matrices do not meet these conditions the product is not defined, and they are said to be non-conformable.

The multiplication of matrices is not commutative in general. Even if $\mathbf{A B}$ are conformable, BA may not be. For example if $\mathbf{A}$ is $2 \times 3$ and $\mathbf{B}$ is $5 \times 2$ then $\mathbf{B A}$ is conformable but $\mathbf{A B}$ is not. If $\mathbf{A} \mathbf{B}=\mathbf{O}$ it is not possible to assume in general that either $\mathbf{A}=\mathbf{O}$ or that $\mathbf{B}=\mathbf{O}$. Multiplication is, however, associative if the matrices are conformable in sequence.

$$
\begin{equation*}
(\mathbf{A B}) \mathbf{C}=\mathbf{A}(\mathbf{B C}) . \tag{MA1.23}
\end{equation*}
$$

Column vectors are $m \times 1$ matrices. Row vectors are $1 \times n$ matrices. They have two kinds of products. The first is called the inner, scalar or dot product. It is the product of a $1 \times n$ matrix by an $n \times 1$ by a matrix that is a $1 \times 1$ matrix and therefore a scalar. It is defined as follows:

$$
\begin{equation*}
\mathbf{x} \cdot \mathbf{y}=\sum_{i=1}^{n} x_{i} y_{i} \tag{MA1.24}
\end{equation*}
$$

If the inner product of two vectors vanishes they are said to be orthogonal. From Equation MA1.22 one may see that the elements $c_{i j}$ of $\mathbf{C}$ in Equation MA1.22 are the inner products of the $i$ th row vector of $\mathbf{B}$ and the $j$ th column vector of $\mathbf{A}$.

The second vector product is the matrix product of an $\mathrm{n} \times 1$ matrix by a $1 \times n$ matrix and is therefore an $n \times n$ matrix. It is called the vector product.

Two vectors may be added or subtracted by adding or subtracting the respective components. A vector may be multiplied by a scalar by multiplying each component by the scalar.

Theorem 1.4 The product of two stochastic matrices is also a stochastic matrix.

The proof on this theorem can be done in a few lines (Hamming, 1986).
Square matrices may be raised to positive integer powers. A stochastic matrix of any power is also a stochastic matrix. The usual laws of exponents hold.

$$
\begin{equation*}
\mathbf{A}^{\alpha} \mathbf{A}^{\beta}=\mathbf{A}^{\alpha+\beta} ; \quad\left(\mathbf{A}^{\alpha}\right)^{\beta}=\mathbf{A}^{\alpha \beta} . \tag{MA1.25}
\end{equation*}
$$

Some matrices have a square root. If $\mathbf{A}^{2}=\mathbf{B}$ then $\mathbf{B}^{1 / 2}=\mathbf{A}$. In some cases other fractional roots and exponents exist. Some matrices have no square root, others have an infinite number (Eves, 1966). $\mathbf{A}^{0}$ is taken to be the identity matrix, $\mathbf{I}_{n}$.

Definition: Given a sample space $\Omega$ with events $A_{i}$ where $A_{i}$ occurs with probability $p\left(A_{i}\right)$, then the ordered sequence $\left\{p\left(A_{1}\right), p\left(A_{2}\right), \ldots p\left(A_{n}\right)\right\}$ is called a probability vector $\mathbf{p}$. The probability space may be described by $(\Omega, A, \mathbf{p})$.

For an evolving system, such as one undergoing mutations, the different possible states of the system may be described as different events, and at a given time the probability vector for the various states or events maybe specified. As the system evolves further, the probability vector will change, in general.

Definition: A matrix A, which changes one vector to another by multiplication, is called a transition matrix by mathematicians and theoretical physicists.

In this book, we are concerned only with transition probability matrices that change one probability vector to another by multiplication. The word transition has assumed a special meaning in molecular biology. It means a nucleotide change that does not change the purine-pyrimidine orientation. A mutation that changes purine-pyrimidine to pyrimidine-purine or pyrimidine-purine to purine-pyrimidine is called a transversion. In this book, to avoid the awkward terminology transition/transversion, a matrix that changes one probability vector to another will be called a probability transition matrix. The meaning will be clear depending on whether the context is mutations or matrices.

Definition: A set of events is called a cylinder set or, for short, a cylinder (Feller, 1968; Khinchin, 1957) if pairs of events each satisfy restrictive conditions. For example, consider the set of points in a Euclidean space of three dimensions, which lie within a square satisfying the conditions $0<x<1$ and $0<y<1$. If the values of $z$ are unrestricted the points enclosed in the $(x, y, z)$ space, with a square cross section, define a cylinder in that space.

The third position in eight of the familiar triplet codons in the set space $\mathrm{G}^{3}$ may vary indefinitely among the four nucleotides in either the DNA or RNA alphabets without change of the read-off amino acid. The specificity of these codons is defined by the first two nucleotides. Such sequences meet the definition of a cylinder set. I propose to call these codons cylinder codons.

## Definition: Cramér's Rule

If $m=n$ and if the determinant $\left|a_{i j}\right| \neq 0$, the set of equations can be solved by means of Cramér's Rule, (Gabriel Cramér, 1704-52). This rule states that the value of $x_{j}$ is given by replacing the $j$ th column in the determinant $\left|a_{i j}\right|$ by the column $y_{i}$ and dividing that determinant by $\left|a_{i j}\right|$.

If there are more than three equations this becomes tedious. However, programs are available for personal computers and even for sophisticated pocket calculators that calculate determinants and accomplish this task quite easily.

Markov process and the random walk. Phylogenetic chains that relate one protein to another by means of mutational steps are examples of the general mathematical theory of the transition between successive states of a system. The sequence of states (or events) relating the transition between the initial and final states of a system is known as a Markov process or a Markov chain after the mathematician Andrei Andreevich Markov (1856-1922). In general, the probability of the final state is governed by the probabilities of the finite sequence of states that precede the final state. In molecular biology, we are concerned only with discrete and finite Markov chains (Kemeny, Snell, and Knapp, 1976). If there are $k$ such states the Markov process is known as a $k$ th-order Markov process. In information theory, where one is interested in the generation of a sequence of symbols, known as an alphabet, that generate a genetic message, a $k$ th-order Markov process is known as a $k$-memory source.

Markov processes are an example of the fact that the probability of an event is often strongly influenced by events occurring previously. In general, several previous events may affect the conditional transition probability. Two states are said to communicate if one can be reached from the other. If a state is such that once entered it cannot be exited, it is called an absorbing state. A state through which a system may move is called a transient state. A reflecting state is one that sends the system into another state without being occupied. In molecular biology, the nucleotides in DNA or mRNA sequences and, in the genetic code, codons may be regarded as Markov states. All codons communicate, even the stop codons, by means of a sequence of single base interchanges, that is, by a Markov chain. The stop codons are usually absorbing states, but they may be transient states.

The elements of the transition probability matrix of Markov states may change as the process proceeds from one step to the next. If the elements of the transition probability matrix do not change, the Markov process is called homogeneous or stationary. Bernoulli processes or Bernoulli trials in which succeeding events are independent are simple examples of stationary Markov processes. The sequences so produced are called Bernoulli sequences (Solomonoff, 1964). The sequence of outcomes of the toss of a coin is a Bernoulli sequence because there are only two outcomes, the trials are independent and the probability distribution is stationary. The sequence of the numbers generated by a sequence of throws of a die is not a Bernoulli sequence since there are six outcomes.

Among the examples of the Markov state process, for which we shall have use, is one known as a random walk. Suppose a man is standing on
the mid-field line of a football field. He flips a coin to determine which way to go, heads, one way, tails the other. The total distance moved in one direction or the other is a random variable. A number of questions can be asked. For example, what is the probability of crossing a goal line? This an example of a one-dimensional random walk. The scenario may be elaborated to more than one dimension. The man might be on the corner of two city streets. He has forgotten where his hotel is. It is very late at night and there is no one to ask. Here the Markov state system is the pair of coordinates giving the man's position on the city map. He goes one block at a time and at each corner he flips a coin twice, to determine which of the four ways to go. He starts out with the following code: $\mathrm{HT}=$ North, $\mathrm{HH}=$ South, $\mathrm{TH}=$ West, $\mathrm{TT}=$ East. All streets going in the North direction end at a river, which is an absorbing state. If he goes that far, he will fall in. There is a wall on the South end of the North-South streets, which is a reflecting state. Of course, if he does find his hotel he goes in and so the hotel is also an absorbing state. All other states are transient states. Suppose his wife is at the hotel and she goes out to look for him. She would need the probability distribution so she could go to the more probable street intersections first. He might forget his code between corners. This change in code is a mutation so that, perhaps, $\mathrm{HH}=$ North and $\mathrm{HT}=$ South. There are many other questions that could be asked and such problems may get quite complicated.

There are many applications of the random walk in science. Perhaps the most famous is the solution to the problem of Brownian motion. This was solved by Einstein $(1905,1906)$ and proved to be the final nail in the coffin of the continuous matter theory. After millennia of philosophical and scientific arguments, atoms indeed did exist!

## Proofs of theorems in the text

## Proof of the Shannon-McMillan-Breiman Theorem

(a) See Section 4.1. The Markov process is ergodic, therefore the statistical properties of the sequence are stationary. The probability of any sequence does not depend on the starting point. Suppose we start at $E_{k_{1}}$, which has probability $P_{k_{1}}$. Let $i$ and $l$ be two arbitrary numbers each ranging from 1 to $n$ and let $m_{i l}$ be the numbers of pairs of the form $k_{r} k_{r+1}$ where $1 \leq r \leq N-1$ in which $k_{r}=i$ and $k_{r+1}=l$. Then $p(l \mid i)$ is the transition probability from state $i$ to state $l$. The values of the $k$ 's run from one to $n$ at each step. The
subscripts indicate the position in the sequence and run from 1 to $N$. Then we have for $m_{i l}$ pairs:

$$
\begin{equation*}
p(C)=P_{k_{1}} \prod_{i=1}^{n} \prod_{l=1}^{n} p(l \mid i)^{m_{i l}} . \tag{MA1.26}
\end{equation*}
$$

We now assign the sequence to the first group if it has the following two properties:

1. It is a possible outcome, that is, all $p(l \mid i)>0$. For a DNA sequence that means that there are no terminator codons.
2. For any $i, l$ the following inequality holds:

$$
\begin{equation*}
\left|m_{i l}-N P_{i} p(l \mid i)\right|<N \delta \tag{MA1.27}
\end{equation*}
$$

The second term in the absolute value bars is the estimate of $m_{i l}$ from the law of large numbers. In order to make Relation MA1.27 an equality let us find a number $h_{i l}$ the absolute value of which is less than one for any pair $m_{i l}$ and write as follows:

$$
\begin{equation*}
m_{i l}=N P_{i}+N \delta h_{i l} . \tag{MA1.28}
\end{equation*}
$$

Substitute the expression for $m_{i l}$ in Equation MA1.26 then take the logarithm to base 2 .

$$
\begin{align*}
-\log _{2} P(C)= & -\log _{2} P_{k_{1}}-N \Sigma_{i} \Sigma_{l} P_{i} p(l \mid i) \log _{2} p(l \mid i) \\
& -N \delta \Sigma_{i} \Sigma_{\lambda} \operatorname{hilp}(l / i) . \tag{MA1.29}
\end{align*}
$$

The second term on the right is simply $N$ times the one step entropy in the chain, as we have seen above. Equation MA1.29 may be rewritten in the following form, returning to the inequality by replacing all $h_{i l}$ by 1 :

$$
\begin{equation*}
\left|\left(-\log _{2} p(C) / N\right)-H\right|<-(1 / N) \log _{2} P_{k_{1}}-\delta \Sigma_{l} \Sigma_{l} \log _{2} p(l \mid i) . \tag{MA1.30}
\end{equation*}
$$

The left-hand side of the inequality is less than $\eta>0$, which is as small as we please by choosing $N$ sufficiently large. By condition (2), we have chosen $\delta$ sufficiently small. This proves the first part of the theorem and we see that the procedure leading to Equations 4.4 and 4.5 of Chapter 4 is justified.

To prove the second part of the theorem we must find the sum of the probabilities of those sequences that do not satisfy the inequality of MA1.27.

That is:

$$
\begin{equation*}
\sum_{i=1}^{n} \sum_{l=1}^{n} P\left\{\left|m_{i l}-N P_{i} p(l \mid i)\right| \geq N \delta\right\} . \tag{MA1.31}
\end{equation*}
$$

Let us start by selecting any pair $i, l$. By the law of large numbers we can say that the probability that $\left|m_{i}-N P_{i}\right|$ is less than $N \delta$ is less than $1-\varepsilon$. In mathematical symbolism this is written as follows:

$$
\begin{equation*}
P\left\{\left|m_{i}-N P_{i}\right|<N \delta\right\}>1-\varepsilon, \tag{MA1.32}
\end{equation*}
$$

where $m_{i}$ is the frequency of events in state $i$.
By the same token if $N$ is sufficiently large, we can write:

$$
\begin{equation*}
P\left\{\left|\left(m_{i l} / m_{i}\right)-p(l \mid i)\right|<\delta\right\}>1-\varepsilon . \tag{MA1.33}
\end{equation*}
$$

Therefore, the probability of satisfying both of the inequalities in the brackets is the product of the separate probabilities and is greater than $(1-\varepsilon)^{2}>1-2 \varepsilon$. If we multiply the inequality of MA1.32 through by $p(l \mid i)$ it follows that, since $1>p(l \mid i)>0$ :

$$
\begin{equation*}
\left|p(l \mid i) m_{i}-N P_{i} p(l \mid i)\right|<p(l \mid i) N \delta<N \delta \tag{MA1.34}
\end{equation*}
$$

If we add this inequality to the inequality that comes from Expression MA1.32, thus:

$$
\begin{equation*}
\left|m_{i l}-m_{i} p(l \mid i)\right|<\delta m_{i} \leq N \delta, \tag{MA1.35}
\end{equation*}
$$

we have:

$$
\begin{equation*}
\left|m_{i l}-N P_{i} p(l \mid i)\right|<2 N \delta . \tag{MA1.36}
\end{equation*}
$$

Thus, for any $i$ and $l$ and for $N$ sufficiently large we have the probability that:

$$
\begin{equation*}
P\left\{\left|m_{i l}-N P_{i} p(l \mid i)\right|<2 N \delta\right\}>1-2 \varepsilon, \tag{MA1.37}
\end{equation*}
$$

which is the same statement that:

$$
\begin{equation*}
P\left\{\left|m_{i l}-N \operatorname{Pip}(l \mid i)\right|>2 N \delta\right\}<2 \varepsilon . \tag{MA1.38}
\end{equation*}
$$

We can now carry out the summation in Expression MA1.38 and find:

$$
\begin{equation*}
\sum_{i=1}^{n} \sum_{l=1}^{n} P\left\{\left|m_{i l}-N P p(l \mid i)\right|>2 N \delta\right\}<2 n^{2} \varepsilon \tag{MA1.39}
\end{equation*}
$$

Because the right side of this inequality can be made as small as we please by choosing $\varepsilon$ sufficiently small, the sum of the probabilities of all the sequences in the second group can be made as small as we please by choosing $N$ sufficiently large. This meets the requirement of the second part of the theorem and completes the proof.

Theorem 5.1 The value of the mutual entropy is symmetric between the source and the receiver $I(A ; B)=I(B ; A)$.

Proof: First express the two entropies in terms of the probabilities where $p(i, j)$ is the probability of the pair $(i, j)$.

$$
\begin{align*}
& I(A ; B)=-\Sigma_{i} p_{i} \log _{2} p_{i}+\Sigma_{i, j} p(i, j) \log _{2} p(i \mid j)  \tag{MA1.40}\\
& p_{i}=\Sigma_{j} p(i \mid j) \tag{MA1.41}
\end{align*}
$$

Substitute $p_{i}$ in the first term of equation (but not in the logarithm).

$$
\begin{align*}
& I(A ; B)=-\Sigma_{i j} p(i, j) \log _{2} p_{i}+\Sigma_{i, j} p(i, j) \log _{2} p(i \mid j)  \tag{MA1.42}\\
& I(A ; B)=\Sigma_{i, j} p(i, j) \log _{2}\left[p(i \mid j) / p_{i}\right] \tag{MA1.43}
\end{align*}
$$

The probability of the pair $(i, j)$ is:

$$
\begin{equation*}
p(i, j)=p_{i} p(j \mid i)=p_{j} p(i \mid j) \tag{MA1.44}
\end{equation*}
$$

Substitute from Equation 5.8 to the argument of the logarithm in Equation 5.7:

$$
\begin{equation*}
I(A ; B)=\Sigma_{i, j} p(i, j) \log _{2}\left[p(j \mid i) / p_{j}\right]=I(B ; A) \tag{MA1.45}
\end{equation*}
$$

which proves the theorem.
Theorem 5.2 The mutual information $I(A ; B)$ is zero, if and only if, the sequences in alphabet $A$ and those in alphabet $B$ are independent.

Proof: From Equation MA1.44 we have, assuming that $p_{j} \neq 0$.

$$
\begin{equation*}
p(i, j) / p_{j}=p(i \mid j) \tag{MA1.46}
\end{equation*}
$$

Substitute $p(i \mid j)$ in the argument of the logarithm in Equation MA1.43.

$$
\begin{equation*}
I(A ; B)=-\Sigma_{i, j} p(i, j) \log _{2}\left[\frac{p(i \mid j)}{p_{i} p_{j}}\right] \tag{MA1.47}
\end{equation*}
$$

The sequences in alphabet $A$ and and those in alphabet $B$ are independent if and only if $p(i \mid j)=p_{i} p_{j}$. In that case the argument of the logarithm in equation MA1.43 is unity and the logarithm vanishes for all pairs $(i, j)$.
(We recall that a regular matrix is one in which, at some power, all matrix elements are $>0$.)

Let us remind ourselves that $\mathbf{P}^{t}$ is a $\lambda$-matrix where the elements are polynomials of degree $t$. We can, if we wish, stop at any step $t$ to calculate the matrix elements and vector components for substitution in Equations 5.13 and 5.14. We can, as a matter of fact, follow the progress of the mutual entropy, step by step, to its equilibrium value.

The Perron-Frobenius Theorem 1.5 (Bellman, 1997; Berman and Plemmons, 1994; Frobenius, 1908, 1912; Lancaster and Tismenetsky, 1985; Marcus and Minc, 1984; Perron, 1907; Petersen, 1983; Seneta, 1973):

The Perron-Frobenius Theorem is not intuitive, so that, if we attempt to find an equilibrium fixed probability vector by raising $\mathbf{P}$ to higher powers, we are in for a formidable amount of computation. However, the mathematics leads us to the correct result with unseemly ease and, in particular in the last step, reminds us that $\alpha$ must not be equal to zero.

Let $\mathbf{A}$ be a regular stochastic matrix. Then:
a. A fixed probability vector $\mathbf{t}$, none of whose components is zero, is associated with $\mathbf{A}$.
b. The sequences of powers $\mathbf{A}, \mathbf{A}^{2}, \mathbf{A}^{3}, \ldots$ approaches the matrix $\mathbf{T}$ whose rows are each the vector $\mathbf{t}$.
c. If $\mathbf{p}$ is any probability vector, then the sequence of vectors, $\mathbf{A p}, \mathbf{A}^{2} \mathbf{p}, \mathbf{A}^{3} \mathbf{p} \ldots$ approaches the fixed probability vector $\mathbf{t}$.

Proof: Because of the normalization condition $\Sigma_{i} p_{i j}=1$, we have:

$$
\begin{equation*}
\max _{i j} p_{i j} \leq 1-(n-1) \delta, \tag{MA1.48}
\end{equation*}
$$

where

$$
\delta=\min _{i j} p_{i j}
$$

Consider the equation:

$$
\begin{equation*}
p_{i j}^{(t+1)}=\Sigma_{k} p_{i k}^{(t)} p_{k j} . \tag{MA1.49}
\end{equation*}
$$

Let

$$
\begin{aligned}
m_{i}^{(t)} & =\min _{j} p_{i j}^{(t)} \\
M_{i}^{(t)} & =\max _{j} p_{i j}^{(t)}
\end{aligned}
$$

$$
\begin{aligned}
m_{i}^{(t+1)} & =\min _{j} \Sigma_{k} p_{i k}^{(t)} p_{k j} \\
m_{i}^{(t=1)} & \geq m i(t) \min _{j} \Sigma_{k} p_{k j} \\
m_{i}^{(t=1)} & \geq m_{i}^{(t)}
\end{aligned}
$$

Thus the sequence $m_{i}^{(1)}, m_{i}^{(2)}, \ldots$ is non-decreasing, and by the same token, $M_{i}^{(1)}, M_{i}^{(2)} \ldots$ is non-increasing. Therefore, both sequences tend to a limit. We now prove these limits to be equal. Some terms in the equation: $\Sigma_{l}\left(p_{i j}-\right.$ $\left.p_{i k}\right)=0$ for a given $j$ and $k$, will be such that $p_{i j} \geq p_{i k}$ and some may be such that $p_{i j}<p_{i k}$. Let $\Sigma^{+}$indicate summation of the first set and $\Sigma^{-}$ summation over the second set. Then the two sets may be arranged in this manner:

$$
\begin{align*}
\Sigma_{i}^{+}\left(p_{i j}-p_{i k}\right) & =\Sigma_{i}^{+} p_{i j}-\Sigma_{i}^{+} p_{i k}  \tag{MA1.50}\\
\Sigma_{i}^{+}\left(p_{i j}-p_{i k}\right) & =1-\Sigma_{i}^{-} p_{i j}-\Sigma_{i}^{+} p_{i k} \tag{MA1.51}
\end{align*}
$$

Let $s$ be the number of values of $i$ in the first set,

$$
\begin{align*}
& \Sigma_{i}^{+}\left(p_{i j}-p_{i k}\right) \leq 1-(n-s) \delta-s \delta  \tag{MA1.52}\\
& \Sigma_{i}^{+}\left(p_{i j}-p_{i k}\right) \leq 1-n \delta
\end{align*}
$$

This leads to:

$$
\begin{align*}
& M^{(t+1)}-m_{l}^{(t+1)}=\max _{j k} \Sigma_{i} p_{l i}^{(t)}\left(p_{i j}-p_{i k}\right)  \tag{MA1.53}\\
& M^{(t+1)}-m_{l}^{(t+1)} \leq \max _{j k}\left\{\Sigma_{i}^{+} p_{l i}^{(t)}\left(p_{i j}-p_{i k}\right)\right. \\
& \left.\quad+\Sigma_{i}^{-} p_{l i}^{(t)}\left(p_{i j}-p_{i k}\right)\right\}  \tag{MA1.54}\\
& M^{(t+1)}-m_{l}^{(t+1)} \leq \max _{j k}\left\{\Sigma_{i}^{+} M_{l}^{(t)}\left(P_{i j}-p_{i k}\right)\right. \\
& \left.\quad+\Sigma_{i}^{-} m_{l}^{(t)}\left(p_{i j}-p_{i k}\right)\right\}  \tag{MA1.55}\\
& M^{(t+1)}-m_{l}^{(t+1)} \leq \max _{j k} \Sigma_{i}^{+}\left(M_{l}^{(t)}-m_{l}^{(t)}\right)\left(p_{i j}-p_{i k}\right)  \tag{MA1.56}\\
& M^{(t+1)}-m_{l}^{(t+1)} \leq(1-n \delta)\left(M_{l}^{(t)}-m_{l}^{(t)}\right) \tag{MA1.57}
\end{align*}
$$

We can now conclude that:

$$
\begin{equation*}
M_{l}^{(t)}-m_{l}^{(t)} \leq(1-n \delta)^{t} \tag{MA1.58}
\end{equation*}
$$

Therefore, $M_{l}^{(t)}$ and $m_{l}^{(t)}$ approach the same non-zero constant as tincreases. If the probability matrix is doubly stochastic and the vector $\mathbf{p}$ satisfies the equation $\mathbf{p P}=\mathbf{p}$, then each component of $\mathbf{p}$ is $1 / n$.

Definition: An $m \times n$ matrix $\mathbf{A}(\lambda)$ whose elements are polynomials in $\lambda$ is called a $\lambda$ matrix. $\mathbf{A}(\lambda)$ is said to be singular or non-singular according to whether the determinant $|\mathbf{A}(\lambda)|$ is zero or not.

## MA2.1 The role of axioms in mathematics

Since before the time of Euclid of Alexandria ( 325 B.C. -265 B.C.), mathematicians have preferred to treat their subject in terms of axioms. This avoids an endless sequence of contrived and ad hoc assumptions being made in pursuit of the desired result. It prevents us from arguing a case, as it were, to achieve a foreordained result. The axiomatic treatment often reveals unsuspected theorems that are not intuitive. It discloses relations between problems that would otherwise not be realized. In particular, the axiomatic treatment of the theory of probability avoids logical circularities and allows the application of the theory to a broad range of problems.

Axioms are elementary facts that cannot be explained by reducing them to simpler ones, rather, they must be taken as a starting point. Axioms are not necessarily self-evident or representative of the real world. It is only in the application to real-world problems that they are useful or useless, appropriate or inappropriate, interesting or dull, to the degree of the exactness that the set of axioms is a mathematical representation of the real world.

A set of axioms, or postulates if one prefers, must be consistent; that is, it must not be possible to prove a given statement or theorem both true and false. Axioms must be independent; that is, any axiom that can be proved from the others is a theorem and must be crossed off the list. The set of axioms must be unique and finite in number. The axioms must be complete; that is, one must not need to introduce $a d$ hoc statements as one goes about proving theorems. Gödel (1931) that proved that for any set of axioms there are true statements that cannot be proved from the axioms. Furthermore, there are questions that are undecidable from the set of axioms. Reasoning from axioms is the highest form of human thought. Nevertheless, there are questions that are beyond human reasoning (Chaitin, 1987a, Ch. 11).

## Glossary

algorithm A step-by-step problem-solving procedure, especially an established, recursive computational procedure for solving a problem in a finite number of steps.
amino acid Any of various organic compounds charactrized by the presence of the amino group $\left(-\mathrm{NH}_{2}\right)$ and a carboxylic group ( -COOH ).
axiom Axioms are elementary facts that cannot be explained by reducing them to simpler ones; rather, they must be taken as a starting point.
bases Any of the combinations of three nucleotides in DNA and RNA.
biochemistry The study of the chemistry of living organisms. See comparison with organic chemistry.
bit The information in the binary source alphabet is called a bit.
block code A code in which all the code letters have the same number of elements.
byte The number of bits in a computer code or the genetic code extended from a binary source alphabet is called byte. A byte is not always eight bits the number of bits in the byte depends on the code.
catalysis Modification or an increase in rate of chemical reactions induced by a chemical that is unchanged at the end of the reaction.
chiral Objects or molecules that are formed in both right-handed and left-handed condition. They are mirror images of each other.
chromosome A thread-like body in the nucleus of an organism that contains the genes that are composed of DNA and protein.
code Given a source with probability space $\left[\Omega, A, \mathbf{p}_{\mathrm{A}}\right]$ and a receiver with probability space $\left[\Omega, B, \mathbf{p}_{\mathrm{B}}\right]$, then a unique mapping of the letters of alphabet $A$ on to the letters of alphabet $B$ is called a code (Perlwitz, Burks, and Waterman, 1988).
codon A sequence of three nucleotides in DNA or mRNA that specifies a particular amino acid during protein synthesis. Of the sixty-four possible codons three are stop codons that do not usually specify an amino acid.
cytochrome c A small globular heme, containing an iron ion, formed early in the evolution of life
cytosine One of the five nitrogen containing bases that compose nucleic acids.
dialectical materialism The philosopohical belief that the appearance of life is achieved, not through the laws of physics and chemistry, but through the Law of the Transformation of Quantity into Quality.
digital Elements that form a signal, message, or sequence.
DNA (deoxribose nucleic acid) A long linear sequence of four kinds of deoxyribose nucleotides that carry the genetic information. In its native state, DNA is a double helix of two antiparallel strands held together by hydrogen bonds between complementary purine and pyrimidine bases.
enzyme Any of numerous complex proteins that catalyze specific biochemical reactions.
evolution The theory that groups of organisms change with passage of time, mainly as a result of natural selection, so that descendants differ morphologically and physiologically from their ancestors.
gene That segment of the genome that contains the genetic message for a specific protein.
genetic code The table of correspondence between the codons in DNA and amino aicds.
genetic message The sequence of codons that make up DNA and contain the information that controls the formation of protein.
genome The total genetic encyclopedia of genetic messages in an organism.
Hamming distance The number of positions in which synonymous code words differ is called the Hamming distance (Hamming, 1950).
information content The number of bits or bytes in a message or sequence of letters selected from an alphabet.
isotope Any of two or more chemical element having the same electrical charge but a different atomic mass.
majority logic redundancy Sending the message several times to overcome errors.
materialist-reductionist One who believes that life processes or mental acts can be completely explained by chemical and physical laws.
matrix A rectangular array of quantities $a_{i j}$, set out in $m$ rows and $n$ columns is called an $m \times n$ matrix. See the Mathematical Appendix.
mechanism-reductionism The doctrine that all natural phenomena are explicable by material causes and mechanical principles.
nitrogen fixation The assimilation of atmospheric nitrogen by living organism.
nucleic acid Any of several organic acids formed of a sugar (deoxyribose or ribose) with attached purine (adenine and/or guanine) and pyrimidine, nitrogen containing bases.
nucleoside A small molecule composed of a purine or a pyrimidine base linked to a pentose (either ribose or deoxyribose).
nucleotide A nucleoside with one or more phosphate groups liked via an ester bond to the sugar moiety. DNA and RNA are polymers of nucleotides.
ontogeny The growth and development of an organism from fertilization to sexual maturity and senescence.
optical isomers Molecules that are mirror images of each other.
organic chemistry The chemistry of carbon compounds.
organic compound A chemical compound that may be composed of carbon, hydrogen, nitrogen, and oxygen.
phylogeny The evolutionary history of an organism.
polypeptide A molecule composed of three or more amino acids joined in a chain.
postulate A synonym for axiom.
probability sample space See the Mathematical Appendix.
probability theory See the Mathematical Appendix.
protein One of a large group of biomolecules that are composed of chains of amino acids. Some contain metals such as iron, zinc, copper, and manganese. Thyroxine contains iodine.
proteome The collection of proteins in molecular biology.
racemic Substances composed of equal amounts of molecules of a rightand left-handed form.
reductionist One who believes that life processes or mental acts are instances of chemical and physical laws.
ribsome The RNA-rich cytoplasmic granules that are the sites of protein synthesis.
sense code letters Code letters that have been assigned a meaning or significance.
sense versus non-sense Meaning contrasted with unassigned significance.
sequence hypothesis The linear and digital sequence of nucleotides in the genome, composed of DNA, that contains the genetic information that controls the formation of proteins.
specificity Having a definite meaning or significance.
speculation Reasoning based on inconclusive evidence.
spontaneous generation The presumed origin of life from non-living organic compounds.
stochastic A chance process, that is, probability. See the Mathematical Appendix.
sugar Any of the oligosaccharides, such as sucrose, fructose, having a generalized chemical formula $\mathrm{CH}_{2} \mathrm{O}$.
theory A general principle or sets of principles that describe process or conditions in nature that is supported by a large body of evidence and has been repeatably tested by experiment and has been found to be applicable to a large variety of circumstances. See also speculation.
transcription The decoding of the genetic message from the DNA alphabet to the mRNA alphabet is called transcription.
translation The genetic message is decoded by the ribosomes from the sixty-four-letter mRNA alphabet to the twenty-letter alphabet of the proteome. This decoding process is called translation in molecular biology.
tRNA (transfer RNA) A group of small RNA molecules that function as amino acid donors during protein synthesis.
uracil One of the five nitrogen-containing bases present in biological nucleic acids.

Urschleim (primeval slime) The colloids or coacervates generated from organic substances in the early ocean from which Ernst H.P.A. Haeckel (1834-1919) claimed life originated by self-organizing biochemical cycles. virus A noncellular infectious particle composed of nucleic acid and surrounded by a protein coat.
vitalism The belief that all matter possesses a World Spirit and organized bodies, especially living organisms have it to an intense degree.
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[^0]:    ${ }^{1}$ If a set of symbols is arranged in a row, they are called a row vector. If they are arranged in a column, they are called a column vector.

[^1]:    * Some authors are confused by the minus sign in Equation 4.5 and that leads them to believe in negative entropy (see Section 4.4). The probabilities of all events being considered must sum to 1 . Probabilities lie between zero and one. Logarithms in that range are negative or zero, so $\log _{2} P$ is always zero or negative and so are the terms $\log _{2} p(i)$. We always take $0 \log 0$ to be zero. Therefore, Shannon entropy is always positive or zero.

[^2]:    * In some publications Equation 5.2 is written:

    $$
    I(i)=H_{\text {beforoe }}-H_{\text {after }}
    $$

    That is incorrect. Papers in which that appears should be disregarded.
    Adami, Ofria, \& Collier (2000).
    Adami \& Cerf (2000).
    Schneider, Thomas D. (2000).
    Schneider, Stormo, Gold, \& Ehrenfeucht (1986).

[^3]:    Hamming distances in parentheses

[^4]:    ${ }^{*}$ Pro is predicted by the prescription but found by not to be functionally equivalent, Protein Information Resource (2003), pirmail@georgetown. edu (March 18, 2003)

[^5]:    * Found by Data from Protein Information Resource (2003) not to be functionally equivalent.
    ${ }^{1}$ T4 Lysozyme 157 from Alber et al. (1987). Nature 330 41-46, T4 Lyzome 86 from Alber et al. (1988). Science 239 631-5. Phage k from Reidhaar-Olson \& Sauer (1988). Science 241 53-7. Phage $\lambda$ sites, 75-83 from Bowie et al. (1990). ${ }^{3}$ Phage $\lambda$ sites 84-91 from Reidhaar-Olson \& Sauer (1988).

[^6]:    * This is read, "The element $i$ is a member of code C."

