


Managing Editors

Shigeo Kusuoka
University of Tokyo
Tokyo, JAPAN

Akira Yamazaki
Meisei University
Tokyo, JAPAN

Editors

Robert Anderson
University of California,
Berkeley
Berkeley, U.S.A.

Charles Castaing
Université Montpellier II
Montpellier, FRANCE

Frank H. Clarke
Université de Lyon I
Villeurbanne, FRANCE

Egbert Dierker
University of Vienna
Vienna, AUSTRIA

Darrell Duffie
Stanford University
Stanford, U.S.A.

Lawrence C. Evans
University of California,
Berkeley
Berkeley, U.S.A.

Takao Fujimoto
Fukuoka University
Fukuoka, JAPAN

Jean-Michel Grandmont
CREST-CNRS
Malakoff, FRANCE

Norimichi Hirano
Yokohama National
University
Yokohama, JAPAN

Leonid Hurwicz
University of Minnesota
Minneapolis, U.S.A.

Tatsuro Ichiishi
The Ohio State University
Ohio, U.S.A.

Alexander Ioffe
Israel Institute of
Technology
Haifa, ISRAEL

Seiichi Iwamoto
Kyushu University
Fukuoka, JAPAN

Kazuya Kamiya
University of Tokyo
Tokyo, JAPAN

Kunio Kawamata
Keio University
Tokyo, JAPAN

Norio Kikuchi
Keio University
Yokohama, JAPAN

Toru Maruyama
Keio University
Tokyo, JAPAN

Hiroshi Matano
University of Tokyo
Tokyo, JAPAN

Kazuo Nishimura
Kyoto University
Kyoto, JAPAN

Marcel K. Richter
University of Minnesota
Minneapolis, U.S.A.

Yoichiro Takahashi
Kyoto University
Kyoto, JAPAN

Michel Valadier
Université Montpellier II
Montpellier, FRANCE

Makoto Yano
Kyoto University
Kyoto, JAPAN



Aims and Scope. The project is to publish Advances in Mathematical Eco-
nomics once a year under the auspices of the Research Center for Mathemati-
cal Economics. It is designed to bring together those mathematicians who are
seriously interested in obtaining new challenging stimuli from economic the-
ories and those economists who are seeking effective mathematical tools for
their research.

The scope of Advances in Mathematical Economics includes, but is not
limited to, the following fields:

– Economic theories in various fields based on rigorous mathematical reason-
ing.

– Mathematical methods (e.g., analysis, algebra, geometry, probability) moti-
vated by economic theories.

– Mathematical results of potential relevance to economic theory.
– Historical study of mathematical economics.

Authors are asked to develop their original results as fully as possible and
also to give a clear-cut expository overview of the problem under discussion.
Consequently, we will also invite articles which might be considered too long
for publication in journals.



S. Kusuoka, A. Yamazaki (Eds.)

Advances in
Mathematical Economics
Volume 11



Shigeo Kusuoka
Professor
Graduate School of Mathematical Sciences
University of Tokyo
3-8-1 Komaba, Meguro-ku
Tokyo, 153-0041 Japan

Akira Yamazaki
Professor
Department of Economics
Meisei University
Hino
Tokyo, 191-8506 Japan

ISBN 978-4-431-77783-0 e-ISBN 978-4-431-77784-7

Printed on acid-free paper
Springer is a part of Springer Science+Business Media
springer.com
©Springer 2008
Printed in Japan

This work is subject to copyright. All rights are reserved, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of
illustrations, recitation, broadcasting, reproduction on microfilms or in other ways, and
storage in data banks. The use of registered names, trademarks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt
from the relevant protective laws and regulations and therefore free for general use.

Camera-ready copy prepared from the authors’ LATEXfiles.
Printed and bound by Shinano Co. Ltd., Japan.
SPIN: 12219216



Table of Contents

Research Articles

T. Arai
Optimal hedging strategies on asymmetric functions 1

C. Castaing, C. Hess, M. Saadoune
Tightness conditions and integrability of the sequential weak
upper limit of a sequence of multifunctions 11

C. Hara
Core convergence in economies with bads 45

H. Komiya
A distance and a binary relation related to income
comparisons 77

V. L. Levin
On preference relations that admit smooth utility functions 95

T. Matsuhisa, R. Ishikawa
Rational expectations can preclude trades 105

R. J. Rossana
The Le Chatelier Principle in dynamic models of the firm 117

T. Shinotsuka
Interdependent utility functions in an intergenerational
context 147

Subject Index 157

Instructions for Authors 159



Adv. Math. Econ. 11, 1–10 (2008)

Optimal hedging strategies on asymmetric
functions

Takuji Arai∗

Department of Economics, Keio University, 2-15-45 Mita, Minato-ku, Tokyo 108-8345,
Japan
(e-mail: arai@econ.keio.ac.jp)

Received: June 26, 2007
Revised: November 7, 2007

JEL classification: G10

Mathematics Subject Classification (2000): 91B28, 52A41, 60H05

Abstract. We treat in this paper optimal hedging problems for contingent claims in
an incomplete financial market, which problems are based on asymmetric functions. In
summary, we consider the problem

min
ϑ∈Θ E[ f (H − GT (ϑ))],

where H is a contingent claim, Θ , which is a suitable set of predictable processes,
represents the collection of all admissible strategies, GT (ϑ) is a portfolio value at the
maturity T induced by an admissible strategy ϑ , and f : R → R+ is a differentiable
strictly convex function with f (0) = 0. In particular, under the assumption that there
exist two positive constants c0 and C1 such that, for any x ∈ R being far away from
0 sufficiently, c0|x |p ≤ f (x), and | f ′(x)| ≤ C1|x |p−1, where 1 < p < ∞, we shall
prove the unique existence of a solution and shall discuss its mathematical property.

Key words: mathematical finance, incomplete market, convex function, semimartin-
gale, stochastic integral
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1. Introduction

Let (Ω,F , P) be a complete probability space. We fix T > 0, and suppose
that F = {Ft }t∈[0,T ] is a filtration satisfying the so-called usual condition, that
is, F is right-continuous and F0 contains all null sets of F . In addition, we
assume that F0 is trivial and FT = F . Let X be an F-adapted Rd -valued RCLL
semimartingale on (Ω,F , P). X is not assumed to be continuous. Moreover,Θ
denotes some subspace of Rd -valued X -integrable predictable processes. We

define Gt (ϑ) :=
∫ t

0
ϑsd Xs for any t ∈ [0, T ] and any ϑ ∈ Θ , and GT :=

{GT (ϑ)|ϑ ∈ Θ}. Note that Θ and GT is assumed to be linear spaces.
Consider an incomplete financial market which consists of one riskless asset

and d risky assets whose fluctuation is described by the semimartingale X . We
regard the fixed T > 0 as the maturity of our market. Suppose that the interest
rate of our market is given by 0, namely, the price of the riskless asset is 1
at all times. Furthermore, we consider the set Θ of predictable processes as
the collection of all admissible strategies. Thus, we call each element of Θ an
admissible strategy. Let H be a contingent claim which is a kind of pay-off at
T . Mathematically, H is an FT -measurable random variable. We assume an
investor who intends to hedge the contingent claim H with a suitable strategy
which belongs to Θ . Suppose that the initial endowment of the investor is
0, and the investor attempts to construct her portfolio to approach, in some
rational sense, the contingent claim as much as possible at the maturity. The
mean-variance hedging is well-known as one of strong candidates for such
optimal hedging strategies. However, it depends only on the size of the hedging
error, which is the difference between the value of the contingent claim and the
portfolio value at the maturity. In general, investors are interested whether their
hedging error is positive or negative. Hence, it is important to widen the width
of problems which we can treat.

Throughout this paper, we shall make, in the light of the above matters, a
new attack on the following minimization problem:

inf
ϑ∈Θ E[ f (H − GT (ϑ))], (1)

where f : R → R+ is a differentiable strictly convex function with f (0) = 0,
R+ = [0,∞), andΘ is defined so that f (H −GT (ϑ))may be integrable for any
ϑ ∈ Θ . The case of f (x) = x2 and = |x |p for 1 < p < ∞ are corresponding
to the mean-variance hedging and the p-optimal hedging undertaken by Arai
[1], respectively. Indeed, optimal hedging strategies depending only on the size
of the hedging error are corresponding to the case where f is symmetric, in
which problem (1) become a norm minimization problem which is in an easy
to handle mathematically. On the other hand, in order to reflect the sign of the
hedging error, we have to treat asymmetric functions. Hence, our aim in this
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paper is to extend the mean-variance hedging or the p-optimal hedging to the
asymmetric case.

Remark 1. We can rewrite (1) as follows:

inf
x∈GT

E[ f (H − x)], (2)

since the operator GT (·) : Θ → GT is an injection under the no-arbitrage
condition. Throughout this paper, we regard (2) as the primal problem.

Let us sketch out the problem (2). Let x H ∈ GT be fixed. We assume that
E[ f ′(H − x H )x] = 0 for any x ∈ GT . The convexity of f implies that, for
any x ∈ GT ,

E[ f (H − x)] ≥ E[ f (H − x H )+ f ′(H − x H )(H − x − (H − x H ))]
= E[ f (H − x H )] + E[ f ′(H − x H )(x H − x)]
= E[ f (H − x H )].

The following theorem is based on the above fact.

Theorem 1. Suppose that there exists an x H ∈ GT satisfying E[ f ′(H −
x H )x] = 0 for any x ∈ GT . Then, x H is the unique solution to (2).

Proof. We have only to prove the uniqueness. Suppose that there exist two
solutions x0 and x1. Remark that E[ f (H − x0)] = E[ f (H − x1)]. Denoting
xα := αx1+(1−α)x0 for anyα ∈ (0, 1), H−xα = α(H−x1)+(1−α)(H−x0).
Since f is convex, we have

f (H − xα) ≤ α f (H − x1)+ (1 − α) f (H − x0).

Now, we set Aα := { f (H − xα) < α f (H − x1)+ (1 − α) f (H − x0)}, which
satisfies P(Aα) > 0, since x0 �= x1 and the strict convexity of f . Then, we
obtain that

E[ f (H − xα)] = E[ f (H − xα)1Aα + f (H − xα)1Ac
α
]

< E[α f (H − x1)+ (1 − α) f (H − x0)]
= E[ f (H − x1)],

which is contradiction. As a result, the solution exists uniquely.

Next, we consider a dual problem under the assumption of Theorem 1. We
define the convex dual f̃ of f as f̃ (y) := supx∈R[xy− f (x)], and the orthogonal
complement of GT as

G⊥ := {y|(H − x H )y − f̃ (y) is integrable and E[xy] = 0 for any x ∈ GT },
where x H is the unique solution to (2). Then, we have the following:
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Theorem 2. Under the same assumption as the previous theorem, we have

inf
x∈GT

E[ f (H − x)] = sup
y∈G⊥

E[H y − f̃ (y)]. (3)

Proof. Letting I (y) := ( f ′)−1(y), we have f̃ (y) = y I (y) − f (I (y)) for any
y ∈ R. Since f̃ (y) ≥ xy − f (x) for any x, y ∈ R, inf x∈GT E[ f (H − x)] =
E[ f (H − x H )] ≥ E[(H − x H )y − f̃ (y)], where we take a random variable
y so that the right hand side should be integrable. Thus, for any y ∈ G⊥,
inf x∈GT E[ f (H − x)] ≥ supy∈G⊥ E[(H − x H )y − f̃ (y)] = supy∈G⊥ E[H y −
f̃ (y)].

We prove the reverse inequality. The assumption in Theorem 1 guarantees
that f ′(H − x H ) ∈ G⊥. Thus, we have

inf
x∈GT

E[ f (H − x)] = E[ f (H − x H )]
= E[(H − x H ) f ′(H − x H )− f̃ ( f ′(H − x H ))]
≤ sup

y∈G⊥
E[(H − x H )y − f̃ (y)] = sup

y∈G⊥
E[H y − f̃ (y)].

Consequently, Theorem 2 follows.

Note that these results are obtained under the assumption in Theorem 1. In
general, it is very difficult to check whether a concrete model given satisfies
the assumption or not. Thus, we shall focus on a sufficient condition for the
assumption. In order to achieve this goal, it might be important how we set
the underlying market and define the set Θ . The closedness of GT might be a
significant keyword.

In Sect. 2, we define admissible strategies and confirm that the space of all
their stochastic integrals is closed. Moreover, under the setting introduced in
Sect. 2, we prove in Sect. 3 the unique existence of a solution x H to the problem
(2) under the condition which there are two positive constants c0 and C1 such
that, for any x ∈ R whose absolute value is sufficient large,

c0|x |p ≤ f (x), and | f ′(x)| ≤ C1|x |p−1.

In addition, we mention that E[ f ′(H − x H )x] = 0 for any x ∈ GT . For all
unexplained notation, we refer to Dellacherie and Meyer [4] and Černý and
Kallsen [3].

2. Setup

In this section, we address our standing assumptions and define admissible
strategies. Throughout this section, let 1 < p < ∞ be fixed arbitrarily.
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The asset price process X is an Rd -valued RCLL semimartingale. Moreover,
suppose that X is locally bounded. Firstly, we define simple strategies and
admissible strategies.

Definition 1. (1) An Rd -valued process ϑ is called simple if it is a linear
combination of processes of the form Y 1(τ1,τ2], where τ1 ≤ τ2 denote
stopping times and Y a bounded Fτ1-measurable random variable.

(2) We define K simple := {GT (ϑ)|ϑ is a simple strategy }, and K p := K simple,
where the bar means the Lp(P)-closure.

(3) We call an X-integrable predictable process ϑ admissible, if there exists
a sequence (ϑn)n≥1 of simple strategies such that Gt (ϑ

n) → Gt (ϑ) in
probability for any t ∈ [0, T ], and GT (ϑ

n) → GT (ϑ) in Lp(P).
(4) Denote by Θ the space of all admissible strategies.

The financial interpretation of a simple strategy Y 1(τ1,τ2] is explicit, since
this means that the investor buys, for i = 1, . . . , d, Y i shares of the i-th asset at τ1
and sells them at τ2. Thus,Θ , which is, as it were, a space of limitations of simple
strategies, is reasonable as the set of all admissible strategies. Now, we should
look into the closedness ofΘ . To do it, we state our standing assumptions after
the introduction of σ -martingales and signed σ -martingale measures (SσMM).

Definition 2. (1) A semimartingale S is called a σ -martingale, if there ex-
ists an increasing sequence (Dn)n≥1 of predictable sets such that Dn ↑
Ω × R+ up to an evanescent set and

∫
1Dn dS is a uniformly integrable

martingale for any n ∈ N.
(2) A signed measure Q is said to be an absolutely continuous signed σ -

martingale measure (SσMM), if Q � P with Q(Ω) = 1, and X Z Q is a
P-σ -martingale, where Z Q is the density process of Q defined as

Z Q
t := E

[
d Q

d P
|Ft

]
.

We describe our standing assumptions as follows:

Assumption 1. (1) sup{E[|Xi
τ |p]|τ is a stopping time , i = 1, . . . , d} < ∞.

(2) There exists a probability measure Q ∼ P satisfying E[(d Q/d P)q ]<∞
and being an SσMM, where q is the conjugate index of p, that is,

1

p
+1

q
=1.

Under the above standing assumptions, we have one proposition and two corol-
laries, which are extensions of Černý and Kallsen [3] to the Lp-setting. Since
these extensions are straightforward, we omit their proofs.
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Proposition 1 ([3, Lemma 2.4]). For A ∈ Lp(P), the following are equiva-
lent:

(1) A ∈ K p.

(2) EQ[A] = 0 for any SσMM Q with
d Q

d P
∈ Lq(P).

(3) There exists a ϑ ∈ Θ such that A = GT (ϑ).
(4) There exists an X-integrable predictable process ϑ such that A = GT (ϑ)

and G(ϑ)Z Q is a uniformly integrable martingale for any SσMM Q with
d Q

d P
∈ Lq(P), where Z Q is the density process of Q.

Corollary 1 ([3, Corollary 2.5]). The following are equivalent:

(1) ϑ ∈ Θ .
(2) ϑ is an X-integrable predictable process, GT (ϑ) ∈ Lp(P), and G(ϑ)Z Q

is a uniformly integrable martingale for any SσMM Q with
d Q

d P
∈ Lq(P),

where Z Q is the density process of Q.

Corollary 2 ([3, Corollary 2.9]). Denoting Θ̃ := {ϑ |ϑ is an X-integrable
predictable process, and G(ϑ) ∈ S p}, we have the following:

(1) Θ̃ ⊂ Θ .
(2) {GT (ϑ)|ϑ ∈ Θ̃} = K p = {GT (ϑ)|ϑ ∈ Θ}, where the bar means the

Lp(P)-closure.

The last corollary asserts that the space Θ is appropriate as the collection
of all admissible strategies, because we have K p = {GT (ϑ)|ϑ ∈ Θ}, which is
closed in Lp(P). Although there are some papers which treat Θ̃ as the collection
of all admissible strategies, we have to add some standing assumptions to ensure
the closedness of {GT (ϑ)|ϑ ∈ Θ̃}. Thus, we adopt Θ in this paper.

3. The unique existence of the solution

Throughout this section, we assume Assumption 1, and fix 1 < p < ∞ and
H ∈ Lp(P) arbitrarily. We denote GT := {GT (ϑ)|ϑ ∈ Θ}(= K p), which is
a non-empty closed convex subspace of Lp(P). Note that Lp(P) is a reflexive
Banach space. We assume furthermore that f : R → R+ is differentiable,
strictly convex function with f (0) = 0. In addition to this, suppose hereafter
that there are two positive constants c0 and C1 such that, for any x ∈ R whose
absolute value is sufficient large,

c0|x |p ≤ f (x), and | f ′(x)| ≤ C1|x |p−1.

More precisely, the following two conditions are assumed:
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(i) there exist two positive constants c0 and M such that, for any x ∈ R,

c0|x |p1{|x |>M} ≤ f (x), (4)

(ii) there exist two positive constants C1 and C2 such that, for any x ∈ R,

| f ′(x)| ≤ C1|x |p−1 + C2. (5)

Example 1. The following is one of typical functions satisfying all the above
conditions:

f (x) =
{

x p, x ≥ 0,
δ|x |p, x < 0,

where δ > 0.

When we define Φ : GT → R+ as Φ(x) := E[ f (H − x)], we shall show the
unique existence of a solution to the problem

inf
x∈GT

Φ(x),

which is equivalent to (2), and shall introduce a mathematical property which
the solution satisfies.

The Gâteaux derivative of Φ is defined as

DΦ(x, y) := lim
t→0

1

t
[Φ(x + t y)−Φ(x)], for any x, y ∈ GT .

Note that the above definition is slightly different from one of the Gâteaux-
differential in [5]. Firstly, we calculate the Gâteaux derivative of Φ.

Proposition 2. For any x, y ∈ GT , we have

DΦ(x, y) = −E[ f ′(H − x)y].
Proof. We begin with one preparation which is a well-known result in the
measure theory.

Lemma 1 ([2, Theorem 16.8]). Let I be an open interval. A measurable func-
tion h(ω, t) on Ω × I is assumed to be partial differentiable on t P-a.s., and
integrable on ω for each t ∈ I . Moreover, we suppose that there exists an
integrable function g(ω) such that

∣∣∣∣∂h

∂t
(ω, t)

∣∣∣∣ ≤ g(ω) P- a.s. for any t ∈ I.

Then, we have
∂

∂t

∫
Ω

h(ω, t)d P =
∫
Ω

∂h

∂t
(ω, t)d P for each t ∈ I .
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Fix x, y ∈ GT arbitrarily, and set I := (−1, 1). We define a function h on
Ω × I as h(ω, t) := f (H − x − t y). The integrability of h on ω and the partial
differentiability of h on t are obvious. We have

∂h

∂t
(ω, t) = − f ′(H − x − t y)y.

The assumption (5) implies that | f ′(H − x − t y)| ≤ C1|H − x − t y|p−1 + C2.
Thus, we have and define∣∣∣∣∂h

∂t
(ω, t)

∣∣∣∣ ≤ C1|H − x − t y|p−1|y| + C2|y|
≤ C1 max

t∈I
|H − x − t y|p−1|y| + C2|y| =: g(ω).

Now, we show the integrability of g. Firstly, we have

|H − x − t y|p−1 ≤ (|H − x | + |t y|)p−1

≤ 2p−2|H − x |p−1 + 2p−2|t |p−1|y|p−1

≤ 2p−2|H − x |p−1 + 2p−2|y|p−1.

Thus, Hölder’s inequality yields that

E[|g|] ≤ C12p−2 E
[
|H − x |p−1|y| + |y|p

]
+ C2 E[|y|]

≤ C12p−2
{

E
1
q

[|H − x |p] ‖y‖p + ‖y‖p
p

}
+ C2 E[|y|] < ∞,

where ‖·‖p represents the Lp(P)-norm. Hence, we can apply the above lemma.
We have then

DΦ(x, y) = lim
t→0

1

t
[Φ(x + t y)−Φ(x)] = lim

t→0

1

t
E[h(t)− h(0)]

= ∂

∂t
E[h(t)]

∣∣∣
t=0

= E

[
∂

∂t
h(t)

∣∣∣
t=0

]
= −E[ f ′(H − x)y],

from which Proposition 2 follows.

Before stating our main results, we have to prepare some terminology. Φ :
GT → R is lower semi-continuous (l.s.c.), if, for any a ∈ R, {x ∈ GT |Φ(x) ≤
a} is closed. Moreover,Φ is proper, if it nowhere takes the value −∞ and is not
identically equal to +∞. Thus, any Φ in our setting is convex proper. Below is
an important result to prove the unique existence of a solution to the problem
(2).

Lemma 2 ([5, Proposition II.1.2]). Assume thatΦ is strictly convex, l.s.c. and
proper. In addition to this, we assume that Φ is coercive, i.e., for any sequence
xn ∈ GT such that ‖xn‖p → ∞, Φ(xn) converges to ∞. Then, there exists a
solution to (2) uniquely.
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We have to verify that our model satisfies the conditions of the above lemma.
Firstly, we prove that Φ is l.s.c.. Denoting Φ ′(x) := − f ′(H − x), we have
Φ ′(x) ∈ Lq(P) for any x ∈ GT , and DΦ(x, y) = E[Φ ′(x)y] for any x, y ∈
GT . Proposition I.5.4 of [5] yields that

Φ(x)−Φ(y) > E[Φ ′(y)(x − y)], (6)

for any x, y ∈ GT , x �= y. Now, we fix an x ∈ GT and a sufficient small
number δ > 0. If ‖x − y‖p < δ, then we have

|Φ(x)−Φ(y)| < C1δ{‖H − x‖p + δ}p−1 + C2δ. (7)

Let us prove (7). WhenΦ(x)−Φ(y) ≥ 0, the inequality (6), Hölder’s inequality,
Minkowski’s inequality and the condition (5) imply that

Φ(x)−Φ(y) < −E[Φ ′(x)(y − x)] ≤ E1/q [| f ′(H − x)|q ]‖y − x‖p

≤ E1/q [Cq
1 |H − x |p]‖y − x‖p + C2‖y − x‖p

< C1δ‖H − x‖p−1
p + C2δ.

On the other hand, when Φ(x) − Φ(y) ≤ 0, we have Φ(x) − Φ(y) >
E[Φ ′(y)(x − y)]. Thus,

|Φ(x)−Φ(y)| < |E[ f ′(H − y)(x − y)]| ≤ E1/q [| f ′(H − y)|q ]‖x − y‖p

< C1δ‖H − y‖p−1
p + C2δ.

Moreover, for any y ∈ GT such that ‖x − y‖p < δ, we have

‖H − y‖p ≤ ‖H − x‖p + ‖x − y‖p < ‖H − x‖p + δ.

Consequently, (7) holds, that is, Φ is continuous, not only l.s.c..
Next, we confirm thatΦ is coercive. Let {xn}n≥1 be a sequence on GT such

that ‖xn‖p → ∞. The condition (4) implies that

Φ(xn) = E[ f (H − xn)] ≥ c0 E[|H − xn|p1{|H−xn |>M}]
≥ c0 E[|H − xn|p1{|H−xn |>M}]+c0 E[|H − xn|p1{|H−xn |≤M}]−c0 M p

= c0 E[|H − xn|p] − c0 M p ≥ c0{E[|xn|p] − E[|H |p] − M p}
→ ∞,

as n tends to ∞, from which Φ is coercive.

Remark 2. Let us confirm that, if Φ satisfies all conditions of Lemma 2 and
DΦ(x H , y) = 0 for any y ∈ GT , then Theorems 1 and 2 hold.

As in the inequality (6), Proposition I.5.4 of [5] asserts that DΦ(x, y−x) <
Φ(y) − Φ(x) for any x �= y ∈ GT . We have then Φ(x H ) < Φ(y) for any
y ∈ GT . Hence, this fact results in Theorem 1.
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Moreover, we define a convex function F : Lp → R ∪ {+∞} as

F(x) :=
{
Φ(H − x), if H − x ∈ GT ,

+∞, otherwise.

The assertion of Theorem 2 then is rewritten as (Φ(x H ) =)F(H − x H ) =
F∗∗(H − x H ), which is the bipolar function of F , and whose definition is
introduced in Sect. I.4.2.of [5]. The characterization (5.2) of Chap. I in [5]
implies 0 ∈ ∂F(H − x H ). As regards the definition of the subdifferential ∂F ,
see Definition I.5.1 of [5]. Consequently, (5.3) of Chap. I in [5] asserts that
F(H − x H ) = F∗∗(H − x H ), which completes the proof of Theorem 2.

In conclusion, we obtain the following theorem:

Theorem 3. The problem (2) has a unique solution x H ∈ GT .

Moreover, we have the following mathematical property with respect to the
unique solution x H .

Theorem 4. The solution x H ∈ GT to the problem (2) satisfies

E[ f ′(H − x H )x] = 0 for any x ∈ GT . (8)

Proof. By Proposition 2, we rewrite (8) as DΦ(x H , y) = 0 for any y ∈ GT .
We have DΦ(x, ay) = aDΦ(x, y) for any x, y ∈ GT and any a ∈ R as a
general property of the Gâteaux derivatives. Now, we assume that (8) does not
hold. There exists then some y ∈ GT such that DΦ(x, y) �= 0. Thus, even if
DΦ(x H , y) > 0, we have DΦ(x H ,−y) < 0, which is contradiction. Hence
(8) holds.

Remark 3. Theorems 3 and 4 mean that, when we regard Θ as the set of all
admissible strategies and impose the conditions (4) and (5) on f , Assumption 1
is a sufficient condition for the condition in Theorems 1 and 2.
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Abstract. Various notions of tightness for measurable multifunctions are introduced
and compared. They are used to derive results on the existence of integrable selections
for the sequential weak upper limit of a sequence of multifunctions. Similar questions are
examined for multifunctions with values in a dual space. Some results are particularized
in the single-valued case, and applications to the multidimensional Fatou Lemma, both
in the primal and in the dual space, are derived. This is achieved under conditions weaker
than or noncomparable to L1-boundedness.
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1. Introduction

Given a sequence of points in a Banach space, it is often useful to consider the
set of its cluster points and to get information about the properties of this set.
Especially, when the points depend on a parameter that models randomness, one
needs tractable results on the measurable dependance of the set of cluster points
with respect to the parameter. Further, measurable and integrable selections are
of importance. The same type of question also arises for a sequence of subsets.
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In this more general setting, a pertinent concept is that of sequential upper limit.
On the other hand, in the infinite dimensional setting, the sequential upper limit
with respect to the weak topology, namely the sequential weak upper limit has
shown to be of interest in many existence problems.

More precisely, let (�,F , µ) be a complete probability space, E a separable
Banach space and 2E the collection of all subsets of E . The sequential-weak
upper limit of a sequence (Xn) of measurable multifunctions (alias set-valued
functions) Xn : � → 2E is a multifunction denoted by w − ls Xn . The study
of its measurability and integrability properties was initiated by the second
author in [11,12]. But, older references concerning similar problems in finite
dimensional spaces or in special topological spaces can be found in [11]. The
main result of [11] (Theorem 5.5), that we shall often referred to, reads as
follows: if the real-valued function

ω → lim inf
n→+∞ d(0, Xn(ω))

is integrable and if there exists a R(Ew)-valued multifunction � such that for
all n ≥ 1 and all ω ∈ �

Xn(ω) ⊆ �(ω)

then the multifunction w-ls Xn admits at least one measurable and integrable
selection. Here R(Ew) denotes the collection of all nonempty weakly closed
and weakly ball-compact subsets of E (see Sect. 2).

Motivated by the study of Fatou type lemmas in Mathematical Economics,
we present several variants of Hess’ result via new conditions of tightness for
measurable multifunctions. It is well known that the multidimensional Fatou
Lemma allows one to prove the existence of equilibrium for an economy includ-
ing infinitely many agents. The reader is referred to the book by Hildenbrand
[14] for an extensive study of this topic. For the case of a dual space one can
look at the contributions of Benabdellah and Castaing [5], Cornet and Martins
da Rocha [9] and Balder and Sambucini [4]. In the present paper, we provide
versions the Fatou Lemma in several dimensions for functions with values in E
or in E∗. In these results the integrability conditions have been relaxed, namely
the L1-boundedness assumption is no longer required.

The paper is organised as follows. In Sect. 2 we set our notation and defi-
nitions, and summarize needed results. In Sect. 3, we present several tightness
conditions for sequences of measurable multifunctions and we study their rela-
tions. In Sect. 4, combining the tightness conditions given in Sect. 3 with various
integrability conditions, we establish several theorems on the existence of inte-
grable selections for the sequential weak upper limit of a sequence of measurable
multifunctions. In Sect. 5, we present results similar to those given in Sect. 4 for
sequences of E-scalarly integrable multifunctions taking on convex weakly-star
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compact values in E∗, the topological dual space of E . Specific applications
to the Fatou Lemma in several dimensions are provided at the end of Sects. 4
and 5.

2. Notation and preliminaries

In the sequel, E stands for a separable Banach space, whose norm is denoted
by |.|, and E∗ for the topological dual of E . The closed unit ball of E is denoted
by B and the closed ball of radius r centered at 0 is denoted by r B. By s (resp.
w), we denote the norm topology (resp. the weak topology) of E . The space E
endowed with topology s (resp. w) will be denoted by Es (resp. Ew). On E∗,
the weak-star topology is denoted by w∗. It is known that the separability of E
implies the existence of a countable w∗-dense subset D∗ of E∗.

The collection of all subsets of E is denoted by 2E . Several subcollections
of 2E will be considered, for example, the space bd(E) of bounded subsets
of E and the space K(Ew) of weakly compact subsets of E . Further, recall
that a subset C of E is said to be w-ball-compact if the intersection of C with
every closed ball is weakly compact. By the notation R(Ew)we mean the space
of all weakly closed and weakly ball-compact subsets of E . In addition, it is
convenient to indicate that the sets are convex by the subscript ‘c′’. For example
Kc(Ew) stands for the set of convex weakly compact subsets of E and Rc(Ew)
for the space of closed, convex, weakly ball-compact subsets of E . As to the set
of Borel sets, we note that, due to the separability assumption, the Borel σ -fields
B(Es) and B(Ew) coincide. Thus we shall simply use the notation B(E).

The distance function of a subset C in E is defined by

d(x,C) = inf
y∈C

|x − y| x ∈ E .

We also set

|C | = sup{|x | : x ∈ C}.
When C is empty, we apply the usual convention d(0,C) = +∞ and |C | = 0.
For any nonempty subset C , one has d(0,C) ≤ |C |.

Let (Cn)n≥1 be a sequence in 2E , the collection of all subsets of E . The
sequential weak upper limit w − ls Cn of (Cn) is defined by

w − ls Cn =
{

x ∈ E : x = w − lim
j→+∞ xn j , xn j ∈ Cn j

}

where (Cn j ) j≥1 denotes any subsequence of (Cn). In particular, the sequence
(n j ) j≥1 is increasing, whence tends to infinity. The topological weak upper
limit w − L S Cn of (Cn) is denoted by w − L S Cn and is defined by
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w − L S Cn =
⋂
n≥1

w − cl
⋃
k≥n

Cn

wherew−cl denotes the closed hull operation in the weak topology. Recall that
the topological weak upper limit is the set of those x ∈ E such that every weak
neighborhood of x meets infinitely many subsets Cn . The following inclusion
is easy to check

w − ls Cn ⊆ w − L S Cn .

Conversely, if the Cn are contained in a fixed weakly compact subset K , then
both sides coincide. The equality also holds if K is only assumed to be bounded,
provided E∗ be strongly separable (see e.g. Proposition 3.5 of [11]). In both
cases, this follows from the metrizability of the restriction of the weak topology
to K . On the other hand, since any weakly convergent sequence is bounded the
following equality holds

w − ls Cn =
⋃
k≥1

w − ls (Cn ∩ k B) . (2.1)

Let (�,F , µ) be a complete1 probability space. We denote by L0(µ)

(resp. by L1(µ)) the space of all (classes of) µ-measurable functions (resp. of
µ-measurable and µ-integrable) functions. An E-valued function f is said to
be measurable if f −1(B) ∈ F for all B ∈ B(E). If the integral

∫
�

| f |dµ

is finite, it is possible to define the integral
∫
�

f dµ by the usual Bochner con-
struction (see e.g. [1] or [10]).

A multifunction X with values in E , i.e. a map X : � → 2E , is said to be
F -measurable (shortly measurable) if its graph Gr(X), defined by

Gr(X) = {(ω, x) ∈ �× X : x ∈ X (ω)}
belongs to F ⊗ B(E). Given a measurable multifunction X and a Borel set
G ∈ B(E), the set

X−G = {ω ∈ � : X (ω) ∩ G �= ∅}
is measurable, that is X−G ∈ F . In view of the completeness hypothesis on
the probability space, this is a consequence of the Projection Theorem (see e.g.
Theorem III.23 of [8] or Theorem 17.24 of [1]) and of the equality

1 The completion hypothesis is not indispensable, but it simplifies the presentation
and the statements of results.
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X−G = proj� {Gr(X) ∩ (�× G)}.

Conversely, if X is closed valued and satisfies X−U ∈ F for each open set U ,
then Gr(X) ∈ F ⊗ B(E). In particular, if X is measurable, the domain of X ,
defined by

dom X = {ω ∈ � : X (ω) �= ∅}

is measurable, because dom X = X−E . Another useful measurability criterion
can be mentioned: the separability of E implies that a closed valued multifunc-
tion X is measurable if and only if the map ω → d(x, X (ω)) is measurable for
all x ∈ E .

The measurability of multifunctions is preserved under several operations.
For example, given a sequence (Xn)n≥1 of measurable multifunctions, the inter-
section

⋂
n≥1 Xn and the union

⋃
n≥1 Xn are measurable multifunctions too.

A selection of a multifunction X is a map f : � → E such that f (ω) ∈
X (ω) for all ω ∈ dom X. It is known that a measurable multifunction with
nonempty domain admits at least one measurable selection (see e.g. [1] or [8]).
The above measurability issues remain valid if E is replaced with a complete
separable metric space, because the linear structure of E is not involved in the
definitions and results just recalled.

Let L1
E (�,F, µ) (shortly L1

E (µ)) be the space (of classes) of Bochner
integrable E valued functions. For any multifunction X : � → 2E , we denote
by S1

X (F, µ), or S1
X for short, the set of all F -measurable, Bochnerµ-integrable

selections of X, namely

S1
X = {u ∈ L1

E (µ) : u(ω) ∈ X (ω) µ− a.e.}.

X is said to be µ-integrable if the set S1
X is nonempty. A simple measurable

selection argument shows that a measurable multifunction X is integrable if and
only if the distance function ω → d(0, X (ω)) is integrable (see e.g. Lemma 5.1
of [11]). The multifunction X is said to be integrably bounded if the function

ω → |X (ω)|

is integrable. A nonempty valued, integrably bounded multifunction is inte-
grable, but the converse implication is false as simple examples show.

Given a subcollection C of 2E we denote by M(C) the space of all C val-
ued measurable multifunctions. Further, the space of all µ-integrably bounded
multifunctions X in M(C) is denoted by L1

C(µ) or, sometimes, L1(C, µ). A
sequence (Xn) in L1

bd(E)(µ) is said to be bounded if the sequence (|Xn|) is

bounded in L1(µ).
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3. Tightness conditions for sequences of multifunctions

In the present section several tightness properties are examined for sequences
of multifunctions with values in a separable Banach space E . Let C be a subcol-
lection of 2E and (Xn)n≥1 be a sequence of multifunctions taking on values in
2E . It will be convenient to say that a property (P) relative to (Xn) is satisfied
infinitely often (i.o.) if (P) holds for infinitely many indices n. Consider the
following four conditions.

I(C): there exists � ∈ M(C) such that for µ-almost all ω ∈ � one has

Xn(ω)
⋂
�(ω) �= ∅ i.o.

S(C): there exists � ∈ M(C) such that for µ-almost all ω ∈ � one has

Xn(ω) ⊆ �(ω) i.o.

D(C): there exists � ∈ M(C) such that for µ-almost all ω ∈ � one has

lim inf
n→+∞ d(0, Xn(ω)

⋂
�(ω)) < +∞

D′(C): there exists � ∈ M(C) such that for µ-almost all ω ∈ � one has

lim sup
n→+∞

d(0, Xn(ω)
⋂
�(ω)) < +∞

A sequence (Xn) of multifunctions satisfying condition I(C) will be said to be
I(C)-tight. Similarly, we shall speak of S(C), D(C) or D′(C)-tightness. In order
to avoid trivialities, we assume that multifunction � is nonempty valued.

Remark 3.1. (i) The measurability hypotheses imply that the multifunctions
Xn ∩ � are measurable.

(ii) The following implications hold: D′(C) ⇒ D(C) ⇒ I(C). Further, con-
sider the condition

for µ-almost all ω ∈ �, Xn(ω) �= ∅ ∀n ≥ 1. (*)

Obviously condition (∗) and S(C) together imply I(C). On the other
hand, if (Xn)n≥1 is I(C)-tight, the sequence (Yn) defined by Yn = Xn ∩�
is S(C)-tight.

In particular, if the Xn’s are single-valued, i.e. Xn = fn where
fn : � → E are measurable, I(C)-tightness and S(C)-tightness are
equivalent.
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Let us introduce now four new concepts of tightness that can be seen as
approximate versions of the above conditions. The connections with the previous
ones will be examined soon. These notions are denoted by I(C)ε, S(C)ε, D(C)ε
and D′(C)ε. The definitions go as follows.

I(C)ε: for every ε > 0, there exists a multifunction �ε ∈ M(C) such that if
the subsets Anε are defined by Anε = {Xn

⋂
�ε �= ∅}, we have

µ(lim sup
n→+∞

Anε) ≥ 1 − ε

S(C)ε: for every ε > 0, there exists a multifunction �ε ∈ M(C) such that if
we set Anε = {Xn ⊆ �ε}, we have

µ(lim sup
n→+∞

Anε) ≥ 1 − ε

D(C)ε: for every ε > 0 there exists a multifunction �ε ∈ M(C) such that

�ε = {ω ∈ � : lim inf
n→+∞ d(0, Xn(ω)

⋂
�ε(ω)) < +∞}

satisfies µ(�ε) ≥ 1 − ε.

D′(C)ε: for every ε > 0 there exists a multifunction �ε ∈ M(C) such that

�ε = {ω ∈ � : lim sup
n→+∞

d(0, Xn(ω)
⋂
�ε(ω)) < +∞}

satisfies µ(�ε) ≥ 1 − ε.

The following result connects conditions of exact tightness and approximate
tightness.

Proposition 3.1. The following equivalences are valid.

I(C) ⇔ I(C)ε S(C) ⇔ S(C)ε D(C) ⇔ D(C)ε D′(C) ⇔ D′(C)ε.
Proof. The implications

I(C) ⇒ I(C)ε S(C) ⇒ S(C)ε D(C) ⇒ D(C)ε D′(C) ⇒ D′(C)ε
are easy. Indeed, for proving the implication I(C) ⇒ I(C)ε, it is enough to set
for each ε > 0 and n ≥ 1

�ε = � and Anε = {Xn ∩ � �= ∅}.
which gives µ(lim supn→+∞ Anε) = 1.

The proof of implication S(C) ⇒ S(C)ε is done similarly, but Anε is defined
by Anε = {Xn ⊆ �} for all n, ε. As for implication D(C) ⇒ D(C)ε, we set this
time for every ε > 0
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�ε =
{

lim inf
n→+∞ d(0, Xn

⋂
�) < +∞

}

and we deduce µ(�ε) = 1. Implication D′(C) ⇒ D′(C)ε is proved in the same
way. We turn now to the non trivial implications.

I(C)ε ⇒ I(C) : We consider ε = εq where q ≥ 0 is an integer and
we assume that the sequence (εq) is decreasing and tends to 0. We set as above
Anε = {Xn ∩�ε �= ∅} and, to simplify the notation, Anq = Anεq and �q = �εq .
Now, we define the sequence (�q)q≥1 by

�q = lim sup
n→+∞

Anq .

Further, since for each q ≥ 1,

µ(lim sup
n→+∞

Anq) ≥ 1 − εq ,

we get limq→∞ µ(�q) = 1. We also define the multifunction � on � by

� = 1�′
1
�1 +

∑
q≥2

1�′
q
�q

where �′
1 = �1 and �′

q = �q \ ∪i<q �i for all q ≥ 1. For each ω ∈ �q one
has

ω ∈ Anq = {Xn ∩ � �= ∅} i.o.,

which proves implication I(C)ε ⇒ I(C). Implications S(C)ε ⇒ S(C),
D(C)ε ⇒ D(C) and D′(C)ε ⇒ D′(C) can be proved in the same way. ��

The notion ofD(C)-tightness has an alternate formulation involving bounded
sets or balls as the following proposition shows.

Proposition 3.2. If C is a family of subsets and (Xn)n≥1 a sequence of measur-
able multifunctions, the following two statements (a) and (b) are equivalent.

(a) (Xn) is D(C)-tight
(b) there exists a positive measurable function r such that the sequence

(Xn ∩ r B)n≥1 is I(C)-tight.

Proof. Let us first show that (a) ⇒ (b). By assumption, there exists a measur-
able multifunction � : � → C such that lim infn d(0, Xn ∩ �) < +∞ holds
µ-almost surely. Let r be a positive measurable function such that

lim inf
n→+∞ d(0, Xn(ω) ∩ �(ω)) < r(ω) µ− a.s. (3.1)

It is readily seen that (3.1) implies

Xn(ω) ∩ �(ω) ∩ r(ω)B �= ∅ i.o.

The converse implication goes similarly. ��
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In view of some results that we plan to prove (namely Theorems 4.4 and
4.7), it is also interesting to introduce stronger notions of tightness, namely
I+(C)ε-tightness and S+(C)ε-tightness. Let C be a collection of subsets of E .

I+(C)ε : A sequence (Xn) of C-valued multifunctions is said to be I+(C)ε-
tight if, for every ε > 0, there is a measurable multifunction �ε ∈ M(C) such
that if we set

Anε = {Xn ∩ �ε �= ∅},
we have

inf
n≥1

µ(Anε) ≥ 1 − ε

S+(C)ε : A sequence (Xn) of C-valued multifunctions is said to be S+(C)ε−
t ight if, for every ε > 0, there is a multifunction �ε ∈ M(C) such that if we
set Anε = {Xn ⊆ �ε}, we have

inf
n≥1

µ(Anε) ≥ 1 − ε

Remark 3.2. Proposition 3.1 is useful, because conditions I(C), S(C), D(C)
and D′(C) are simpler than the corresponding approximate tightness conditions
I(C)ε, S(C)ε, D(C)ε and D′(C)ε. However, condition I(C)ε (resp. S(C)ε) is
easier to compare with I+(C)ε (resp. S+(C)ε)
Remark 3.3. (i) The tightness condition I+(C)ε resembles condition I(C)ε, but
is stronger. This follows from the inequalities

µ(lim sup
n→∞

An) ≥ lim sup
n→∞

µ(An) ≥ inf
n≥1

µ(An)

valid for any sequence (An) in F . Easy examples show that these inequalities
may be strict. Similarly, the implication S+(C)ε ⇒ S(C)ε also holds and it is
strict.

(ii) In the definition of S+(C)ε-tightness, the measurability of the multi-
function �ε is not essential, but in the definition of I+(C)ε-tightness, the mea-
surability of �ε is necessary in order to get the measurability of multifunctions
Xn ∩ �ε (for n ≥ 1 and ε > 0).

In the following proposition, two further properties of tight sequences are
provided.

Proposition 3.3. (i) Let (Xn) be an I+(R(Ew))ε-tight sequence. If it is
bounded in L1(bd(E), µ), then it is also I+(K(Ew))ε-tight.

(ii) Let C = K(Ew) (resp. bd(E)). If (Xn) is I+(C)ε-tight, then it is D(C)ε-
tight.
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Proof. (i) Let ε > 0. By hypothesis, there exists a multifunction �ε ∈
M(R(Ew)) such that

inf
n≥1

µ(Anε) ≥ 1 − ε

where Anε = {Xn ∩ �ε �= ∅} for each n ≥ 1. Since (|Xn|) is L1(µ)-bounded,
one can find rε > 0 such that

inf
n≥1

µ(|Xn| ≤ rε) ≥ 1 − ε.

Define the multifunction �ε by �ε = �ε ∩ rεB. Then, �ε is measurable and
K(Ew)-valued. For each n ≥ 1, one has

Anε ∩ {|Xn| ≤ rε} ⊆ {Xn ∩�ε �= ∅} ,
whence

inf
n≥1

µ({Xn ∩�ε �= ∅}) ≥ 1 − 2ε.

(ii) We first look at the case C = K(Ew). Let ε > 0 and�ε ∈ M(K(Ew)) be
the multifunction that appears in the I+(K(Ew))-tightness condition. It satisfies

inf
n≥1

µ(Anε) ≥ 1 − ε (3.2)

where for each n ≥ 1, Anε is defined as in the proof of part (i). Inequality (3.2)
implies µ(lim sup Anε) ≥ 1 − ε. Now, for each ω ∈ lim sup Anε, there exists
an increasing sequence (nk)k≥1 of positive integers such that ω ∈ Ankε for all
k ≥ 1. Thus, we have the following chain of inequalities

lim inf
n→+∞ d(0, Xn(ω) ∩ �ε(ω)) ≤ lim inf

k→+∞ d(0, Xnk (ω) ∩ �ε(ω)) ≤ |�ε(ω)|

Consequently, it follows

µ({ω ∈ � : lim inf
n→+∞ d(0, Xn(ω) ∩ �ε(ω)) < +∞}) ≥ µ(lim sup

n→+∞
Anε) ≥ 1 − ε

which proves the D(K(Ew))-tightness. The proof of the D(bd(E))-tightness
only needs obvious modifications. ��
Remark 3.4. For sake of comparison with the results in [11], it is interesting to
say that a sequence (Xn) of multifunctions with values in E is I++(C)-tight if
there exists a measurable multifunction � : � → C such that

Xn(ω) ∩ �(ω) �= ∅ ω ∈ �
for all n ≥ 1.
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Similarly (Xn) is said to be S++(C)-tight if there exists a multifunction
� : � → C (possibly non measurable) such that

Xn(ω) ⊆ �(ω) ω ∈ �
for all n ≥ 1.

Consider the sequence (Yn) defined by Yn = Xn ∩ �. lf the condition

Xn(ω) �= ∅ i.o. ω ∈ �
is satisfied, then the following implication holds:

(Xn) is I++(C)-tight ⇒ (Yn) is S++(C)-tight.

The S++(R(Ew))-tightness condition was used in [11] to prove the mea-
surability of w− ls Xn (Theorem 4.4), as well as the existence of a measurable
and integrable selection of this multifunction (Theorem 5.5). In Sect. 4, we shall
establish other versions of the latter result under condition S++, but also under
S+ or S. Other tightness conditions will be also employed.

When the multifunctions Xn are single-valued, conditions S++(R(Ew))
and I++(R(Ew)) are equivalent. Further, the following implications also hold
for any subfamily C of 2E

S++(C) ⇒ S+(C) ⇒ S(C)
I++(C) ⇒ I+(C) ⇒ I(C).

4. Integrability results for the sequential weak upper limit

In this section, E still denotes a separable Banach space. For an I(C)-tight
sequence (Xn) of multifunctions, we present first two results on the existence
of an integrable selection for the multifunction w − ls Xn . The first part of the
first result as well as the second result are valid for integrable multifunctions.
In particular, the multifunctions can have unbounded values.

Theorem 4.1. Let C = R(Ew). Consider an I(C)-tight sequence (Xn) in
M(C) satisfying one of the following two conditions:

(a) The multifunction� involved in theI(C)-tightness condition isµ-integrably
bounded.

(b) lim supn→+∞ |Xn| ∈ L1(µ).

Then, the multifunctionw−ls Xn admits at least oneµ-integrable selection.
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Proof. I(C)-tightness implies the existence of a measurable multifunction �
such that for all ω ∈ � one has

Xn(ω) ∩ �(ω) �= ∅ i.o.

Consequently, the inclusions Xn(ω) ∩ �(ω) ⊆ �(ω), valid for ω ∈ � and
n ≥ 1, permit us to invoke Lemma 5.2 of [11] which yields the inequality

d (0, w − ls (Xn(ω) ∩ �(ω))) ≤ lim inf
n→∞ d(0, Xn(ω) ∩ �(ω))

forµ-almost allω ∈ �. Moreover, the hypothesis on� and Theorem 4.4 of [11]
show that the multifunction w − ls (Xn ∩ �) is measurable. For each ω ∈ �

one can find an infinite subset I (ω) of N∗ such that Xn(ω) ∩ �(ω) �= ∅ for all
n ∈ I (ω), whence

lim inf
n→∞ d(0, Xn(ω) ∩ �(ω)) ≤ lim inf

n→∞, n∈I (ω)
d(0, Xn(ω) ∩ �(ω))

≤ lim inf
n→∞, n∈I (ω)

|Xn(ω) ∩ �(ω)|.

In case (a) we deduce that

lim inf
n→∞ d(0, Xn(ω) ∩ �(ω)) ≤ |�(ω)|

and in case (b)

lim inf
n→∞ d(0, Xn(ω) ∩ �(ω)) ≤ lim inf

n→∞, n∈I (ω)
d(0, Xn(ω) ∩ �(ω))

≤ lim sup
n→∞, n∈I (ω)

|Xn(ω) ∩ �(ω)|
≤ lim sup

n→∞
|Xn(ω)|.

In both cases, we have shown that the function d (0, w − ls (Xn ∩ �)) is
integrable, which by Lemma 5.1 of [11] yields the existence of a µ-integrable
selection of w − ls (Xn ∩ �) and, in turn, of w − ls Xn . ��
Remark 4.1. If the sequence (|Xn|)n≥1 is assumed to be uniformly integrable,
one has by the Fatou-Vitali Lemma

lim sup
n→+∞

∫
�

|Xn|dµ ≤
∫
�

lim sup
n→+∞

|Xn| dµ

In this case, condition (b) entails L1-boundedness, namely

sup
n≥1

∫
�

|Xn|dµ < +∞.

Otherwise, it is not difficult to construct sequences (Xn) such that (|Xn|) satisfies
condition (b) of Theorem 4.1, but is not bounded in L1(µ) (see Remark 4.3).
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In the following theorem, as in Theorem 4.1a, the multifunctions Xn may
have unbounded values, but we shall use Theorem 4.1b to prove it.

Theorem 4.2. Let C = R(Ew). Consider a sequence (Xn) of 2E -valued, mea-
surable multifunctions, and assume that there exists a sequence (rn) of positive
integrable functions satisfying the following two conditions (i) and (ii).

(i) the sequence (Xn ∩ rn B)n≥1 is I(C)-tight
(ii) lim supn→+∞ rn ∈ L1(µ).

Then, the multifunction w − ls Xn admits at least one µ-integrable selection.

Proof. Consider the sequence (Yn) given by

Yn(ω) = Xn(ω) ∩ rn(ω)B ω ∈ � n ≥ 1.

By assumption, (Yn) is I(C)-tight. In particular, for each ω ∈ � one can find
an infinite subset I (ω) of N∗ such that

Yn(ω) �= ∅ for all n ∈ I (ω).

Further, since |Yn(ω)| = 0 when Yn(ω) = ∅, we have

lim sup
n→+∞

|Yn(ω)| ≤ lim sup
n∈I (ω), n→+∞

|Yn(ω)| ≤ lim sup
n∈I (ω), n→+∞

rn(ω) ≤ lim sup
n→+∞

rn(ω).

It only remain to apply Theorem 4.1b to the sequence (Yn). ��
The next simple result involves condition S(C) introduced in Sect. 3. It can

be seen as a variant of Theorem 5.5 of [11].

Theorem 4.3. Let C = R(Ew). Consider sequence (Xn) in M(2E ) satisfying
the following two conditions:

(i) (Xn) is S(C)-tight
(ii) lim supn→+∞ d(0, Xn) is µ-integrable.

Then, the multifunction w − ls Xn admits at least one µ-integrable selection.

Proof. Condition S(C) entails the existence of a multifunction � such that for
µ-almost all ω ∈ � one can find a subsequence (Xni )i≥1 verifying

Xni (ω) ⊆ �(ω)

(the subsequence (ni )i≥1 may of course depend on ω). Therefore, one has

d(0, w − ls Xn(ω)) ≤ d(0, w − ls Xni (ω)) ≤ lim inf
i→+∞ d(0, Xni (ω))

≤ lim sup
n→+∞

d(0, Xn(ω)).
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where the second inequality is a consequence of Lemma 5.2 of [11]. This shows
that the function ω → d(0, w − ls Xn) is µ-integrable. In turn, by Lemma 5.1
of [11] this entails the existence of a µ-integrable selection of w − ls Xn . ��
Remark 4.2. Theorem 4.3 is not comparable to Theorem 5.5 of [11]. Indeed, in
the latter, one supposes the S++(R(Ew))-tightness condition which is stronger
than S(R(Ew))-tightness. Indeed, in the S++(R(Ew))-tightness condition, the
inclusion

Xn(ω) ⊆ �(ω) µ−a.s.

is assumed to hold for all n ≥ 1. On the other hand, the integrability condition
assumed in [11], namely “lim infn→+∞ d(0, Xn) is µ-integrable", is weaker
than condition (ii) above.

The following result involves the tightness conditions I+(C)ε and D(C)ε.
As the previous ones, it asserts the existence of an integrable selection for the
sequential weak upper limit of a sequence of multifunctions, but it is worthwhile
to note the presence of a Mazur type condition, namely condition (iii). The proof,
longer and more subtle than those of the above results, uses an appropriate
truncation technique.

Theorem 4.4. Let C = R(Ew) and (Xn) be a sequence in M(bd(E)), whose
members are integrably bounded and which satisfies the following three condi-
tions

(i) (Xn) is I+(C)ε-tight.
(ii) (Xn) is D(C)ε-tight.

(iii) There exists a sequence (rn) in L0(µ) with rn ∈ co{|Xi | : i ≥ n}
such that for every sequence (sn) in L0(µ) such that sn ∈ co{ri :
i ≥ n}, one has lim inf sn ∈ L1(µ).

Then the multifunction w−ls Xn admits at least one integrable selection.

Proof. We shall proceed in three steps.
Step 1. For each integer q ≥ 1, set εq = 1

q2q . Using conditions (i) and (ii)
it is not hard to construct a non decreasing sequence (�q)q≥1 of measurable
multifunctions such that if we set

�q = {ω ∈ � : lim inf
n→+∞ d(0, Xn(ω) ∩ �q(ω)) < +∞} q ≥ 1

and

Anq = {ω ∈ � : Xn(ω) ∩ �q(ω)) �= ∅} n, q ≥ 1

we have
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µ(�q) ≥ 1 − εq and inf
n≥1

µ(Anq) ≥ 1 − εq

After this construction, the values of multifunctions �q still belong to R(Ew),
because this family of sets is closed under finite unions. For each q ≥ 1 define
the multifunction Zq by

Zq = w − ls (Xn ∩ �q ∩ q B)

and the set

Dq = dom Zq .

The values of multifunction �q ∩ q B are weakly compact and the following
inclusions hold on � for all n ≥ 1

Xn ∩ �q ∩ q B ⊆ �q ∩ q B n, q ≥ 1. (4.1)

Therefore, we can invoke Proposition 4.3 of [11], which entails the measurability
of multifunction Zq and, in turn Dq ∈ F . Inclusions (4.1) also imply

Dq = lim sup
n→+∞

dom(Xn ∩ �q ∩ q B).

In view of the definitions and the above construction, the sequence (�q)q≥1
satisfies

� =
⋃
q≥1

�q µ− a.s.

and, for each q ≥ 1

�q =
⋃
k≥q

lim sup
n→+∞

dom(Xn ∩ �q ∩ k B) ⊆
⋃
k≥q

Dk,

whence

� =
⋃
q≥1

Dq µ− a.s.

In particular, this shows that the Dqs are nonempty for q large enough.
Without loss of generality, we can assume that this holds for all q ≥ 1.

Step 2. For every q ≥ 1 one can find a measurable selection fq of Zq ,
defined on Dq and such that

| fq(ω)| ≤ d(0, Zq(ω))+ 1 ω ∈ Dq (4.2)

Further, the definition of Zq implies
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| fq(ω)| ≤ q ω ∈ Dq (4.3)

For each n, q ≥ 1 let us introduce now the measurable multifunction Xnq

defined on � by

Xnq = 1Anq (Xn ∩ �q ∩ q B)+ 1(Anq )c fq

where (Anq)
c = � \ Anq , and let us set

Fq = domw − ls Xnq

On Fq we claim that the following inclusion holds

w − ls Xnq ⊆ Zq (4.4)

Indeed, supposeω ∈ Fq and x ∈ w−ls Xnq . There exists a sequence (xk)k≥1
such that x = w − limk→+∞ xk and xk ∈ Xnkq(ω), where (Xnkq(ω))k≥1 is a
subsequence of (Xnq(ω))n≥1. If x = fq(ω) then x ∈ Zq(ω) by the definition
of fq . Otherwise, we cannot have xk = fq(ω) for infinitely many indices k.
Therefore, xk �= fq(ω) for all k ≥ k0 (for some integer k0), which yields

ω ∈ Ankq and xk ∈ Xnk (ω) ∩ �q(ω) ∩ q B

for all k ≥ k0 and, in turn, x ∈ Zq(ω) as well.

From inclusion (4.4) it follows that Fq ⊆ Dq . It is readily seen that the
converse inclusion also holds so that Fq = Dq . Inclusion (4.4) also shows that
for all ω ∈ Dq one has

d(0, Zq(ω)) ≤ d(0, w − ls Xnq(ω)) ≤ lim inf
n→+∞ d(0, Xnq(ω))

whence by the definition of Xnq

d(0,Zq(ω))≤ lim inf
n→+∞

(
1Anq (ω) d(0,Xn(ω)∩�q(ω)∩q B)+1(Anq )c (ω) | fq(ω)|

)
.

(4.5)

Since for anyω ∈ Anq , the set Xn(ω)∩�q(ω)∩q B is nonempty we deduce

d(0, Zq(ω)) ≤ lim inf
n→+∞

(|Xn(ω)| + 1(Anq )c | fq(ω)|
)

(4.6)
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Step 3. We construct the measurable selection f of w − ls Xn by setting

f =
∑
q≥1

1Gq fq

where G1 = D1 and Gq = Dq \ Dq−1 for q ≥ 2.
We claim that f ∈ L1

E (µ). Let (rn) be a sequence of measurable functions
as in condition (iii). Each rn has the following form

rn =
∑
i≥n

λn
i |Xi |

where λn
i ≥ 0 for all i ≥ n and

∑
i≥n λ

n
i = 1, but λn

i > 0 only for a finite
number of indices. For each q ≥ 1 we consider the sequence (ϕnq)n≥1 defined
by

ϕnq =
∑
i≥n

λn
i 1(Aiq )

c n ≥ 1.

The sequence (ϕnq)n≥1 is weakly relatively compact in L1(µ). Consequently,
a standard diagonal extraction argument produces a subsequence, denoted sim-
ilarly, such that (ϕnq)n≥1 converges to ϕq ∈ L1(µ) in the weak topology of
L1(µ), also denoted σ(L1(µ), L∞(µ)). For each q ≥ 1 appealing to the Mazur
Theorem one can show the existence of a sequence (ψnq)n≥1 of convex combi-
nations of (ϕnq)n≥1 such that (ψnq)n≥1 convergesµ-almost surely (and strongly
in L1(µ)) to ϕq . Recalling that a convex combination of convex combinations
is still a convex combination and appealing to a straightforward diagonal pro-
cedure (see e.g. Lemma 3.1 in [7]), it can be assumed without loss of generality
that the equality

ϕq = lim
n→+∞ψnq µ− a.s. (4.7)

holds for all q ≥ 1. Moreover, every ψnq reads as follows

ψnq =
∑
i≥n

µn
i 1(Aiq )

c

where µn
i ≥ 0 for all i ≥ n and

∑
i≥n µ

n
i = 1, but µn

i > 0 only for a finite
number of indices.

Integrating both sides on each Gq and invoking Fatou’s Lemma we get

∫
Gq

ϕq dµ ≤ lim inf
n→+∞

∫
Gq

ψnq dµ = lim inf
n→+∞

∑
i≥n

µn
i µ(Gq ∩ (Aiq)

c)



28 C. Castaing et al.

whence by the hypothesis on the Aiq ’s
∫

Gq

ϕq dµ ≤ εq = 1

q2q
. (4.8)

Let us define now the sequence (sn)n≥1 by

sn =
∑
i≥n

µn
i |Xi | n ≥ 1

Inequalities (4.2) and (4.6) entail

| fq(ω)| ≤ d(0, Zq(ω))+ 1 ≤ lim inf
n→+∞

{|Xn(ω)| + 1(Anq )c (ω) | fq(ω)|
} + 1

We observe that the lim inf of a sequence is not greater than the lim inf of
any sequence of convex combinations of its terms. Applying this for each ω to
the sequence un(ω) defined by

un(ω) = |Xn(ω)| + 1(Anq )c (ω) | fq(ω)| (4.9)

we get

| fq(ω)| ≤ lim inf
n→+∞

∑
i≥n

µn
i

(|Xi (ω)| + 1(Aiq )
c(ω) | fq(ω)|

) + 1

In view of the definition of (sn), and of (4.3) and (4.7), it follows that

| fq(ω)| ≤ lim inf
n→+∞ sn(ω) + q ϕq(ω)+ 1.

Integrating both sides on each Gq and summing with respect to q leads to
∫
�

| f | dµ =
∑
q≥1

∫
Gq

| fq | dµ ≤
∫
�

(lim inf sn) dµ +
∑
q≥1

q
∫

Gq

ϕq dµ+ 1

The first integral in the right-hand side is finite by condition (iii). As to the
second term, inequality (4.8) entails

∑
q≥1

q
∫

Gq

ϕq dµ ≤
∑
q≥1

1

2q
.

Thus, we conclude that f is a member of L1(µ) as claimed, which ends the
proof. ��
Corollary 4.5. If (Xn) is a bounded,I+(R(E))ε-tight sequence inL1(bd(E), µ),
then w − ls Xn admits at least a µ-integrable selection.
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Proof. In view of Proposition 3.3, (Xn) is D(K(Ew))ε-tight, so that condition
(ii) of Theorem 4.4 is satisfied. Condition (iii) is also satisfied, because (|Xn|)
is bounded in L1(µ). ��
Corollary 4.6. Let ( fn) be a bounded sequence in L1

E (µ). If it is S++(R(E))-
tight, then w− ls fn is measurable and admits at least one µ-integrable selec-
tion.

Proof. The result obviously follows from Theorem 5.5 in [11]. The existence
of an integrable selection also follows from Corollary 4.5, because (Xn) is
D(K(Ew))ε-tight and I+(K(Ew))ε-tight. ��
The following result present a version of Theorem 4.4 for multifunctions whose
values may be unbounded.

Theorem 4.7. Let C = R(Ew) and (Xn) be a sequence in M(2E ), whose
members are integrable and satisfy the following three conditions.

(i)’ (Xn) is S+(C)ε-tight.
(ii) (Xn) is D(C)ε-tight.

(iii)’ There exists a sequence (rn) in L0(µ) with rn ∈ co{d(0, Xi ) : i ≥
n} such that for every sequence (sn) in L0(µ) with sn ∈ co{ri : i ≥
n}, one has lim inf sn ∈ L1(µ).

Then the multifunction w−ls Xn admits at least one integrable selection.

Proof. The proof is almost the same as that of Theorem 4.4 and we only explicit
the arguments to be modified. First, we change the definition of the set Anq by
setting now

Anq = {ω ∈ � : Xn(ω) ⊆ �q(ω)}.
Then, returning to (4.5) we deduce for all ω ∈ Dq

d(0, Zq(ω))≤ lim inf
n→+∞

(
1Anq (ω) d(0, Xn(ω)∩�q(ω)∩q B)+1(Anq )c (ω) | fq(ω)|

)

≤ lim inf
n→+∞

(
d(0, Xn(ω) ∩ q B)+ 1(Anq )c (ω) | fq(ω)|

)
.

Noting that on Dq we have Xn(ω) ∩ q B �= ∅ i.o. and invoking Lemma 5.4 of
[11] (in fact, a slight extension of it) it follows

d(0, Zq(ω)) ≤ lim inf
n→+∞

(
d(0, Xn(ω))+ 1(Anq )c (ω) | fq(ω)|

)
.

At last, we use the same arguments as in the Step 3 of Theorem 4.4, but we
consider the sequence (un) defined this time by

un(ω) = d(0, Xn(ω))+ 1(Anq )c(ω) | fq(ω)| ω ∈ �
and we appeal to condition (iii)’ instead of condition (iii). ��
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Corollary 4.8. Let C = K(Ew) and (Xn) be a S+(C)ε-tight sequence in
M(2E ) such that

sup
n≥1

∫
�

d(0, Xn) dµ < +∞.

Then w − ls Xn admits at least one integrable selection.

Proof. In view of Proposition 3.3, condition (ii) of Theorem 4.7 is satisfied,
whereas (iii)’ follows from the L1(µ)-boundedness hypothesis. ��

The existence results of the beginning of this section allow for deriving new
versions of the Fatou Lemma in infinite dimension, alias Fatou’s Lemma for
Mathematical Economics. This type of result, that involves a sequence ( fn) of
Bochner integrable functions, is useful for proving the existence of a general
equilibrium with infinitely many agents. We present a version of this result
where the L1-boundedness hypothesis is not needed. Only a weaker condition
is assumed instead. Indeed, we use a Mazur type condition similar to those of
Theorems 4.4 and 4.7 (conditions (iii) and (iii)’, respectively).

Theorem 4.9. Let ( fn)n≥1 be a sequence in L1
E (µ), which satisfies the follow-

ing conditions.

(i) ( fn) is S++(Rc(Ew)-tight, i.e. there exists a multifunction � : � →
Rc(Ew) such that

fn(ω) ∈ �(ω) ω ∈ � n ≥ 1

(ii) for each y in E∗ the sequence (< y, fn >)n≥1 is uniformly integrable in
L1(µ)

(iii) There exists a sequence (rn) in L0(µ) with rn ∈ co{| fi | : i ≥ n} such
that lim sup rn ∈ L1(µ).

(iv) there exists a ∈ E such that

a = w − lim
n→+∞

∫
�

fn dµ.

Then, there exists f∞ ∈ L1
E (µ) such that

(j) a = ∫
�

f∞ dµ and
(jj) for µ-almost all ω ∈ � one has

f∞(ω) ∈
⋂
m≥1

cl co{ fn(ω) : n ≥ m}. (4.10)
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Proof. Consider the sequence (rn) of condition (iii). For each n ≥ 1, there
exists a sequence (αn

i )i≥n of reals, such that

rn =
∑
i≥n

αn
i | fi |

∑
i≥n

αn
i = 1 αn

i ≥ 0

where αn
i > 0 only holds for a finite number of indices i . Now, consider the

sequence (gn)n≥1 defined by

gn =
∑
i≥n

αn
i fi

Further, let D∗ be a countable w∗-dense subset of E∗. From hypothesis (ii),
we know that for each y ∈ D∗ the sequence (< y, gn >)n≥1 is uniformly
integrable, because uniform integrability is preserved under the convex hull
operation. Thus, using a standard diagonal extraction procedure, it is possible
to find a subsequence of (gn), denoted similarly, and members ψy of L1(µ),
such that

ψy = lim
n→∞ < y, gn > y ∈ D∗

in the σ(L1, L∞)-topology (i.e. the weak topology of L1(µ)).
Invoking Mazur’s Theorem and appealing again to a diagonal procedure,

one can construct a sequence (hn) whose members are convex combinations of
(gn) and such that for all y ∈ D∗

ψy(ω) = lim
n→∞ < y, hn(ω) > µ− almost surely (4.11)

The construction of (hn) is easily performed by noting that if a sequence
(un) in L1(µ) is σ(L1, L∞)-convergent to u, then any sequence (vn) of convex
combinations of (un) converges to u in the same topology.

For every n ≥ 1, hn reads as follows

hn =
∑
i≥n

βn
i gi

where the reals βn
i satisfy

∑
i≥n

βn
i = 1 and βn

i ≥ 0,

but inequality βn
i > 0 holds only for a finite number of indices i .



32 C. Castaing et al.

Now, consider the multifunction Y = w− ls hn . Hypothesis (i) shows that
hn(ω) ∈ �(ω) for all n ≥ 1 and µ-almost all ω ∈ �. On the other hand, we
claim that lim sup |hn| is µ-integrable. Indeed, one has

hn =
∑
i≥1

βn
i gi =

∑
i≥n

βn
i

⎛
⎝∑

j≥i

αi
j f j

⎞
⎠

whence

|hn| ≤
∑
i≥n

βn
i

⎛
⎝∑

j≥i

αi
j | f j |

⎞
⎠ .

This yields

lim sup
n→+∞

|hn| ≤ lim sup
n→+∞

⎛
⎝∑

i≥n

βn
i ri

⎞
⎠ ≤ lim sup

n→+∞
rn

which, by hypothesis (iii) shows the desired integrability property.
Consequently, it is possible to invoke Theorem 5.5 of [11], which shows

that Y admits at least one measurable and µ-integrable selection f∞. Hence,
for every ω ∈ �, there exists a subsequence (hnk (ω))k≥1 such that

f∞(ω) = w − lim
k→+∞ hnk (ω).

Returning to (4.11), we deduce that

ψy(ω) =< y, f∞(ω) >

for all y ∈ D∗. Since for almost allω ∈ � the sequence (hn(ω))n≥1 is bounded,
hypothese (i) entails that it is contained in a weakly compact subset of E . Thus,
we can deduce that f∞(ω) is the unique weak cluster point of (hn(ω)), so that
the whole sequence weakly converges, namely

f∞(ω) = w − lim
n→+∞ hn(ω). (4.12)

This holds for µ-almost all ω ∈ �. Using the properties of hn , it is not hard to
show that equation (4.12) implies

f∞(ω) ∈
⋂
m≥1

w − cl {hn(ω) : n ≥ m} ⊆
⋂
m≥1

cl co{ fn(ω) : n ≥ m}.

As to (j), we note that, due to hypothesis (ii), the sequence (< y, hn >)n≥1
is uniformly integrable for each y ∈ D∗, which entails
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∫
�

< y, f∞ > dµ = lim
n→+∞

∫
�

< y, hn > dµ

= lim
n→+∞ < y,

∫
�

fn dµ >=< y, a >

because the sequence (
∫
�

hn dµ)n≥1 also converges to a. By the density of D∗
this yields

a =
∫
�

f∞ dµ.

��
Remark 4.3. It is readily seen that the L1-boundedness of the sequence ( fn)

implies condition (iii) of Theorem 4.9, but the converse implication does not
hold. Indeed, it suffices to consider the case where � = [0, 1] endowed with
the Lebesgue measure, E = R and the sequence ( fn) defined by

fn(ω) = n2 1[0,1/n](ω) ω ∈ �.
Clearly, ( fn) is not bounded in L1(µ), but satisfies condition (iii), because it
converges almost surely to 0.

Remark 4.4. A quick inspection of the proof of the above theorem shows that
condition (i) can be replaced with the following one:

(i)’ there exists a multifunction � ∈ M(Rc(Ew)) such that for µ-almost
all ω, one can find an integer n(ω) satisfying

fn(ω) ∈ �(ω) for n ≥ n(ω).

This means that fn(ω) may not belong to �(ω) for a finite subset of indices
depending on ω.

Remark 4.5. The integrability of f∞ can be proved directly by using the weak
semicontinuity of the norm and the classical Fatou Lemma. Indeed, the weak
semicontinuity of the norm implies

| f∞(ω)| ≤ lim inf
n→+∞ |hn(ω)|

for all ω ∈ �. Then, integrate both sides and apply Fatou’s Lemma.

Remark 4.6. It is readily seen that condition (iii) of Theorem 4.9 implies that
lim inf | fn| isµ-integrable. Consequently, hypotheses of Theorem 4.9 entail that
the multifunctionw− ls fn admits at least a µ-integrable, measurable selection.
This is a consequence of Theorem 4.6 (or of Theorem 5.5 of [11]). Further, by
Theorem 4.4 of [11], the multifunction w − ls fn is measurable.
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5. The case of multifunctions with values in a dual space

As in the previous sections (�,F , µ) stands for a complete probability space
and E for a separable Banach space. The topological dual of E is denoted by
E∗ and the dual norm by ‖.‖. Given a subset C of E∗, the distance function of
C is denoted by d(.,C) and defined by

d(y,C) = inf
z∈C

‖y − z‖ y ∈ E∗.

B∗ (resp r B∗) stands for the closed unit ball of E∗ (resp. the closed ball of radius
r centered at 0). If t is a topology on E∗, the space E∗ endowed with t is denoted
by E∗

t . Three topologies will be considered on E∗, namely the norm topology
s∗, the weak-star topology w∗ and the metrizable topology m∗ = σ(E∗, H),
where H is the linear space of E generated by a countable dense subset D1 of
B, the closed unit ball of E . Put differently, if D1 = {xk : k ≥ 1} is a dense
sequence in B, m∗ = m∗(D1) can be seen as the Hausdorff locally convex
topology defined by the sequence (pk)k≥1 of semi-norms such that

pk(y) = max{| < y, xi > | : i ≤ k} y ∈ E∗. (5.1)

By construction, the topology m∗ depends on the countable dense subset D1,
but we assume from now on that D1 is held fixed. Further, relationships (5.1)
show that m∗ is not stronger than w∗, because w∗ can be defined as the locally
convex topology generated by the semi-norms p such that

p(y) = max{| < y, x > | : x ∈ S} y ∈ E∗

where S ranges over the family of finite subsets of B. Thus, we have

m∗ ⊆ w∗ ⊆ s∗

where the inclusion relation allows for comparing two topologies on the set
of all topologies of E∗. When E is infinite dimensional these inclusions are
strict. On the other hand, the restrictions of m∗ and w∗ to any bounded subset
of E∗ coincide. This is a consequence of an Ascoli’s Theorem, namely on an
equicontinuous set of real-valued functions defined on a topological space, the
topology of pointwise convergence is equivalent to the topology of pointwise
convergence on a dense subset. Noting that E∗ is the countable union of closed
balls, namely

E∗ =
⋃
k≥1

k B∗

we deduce that the space E∗
w∗ is Suslin, as well as the metrizable topological

space E∗
m∗ (we recall that a Suslin space is the continuous image of a Polish

space).
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If B(E∗
t ) denotes the Borel σ -field of a topology t , we clearly have

B(E∗
m∗) ⊆ B(E∗

w∗) ⊆ B(E∗
s∗).

In the above relations, the rightmost inclusion is strict except when E∗ is
strongly separable. However, any closed ball of E∗ is a member of B(E∗

m∗).
This follows from the equality

‖y‖ = sup{| < y, x > | : x ∈ D1} (5.2)

valid for all y ∈ E∗. As already mentioned, the restriction of m∗ and w∗ to any
bounded set G of E∗ are equal. This obviously implies

B(Gm∗) = B(Gw∗) (5.3)

but equality (5.3) is also valid when G = E∗ as the following simple result
shows.

Proposition 5.1. If E is a separable Banach space, E∗ its topological dual,
and w∗ and m∗ are the topologies defined above, then the following equality
holds

B(E∗
m∗) = B(E∗

w∗).

Proof. It only remains to prove inclusion B(E∗
w∗) ⊆ B(E∗

m∗). If G is a member
of B(E∗

w∗) one has

G =
⋃
k≥1

G ∩ k B∗¥ (5.4)

Since B∗ is w∗-closed, equality (5.3) implies that for each k ≥ 1,

G ∩ k B∗ ∈ B((k B∗)w∗) = B((k B∗)m∗).

As already noted, k B∗ is a member of B(E∗
m∗). Therefore, the restriction

of B(Em∗) to k B∗ consists of the members of B(Em∗) contained in k B∗. This
yields G ∩ k B∗ ∈ B(E∗

m∗), whence G ∈ B(E∗
m∗) by (5.4). ��

At this point, we need a few extra definitions. Given a subset F of E , a
function f : � → E∗ is said to be F-scalarly measurable if the real-valued
function ω →< f (ω), x > is measurable (with respect to the σ -field F) for all
x ∈ F . If F = E we simply say that f is scalarly measurable. In this definition
E can be replaced with B, the closed unit ball of E . We denote by L1

E∗ [E] the
space of E-scalarly measurable (classes of) functions f such that the function
ω → ‖ f (ω)‖ is µ-integrable. Observe that by (5.2) this function is measurable
for each E-scalarly measurable f .
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Remark 5.1. If D1 stands for a countable dense subset of B, it is readily seen
that a function f : � → E∗ is D1-scalarly measurable if and only if it is
B(E∗

m∗)-measurable. Indeed, for each m∗-open subset W which is the finite
intersection of open half spaces, namely

W =
⋂

1≤i≤k

{y ∈ E∗ :< y, xi >< αi } (xi ∈ D1 αi ∈ R m ≥ 1),

one has f −1(W ) ∈ F . The Lindelöf property of E∗
m∗ allows us to derive the

same conclusion for an arbitrary m∗-open set, which shows that f is B(E∗
m∗)-

measurable. Thus, Proposition 5.1 shows that f is scalarly measurable if and
only if it is B(E∗

w∗)-measurable.

Given a subset C of E∗, the support function of C is denoted by s(.,C) and
defined on E by

s(x,C) = sup{< y, x >: y ∈ C} x ∈ E .

If C is nonempty, the values of s(.,C) lie in (−∞,+∞], otherwise s(., C) is
identically −∞.

We consider multifunctions defined on � with values in E∗. They can be
viewed as maps from� into the space 2E∗

of all subsets of E∗. Given F ⊆ E , a
multifunction X : � → 2E∗

is said to be F-scalarly measurable if the extended
real-valued function ω → s(x, X (ω)) is measurable for all x ∈ F . Let K(E∗

w∗)
denote the space of allw∗-compact subsets of E∗. Since every closed ball of E∗
isw∗-compact, the space R(E∗

w∗) of allw∗-ball compact subsets of E∗ reduces
to the space of all w∗-closed sets.

In this section, we do not consider the graph measurability of multifunctions
with respect to the product σ -field F ⊗ B(E∗

s∗), because we do not assume E∗
to be strongly separable, so that the Projection Theorem is no longer available
(for E∗

s∗ is not Suslin). We shall consider the σ -field F ⊗ B(E∗
w∗) instead. The

next proposition and its corollary will allow us to introduce the appropriate
definition of measurability for multifunctions taking on values in E∗.

Proposition 5.2. Let X be a multifunction defined on � whose values are m∗-
closed in E∗. The following two statements are equivalent.

(a) X−V ∈ F for all m∗-open subset V of E∗
(b) Gr(X) ∈ F ⊗ B(E∗

m∗) = F ⊗ B(E∗
w∗)

Proof. (a) ⇒ (b). As already mentioned, E∗
m∗ is a separable metrizable space.

Thus, if δ denotes any compatible distance, one has

Gr(X) = {(ω, y) ∈ �× E∗ : δ(y, X (ω)) = 0}.
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Since (a) implies the joint measurability of the function (ω, y) → δ(y, X (ω)).
statement (b) follows. As to implication (b) ⇒ (a), since E∗

m∗ is Suslin, we can
invoke the Projection Theorem. Thus, for every m∗-open set V the equality

X−V = proj� [Gr(X) ∩ (V × E∗)]
and the completeness hypothesis on (�,F , µ) show that X−V is a member of
F . ��
Corollary 5.3. Let X be a multifunction defined on � with w∗-closed valued
in E∗. The following two statements are equivalent.

(a) X−V ∈ F for all w∗-open set V
(b) Gr(X) ∈ F ⊗ B(E∗

w∗)

Moreover, if X takes on w∗-compact values, then each of the above statements
is equivalent to

(c) X−C ∈ F for all w∗-closed set C

If X takes on convex w∗-compact values, then each of the above statements is
equivalent to one of the following two statements

(d) X is E-scalarly measurable.
(e) X is D1-scalarly measurable (recall that D1 stands for a countable dense

subset of B).

Proof. If (a) holds, condition (a) of Proposition 5.2 is satisfied so that Gr(X)
is a member of F ⊗ B(E∗

m∗) = F ⊗ B(E∗
w∗). Conversely the completeness

hypothesis on (�,F , µ) and the Projection Theorem, applied to the Suslin
space E∗

w∗ , together show that (b) implies (a). Thus (a) and (b) are equivalent.
As to statement (c), observe that aw∗-compact valued multifunction is also

m∗-compact valued. We have already observed that E∗
m∗ is a separable metriz-

able space. In such a space it is known that, for compact valued multifunctions,
conditions (a) and (c) are equivalent (see e.g. Proposition III.12 of [8] or
Theorem 17.10 of [1]).

At last let us prove the equivalences (a) ⇔ (d) ⇔ (e) when the values of X
arew∗-compact and convex. For proving implication (a) ⇒ (d), define for each
x ∈ E and α ∈ R

W (x, α) = {y ∈ E∗ :< y, x > > α}
and note the easy equality

{ω ∈ � : s(x, X (ω)) > α} = X−W (x, α).

Since implication (d) ⇒ (e) is trivial, it only remains to prove implication (e)
⇒ (a). For this purpose, we set for each x ∈ E
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Gx = {(ω, y) ∈ �× E∗ :< y, x >≤ s(x, X (ω))}
and we note the following equalities

Gr(X) =
⋂
x∈E

Gx =
⋂

x∈D1

Gx .

The rightmost equality is a consequence of the continuity of the support function
x → s(x, X (ω)), valid for all ω ∈ �. Recall that this continuity property
holds because the values of X are assumed to be w∗-compact and convex.
Consequently, Gr(X) is a member of F ⊗ B(Em∗) = F ⊗ B(Ew∗). This
finishes the proof because (a) and (b) are equivalent as shown in the beginning
of the proof. ��

In the rest of this section, it will be convenient to say that a multifunction
X : � → 2E∗

satisfying condition (b) of Corollary 5.3 is measurable. It is
useful to note that statement (b) implies statement (a) and, as shown by the
previous result, that the converse implication holds when X has w∗-closed
values. Further, for any subfamily C of 2E∗

, we denote by M(C) the set of
all C-valued measurable multifunctions. The following two theorems provide
measurability properties for the w∗-sequential upper limit of a sequence of
multifunctions. In the first one, the multifunctions are assumed to be contained in
a fixedw∗-compact valued multifunction. In the second one, the multifunctions
may have unbounded values.

Theorem 5.4. Let (Xn)n≥1 be a sequence in M(2E∗
), which satisfies condition

(5.5) hereafter: there exists a w∗-compact valued multifunction Y such that

Xn(ω) ⊆ Y (ω) ω ∈ � n ≥ 1. (5.5)

Then, the multifunction X = w∗−ls Xn isw∗-compact valued and measurable.

Proof. For each ω ∈ �, the restriction of w∗ to Y (ω) coincide with the metriz-
able topology m∗. Consequently, one has

X (ω) = m∗ − L S Xn(ω) =
⋂
k≥1

m∗ − cl

⎛
⎝⋃

n≥k

Xn(ω)

⎞
⎠

=
⋂
k≥1

w∗ − cl

⎛
⎝⋃

n≥k

Xn(ω)

⎞
⎠ ω ∈ �.

The rightmost equality and condition (5.5) show that X hasw∗-compact values.
Further, using statement (a) of corollary 5.3 it is readily seen that for each k ≥ 1
the multifunction
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ω → w∗ − cl

⎛
⎝⋃

n≥k

Xn(ω)

⎞
⎠

is measurable. Hence, the measurability of X easily follows, because the graph
measurability if preserved under countable intersections. ��
Theorem 5.5. If (Xn)n≥1 is a sequence in M(2E∗

), then the multifunction
X = w∗ − ls Xn is measurable.

Proof. Since aw∗-convergent sequence is bounded in E∗, we have for allω ∈ �
X (ω) =

⋃
k≥1

w∗ − ls
(
Xn(ω) ∩ k B∗) .

From Theorem 5.4 we know that for each k ≥ 1 the multifunction ω → w∗ −
ls (Xn(ω) ∩ k B∗) is measurable. Thus, X is measurable, because the graph
measurability is preserved under countable unions. ��

Before stating the main result of the present section, it is useful to reformulate
Lemmas 5.1 and 5.2 of [11] for multifunctions with values in a dual space. The
first result concerns the existence of aµ-integrable selection for a multifunction
whose values lie in E∗.

Lemma 5.6. Let (�,F, µ) be a complete probability space and X : � → 2E∗

be a measurable multifunction.

(i) If X admits a µ-integrable selection, then d(0, X) is µ-integrable.
(ii) Conversely, if d(0, X) is µ-integrable, then X admits at least one

µ-integrable (and F -measurable) selection.

Proof. The proof of (i) is easy and analogous to that given in [11]. As to the
proof of (ii), it is enough to explain why the selection can be chosen to be
E-scalarly measurable (or equivalently B(E∗

w∗)-measurable). It suffices to con-
sider a measurable µ-integrable function r such that d(0, X (ω)) < r(ω) for all
ω ∈ � and the multifunction Y defined by Y (ω) = X (ω)∩ r(ω)B∗. This mul-
tifunction is measurable namely, Gr(Y ) is a member of F ⊗ B(E∗

m∗), whence
admits a B(E∗

m∗)-measurable selection. This selection is a member of L1
E∗ [E].

��
The first part of the following lemma present an easy adaptation of Lemma 5.2

of [11]. Its proof is similar, but involves w∗-compactness instead of
w-compactness. The second part is a reformulation of Lemma 5.4 of [11] in the
framework of a dual space.

Lemma 5.7. (i) If (Cn)n≥1 is a sequence in 2E∗
, one has

d(y, w∗ − ls Cn) ≤ lim inf
n→+∞ d(y,Cn) y ∈ E∗.
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(ii) Moreover, if α > 0 is such that Cn ∩ αB∗ �= ∅ i.o., then

lim inf
n→+∞ d(y,Cn ∩ αB∗) = lim inf

n→+∞ d(y,Cn).

Remark 5.2. The distance function d(.,C) of a subset C of E∗ is identically
+∞ if and only if C is empty. Thus, the distance function of a nonempty set
is finite at every point (or, equivalently, at one point). Consequently, Lemma
5.7(i) shows that w∗ − ls Cn is nonempty as soon as lim inf d(0,Cn) is finite.
The converse implication is straightforward, so that the following equivalence
holds

w∗ − ls Cn �= ∅ ⇔ lim inf
n→+∞ d(0,Cn) < +∞.

The next result provides a sufficient condition for the existence of integrable
selections for the sequential weak∗ upper limit multifunction in a dual space.

Theorem 5.8. Let (Xn)n≥1 be a sequence of measurable multifunctions with
values in E∗. If lim infn→+∞ d(0, Xn) isµ-integrable, thenw∗ − ls Xn admits
at least one B(E∗

w∗)-measurable, µ-integrable selection, i.e. a selection which

is a member of L1
E∗ [E].

Proof. Consider a positive µ-integrable function r such that

lim inf
n→+∞ d(0, Xn(ω)) < r(ω) ω ∈ �

and the multifunction Y defined by

Y (ω) = w∗ − ls
(
Xn(ω) ∩ r(ω)B∗) .

This multifunction is measurable by Theorem 5.4, namely Gr(Y ) ∈ F ⊗
B(E∗

w∗). It is also nonempty valued, whence admits at least one measurable
selection. Further, for each ω, Lemma 5.7 applied to the sequence (Xn(ω))n≥1
(with α = r(ω) for the application of part (ii) of this lemma) entails

d(0, Y (ω)) ≤ lim inf
n→+∞ d(0, Xn(ω) ∩ r(ω)B∗) = lim inf

n→+∞ d(0, Xn(ω)).

Thus, d(0, Y ) isµ-integrable. Anyµ-integrable selection of Y is also a selection
of X , which yields the desired result. ��
Remark 5.3. It is not difficult to check that the integrability condition of
Theorem 5.8, namely

lim inf
n→+∞ d(0, Xn) is µ−integrable

is implied by condition (iii)’ of Theorem 4.7.
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As in Section 4, we provide an application to the Fatou Lemma in infinite
dimension, this time for functions taking on values in a dual space. As in the
primal case, the L1-boundedness hypothesis is not needed. In the next theorem,
it is replaced by a (weaker) Mazur type condition.

Theorem 5.9. Let ( fn)n≥1 be a sequence in L1
E∗ [E], which satisfies the fol-

lowing conditions.

(i) There exists a sequence (rn) in L0(µ) with rn ∈ co{‖ fi‖ : i ≥ n} such
that lim sup rn ∈ L1(µ).

(ii) for each x in E the sequence (< x, fn >)n≥1 is uniformly integrable in
L1(µ)

(iii) there exists b ∈ E∗ such that

b = w∗ − lim
n→+∞

∫
�

fn dµ.

Under the above hypotheses, there exists f∞ ∈ L1
E∗ [E] such that

(j) b = ∫
�

f∞ dµ and
(jj) for µ-almost all ω ∈ � one has

f∞(ω) ∈
⋂
m≥1

w∗ − cl co{ fn(ω) : n ≥ m}.

Proof. The proof follows the same lines as those of Theorem 4.9. Consider
the sequence (rn) appearing in condition (i). For each n ≥ 1, one can find a
sequence (αn

i )i≥n of reals, such that

rn =
∑
i≥n

αn
i ‖ fi‖

∑
i≥n

αn
i = 1 αn

i ≥ 0

where αn
i > 0 only holds for a finite number of indices i . Also consider the

sequence (gn)n≥1 defined by

gn =
∑
i≥n

αn
i fi

Let D be a countable dense subset of E . From hypothesis (ii), we know that for
each x ∈ D the sequence (< gn, x >)n≥1 is uniformly integrable. Indeed, the
convex hull of a uniformly integrable subset of L1(µ) is uniformly integrable
too. Consequently, using a standard diagonal extraction procedure, it is possible
to find a subsequence of (gn), denoted similarly, and members ψx of L1(µ),
such that

ψx = lim
n→∞ < gn, x > x ∈ D
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in the σ(L1, L∞)-topology. Further, invoking Mazur’s Theorem and appealing
again to a diagonal procedure, it is possible to construct a sequence (hn), whose
members are convex combinations of (gn) and such that for all x ∈ D

ψx (ω) = lim
n→∞ < hn(ω), x > µ− almost surely (5.6)

For every n ≥ 1, hn reads as follows

hn =
∑
i≥n

βn
i gi

where the reals βn
i satisfy

∑
i≥n

βn
i = 1 and βn

i ≥ 0,

but where βn
i > 0 only holds for a finite number of indices i .

Now, consider the multifunction Z = w∗−ls hn .As in the proof of Theorem
4.9 it is readily seen that lim sup ‖hn‖ satisfies

lim sup
n→+∞

‖hn‖ ≤ lim sup
n→+∞

⎛
⎝∑

i≥n

βn
i ri

⎞
⎠ ≤ lim sup

n→+∞
rn

which, in view of condition (i), shows that lim infn→+∞ ‖hn‖ is µ-integrable.
This allows us to apply Theorem 5.8, which shows that Z admits at least one
scalarly measurable selection f∞ that is also a member of L1

E∗ [E]. Hence, for
every ω ∈ �, there exists a subsequence (hnk (ω))k≥1 of (hn(ω)) such that

f∞(ω) = w − lim
k→+∞ hnk (ω).

Returning to (5.6), we deduce that

ψx (ω) =< f∞(ω), x >

for all x ∈ D. This proves that f∞(ω) is the unique w∗-cluster point of
(hn(ω)). Furthermore, since for almost all ω ∈ � the sequence (hn(ω))n≥1 is
bounded, hypothese (i) entails that it is contained in aw∗-compact subset of E∗.
Consequently, the whole sequence w∗-converges, namely

f∞(ω) = w∗ − lim
n→+∞ hn(ω). (5.7)

This holds for µ-almost all ω ∈ �. Using the properties of hn , it is not hard to
show that equation (5.7) implies



Tightness conditions and integrability 43

f∞(ω) ∈
⋂
m≥1

w∗ − cl {hn(ω) : n ≥ m} ⊆
⋂
m≥1

w∗ − cl co{ fn(ω) : n ≥ m}.

As to (j), we note that, due to hypothesis (ii), the sequence (< gn, x >)n≥1
is uniformly integrable for each x ∈ E , which entails
∫
�

< f∞, x > dµ = lim
n→+∞

∫
�

< hn, x > dµ =<
∫
�

fn dµ, x >=< b, x >

because the sequence (
∫
�

gn dµ)n≥1 also w∗-converges to b. By the density of
D this yields

b =
∫
�

f∞ dµ.

and finishes the proof. ��
Remark 5.4. From Theorem 5.5 in the present section, we know that the mul-
tifunction w∗ − ls fn is measurable.
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Abstract. We investigate how the presence of bads, causing disutility to consumers,
affects the emergence of the price-taking behavior. Specifically, we give two examples
of sequences of increasingly populous finite economies in which the core convergence
property holds and, yet, for which there is a sequence of coalitions, one from each
economy, such that the size of the coalition relative to the economy converges to zero
but the share of the coalition in the aggregate consumption of bads converges to one.
The limit atomless economy has a Walrasian equilibrium in one of the two examples but
not in the other.

Key words: bads, core convergence, equilibrium existence, perfect competition, atom-
less economy, uniform integrability

1. Introduction

The first welfare theorem, which states that every Walrasian equilibrium alloca-
tion is Pareto efficient, justifies the use of the market mechanism as a means to
attain an efficient allocation of commodities. The theorem (and, for that matter,
the second welfare theorem as well) is valid even when preference relations or
utility functions are not monotone, so that some commodities are bads, which
cause disutility to consumers, and for which the prices are negative. An impli-

∗ This paper combines materials in an earlier paper of the same title and another paper
entitled “Example on the Core Convergence Property with Bads”. I am grateful to
Tomoki Inoue, Atsushi Kajii, and an anonymous referee for extremely valuable
comments on an earlier version of this paper.
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cation of this theorem is that the allocation of bads may also be delegated to the
market mechanism.

An implicit and yet important assumption underlying the first welfare the-
orem is that consumers are price takers. Without this assumption, the market
mechanism need not bring about an efficient allocation, and the relevance of
the first welfare theorem would be lost.

The assumption of the price-taking behavior is justified in the form of the
core convergence theorem or the core equivalence theorem. The core con-
vergence theorem, a general, non-replica version of which was proved by
Anderson [1], asserts that the core allocations and Walrasian equilibrium allo-
cations are, in terms of some appropriately defined measure, close to each other
in an economy consisting of a large but finite number of consumers. The core
equivalence theorem, originally due to Aumann [3], asserts that the two are
exactly identical to each other in an atomless economy, an economy consist-
ing of infinitely many consumers, each negligible in size relative to the entire
economy.

The monotonicity assumption on preference relations or utility functions
plays an important role in both theorems, albeit in different manners. On the one
hand, the convergence theorem may fail without the monotonicity assumption,
as exemplified by Manelli [14]. On the other hand, the equivalence theorem
holds even without the monotonicity assumption, but if free disposability is
not assumed, there may not be any Walrasian equilibrium at all in an atomless
economy, as exemplified by Hara [7]. In this case, the equivalence theorem only
states that there is no core allocation either, without showing how close the core
and equilibrium allocations are. In these examples, the core allocations either
stay away from the equilibrium allocations or simply do not exist. It would
therefore be fair to say that the emergence of the price-taking behavior is more
difficult to confirm in the presence of bads.

The failure of core convergence of a sequence of finite economies and the
failure of equilibrium existence in an atomless economy share a common fea-
ture. It is that a negligibly small coalition consumes almost all of a commod-
ity in large finite economies. More specifically, the first example of Manelli
[14] involves a sequence of core allocations of increasingly populous finite
economies that does not have the core convergence property and along which
there is a consumer in each economy who consumes all of a commodity, how-
ever large the economy may be. The second example of Hara [7] involves a
sequence of equilibrium allocations of increasingly populous finite economies,
of which the limit atomless economy has no Walrasian equilibrium and along
which it is possible to choose a coalition in each economy so that the size of
the coalition relative to the entire economy converges to zero but the share of
the coalition in the aggregate consumption of the bad converges to one. In both
examples, for every ε > 0, there exists a coalition in every sufficiently large



Core convergence in economies with bads 47

finite economy of which the population size relative to the entire economy is
less than ε and yet the consumption share of bads is greater than 1 − ε. Hence
both the sequence of core allocations and the sequence of equilibrium alloca-
tions fail to be uniformly integrable.1 This means that the limit of the sequence
of core or equilibrium allocations, in whatever way deemed as reasonable it is
defined, fails to be resource-feasible in the limit economy. Hence, either there
is no Walrasian equilibrium in the limit economy, or even if there is one, it is
quite different from the core allocations of finite economies.

There is also an important difference between these two examples. In
Hara’s [7] example, unlike Manelli’s [14], it is not possible to choose a consumer
in each economy so that these consumers’ shares in the aggregate consumption
stay away from zero. As noted above, there is a sequence of coalitions which
eventually becomes negligible relative to the size of the economy, and whose
consumption shares converge to one. For such a sequence of coalitions, the
number of members of the coalition must necessarily grow to infinity as the
economy becomes more populous. Thus, while the uniform integrability con-
dition is violated in both examples, it is, so to speak, more drastically violated
in Manelli’s [14] example than in Hara’s [7] example.

Can the core convergence property hold when the sequence of core alloca-
tions fails to satisfy the uniform integrability condition in the less drastic way
of Hara’s [7] example, so that a vanishingly small coalition, consisting of an
increasing number of consumers, maintains a consumption share away from
zero? Since the failure of uniform integrability is tantamount to an extremely
high concentration of consumption, the core convergence property seems, at
first sight, incompatible with a sequence of core allocations that is not uni-
formly integrable. However, the conditions for the core convergence theorem
(and its corollaries) of Manelli [14] are imposed only on individual consumers,
which have no implication on any (vanishing or not) sequence of coalitions with
the numbers of members growing to infinity.2 In this paper, we construct two

1 A sequence of nonnegative-valued integrable functions f n defined on probability
measure spaces (An,A n, νn) is uniformly integrable if

∫
Bn f n(a) dνn(a) → 0 as

n → ∞ whenever Bn ∈ A n for every n and νn(Bn) → 0 as n → ∞. When the
sequence of induced probability measures νn ◦ ( f n)−1 on R+ converges weakly
to some probability measure µ on R+, the sequence ( f n) is uniformly integrable

if and only if
∫

An f n(a) dνn(a) = ∫R+ x d
(
νn ◦ ( f n)−1

)
(x) → ∫

R+ x dµ(x) as
n → ∞.

2 The condition regarding initial endowments for the core convergence theorem of
Anderson [1] is imposed only on individual consumers. In contrast, to define a
perfectly competitive sequence of economies, Hildenbrand [10, Chap. 2, Section 1],
used a condition on the average endowments of a vanishing sequence of coalitions
with the numbers of members possibly growing to infinity.
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examples to show, by applying Manelli’s [14] theorem, that the core conver-
gence property may hold even when every sequence of core allocations fails
to be uniformly integrable in the same way as in Hara’s [7] example. These
examples tell us that an extremely high concentration of consumption, which
is often taken as a sign of imperfect competition, is compatible with the emer-
gence of perfect competition. However, they do not preclude the possibility
that once a more demanding notion of core convergence or perfect competi-
tion is employed, the core allocations may be deemed as quite different from
the equilibrium allocations whenever the sequence of core allocations fails to
be uniformly integrable. We will mention a possible notion of this sort in the
conclusion.

The two examples we construct in this paper differ from each other in
two respects. First, the limit atomless economy has no Walrasian equilibrium
in the first example but it has one in the second. In the second example, the
failure of uniform integrability does not lead to the non-existence of an equilib-
rium in the limit but a discontinuous change in equilibrium prices at the limit.
The presence of the discontinuous change suggests that the notion of the limit
(atomless) economy used here may well be less than appropriate. Indeed, we
will see, when analyzing the properties of the second example, that although the
sequence of the joint distributions of consumers’ preference relations and initial
endowments of finite economies converges weakly to the joint distribution of
the atomless economy, the sequence of the supports of the joint distributions of
finite economies does not converge to the support of the joint distribution of the
atomless economy with respect to the Hausdorff distance. Rather, a preference
relation disappears at the limit. We will suggest a related direction of future
research in the conclusion.

The second respect in which our two examples differ from each other is
related to the core convergence theorem that Manelli [15] proved in another
paper of his. Unlike the core equivalence theorem (and its corollaries) of
Manelli [14], Theorem 2 of Manelli [15] uses conditions only in terms of the
sequence of finite economies, with no reference to any particular core allo-
cations, to guarantee the convergence property for all sequences of core allo-
cations. We will show that Condition C2 of Manelli [14] is satisfied by all
sequences of core allocations of both examples, but the conditions of Theo-
rem 2 of Manelli [15] are satisfied only by the sequences of core allocations of
the example having a Walrasian equilibrium in the limit. This implies that the
conditions of Manelli [15] are sufficient but not necessary for core convergence.

This paper is organized as follows. In Sect. 2, we review basic definitions
and results. In Sect. 3, we give two examples to show that an almost negligibly
small coalition consumes all of the bads even when the core convergence prop-
erty is obtained. In Sect. 4, we conclude, suggesting some directions of future
research.
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2. Basic definitions and results

Let L be a positive integer, denoting the number of types of commodities. The
consumption set is the nonnegative orthant RL+ of the L-dimensional Euclidean
space RL . We writhe X for RL+. Denote by P the set of all binary relations on X
(subsets of X × X ) that are complete, transitive, and continuous, endowed with
the relative topology of the closed convergence topology on the set of all closed
subsets of RL+ × RL+. Denote by Pco the set of all binary relations in P that are
convex; by Plns the set of all binary relations in P that are locally non-satiated;
and by Pmo the set of all binary relations in P that are monotone.3

An (exchange) economy is characterized by a complete probability measure
space (A,A , ν) of names of consumers and a measurable mapping χ : A →
P × RL , with the coordinate mappings � : A → P and e : A → RL

comprising χ = �× e, such that e is integrable. When there is no ambiguity,
we simply refers to the economy χ , by suppressing the probability measure
space (A,A , ν). We write �a for �(a). The symmetric part of �a is written
as ∼a and the asymmetric part is written as �a . The measurability is with
respect to A and the product σ -field of the Borel σ -fields on P and RL . In
most of the subsequent analysis (and, in fact, in our examples), we assume that
�a ∈ Pco ∩ Plns and e(a) ∈ RL++ for every a ∈ A.

An economy is finite if A is a finite set, A is the power set of A, and ν is the
uniform probability measure on A, that is, ν({a}) = |A|−1 for every a ∈ A. An
economy is atomless if the probability measure space (A,A , ν) is atomless.
Then, in particular, A is an infinite set.

For a sequence (((An,A n, νn) , χn)) of economies and an economy
((A,A , ν) , χ), we consider the following two notions of convergence. In
both notions, we require the sequence of the numbers of consumers, |An|,
converges to the number of consumers, |A|, allowing them to be infinite.
We also require

∫
An en(a) dν(a) → ∫

A e(a) dν(a) as n → ∞, that is, the
sequence of average endowment vectors of finite economies χn converges
to the average endowment vector of χ . On the top of these requirements,
the first notion of convergence is nothing but the weak convergence of the
joint distributions of preference relations and initial endowments. That is, we
require, for every bounded and continuous function h : P × RL → R,∫
P×RL h(z) d

(
νn ◦ (χn)−1

)
(z) → ∫

P×RL h(z) d
(
ν ◦ χ−1

)
(z) as n → ∞.

We then write νn ◦ (χn)−1 → ν ◦ χ−1 weakly as n → ∞. Although the
weak convergence means, roughly, that the distribution ν ◦χ−1 can be approx-
imated by another distribution νn ◦ (χn)−1 for a sufficiently large n, its pre-
cise meaning is more restricted. It is that νn ◦ (χn)−1 approximates ν ◦ χ−1

as far as the integrals of bounded and continuous functions are concerned.

3 That is, if Q ∈ Pmo, x ∈ X , y ∈ X , and x − y ∈ RL++, then x Qy but not yQx .
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If we take a function h : P × RL → R that is not bounded or continu-
ous, we need not have the convergence of integrals. We will see that this is
responsible for the failure of uniform integrability of sequences of core alloca-
tions in our examples. For the second notion of convergence, we additionally
impose the convergence of the supports of joint distributions. More specifically,
we denote by supp

(
ν ◦ χ−1

)
the support of ν ◦ χ−1 (where, as we specified

before, the topology on P is the closed convergence topology, which is metriz-

able), and analogously for supp
(
νn ◦ (χn)−1

)
. We assume that supp

(
ν ◦ χ−1

)
and the supp

(
νn ◦ (χn)−1

)
are compact. Then we require the Hausdorff dis-

tance between supp
(
νn ◦ (χn)−1

)
and supp

(
ν ◦ χ−1

)
to converge to zero as

n → ∞. This means roughly that all the characteristics (preference relations
and initial endowment vectors) that are present in χn for a sufficiently large n
are also present in χ ; and that all the characteristics that are present in χ can be
approximated by some characteristics in χn for a sufficiently large n.

The second notion is obviously stronger than the first, and in fact, we see
that in both of the two examples in the next section, the sequence of finite
economies converges to some atomless economy with respect to the first notion
of convergence, but only in one of the two it does so with respect to the second
notion.4

Let (A,A , ν) be an economy. Each element of A is referred to as a coali-
tion. For a coalition C , a mapping f : C → X is a feasible allocation within
C if

∫
C f (a) dν(a) = ∫C e(a) dν(a). Note that the feasibility is defined by the

exact equality, not weak equalities, to prevent free disposability of bads. A fea-
sible allocation within the entire A is simply called a feasible allocation, without
adding “within A”. A pair ( f, p) of a feasible allocation f and a price vector
p ∈ RL is a Walrasian equilibrium of the economy χ if for almost every a ∈ A,
p · f (a) ≤ p · e(a) and p · x > p · e(a) whenever x ∈ X and x �a f (a). A
pair (C, g) of a coalition C and a feasible allocation g within C is an objection
to a feasible allocation f : A → X if ν ({a ∈ C | f (a) �a g(a)}) = 0 and
ν ({a ∈ C | g(a) �a f (a)}) > 0. The core of the economy χ is the set of all
allocations to which there is no objection.

There are two existence theorems relevant to our analysis. The first one is
by McKenzie [12,13], which deals only with finite economies.

Theorem 1 (McKenzie [12,13]). For every finite economy χ , if �a ∈ Pco ∩
Plns and e(a) ∈ RL++ for every a ∈ A, then there exists a Walrasian equilibrium
of χ .

4 The weak convergence, compactness of supports and the convergence of supports
with respect to the Hausdorff distance together imply that

∫
An en(a) dνn(a) →∫

A e(a) dν(a), because the latter two conditions imply that the en and e are essen-
tially uniformly bounded.
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The second one is a special case of the existence theorems of Hildenbrand [9]
and of Hara [8] for atomless economies.5

Theorem 2 (Hildenbrand [9] and Hara [8]). For every atomless economy χ ,
if ν({a ∈ A | �a ∈ Pmo}) > 0 and ν({a ∈ A | e(a) ∈ RL++}) = 1, then there
exists a Walrasian equilibrium of χ .

Hara [7] gave an example to show that there may not be any Walrasian
equilibrium for an atomless economy even if �a ∈ Pco∩Plns and e(a) ∈ RL++
for every a ∈ A. The virtue of atomless economies lies in the following core
equivalence theorem, originally due to Aumann [3].6

Theorem 3 (Aumann [3]). For every atomless economy χ , if ν({a ∈ A | �a

∈ Plns}) > 0 and ν({a ∈ A | e(a) ∈ RL++}) = 1, then the core of χ coincides
with the set of all Walrasian equilibrium allocations of χ .

Let P be a space of normalized price vectors. Although it is most common
to take P = {

p ∈ RL | ‖p‖ = 1
}
, where ‖p‖ = ∑L

�=1 |p�|, we only require
inf p∈P ‖p‖ > 0. In fact, since there are only two types of commodities, of
which the first one is a good and the second one a bad, in our examples, we will
take P = {p ∈ RL | p1 = 1}. For each z ∈ R, denote max {z, 0} by z+. Define
ψ : P × RL × X × P → R+ by

ψ(Q, w, x, p)=|p·(x−w)|+(sup {p · (x−y) | y ∈ X, yQx, but not x Qy})+.
(1)

Thus ψ(Q, w, x, p) measures, in monetary terms, the gap between the given
consumption vector x ∈ X and the demand of the consumer with the preference
relation Q and the initial endowment vector w under the price vector p ∈ P ,
where the first term penalizes the violation of the budget-balancing condition
and the second term penalizes the violation of the utility maximization condition.

For an economy ((A,A , ν), χ), a feasible allocation f , and a price vector
p ∈ P , define

5 Hildenbrand’s theorem establishes the existence of a free-disposal equilibrium, but
if every member of some coalition with positive measure has a monotone preference
relation, then a free-disposal equilibrium can be easily modified to a Walrasian equi-
librium (where the feasibility constraint is satisfied with an equality rather than a
weak inequality), by assigning excess supply to these consumers. On the other hand,
Aumann’s [4] and Schmeidler’s [16] theorems assume that almost every consumer’s
preference relation is monotone. Hara [8] showed that there exists a Walrasian equi-
librium of an exchange economy under the assumption that for every commodity
there is a coalition with positive measure for whom the commodity is a good (that
is, it increases their utility). This assumption is met if, as stated below, there is a
coalition with positive measure who have monotone preference relations.

6 Kim [11] provided two examples in which the core equivalence does not hold. One
is based on the fact that the initial endowment vectors lie on the boundary of RL+.
The other is based on the fact that the preference relations are incomplete.
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ψ(χ, f, p) =
∫

A
ψ(�a, e(a), f (a), p) dν(a). (2)

Thne ψ(χ, f, p) ≥ 0 for every (χ, f, p), and ψ(χ, f, p) = 0 if and only if
( f, p) is a Walrasian equilibrium of χ . Thusψ(χ, f, p) is the average gap from
( f, p) being a Walrasian equilibrium ofχ . If ((A,A , ν), χ) is a finite economy,
then (2) can be rewritten as

ψ(χ, f, p) = 1

|A|
∑
a∈A

ψ(�a, e(a), f (a), p)

Anderson [1] proved a core convergence theorem for a general, non-replica
sequence of increasingly populous finite economies.7,8

Theorem 4 (Anderson [1]). Let (χn) be a sequence of finite economies such
that �n

a ∈Pmo for every n and a ∈ An , |An| → ∞ as n → ∞, and if (an) is a
sequence such that an ∈ An for every n, then |An|−1 en(an) → 0 as n → ∞.
Then, for every n and for every core allocation f n of χn , there exists a sequence
(pn) of price vectors in P such that ψ(χn, f n, pn) → 0 as n → ∞.

Besides presenting two counterexamples, Manelli [14] provided sufficient
conditions for core convergence. They are joint conditions on the sequence of
finite economies and the sequences of particular choices of core allocations
of these economies. We make use of them when establishing the core conver-
gence property for our examples. On the other hand, Manelli [15] provided
sufficient conditions for core convergence only in terms of the sequence of
finite economies, independent of any particular choices of core allocations. We
investigate whether these conditions are satisfied by our examples. Since, as we
will see in the next section, all consumers have the identical endowment vector
and convex preference relations in our examples, the critical condition among
those of his theorem is the No Peculiar Individuals Condition, which involves
the Hausdorff distance between two preference relations. The definition of the
Hausdorff distance can be found in Hildenbrand [10, B.II] and we denote the
distance by d.9 We can then state a weaker version of the No Peculiar Individ-
uals in Remark 1 of Section 3 of Manelli [15], which is imposed on a sequence
(χn) of finite economies, as follows.

Condition 1 (No peculiar individuals). There exists a sequence of positive
numbers, (tn), such that tn/|An| → 0 and

7 Anderson [1] used a slightly different gap measure but the core convergence property
with respect to the gap measure we are using here can be derived from his theorem.

8 Anderson [2] gave a taxonomy of types of core convergence. We will later touch on
some of them.

9 Since the consumption set RL+ is not bounded, the Hausdorff distance may be infinite.
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min
a∈An

∣∣{a′ ∈ An | d
(
�n

a,�n
a′
) ≤ tn}∣∣→ ∞

as n → ∞.

In the analysis of the core convergence property for monotone preference rela-
tions, the No Peculiar Individuals Condition (and its variants) is often defined
using the metric of the closed convergence topology in place of the Hausdorff
distance. The Hausdorff distance measures the difference between two prefer-
ence relations that is applicable uniformly, regardless of the choice of consump-
tion vectors at which the difference is measured, while (the metric of) the closed
convergence topology allows the difference between the two to depend on the
norm (length) of such consumption vectors. A sequence (Qn) of preference
relations may converge to a preference relation Q with respect to the closed
convergence topology while d(Qn, Q) does not converge to zero, or even when
d(Qn, Q) = ∞ for every n; and this happens when the Qn eventually become
the same as Q as far as the consumption vectors of some finite length or less
are concerned, but there are many pairs of consumption vectors of unboundedly
large norms over which the rankings are opposite between Qn and Q.

As we will see in Sect. 3, the validity of the core convergence property
hinges on whether the (sequences of) consumers having consumption vectors
of unboundedly large norms at core allocations retain the market power. It is for
this reason that to guarantee the core convergence property in the presence of
bads without reference to any particular choice of core allocations, it is necessary
to define the No Peculiar Individuals Condition using the Hausdorff distance,
rather than the closed convergence topology.

3. Examples

In this section, we give an example of the failure of the core convergence prop-
erty, and two examples to show that an almost negligible coalition may con-
sume almost all bads in an economy even when the core convergence property
is obtained. These examples share some common ingredients, which we present
in the first subsection. We then turn to the specifics of each of the three.

3.1. Common ingredients

Let L = 2. We define preference relations for which the first commodity is a
good and the second is a bad, and which is quasi-linear with respect to the good.
The disutility from consuming the bad is defined by the following function.

Let q and q be such that 0 ≤ q < q < ∞. Define r : (0, 1] → R++ by

r(b) =
(

q − q
)/

4b. Then, for each b ∈ (0, 1], define qb : R+ → R+ by
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qb(x2) =
⎧⎨
⎩

q + 2bx2 for x2 ≤ r(b),

q − q − q

2
exp

(
1 − x2

r(b)

)
for x2 > r(b).

(3)

Then qb is continuously differentiable, qb(r(b)) = q̂, where q̂ =
(

q + q
)/

2,

and q < qb(x2) < q and q ′
b(x2) > 0 for every b ∈ (0, 1] and every x2 ∈ R++.

In fact, qb is defined for x2 > r(b) so that it is strictly increasing, strictly
concave, and is differentiable at x2 = r(b)with the derivative continuous at the
point, and converges to q as x2 → ∞. Then define sb : R+ → R+ by

sb(x2) =
∫ x2

0
qb(t) dt,

then sb is twice continuously differentiable. Moreover, s′
b(r(b)) = q̂ , and q <

s′
b(x2) < q and s′′

b (x2) > 0 for every x2 ∈ R++.
For each b ∈ (0, 1], we define the utility function ub : X → R by ub(x) =

x1 − sb (x2). Let Qb ∈ Pco ∩ Plns be the binary relation represented by ub.
Note that the marginal disutilities from the bad are given by qb and hence range
from q to q. Thus, in particular, Qb is proper in the sense of Manelli [14,15].
The mapping b �→ Qb is continuous with respect to the closed convergence
topology.

Write

w = (w1, w2) =
(

q − q

4

q + q

2
,

q − q

4

)
∈ RL++.

This is the endowment vector for every consumer. There is thus no market power
for any consumer arising from unequal endowments.

We let P = {p ∈ R2 | p1 = 1} be the space of normalized price vectors.

3.2. Example of the failure of core convergence

To give the idea of how the presence of bads may prevent the emergence of the
price-taking behavior, we first give an example of a sequence of increasingly
populous finite economies along which the core convergence property fails.
Manelli [14] also gave an example of the failure of core convergence with
convex preference relations, but the following example is simpler and easier to
analyze.

Example 1. Let A = (0, 1], A be the set of all Lebesgue measurable subsets
of A, and ν be the Lebesgue measure restricted on A . Then (A,A , ν) is an
atomless complete probability measure space. Define � : A → Pco ∩ Plns by
�a = Q1 for every a ∈ A. Define e : A → RL++ by e(a) = w for every a ∈ A.
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Letting χ = �×e : A → (Pco ∩ Plns)× RL++ defines an atomless economy
((A,A , ν), χ). This economy, therefore, consists of a single type.

For each positive integer n, let An = {0, 1, . . . , n}, A n be the power set
of An , and νn be the uniform probability measure on An . Define �n : An →
Pco∩Plns by �n

a = Q1 for every n and a ∈ An with a ≥ 1, and �n
0 = Q1/(n+2)

for every n. Define en(a) = w for every n and a ∈ An Letting χn = �n×en :
An → (Pco ∩ Plns)× RL++ defines a finite economy ((An,A n, νn), χn) for
each n.

Proposition 5. In Example 1:

1. |An| → ∞ and νn ◦ (χn)−1 → ν ◦ χ−1 weakly as n → ∞.
2. For every n, there is a unique Walrasian equilibrium (gn, pn) with pn ∈ P

of χn , given by

pn =
(

1,−q + 3q

4

)
,

gn(a) =

⎧⎪⎨
⎪⎩

(
w1 + n

8

(
q + 3q

)
w2,

(n

2
+ 1
)
w2

)
if a = 0,(

w1 − 1

8

(
q + 3q

)
w2,

1

2
w2

)
if a ≥ 1,

3. There is a unique Walrasian equilibrium (g, p) with p ∈ P of χ , given by
g(a) = w for almost every a ∈ A and

p =
(

1,−q + q

2

)
.

4. For every sequence ( f n) consisting of core allocations f n of χn for each
n,

f n
2 (0)

|An| → w2

2

as n → ∞.
5. For each n, define another feasible allocation f n of χn by

f n(a) =

⎧⎪⎪⎨
⎪⎪⎩

gn(0)+
(n

8
w2

2, 0
)

if a = 0,

gn(a)−
(

1

8
w2

2, 0

)
if a ≥ 1.

Then f n is a core allocation of χn for every n. Moreover, there exists a
δ > 0 such that for every sequence (pn) in P ,

1

|An| |{a ∈ An | ψ(�n
a, w, f n(a), pn) ≥ δ}| → 1 (4)

as n → ∞.
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We shall not give a formal proof of this proposition, but explain its idea.
Part 1 follows from the fact that the weight of consumer 0 in terms of the
population in An is 1/(1+n), which converges to zero as n → ∞. The support
of the distribution of the atomless economy, ν ◦ χ−1, is of course the singleton
{(Q0, w)}, but the support of νn ◦ (χn)−1 is equal to {Q1/(n+2), Q1}×{w}, and
the sequence of these supports converges to {Q0, Q1}× {w} with respect to the
Hausdorff distance. Therefore, the sequence of finite economies converges to
the atomless economy in the first notion of convergence explained in Sect. 2, but
not in the second. Given the specification of w, at every feasible allocation that
is individually rational and Pareto-efficient, every consumer consumes strictly
positive quantities of both commodities. Moreover, for every consumer a ∈ An

with a ≥ 1, the quantity of the bad consumed is less than r(1), and for a = 0,
the quantity of the bad consumed is less than r(1/(n + 2)). Part 2 follows from
this fact and the first-order condition of the utility maximization problem. Part 3
merely states that the Walrasian equilibrium of the atomless economy, consisting
only of a single type, is the no-trade equilibrium. We should, however, note that

there is a discontinuous change in equilibrium prices: |pn
2 | =

(
q + 3q

)/
4 for

every n, while |p2| =
(

q + q
)/

2. Since the consumer of type Q0 disappears

at the limit, this discontinuous change is indicative of the market power of the
consumer of type Q1/(n+2) in χn . Indeed, part 4 shows that the consumer of
type Q1/(n+2) alone consumes about half of the total endowment of the bad in
a sufficiently populous economy.

Part 5 is the main result of this proposition. Note that for every n and a ≥ 1,
u1 (gn(a)) = (5/4)w2

2, while u1 (w) = w2
2. Thus a transfer of (1/8)w2

2 units of
the good, with respect to which u1 is quasi-linear, from each of the consumers
a ≥ 1 to a = 0 at the Walrasian equilibrium allocation gn does not violate the
individual rationality condition. Part 5 claims that the allocation f n obtained
from this profile of transfers is a core allocation. To see this, note first that since
f n is individually rational, no coalition consisting only of consumers a ≥ 1 can
object to f n . Second, since the utility functions are quasi-linear with respect
to the good, and since the equilibrium allocation gn is Pareto-efficient, so is
f n . This means that the grand coalition cannot object to f n . Third, no coalition
consisting of consumer 0 and some, but not all, of a ≥ 1 can object to f n either,
because the members a ≥ 1 would not be able to afford the transfer to a = 0 to
keep him as well as at gn , while they are themselves as well as at gn . Part 5 also
claims that the core convergence property fails in a rather drastic way: There
is a positive number δ such that for any choice of normalized price vectors pn ,
the individual gap measure ψ

(
�n

a, w, f n(a), pn
)

stays away from δ for almost
every consumer. Thus, in particular, the sequence of the average gap measures
ψ (χn, f n, pn) stays almost at least as large as δ and does not converge to zero.
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The convergence (4) can be proved as follows. Since f n(a) does not depend
on n or a as long as a ≥ 1, we denote it by x . Since �n

a = Q1 for every n and
a ≥ 1 and it is locally non-satiated, we can consider the problem of minimizing

ψ (Q1, w, x, p) = |p · (x − w)| + (sup {p · (x − y) | y ∈ X and y Q1x})+

by choosing a p ∈ P . The second term on the right-hand side is zero if and only

if p =
(

1,−
(

q + 3q
)/

4
)

, but then the first term is equal to (1/8)w2
2. Hence

ψ (Q1, w, x, p) > 0 for every p ∈ P . Moreover, since each of the two terms
on the right-hand side is a convex function of p attaining its minimum (zero) at
some unique point, the sum of the two, ψ (Q1, w, x, p), attains its minimum.
Denote it by δ, which is what we needed, because n/(1 + n) → 1 as n → ∞.

One of the conditions for core convergence for the core convergence theorem
of Manelli [14] is that |An|−1 f n(an) → 0 as n → ∞ for every sequence ( f n)

consisting of core allocations f n of χn and for every sequence (an) consisting
of an ∈ An . Part 4 of Proposition 5 shows that this property is violated by
a consumer (an = 0), just as in the first example of Manelli [14]. Also, by
Lemma 10 to be presented in the appendix,

d
(
Q1/(n+2), Q1

) ≥
(

q − q
)2

8 (1 + q)
(n + 1).

Thus, if a sequence of positive numbers, (tn), satisfies

min
a∈An

∣∣{a′ ∈ An | d
(
�n

a,�n
a′
) ≤ tn}∣∣→ ∞

as n → ∞, then

lim inf
n→∞

tn

|An| ≥
(

q − q
)2

8 (1 + q)
> 0.

Thus Condition 1 is violated, where consumer 0 is the peculiar consumer.

3.3. Example with no Walrasian equilibrium in the limit

In this subsection, we give an example of the core convergence property in
which the sequence of core allocations must necessarily fail to be uniformly
integrable and the limit atomless economy has no Walrasian equilibrium. The
example is quite similar to Example 2 of Hara [7] but differs from it in that the
preference relations in the present example are proper.

Example 2. Let A = (0, 1], A be the set of all Lebesgue measurable subsets
of A, and ν be the Lebesgue measure restricted on A . Then (A,A , ν) is an
atomless complete probability measure space. Define � : A → Pco ∩ Plns by
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�a = Qa for every a ∈ A. Define e : A → RL++ by e(a) = w for every a ∈ A.
Letting χ = �×e : A → (Pco ∩ Plns)× RL++ defines an atomless economy
((A,A , ν), χ).

For each positive integer n, let An = {1, 2, . . . , n}, A n be the power set
of An , and νn be the uniform probability measure on An . Define �n : An →
Pco ∩Plns by �n

a = Qa/n for every n and a ∈ An . Define en : An → RL++ by
en(a) = w for every a ∈ An . Letting χn = �n×en : An → (Pco ∩ Plns) ×
RL++ defines a finite economy ((An,A n, νn), χn) for each n.

Proposition 6. In Example 2:

1. |An| → ∞ and νn ◦ (χn)−1 → ν ◦ χ−1 weakly as n → ∞. The supports,

supp
(
νn ◦ (χn)−1

)
and supp

(
ν ◦ χ−1

)
, are compact and the Hausdorff

distance between supp
(
νn ◦ (χn)−1

)
and supp

(
ν ◦ χ−1

)
converges to

zero as n → ∞.
2. For every n, there is a unique Walrasian equilibrium (gn, pn) with pn ∈ P

of χn , given by

pn =
(

1,−
(

q + 2w2

Sn

))
,

gn(a) =
(
w1 +

(
q + 2w2

Sn

)( n

aSn
− 1
)
w2,

nw2

aSn

)
,

where Sn = 1 + 1/2 + · · · + 1/n.
3. There is no Walrasian equilibrium of χ .
4. There exists a sequence (Bn) consisting of Bn ∈ A n for each n such that

|Bn| / |An| → 0 and

1

|An|
∑

a∈Bn

f n
2 (a) → w2

as n → ∞ for every sequence ( f n) consisting of core allocations f n of χn

for each n.
5. For every sequence ( f n) consisting of core allocations f n of χn for

each n and for every sequence (an) consisting of an ∈ An for each n,
|An|−1 f n(an) → 0 as n → ∞.

6. For every sequence ( f n) consisting of core allocations f n of χn for each n,
ψ(χn, f n, pn) → 0 as n → ∞, where pn is the equilibrium price vector
of χn identified in part 2.

7. The sequence (χn) does not satisfy Condition 1.

Part 1 of this proposition states that the sequence of finite economies χn

converge to the atomless economy χ in the second notion of convergence intro-
duced in Sect. 2, that is, the convergence is not only in distribution, but also
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in support. Part 2 and 3 require no comment, but note that the combination of
these two facts implies that there is no reasonably defined limit of the sequence
of equilibrium allocations of finite economies. Part 4 implies that in a very
populous finite economy, almost all of the bads are consumed by an almost
negligible coalition Bn at every core allocation. In particular, it implies that the
sequence ( f n) of core allocations is not uniformly integrable. Part 5 implies
that nevertheless, no single consumer can retain a strictly positive fraction of
goods or bads. Part 6 is the core convergence property, but note that we can
use the equilibrium price vectors pn to make the sequence of gap measures
ψ (χn, f n, pn) to converge to zero. Since the utility functions are quasi-linear
with respect to the good, and since all core allocations are individually rational
and Pareto-efficient, they can be obtained from the equilibrium allocation gn by

transferring goods among consumers without changing the allocation of bads.10

Moreover, the equilibrium price vectors pn are supporting price vectors of core
allocations, and the second term on the right-hand side of (1) is equal to zero.
Part 6, therefore, implies that the sequence of gap measures converges to zero
even when the choice of price vectors is restricted to supporting price vectors.
Furthermore, since ψ

(
�n

a, w, f n(a), pn
) = ‖ fn(a)− gn(a)‖,

ψ
(
χn, f n, pn) = 1

|An|
∑

a∈An

‖ fn(a)− gn(a)‖.

Thus, part 6 implies that the core convergence property can be obtained in terms
of the distances from the Walrasian equilibrium allocations. Part 7 implies that
the conditions of Manelli’s [15] theorem are, while sufficient, not necessary for
core convergence.

Remark 1. The difference in economic contents between parts 4 and 5 can be
understood by applying two inequality measures to the core allocations of bads,
f n
2 (a). Part 4 implies that the Gini coefficient for f n

2 = (
f n
2 (1), . . . , f n

2 (n)
)
,

which measures the area, multiplied by 2, between the 45-degree line and the
Lorenz curve, converges to 1 as n → ∞. This property can be interpreted as
asymptotically perfect inequality. Part 5, on the other hand, implies that the
Herfindahl index, which is the sum of the squares of consumption shares,

n∑
a=1

(
f n
2 (a)

nw2

)2

,

converges 0 as n → ∞. This fact can be interpreted as asymptotically perfect
equality.

It is interesting to see that the two most commonly used measures of inequal-
ity gives rise to the completely opposite verdicts on the degree of asymptotic

10 This will be proved later in Lemma 8.
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inequality. The discrepancy arises partly from the fact that the Gini coefficient
depends only on the percentage shares of bads in terms of the sizes of coali-
tions relative to the entire economy, while the Herfindahl index depends, in
addition, on the number of consumers in the economy. As an example, think
of replicating an exchange economy and an allocation of the economy by n
times, while satisfying the equal treatment property. Although the Gini coeffi-
cient of the replicated allocation is equal to the Gini coefficient of the original
allocation, the Herfindahl index of the n-times replicated allocation is one nth
of the Herfindahl index of the original allocation. Given the core convergence
property (part 5), it is probably fair to say that the Herfindahl index is more
appropriate than the Gini coefficient when it comes to measuring the degree
of competitiveness of core allocations. This observation is also consistent with
the standard usage of the two: the Gini coefficient is used to measure income
inequality, while the Herfindahl index is used to measure competitiveness in a
market or industry in which a small number of firms are active and there is a
room for strategic interaction.11

The proof of Proposition 7 is given in Appendix B.

3.4. Example with a Walrasian equilibrium in the limit

In our second example, the limit atomless economy has a Walrasian equilibrium.
While our first example did not have this property, the second example is a
modification of the first, in that there is a consumer having the utility function
ua/n for every a < n in the n-th economy χn , but the number of those having
u1, denoted by T n , grows at a rate faster than n. The crux of the construction
of this example lie in choosing appropriate values of T n to guarantee the core
convergence property and the existence of a Walrasian equilibrium in the limit.

Example 3. Let A = (0, 1], A be the set of all Lebesgue measurable subsets
of A, and ν be the Lebesgue measure restricted on A . Then (A,A , ν) is an
atomless complete probability measure space. Define � : A → Pco ∩ Plns by

11 The fact that we are dealing with exchange economies while the Herfindahl index
is used for firms’ outputs seems to suggest that the use of the Herfindahl index in
our context is inappropriate. But such a concern is unwarranted. Indeed, we could
think of the function sb : R+ → R+ as the cost function for the disposal of bads, by
which sb(x2) is the amount of goods necessary to dispose of x2 units of bads. Then
a consumer having the utility function ub(x) = x1 − sb(x2) could be thought of
as a firm-owner whose disposal technology is given by sb and who only consumes
goods. Then every Walrasian equilibrium of the original exchange economy is a
Walrasian equilibrium of the production economy just defined, at which all the firms,
by definition, satisfies the profit maximization condition. Every core allocation of
the exchange economy could analogously be thought of as a core allocation of the
corresponding coalitional production economy.
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�a = Q1 for every a ∈ A. Define e : A → RL++ by e(a) = w for every a ∈ A.
Letting χ = �×e : A → (Pco ∩ Plns)× RL++ defines an atomless economy
((A,A , ν), χ). This economy, therefore, consists of a single type.

For each positive integer n, let Sn = ∑n
a=1 1/a and T n be the positive

integer such that
n
(
Sn)1/2 ≤ T n < n

(
Sn)1/2 + 1. (5)

Let An = {1, 2, . . . , n, n + 1, n + 2, . . . , n + T n}, A n be the power set of An ,
and νn be the uniform probability measure on An .

Define �n : An → Pco ∩ Plns by

�n
a =

{
Qa/n for every a ≤ n,
Q1 for every a ≥ n + 1,

which can be more succinctly written as �n
a = Qmin{a/n,1} for every a ∈ An .

Define en : An → RL++ by en(a) = w for every a ∈ An . Lettingχn = �n×en :
An → (Pco ∩ Plns)× RL++ defines a finite economy ((An,A n, νn), χn) for
each n.

Proposition 7. In Example 3:

1. |An| → ∞ and νn ◦ (χn)−1 → ν ◦ χ−1 weakly as n → ∞.
2. For every n, there is a unique Walrasian equilibrium (gn, pn) with pn ∈ P

of χn , given by

pn =
(

1,−
(

q + 2w2
n + T n

nSn + T n

))
,

gn(a)=
(
w1+

(
q + 2w2

n+T n

nSn +T n

)(
n + T n

nSn + T n
max

{n

a
, 1
}
−1

)
w2,

n + T n

nSn + T n
w2 max

{n

a
, 1
})
.

3. There is a unique Walrasian equilibrium (g, p) of χ , given by g(a) = w

for almost every a ∈ A and

p =
(

1,−q + q

2

)
.

4. For every n, let Bn = {1, . . . , n}, then |Bn| / |An| → 0 and

1

|An|
∑

a∈Bn

f n
2 (a) → w2

as n → ∞ for every sequence ( f n) consisting of core allocations f n of χn

for each n.
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5. For every sequence ( f n) consisting of core allocations f n of χn for
each n and for every sequence (an) consisting of an ∈ An for each n,
|An|−1 f n(an) → 0 as n → ∞.

6. For every sequence ( f n) consisting of core allocations f n of χn for each n,
ψ(χn, f n, pn) → 0 as n → ∞, where pn is the equilibrium price vector
of χn identified in part 2.

7. The sequence (χn) satisfies Condition 1.

This proposition is quite analogous to Proposition 6 and, as such, we comment
only on the difference between the two. In part 1, we claim the convergence in
distribution but not in supports. In fact, the sequence of supports of νn ◦ (χn)−1

converges, with respect to the Hausdorff distance, to {Qb | b ∈ [0, 1]} × {w},
while the support of the atomless economy is the singleton {(Q1, w)}. This non-
convergence seems to be responsible for a discontinuous change in equilibrium
prices. Indeed, according to part 2 and a result in the proof of this proposition,

pn →
(

1,−q
)

as n → ∞, but, according to part 3, this limit is different from

the equilibrium price vector ofχ . Part 7 shows that unlike the previous examples,
this example satisfies the No Peculiar Individuals Condition of Manelli [15].

The proof of Proposition 7 is given in Appendix B.

4. Conclusion

We have given two examples of sequences of increasingly populous finite
economies to show that the core convergence property may be obtained even
when a vanishingly small coalition consumes almost all bads in the economy.
This result can be interpreted as saying that the price-taking behavior may
emerge even when the consumption of bads is concentrated on a relatively
small coalitions. The crucial aspect of the examples is that if there are suffi-
ciently many consumers in an economy, even a relatively small coalition may
consist of many consumers, and the competition among them may well be suffi-
ciently intense to make a core allocations very close to equilibrium allocations.

Although there is already an extensive literature on the core convergence
property in economies where the preference relations are monotone, there are
relatively few contributions on it with non-monotone preference relations. There
seem to be, at least, two aspects of our examples that need to be elaborated on.

First, in Example 2, the sequence of finite economies converges to the atom-
less economy in distribution and also in supports, but in Example 3, the sequence
of finite economies does so only in distribution. These two examples differ also
in that the limit economy of Example 2 has no Walrasian equilibrium but the
limit economy of Example 3 has one. In the presence of bads, it is quite legit-
imate to require the convergence in support as part of the definition of the
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convergence of finite economies, because, as we have seen in the examples, a
vanishingly small coalition may play a non-negligible role in the determination
of equilibrium prices and allocations. Yet, we do not know to what extent the
convergence in supports is (in-)compatible with the existence of an equilibrium
in the limit economy, while the sequences of core allocations (and, in particular,
equilibrium allocations) fail to be uniformly integrable. It will be important to
thoroughly clarify the relationship between the two.

Second, although we have defined the core convergence property in terms
of the convergence of the gap measures in the average over the consumers, the
same property has been defined in some contributions (such as Bewley [5] and
Cheng [6], assuming monotone preference relations) in term of the convergence
of the gap measures uniformly across the consumers. That is, we say that the
core convergence property holds if for every sequence of core allocations f n

of χn , there exists a sequence of price vectors pn such that

ess sup
a∈An

ψ
(
�n

a, en(a), f n(a), pn)→ 0

as n → ∞. If χn is a finite economy, then we can of course replace ess sup
by max. This notion of core convergence is stronger than the notion of core
convergence we have used, and it is not clear whether the core convergence
property can hold relative to this stronger notion when the sequences of core
allocations fail to be uniformly integrable.

Appendix A. Proof of Proposition 6

Proof of part 1 of Proposition 6. Define Q0 ∈ P as the preference relation
represented by the utility function u0(x) = x1 − qx2. It is then easy to show
that the mapping b �→ Qb from the closed unit interval [0, 1] to P is continuous
(even at b = 0). Since [0, 1] is compact, its image, {Qb | b ∈ [0, 1]}, is compact
and, hence, closed. Thus supp

(
ν ◦ χ−1

) = {Qb | b ∈ [0, 1]} × {w}. Since

supp
(
νn ◦ (χn)−1

)
= {

Q1/n, . . . , Q(n−1)/n, Q1
} × {w}, it is easy to show

that the Hausdorff distance between supp
(
νn ◦ (χn)−1

)
and supp

(
ν ◦ χ−1

)
converges to zero as n → ∞. To show that νn ◦ (χn)−1 → ν ◦χ−1 weakly, we
can apply the same method as in the proof of part (ii) of Proposition 2 of Hara
[7]. 
�

To prove other parts of Proposition 6, we need the following lemma.

Lemma 8. For every n, if f n is a core allocation of χn of Example 2, then

f n
1 (a) ≥ w2

2, (6)

f n
2 (a) = nw2

aSn
. (7)



64 C. Hara

Moreover, f n is supported by a unique price vector pn in P ,12 given by

pn =
(

1,−
(

q + 2w2

Sn

))
. (8)

Proof of Lemma 8. By definition,

ua/n(w) ≥ u1(w) = w1 −
(

qw2 + w2
2

)
= w2

2 .

for every n and a ∈ An . Since ua/n is quasi-linear and f n(a) is individually
rational,

f n
1 (a) ≥ ua/n

(
f n
1 (a)

) ≥ ua/n(w).

Thus (6) follows.
As for (7), since f n is Pareto efficient, by the second welfare theorem, there

is a non-zero price vector pn such that ( f n, pn) is a price quasi-equilibrium.13

We shall first prove that pn
1 > 0 and pn

2/pn
1 < −q .

Note first that if pn
2 < 0, then pn

1 > 0. Indeed, if pn
2 < 0, then every

consumer in An satisfies the minimum income condition and, since the first
commodity is a good, the utility maximization condition implies that pn

1 > 0.
Note second that it is impossible that pn

1 = 0 and pn
2 > 0. Indeed, if

this were the case, then every consumer a with f n
2 (a) > 0 would satisfy the

minimum income condition. But then they would choose zero consumption for
bads, contradicting f n

2 (a) > 0.
Of course, we cannot have pn

1 < 0 because, then, every consumer in An

would satisfy the minimum income condition but the utility maximization con-
dition would then be violated.

Since at least one of pn
1 and pn

2 must not be zero, the remaining possibility
is that pn

1 > 0. We can therefore assume that pn
1 = 1.

Since f n
1 (a) > 0 for every a ∈ An , the minimum income condition is satis-

fied by every a ∈ An . Thus, if pn
2 ≥ −q , then the utility maximization condition

would imply that f n
2 (a) = 0 for every a ∈ An , which is a contradiction. Hence

pn
2 < −q . Then f n

2 (a) > 0 for every a ∈ An . Since f n
1 (a) > 0 for every

a ∈ An , this implies that f n(a) ∈ R2++.
Since r(a/n) = (n/a)w2,

∑
a∈An

r
(a

n

)
= nSnw2 ≥ nw2.

Thus, there is an a ∈ An such that f n(a) ≤ r(a/n). Then the first-order condi-

tion for utility maximum implies that |pn
2 | = q +2(a/n) f n

2 (a) ≤
(

q + q
)/

2.

12 That is, for every a ∈ An , if x ∈ X and x �a/n f n(a), then pn · x > pn · f n(a).
13 That is, for every a ∈ An , if x ∈ X and x �a/n f n(a), then pn · x ≥ pn · f n(a).
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Hence f n(a) ≤ r(a/n) for every a ∈ An . Then (7) and (8) follow again from
the first-order condition. 
�

Since an equilibrium allocation is a core allocation, part 2 of Proposition 6
can be derived from Lemma 8 using the budget constraint pn · gn(a) = pn ·w.
Part 3 can be proved in the same way as Proposition 1 of Hara [7].

Proof of part 4 of Proposition 6. For each n define an ∈ An so that

n1−(log n)−1/2 ≤ an < n1−(log n)−1/2 + 1.

Then define Bn = {1, . . . , an} ∈ A n . Just as in the proof of part (iii) of
Proposition 6 of Hara [7], it is possible to show that |Bn| / |An| → 0 and

1

|An|
∑

a∈Bn

f n
2 (a) → w2

as n → ∞. 
�
Lemma 9. For every n, if f n is a core allocation of χn of Example 2, then

ua/n( f n(a)) ≤
(
w1 − qw2

)
+ nw2

2

(
(1 − 1/n)2

Sn − 1
− 1

Sn

)
(9)

for every a ∈ An.

Proof of Lemma 9. By Lemma 8,

∑
a∈An

ua/n( f n(a))

=
∑

a∈An

f n
1 (a)−

∑
a∈An

(
qw2

n

aSn
+ a

n

(nw2

aSn

)2
)

= n
(
w1 − qw2

)
− nw2

2

Sn
. (10)

It is thus sufficient to prove that for every a ∈ An ,

∑
b∈An\{a}

ub/n( f n(b)) ≥ (n − 1)
(
w1 − qw2

)
− nw2

2
(1 − 1/n)2

Sn − 1
. (11)

because (9) can be obtained by subtracting (11) from (10).
We shall now show that if (11) did not hold, then there would be a feasible

allocation gn within An \ {a} such that (An \ {a}, gn) is an objection to f n .
Indeed, then, define a feasible allocation gn

2 of the bad within An \ {a} by
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gn
2 (b) = n − 1

Sn − 1/a

w2

b
(12)

for every b ∈ An \ {a}. Then, just as we derived (23), we can show that∑
b∈An\{a}

ub/n(0, gn
2 (b))

= − (n − 1)qw2 − (n − 1)

(
1 − 1/n

Sn − 1/a
w2

2

)

≥ −(n − 1)qw2 − nw2
2
(1 − 1/n)2

Sn − 1
. (13)

Thus, by the contradiction hypothesis,∑
b∈An\{a}

ub/n( f n(b)) < (n − 1)w1 +
∑

b∈An\{a}
ub/n(0, gn

2 (b)).

On the other hand, by (19),

ub/n( f n(b)) ≥ w2
2 > 0 > ub/n(0, gn

2 (b)).

for every b ∈ An \ {a}. Thus, there is a feasible allocation gn
1 of the good within

An \ {a} such that

gn
1 (b)+ ub/n(0, gn

2 (b)) > ub/n( f n(b))

for every b ∈ An \ {a}. Let gn = (gn
1 , gn

2 ), then, by the quasi-linearity of ub/n ,
this is equivalent to gn(b) �b/n f n(b). Thus (An \ {a}, gn) is an objection. 
�
Proof of part 5 of Proposition 6. Let (an) be a sequence such that an ∈ An for
every n. It suffices to show that

f n
1 (a

n)

n
→ 0, (14)

f n
2 (a

n)

n
→ 0 (15)

as n → ∞. Indeed, by (7),

f n
2 (a

n)

n
≤ w2

Sn
→ 0

as n → ∞. This proves (15). As for (14), since the utility functions are quasi-
linear with respect to the first commodity and f2(a) ≤ r(a/n),

f1
(
an) = uan/n

(
f n (an))+

(
q f n

2 (a)+ a

n

(
f n
2 (a)

)2)

≤ (w1 − qw2)+ nw2
2

(
(1 − 1/n)2

Sn − 1
− 1

Sn

)
+ nw2

Sn

(
q + w2

Sn

)

by (7). Since 1/Sn → 0 as n → ∞, this proves (14). 
�
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Proof of part 5 of Proposition 6. By Condition C2′′ of Manelli [14], it suffices
to show that

1

|An| max
a∈An

∥∥ f n(a)+ (1, 0)− en(a)
∥∥→ 0 (16)

as n → ∞. Here, |An| = n and ‖ f n(a)+ (1, 0)− en(a)‖ ≤ ‖ f n(a)‖ + 1 +
‖w‖. By part 4 of this proposition, |An|−1 ‖ f n(a)‖ → 0 as n → ∞. Thus (16)
is proved. 
�
Remark 2. Although we assumed throughout the above argument that f n is a
core allocation, we needed only its individual rationality and Pareto efficiency
for the proof of parts 3 and 4. As for the proof of parts 5 and 6, the only additional
property we needed was that there is no objection by any coalition consisting
all but one consumer in the economy.

The following lemma is concerned with the Hausdorff distance between two
preference relations.

Lemma 10. For every b ∈ (0, 1] and every b′ ∈ (0, 1],

d (Qb, Qb′) ≥
(

q − q
)2

8 (1 + q)

∣∣∣∣1b − 1

b′

∣∣∣∣ .
Proof of Lemma 10. Let’s now prove the first inequality. We assume without
loss of generality that b < b′, and show that there exists an (x, y) ∈ Qb such
that

max
{∥∥x ′ − x

∥∥∞ ,
∥∥y′ − y

∥∥∞
}
>

(
q − q

)2

8 (1 + q)

(
1

b
− 1

b′

)

for every (x ′, y′) ∈ Qb′ . To do so, note first that for every x2 > r(b),

sb(x2) = qx2 + (q − q)2

8b
exp

(
1 − x2

r(b)

)
− 5(q − q)2

16b
. (17)

The analogous equality holds for b′ as well. Hence, for every x2 > r(b),

sb′ (x2)− sb (x2) = 5(q − q)2

16

(
1

b
− 1

b′

)

+ (q − q)2

8

(
1

b′ exp

(
1 − x2

r(b′)

)
− 1

b
exp

(
1 − x2

r(b)

))
.

Since
1

b′ exp

(
1 − x2

r(b′)

)
− 1

b
exp

(
1 − x2

r(b)

)
→ 0
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as x2 → ∞, there exists an x2 > r(b) such that
∣∣∣∣ 1

b′ exp

(
1 − x2

r(b′)

)
− 1

b
exp

(
1 − x2

r(b)

)∣∣∣∣ < 1

2

(
1

b
− 1

b′

)

for every x2 ≥ x2. Thus

sb′ (x2)− sb (x2) >
(q − q)2

4

(
1

b
− 1

b′

)

for every x2 ≥ x2. Since ub′(sb(x2), x2) = −(sb′(x2)− sb (x2)),

ub′ (sb(x2), x2) < − (q − q)2

4

(
1

b
− 1

b′

)

for every x2 ≥ x2.
Since

∣∣sb′(x ′
2)− sb′(x2)

∣∣ < q|x ′
2 − x2| for every x2 ∈ R+ and x ′

2 ∈ R+,
∣∣ub′(x ′)− ub′(x)

∣∣ ≤ |x ′
1 − x1| + ∣∣sb′(x ′

2)− sb′(x2)
∣∣ ≤ (1 + q)‖x ′ − x‖∞

for every x ∈ X and x ′ ∈ X . Let x = (
sb
(
x2

)
, x2

)
and y = (0, 0). Then, for

every x ′ ∈ X and every y′ ∈ X , if

max
{∥∥x ′ − x

∥∥∞ ,
∥∥y′ − y

∥∥∞
} ≤ (q − q)2

8 (1 + q)

(
1

b
− 1

b′

)

then

ub′(x ′)− ub′(y′)
= (ub′(x ′)− ub′(x))+ (ub′(x)− ub′(y)+ (ub′(y)− ub′(y′))

<
(q − q)2

8

(
1

b
− 1

b′

)
− (q − q)2

4

(
1

b
− 1

b′

)
+ (q − q)2

8

(
1

b
− 1

b′

)
= 0.

Thus (x ′, y′) �∈ Qb′ . This is equivalent to saying that

max
{∥∥x ′ − x

∥∥∞ ,
∥∥y′ − y

∥∥∞
}
>
(q − q)2

8 (1 + q)

(
1

b
− 1

b′

)

for every (x ′, y′) ∈ Qb′ . This completes the proof. 
�
Proof of part 7 of Proposition 6. Let (tn) be a sequence such that

min
a∈An

∣∣{a′ ∈ An | d
(
�n

a,�n
a′
)
< tn}∣∣→ ∞

as n → ∞. Since �n
a= Qa/n for every n and a ∈ An ,
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min
a∈An

∣∣{a′ ∈ An | d
(
�n

a,�n
a′
)
< tn}∣∣

≤ ∣∣{a ∈ An | d
(
Qa/n, Q1

)
< tn}∣∣

≤

∣∣∣∣∣∣∣

⎧⎪⎨
⎪⎩a ∈ An |

(
q − q

)2

8 (1 + q)

∣∣∣∣ 1

a/n
− 1

1/n

∣∣∣∣ < tn

⎫⎪⎬
⎪⎭

∣∣∣∣∣∣∣

≤

∣∣∣∣∣∣∣

⎧⎪⎨
⎪⎩a ∈ An |

(
q − q

)2

8 (1 + q)

(
1 − 1

a

)
<

tn

n

⎫⎪⎬
⎪⎭

∣∣∣∣∣∣∣
by Lemma 10. For each n, define an as the largest a ∈ An that satisfies

(
q − q

)2

8 (1 + q)

(
1 − 1

a

)
<

tn

n
. (18)

Then ∣∣∣∣∣∣∣

⎧⎪⎨
⎪⎩a ∈ An |

(
q − q

)2

8 (1 + q)

(
1 − 1

a

)
<

tn

n

⎫⎪⎬
⎪⎭

∣∣∣∣∣∣∣
= an

and hence an → ∞ as n → ∞. Thus, if we take the liminf of both sides of
(18) with a = an as n → ∞, then

(
q − q

)2

8 (1 + q)
≤ lim inf

n→∞
tn

|An|
because |An| = n. Since the left-hand side is strictly positive, this means that
Condition 1 is not met. 
�

Appendix B. Proof of Proposition 7

Part 1 of Proposition 7 follows from

νn({n + 1, n + 2, . . . , n + T n}) = T n

n + T n
≥ (Sn)1/2

2 + (Sn)1/2
→ 1

and, thus, νn({n + 1, n + 2, . . . , n + T n}) → 1. Part 2 follows from the next
lemma, which can be proved in the same way as Lemma 8. We omit its proof.
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Lemma 11. For each n, if f n is a core allocation of χn of Example 3, then

f n
1 (a) ≥ w2

2, (19)

f n
2 (a) = n + T n

nSn + T n
w2 max

{n

a
, 1
}
, (20)

for every a ∈ An.

Part 3 can be easily proved.

Proof of part 4 of Proposition 7. For each n, let f n be a core allocation of the
finite economy χn . Since

νn(Bn) = n

n + T n
= 1

1 + T n/n
≤ 1

1 + (Sn)1/2
→ 0

as n → ∞, it suffices to show that

1

n + T n

n∑
a=1

f n
2 (a) → w2 (21)

as n → ∞. Indeed, by (20),

w2 >
1

n + T n

n∑
a=1

f n
2 (a) = 1

n + T n
w2

n + T n

nSn + T n
nSn

= w2
nSn

nSn + T n

= w2
Sn

Sn + T n/n

> w2
Sn

Sn + (Sn)1/2 + 1
→ w2

as n → ∞. 
�
To prove parts 5 and 6 of Proposition 7, we need another lemma.

Lemma 12. For each n, if f n belongs to the core of the finite economy χn of
Example 3, then

umin{a/n,1}( f n(a)) ≤ (w1−qw2)+w2
2

(
(n + T n − 1)2

nSn − n + T n
− (n + T n)2

nSn + T n

)
(22)

for every a ∈ An.



Core convergence in economies with bads 71

Proof of Lemma 12. By Lemma 11,

∑
a∈An

umin{a/n,1}( f n(a))

=
∑

a∈An

f n
1 (a)−

∑
a∈An

(
qw2

n + T n

nSn + T n
max

{n

a
, 1
}

+ min
{a

n
, 1
}(
w2

n + T n

nSn + T n
max

{n

a
, 1
})2

)

= (n + T n)

(
w1 − qw2 − n + T n

nSn + T n
w2

2

)
. (23)

It is thus sufficient to prove that for every a ∈ An ,

∑
b∈An\{a}

umin{b/n,1}( f n(b)) ≥ (n+T n−1)

(
w1 − qw2 − n + T n − 1

nSn − n + T n
w2

2

)
.

(24)
because (22) can be obtained by subtracting (24) from (23).

We shall now show that if (24) did not hold, then there would be a feasible
allocation gn within An \ {a} such that (An \ {a}, gn) is an objection to f n .
Indeed, then, define a feasible allocation gn

2 of the bad within An \ {a} by

gn
2 (b) = w2

n + T n − 1

nSn + T n − max{n/a, 1} max
{n

b
, 1
}

(25)

for every b ∈ An \ {a}. Then, just as we derived (23), we can show that

∑
b∈An\{a}

umin{b/n,1}(0, gn
2 (b))

= −(n + T n − 1)

(
qw2 + n + T n − 1

nSn + T n − max{n/a, 1}w
2
2

)

≥ −(n + T n − 1)

(
qw2 + n + T n − 1

nSn + T n − n
w2

2

)
. (26)

Thus, by the contradiction hypothesis,

∑
b∈An\{a}

umin{b/n,1}( f n(b)) < (n + T n − 1)w1 +
∑

b∈An\{a}
umin{b/n,1}(0, gn

2 (b)).

On the other hand, by (19),

umin{b/n,1}( f n(b)) ≥ w2
2 > 0 > umin{b/n,1}(0, gn

2 (b)).
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for every b ∈ An \ {a}. Thus, there is a feasible allocation gn
1 of the good within

An \ {a} such that

gn
1 (b)+ umin{b/n,1}(0, gn

2 (b)) > umin{b/n,1}( f n(b))

for every b ∈ An \ {a}. Let gn = (gn
1 , gn

2 ), then, by the quasi-linearity of
umin{b/n,1}, this is equivalent to gn(b) �min{b/n,1} f n(b). Thus (An \ {a}, gn)

is an objection. 
�
Proof of part 5 of Proposition 7. Let (an) be a sequence such that an ∈ An for
every n. It suffices to show that

f1(an)

n + T n
→ 0, (27)

f2(an)

n + T n
→ 0 (28)

as n → ∞. Indeed, by (20),

f2(an)

n + T n
≤ w2

n

nSn + T n
= w2

Sn + T n/n
≤ w2

Sn + (Sn)1/2
→ 0

as n → ∞. This proves (28). As for (27), since the utility functions are quasi-
linear with respect to the first commodity and f2(a) ≤ r (min{a/n, 1}),

f1
(
an) = umin{an/n,1}

(
f n (an))+

(
q f n

2 (a)+ min
{a

n
, 1
} (

f n
2 (a)

)2)

≤ (w1 − qw2)+ w2
2

(
(n + T n − 1)2

nSn − n + T n
− (n + T n)2

nSn + T n

)

+ n
n + T n

nSn + T n
w2

(
q + n + T n

nSn + T n
w2

)

by (22). It is therefore sufficient to show that

1

n + T n

(n + T n − 1)2

nSn − n + T n
→ 0 and

n + T n

nSn + T n
→ 0 (29)

as n → 0. Indeed,

1

n + T n

(n + T n − 1)2

nSn − n + T n
= n + T n − 1

n + T n

1 + T n/n − 1/n

Sn − 1 + T n/n

≤ n + T n − 1

n + T n

(Sn)1/2 + 1

Sn + (Sn)1/2 − 1
,

and the first fraction on the far right-hand side converges to 1, while the second
fraction converges to 0. Hence the far left-hand side converges to 0. Moreover,
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n + T n

nSn + T n
= 1 + T n/n

Sn + T n/n
≤ (Sn)1/2 + 2

Sn + (Sn)1/2
,

and the far right-hand side converges to 0. Hence the far left-hand side converges
to 0. This completes the proof. 
�

It now remains to prove parts 6 and 7. The former can be proved in the same
way as part 6 of Proposition 6. We thus omit its proof. The following lemma is
concerned with the Hausdorff distance between two preference relations.

Lemma 13. For every b ∈ (0, 1] and every b′ ∈ (0, 1],

d (Qb, Qb′) ≤
(

q − q
)2

2
max

{
1

b
,

1

b′

}
.

Proof of Lemma 13. Let x ∈ X and x ′ ∈ X be such that ub(x) ≤ ub(x ′) and
ub′(x) ≥ ub′(x ′), and at least one of the two weak inequalities is satisfied with
a strict inequality. Regarding Qb and Qb′ as subsets of X × X and writing
(x ′, x) ∈ Qb if and only if x ′Qbx and so forth, this is equivalent to saying that
(x ′, x) ∈ Qb \ Qb′ or (x, x ′) ∈ Qb′ \ Qb. In the following, we show that

⎛
⎜⎝x +

⎛
⎜⎝
(

q − q
)2

2
max

{
1

b
,

1

b′

}
, 0

⎞
⎟⎠ , x ′

⎞
⎟⎠ ∈ Qb,

⎛
⎜⎝x ′ +

⎛
⎜⎝
(

q − q
)2

2
max

{
1

b
,

1

b′

}
, 0

⎞
⎟⎠ , x

⎞
⎟⎠ ∈ Qb′ .

This implies that Qb′ is included in the neighborhood of Qb of radius 2−1(
q − q

)2
max

{
1/b, 1/b′}, and that Qb is included in the neighborhood of Qb′

of radius 2−1
(

q − q
)2

max
{
1/b, 1/b′}. The second inequality of this lemma

would then follows.
We can of course assume that x �= x ′. If one of the two coordinates of

x ′ − x is zero, or if one is strictly positive and the other is strictly negative, then
neither (x ′, x) ∈ Qb \ Qb′ nor (x, x ′) ∈ Qb′ \ Qb. Thus either x ′ − x ∈ R2++
or x − x ′ ∈ R2++.

Let’s for a moment assume that x ′ − x ∈ R2++. By the definition of ub and
ub′ ,

sb(x
′
2)− sb(x2) ≤ x ′

1 − x1 ≤ sb′(x ′
2)− sb′(x2).

By the definition of sb′ ,
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sb′(x ′
2)− sb′(x2) < q(x ′

2 − x2).

By the definitions of qb,

qb(t) ≥ q − q − q

2
exp

(
1 − t

r(b)

)

for every t ∈ R+ (even when t ≤ r(b)). Hence, by the definition of sb,

sb(x
′
2)− sb(x2)

≥
∫ x ′

2

x2

(
q − q − q

2
exp

(
1 − t

r(b)

))
dt

= q(x ′
2 − x2)+ r(b)

q − q

2

(
exp

(
1 − x ′

2

r(b)

)
− exp

(
1 − x2

r(b)

))

> q(x ′
2 − x2)+ r(b)

q − q

2
(−4)

= q(x ′
2 − x2)− (q − q)2

2b
.

Hence

q(x ′
2−x2)−

(q − q)2

2b
< sb(x

′
2)−sb(x2) ≤ x ′

1−x1 ≤ sb′(x ′
2)−sb′(x2) < q(x ′

2−x2).

Therefore

0 ≤ ub(x
′)− ub(x) = (x ′

1 − x1)− (sb(x
′
2)− sb(x2)) <

(q − q)2

2b
, (30)

0 ≤ ub′(x)− ub′(x ′) = (sb′(x ′
2)− sb′(x2))− (x ′

1 − x1) <
(q − q)2

2b
. (31)

By quasi-linearity,

ub

(
x +

(
(q − q)2

2b
, 0

))
> ub

(
x ′ + (ub(x)− ub(x

′), 0
))

= ub(x
′)+ (ub(x)− ub(x

′)
) = ub(x),

ub′

(
x ′ +

(
(q − q)2

2b
, 0

))
> ub′

(
x ′ + (ub′(x)− ub′(x ′), 0

))

= ub′(x ′)+ (ub′(x)− ub′(x ′)
) = ub′(x).

Hence
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(
x +

(
(q − q)2

2b
, 0

)
, x ′
)

∈ Qb and

(
x ′ +

(
(q − q)2

2b
, 0

)
, x

)
∈ Qb′ .

If x − x ′ ∈ R2++, then by swapping the roles of x and x , and of b and b′,
we can show that(

x +
(
(q − q)2

2b′ , 0

)
, x ′
)

∈ Qb and

(
x ′ +

(
(q − q)2

2b′ , 0

)
, x

)
∈ Qb′ .

The proof is thus completed. 
�

Proof of part 7 of Proposition 7. Define (tn) by letting tn = 2−1
(

q − q
)2

n

for every n. Then

tn

|An| = 1

1 + T n/n
≤ 1

1 + (Sn)1/2
→ 0

as n → ∞. By Lemma 13,

d
(
�n

a,�n
a′
)

= d
(
Qmin{a/n,1}, Qmin{a′/n,1}

)

≤
(

q − q
)2

2
max

{
1

min{a/n, 1} ,
1

min{a′/n, 1}
}

=
(

q − q
)2

2
max

{
max

{n

a
, 1
}
,max

{ n

a′ , 1
}}

≤ tn

for every n, a ∈ An , and a′ ∈ An . That is, for every n,

min
a∈An

∣∣{a′ ∈ An | d
(
�n

a,�n
a′
) ≤ tn}∣∣ = |An| = n + T n .

Thus Condition 1 is met. 
�
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Abstract. We define a distance and a binary relation among income distributions which
is closely related to Lorenz dominance. An income distribution is represented by a
vector (x1, x2, . . . , xn) when the society under consideration consists of n individuals
or households. The component xi denotes the income of the i th individual and the sum∑n

i=1 xi is the total wealth of the society. The distance is defined on the n-dimensional
Euclidean space Rn mathematically, and it gives indices of difference between two
income distributions with not only the same total wealth but also the different total
wealths. Thus, the distance might give a criterion for income distributions taking account
of equity and efficiency.

Key words: Lorenz dominance, distance, binary relation, minimax theorem

1. Introduction

Lorenz dominance is a criterion when we compare two income distributions in
order to judge which is more equal. Lorenz [5] introduced what has become
known as the “Lorenz curve”, and observed that one distribution is more equal
than the other when the Lorenz curve of the former distribution lies over that
of the latter. For an income distribution (x1, x2, . . . , xn), order the individuals
from poorest to richest by a permutation π of N ; thus we have

xπ(1) ≤ xπ(2) ≤ · · · ≤ xπ(n).



78 H. Komiya

The n-vector

πx = (xπ(1), xπ(2), . . . , xπ(n))

is called the increasing rearrangement of x and denoted by x∗. Now plot the
points (k/n, σk/σn), k = 0, 1, . . . , n on the plane, where σ0 = 0 and σk =∑k

i=1 xπ(i) for k ≥ 1. Join these points by line segments to obtain a piecewise
linear curve connecting the origin and the point (1, 1). The curve is called
the Lorenz curve of the income distribution (x1, x2, . . . , xn). For two income
distributions x = (x1, x2, . . . , xn) and y = (y1, y2, . . . , yn) with equal total
wealth, it is easily seen that the Lorenz curve of x lies under that of y if and
only if

k∑
i=1

x∗
i ≤

k∑
i=1

y∗
i for k = 1, 2, . . . , n.

In this case x is said to be Lorenz dominated by y, which means that y is more
equal than x in the sense of Lorenz [5]. Although Lorenz dominance is a relation
between income distributions with the same total wealth, Shorrocks [8] studied
income comparisons where income distributions do not necessarily have the
same total wealth. In order to include his argument in our scope, the concept of
the Lorenz dominance is extended to that of generalized Lorenz dominance in
the subsequent section.

Lorenz and generalized Lorenz dominance is closely related to the theory of
majorization and stochastic matrices. On the other hand, the minimax theorem,
the fundamental theorem of zero-sum two-person games, plays a crucial role in
the argument developed in this paper. We integrate these results from different
disciplines so as to obtain a distance defined on the n-dimensional Euclidean
space which measures both equality and efficiency of income distributions.

2. Preliminaries

We prepare notations used hereafter and observe several established theorems
necessary for our arguments. Let Rn be an n-dimensional Euclidean space. For
any two elements x and y of Rn , if their increasing rearrangements x∗ and y∗
satisfy the inequalities

k∑
i=1

x∗
i ≤

k∑
i=1

y∗
i and

n∑
i=1

x∗
i =

n∑
i=1

y∗
i ,

then x is said to be Lorenz dominated by y because of what is stated in Sect. 1.
We write x �L y if x is Lorenz dominated by y. An n-square matrix is said to be
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a permutation matrix if it has exactly one 1 in each row and each column, and all
other components are 0. For any element x of Rn , if we operate a permutation
matrix P to x , that is, if we calculate x P , then the result is a permutation of x .
Conversely, for any permutation π , we can find a unique permutation matrix P
such that πx = x P for every x ∈ Rn . An n-square matrix is said to be doubly
stochastic if it has nonnegative components and each row sum and each column
sum are 1. A permutation matrix is obviously doubly stochastic and it is easily
seen that any convex combination of permutation matrices is doubly stochastic.
The following theorem due to Birkhoff [1] asserts that the inverse is also valid.

Theorem 1. The set of all extreme points of the set of all doubly stochastic
n-matrices consists of permutation n-matrices, and hence the convex hull of all
permutation n-matrices coincides with the set of doubly stochastic n-matrices.

The Lorenz dominance and doubly stochastic matrices are closely related, and
Hardy et al. [2] established the following theorem.

Theorem 2. For any two elements x and y of Rn, x is Lorenz dominated by y
if and only if there is a doubly stochastic matrix D such that x D = y.

This theorem asserts that more equal income distribution is obtained by operat-
ing a doubly stochastic matrix to an original income distribution, and conversely
operating a doubly stochastic matrix to an income distribution yields a more
equal income distribution.

For two elements x and y in Rn , if we remove the condition of equality of
total wealth, then we reach the definition of generalized Lorenz dominance; x
is said to be generally Lorenz dominated by y if their increasing rearrangement
x∗ and y∗ satisfy

k∑
i=1

x∗
i ≤

k∑
i=1

y∗
i , k = 1, 2, . . . , n,

and we write x �GL y. Similar to the relation between Lorenz dominance and
doubly stochastic matrices, generalized Lorenz dominance is closely related to
doubly superstochastic matrices. An n-square matrix P = (pi j ) is said to be
doubly superstochastic if there is a doubly stochastic matrix D = (di j ) such that
pi j ≥ di j for all i and j . Let Rn++ be the set {x ∈ Rn : xi > 0, i = 1, 2, . . . , n}
of all n-vectors whose components are all positive.

Theorem 3. For any two elements x and y of Rn++, x is generally Lorenz
dominated by y if and only if there is a doubly superstochastic matrix P such
that x P = y.

This theorem is a version of Proposition D.2.b, Chapter 2, Marshall and Olkin
[6].
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The last half of this section is devoted to an introduction of the fundamental
theorem for zero-sum two-person games, which is known as the minimax the-
orem. A finite zero-sum two-person game is described by a triplet (S, T, u):
S is a finite set {s1, s2, . . . , sm} of pure strategies of the first player; T is a
finite set {t1, t2, . . . , tn} of pure strategies of the second player; and u is a real-
valued function defined on the product set S × T of S and T . The function u
represents the payoff of the first player and −u represents that of the second
player. A mixed strategy of the first player is a probability distribution on the
set S of his pure strategies, and hence the set of mixed strategies is the simplex
�S = {λ ∈ Rm : λi ≥ 0,

∑m
i=1 λi = 1} in Rm . Similarly the set �T of mixed

strategies of the second player is the simplex {µ ∈ Rn : µ j ≥ 0,
∑n

j=1 µ j = 1}
in Rn . We extend the payoff function u to û : �S ×�T → R by

û(λ, µ) =
m∑

i=1

n∑
j=1

λiµ j u(si , t j )

identifying the pure strategy si and t j with em
i and en

j , where em
i is the m-vector

whose i th component is 1 and the other components are all 0. For a zero-sum
two-person game G = (S, T, u), the triplet (�S,�T , û) is called the mixed
extension of G, and denoted by Ĝ. The minimax theorem asserts that the mixed
extension of any finite zero-sum two-person game has an equilibrium and the
value of the game is uniquely determined (cf. [7]).

Theorem 4. Let G = (S, T, u) be a zero-sum two-person game and Ĝ =
(�S,�T , û) be the mixed extension of G. Then we have the minimax equation

max
λ∈�S

min
µ∈�T

û(λ, µ) = min
µ∈�T

max
λ∈�S

û(λ, µ).

Since the function µ �→ û(λ, µ) is linear for each λ, minµ∈�T û(λ, µ)
is attained at an extreme point of �T . Thus, minµ∈�T û(λ, µ) is equal to
mint∈T

∑m
i=1 λi u(si , t). Similarly we have the equality of maxλ∈�S û(λ, µ)

and maxs∈S
∑n

j=1 µ j u(s, t j ). Therefore, the minimax equation in Theorem 4
reduces to

max
λ∈�S

min
t∈T

m∑
i=1

λi u(si , t) = min
µ∈�T

max
s∈S

n∑
j=1

µ j u(s, t j ).

The common value of the maximin and minimax values is called the value of
the mixed extension Ĝ and is denoted by v(Ĝ).
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3. General Lorenz dominance and zero-sum two-person
games

Let x and y be any two elements of Rn . We define a zero-sum two-person
game from x and y, and specify a necessary and sufficient condition for x to
be generally Lorenz dominated by y in terms of the value of the game. We
need some lemmas to accomplish our purpose. We denote by 〈·, ·〉 the standard
Euclidean inner product of Rn , that is, 〈λ, x〉 = ∑n

i=1 λi xi for any elements
λ and x of Rn . For an element x of Rn , x∗ and x∗ denote the increasing and
decreasing rearrangements, respectively.

Lemma 5. Let λ and x be elements of Rn. Then we have

〈λ∗, x∗〉 ≤ 〈λ, x〉 ≤ 〈λ∗, x∗〉.
Lemma 5 is found in Hardy et al. [2].

Lemma 6. Let x, y and λ be elements of Rn satisfying

λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0, and
k∑

i=1

xi ≤
k∑

i=1

yi , k = 1, 2, . . . , n.

Then we have 〈λ, x〉 ≤ 〈λ, y〉.
Proof. Let ξk = ∑k

i=1 xi and ηk = ∑k
i=1 yi for k = 1, 2, . . . , n. Then we have

〈λ, x〉 = λ1x1 + λ2x2 + · · · + λn xn

= λ1ξ1 + λ2(ξ2 − ξ1)+ · · · + λn(ξn − ξn−1)

= (λ1 − λ2)ξ1 + (λ2 − λ3)ξ2 + · · · + (λn−1 − λn)ξn−1 + λnξn

≤ (λ1 − λ2)η1 + (λ2 − λ3)η2 + · · · + (λn−1 − λn)ηn−1 + λnηn

= 〈λ, y〉.
	


Let x and y be two fixed elements of Rn . We define a zero-sum two-person
game Gx,y as follows: the strategy set of the first player is N = {1, 2, . . . , n}.
The first player chooses a coordinate or a position of the n-vector as his strategy.
The strategy set of the second player is the set� of all permutations of N . The
second player chooses a permutation of N or a rearrangement of the n-vector
as his strategy. Finally the payoff function ux,y : N ×� → R of the first player
is defined by

ux,y(i, π) = (πx − y)i , (i, π) ∈ N ×�.

The setting of the game Gx,y = (N ,�, ux,y) is inspired by the arguments in
[3] and [4].
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The zero-sum two-person game Gx,y has the mixed extension Ĝx,y = (�N ,

��, ûx,y) as stated in the previous section, and the minimax equation holds
and the value v(Ĝx,y) of the mixed extension Ĝx,y is uniquely determined.
Moreover, according to Theorem 1, we can regard the simplex �� as the set
of all doubly stochastic n-matrices because an element

∑
π∈� µππ of �� is

equal to the doubly stochastic matrix
∑
π∈� µπ Pπ regarded as the operator

x �→ x(
∑
π∈� µπ Pπ ) on Rn , where Pπ is the permutation matrix correspond-

ing to π . Consequently, we have the equations

v(Ĝx,y) = max
λ∈�N

min
π∈�〈λ, πx − y〉 = min

D∈��
max
i∈N

(x D − y)i .

Now we reach the main result of this section.

Theorem 7. For any two elements x and y of Rn, x �GL y if and only if
v(Ĝx,y) ≤ 0.

Proof. At first, we assume that both x and y belong to Rn++. Suppose that
x �GL y. Let λ be any element of �N . Then we have the following series of
inequalities in virtue of Lemmas 5 and 6:

〈λ, y〉 ≥ 〈λ∗, y∗〉
≥ 〈λ∗, x∗〉
= 〈π ′λ, π ′′x〉
= 〈λ, π ′−1(π ′′x)〉,

where π ′ and π ′′ are some permutations of N . Therefore, putting π = π ′−1 ◦
π ′′ ∈ �, we have 〈λ, πx − y〉 ≤ 0, and hence minπ∈�〈λ, πx − y〉 ≤ 0. Since
λ ∈ �N is arbitrary, we have

v(Ĝx,y) = max
λ∈�N

min
π∈�〈λ, πx − y〉 ≤ 0.

Conversely suppose that v(Ĝx,y) ≤ 0. Then we have

min
D∈��

max
i∈N

(x D − y)i ≤ 0,

and hence there is a doubly stochastic matrix D such that (x D)i ≤ yi for
i = 1, 2, . . . , n. Since we have assumed that x is in Rn++, (x D)i > 0 for i =
1, 2, . . . , n. Put αi = yi/(x D)i ≥ 1 for i = 1, 2, . . . , n and define an n-square
matrix P by P = (α1d1, α2d2, . . . , αndn), where di denotes the i-th column
of D. Then it is obvious that P is superstochastic and x P = y. Therefore, we
have x �GL y in virtue of Theorem 3.

We have completed the proof in case both x and y belong to Rn++. Take two
elements x and y of Rn generally, and find a sufficiently large α > 0 such that



A distance and a binary relation related to income comparisons 83

x +αe, y +αe ∈ Rn++, where e denotes the vector with all components 1. Since
x �GL y if and only if x +αe �GL y +αe and v(Ĝx,y) = v(Ĝx+αe,y+αe), we
have the desired result and the proof is complete. 	

Corollary 8. For any two elements x and y of Rn, we have x �L y if and
only if v(Ĝx,y) = 0 and

∑n
i=1 xi = ∑n

i=1 yi . In particular, if x∗ = y∗, then
v(Ĝx,y) = 0.

Proof. Suppose that x �L y. We have v(Ĝx,y) ≤ 0 by Theorem 7. If v(Ĝx,y) <

0, then we have minD∈�� maxi∈N (x D − y)i < 0, that is, there is a doubly
stochastic matrix D such that (x D − y)i < 0 for i = 1, 2, . . . , n. Thus we have∑n

i=1 xi = ∑n
i=1(x D)i <

∑n
i=1 yi , but this contradicts x �L y.

Conversely suppose that v(Ĝx,y) = 0 and
∑n

i=1 xi = ∑n
i=1 yi . By the

same argument to the above, there is a doubly stochastic matrix D such that
(x D)i ≤ yi for i = 1, 2, . . . , n. Since

∑n
i=1(x D)i = ∑n

i=1 xi = ∑n
i=1 yi , we

have (x D)i = yi for i = 1, 2, . . . , n, that is, x D = y, and hence x �L y by
Theorem 2.

The last assertion is obvious. 	

The assumption

∑n
i=1 xi = ∑n

i=1 yi in Corollary 8 is not redundant. Consider,
for example, x = (1, 1) and y = (1, 2) in R2.

Corollary 9. For any two elements x and y of Rn such that x∗ 
= y∗, we have
x �GL y if and only if v(Ĝx,y) = 0 < v(Ĝ y,x ).

Proof. It is obvious by virtue of Theorem 7 if we note that x∗ = y∗ if and only
if x �GL y and y �GL x . 	


4. Distance and binary relation derived from values of
games

We have studied the relationship between generalized Lorenz dominance and
zero-sum two-person games. Define a real-valued function δ on Rn × Rn by

δ(x, y) = v(Ĝx,y).

We define a complete binary relation � on Rn by

x � y if δ(x, y) ≤ δ(y, x)

for any x and y in Rn . This relation is not transitive as shown in the following
example and we cannot call the relation an “order”, but it is closely related to
the generalized Lorentz dominance shown as in Proposition 12.
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Example 10. Consider three elements x = (0, 4, 5, 5), y = (1.1, 2, 3, 4), and
z = (0.7, 1.5, 4, 6) of R4. It is easily seen that x � y and y � z, but x 
� z.

At first, we prove that the function δ satisfies the triangle inequality.

Proposition 11. For any elements x, y, and z of Rn, we have

δ(x, z) ≤ δ(x, y)+ δ(y, z).

Proof. Since δ(x, z) = maxλ∈�N minπ∈�〈λ, πx − z〉, there is λ′ ∈ �N such
that δ(x, z) = minπ∈�〈λ′, πx − z〉. Take an arbitrary permutation π ′ in� and
fix it. Then we have

δ(x, z) = min
π∈�〈λ′, πx − π ′y + π ′y − z〉

= min
π∈�〈λ′, πx − π ′y〉 + 〈λ′, π ′y − z〉

= min
π∈�〈π ′−1λ′, (π ′−1 ◦ π)x − y〉 + 〈λ′, π ′y − z〉

= min
π∈�〈π ′−1λ′, πx − y〉 + 〈λ′, π ′y − z〉

≤ max
λ∈�N

min
π∈�〈λ, πx − y〉 + 〈λ′, π ′y − z〉

= δ(x, y)+ 〈λ′, π ′y − z〉.

Since π ′ ∈ � is arbitrary, we have

δ(x, z)− δ(x, y) ≤ min
π∈�〈λ′, πy − z〉

≤ max
λ∈�N

min
π∈�〈λ, πy − z〉

= δ(y, z)

Therefore, we have δ(x, z) ≤ δ(x, y)+ δ(y, z). 	

Proposition 12. Let x, y and z be three elements of Rn.

1. If x �GL y, then x � y;
2. If (x �GL y and y � z) or (x � y and y �GL z), then x � z.

Proof. 1. It is obvious by virtue of Corollaries 8 and 9.
2. Suppose that x �GL y and y � z. We have the following inequalities

δ(x, z) ≤ δ(x, y)+ δ(y, z)

≤ δ(x, y)+ δ(z, y)

≤ δ(x, y)+ δ(z, x)+ δ(x, y)

≤ δ(z, x)+ 2δ(x, y)

≤ δ(z, x).
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Thus we have x � z. The other assertion is proved similarly.

Next, we define a distance on Rn in terms of the function δ and investigate
fundamental properties of the distance. Define a real-valued function d on Rn ×
Rn by

d(x, y) = δ(x, y) ∨ δ(y, x).

Theorem 13 asserts that d is almost a distance and compatible with generalized
Lorenz dominance.

Theorem 13. For any elements x, y and z of Rn, the function d has the following
properties:

1. d(x, y) ≥ 0 and d(x, y) = 0 if and only if πx = y for some permutation
π of N;

2. d(x, y) = d(y, x);
3. d(x, z) ≤ d(x, y)+ d(y, z);
4. If x �GL y �GL z, then

d(x, y) ≤ d(x, z) and d(y, z) ≤ d(x, z).

Proof. 1. It is obvious by virtue of Corollary 9.
2. It is obvious from the definition of d .
3. It is a direct consequence of Proposition 11.
4. The following sequence of inequalities shows the first conclusion:

d(x, y) = δ(y, x) ≤ δ(y, z)+ δ(z, x) ≤ δ(z, x) = d(x, z).

Similarly we have the inequality d(y, z) ≤ d(x, z). 	


The following proposition states fundamental properties of the distance d.

Proposition 14. For any element x and y of Rn and a real number α, we have

1. d(x + αe, y + αe) = d(x, y);
2. d(αx, αy) = αd(x, y) if α ≥ 0;
3. d(πx, π ′y) = d(x, y) for any permutations π and π ′ of �.

Proof. The proof of the first and second statements are obvious if we observe
that the corresponding properties hold for the function δ. We can easily verify
the last statement observing the definition of d. 	
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5. Distances between typical income distributions

We calculate several distances between typical income distributions. We prepare
some lemmas in order to advance the calculations. Define a subset M of Rn by
M = {λ ∈ Rn : λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0}.
Lemma 15. For any two elements x and y of Rn, we have

δ(x, y) = max
λ∈M∩�N

〈λ, x∗ − y∗〉.

Proof. Put β = maxλ∈M∩�N 〈λ, x∗ − y∗〉. Firstly we show β ≤ δ(x, y). Take
λ′ ∈ M∩�N such thatβ = 〈λ′, x∗−y∗〉 = 〈λ′, x∗〉−〈λ′, y∗〉. Takeπ ′ ∈ � such
that π ′y∗ = y, then we have β = 〈λ′, x∗〉−〈π ′λ′, y〉. Since 〈λ′, πx〉 ≥ 〈λ′, x∗〉
for all π ∈ � by Lemma 5, we have

β ≤ 〈λ′, πx〉 − 〈π ′λ′, y〉
= 〈π ′λ′, (π ′ ◦ π)x〉 − 〈π ′λ′, y〉
= 〈π ′λ′, (π ′ ◦ π)x − y〉.

Thus we have β ≤ minπ∈�〈π ′λ′, (π ′ ◦ π)x − y〉 because π is arbitrary, and
hence β ≤ minπ∈�〈π ′λ′, πx − y〉. Since π ′λ′ ∈ �N , we have

β ≤ max
λ∈�N

min
π∈�〈λ, πx − y〉 = δ(x, y).

Next we show the reverse inequality δ(x, y) ≤ β. Take λ′ ∈ �N such that
δ(x, y) = minπ∈�〈λ′, πx − y〉 = minπ∈�〈λ′, πx〉−〈λ′, y〉. Take π ′ ∈ � such
that π ′λ′ belongs to M , then 〈π ′λ′, y∗〉 ≤ 〈λ′, y〉 by Lemma 5, and hence we
have δ(x, y) ≤ minπ∈�〈λ′, πx〉 − 〈π ′λ′, y∗〉. Let π ′′ ∈ � be the permutation
such that π ′′x∗ = x . Then we have the following series of inequalities:

δ(x, y) ≤ min
π∈�〈λ′, (π ◦ π ′′)x∗〉 − 〈π ′λ′, y∗〉

= min
π∈�〈(π ◦ π ′′)−1λ′, x∗〉 − 〈π ′λ′, y∗〉

≤ 〈π ′λ′, x∗〉 − 〈π ′λ′, y∗〉
= 〈π ′λ′, x∗ − y∗〉
≤ max
λ∈M∩�N

〈λ, x∗ − y∗〉
= β.

	

Lemma 16. If λ ∈ M ∩�N and 0 ≤ x1 ≤ x2 ≤ · · · ≤ xn, then we have

k∑
i=1

λi xi ≤ 1

k

k∑
i=1

xi , k = 1, 2, . . . , n.
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Proof. Fix any integer k with 1 ≤ k ≤ n. Ifλk > 1/k, then it follows
∑k

i=1 λi >

1, which contradicts our hypothesis, and henceλk ≤ 1/k. Let i0 be the minimum
index such that λi ≤ 1/k. Then we have 1 ≤ i0 ≤ k. If i0 = 1, then 1/k ≥ λ1 ≥
· · · ≥ λk , and hence we have the conclusion

∑k
i=1 λi xi ≤ (

∑k
i=1 xi )/k. Thus

we assume that 1 < i0 ≤ k hereafter. Then λi > 1/k for i = 1, . . . , i0 − 1 and
λi ≤ 1/k for i = i0, . . . , k, and hence we have 1/k−λi < 0 for i = 1, . . . , i0−1
and 1/k − λi ≥ 0 for i = i0, . . . , k. Thus we have

1

k

k∑
i=1

xi −
k∑

i=1

λi xi =
i0−1∑
i=1

(
1

k
− λi

)
xi +

k∑
i=i0

(
1

k
− λi

)
xi

≥ xi0−1

i0−1∑
i=1

(
1

k
− λi

)
+ xi0

k∑
i=i0

(
1

k
− λi

)
.

On the other hand, since

i0−1∑
i=1

(
1

k
− λi

)
+

k∑
i=i0

(
1

k
− λi

)
=

k∑
i=1

(
1

k
− λi

)
= 1 −

k∑
i=1

λi ≥ 0,

we have

i0−1∑
i=1

(
1

k
− λi

)
≥ −

k∑
i=i0

(
1

k
− λi

)
.

Therefore, we have

1

k

k∑
i=1

xi −
k∑

i=1

λi xi ≥ −xi0−1

k∑
i=i0

(
1

k
− λi

)
+ xi0

k∑
i=i0

(
1

k
− λi

)

= (
xi0 − xi0−1

) k∑
i=i0

(
1

k
− λi

)
≥ 0.

	

We denote by e the element of Rn whose components are all 1, and by en the

element of Rn whose components are all 0 except for the last component whose
value is 1. Then e and nen has nonnegative components and the total sums of
the components are n. We denote by Fn the set of all elements having such
properties, that is, Fn = {x ∈ Rn : xi ≥ 0, i = 1, 2, . . . , n and

∑n
i=1 xi = n}.

We use the similar notation Fr even if the subscript r is not necessarily equal to
n, that is, for any r ≥ 0, Fr = {x ∈ Rn : xi ≥ 0, i = 1, 2, . . . , n and

∑n
i=1 xi =

r}. The following proposition asserts that distance between any elements in Fn

is at most 1 and distance 1 is achieved by pairs of these extreme elements with
respect to Lorenz dominance.
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Proposition 17. 1. d(x, y) ≤ 1 for any x, y ∈ Fn.

2. d(nen, x) = 1

n − 1
(n − max

i∈N
xi ) for any x ∈ Fn; therefore, for x ∈ Fn,

d(nen, x) = 1 if and only if x = e.
3. d(e, x) = 1−mini∈N xi for any x ∈ Fn; therefore, for x ∈ Fn, d(e, x) = 1

if and only if mini∈N xi = 0.

Proof. 1. Suppose x, y ∈ Fn . Note that δ(x, y) = minD∈�� maxi∈N (x D −
y)i . It is easily seen that x �L e, and hence there is a doubly stochas-
tic matrix D such that x D = e by Theorem 2. Thus we have δ(x, y) ≤
maxi∈N (e−y)i . Since (e−y)i ≤ 1 for i = 1, 2, . . . , n, we have δ(x, y) ≤ 1.
Exchanging the roles of x and y, we also have δ(y, x) ≤ 1. Therefore, we
have d(x, y) ≤ 1.

2. Note that d(nen, x) = δ(x, nen) because nen �L x . Then we have a series
of equations:

δ(x, nen) = max
λ∈M∩�N

〈λ, x∗ − nen〉

= max
λ∈M∩�N
λn=0

n−1∑
i=1

λi x∗
i

= 1

n − 1

n−1∑
i=1

x∗
i

= 1

n − 1

(
n − max

i∈N
xi

)
.

The first and third equations hold in virtue of Lemmas 15 and 16, respec-
tively.

3. By Lemma 15, we have

d(e, x) = δ(e, x)

= max
λ∈D∩�N

〈λ, e − x∗〉

= max
λ∈D∩�N

n∑
i=1

λi (1 − x∗
i ).

Because 1 − x∗
1 ≥ 1 − x∗

2 ≥ · · · ≥ 1 − x∗
n , the last maximum is attained at

λ = (1, 0, . . . , 0), and we have d(e, x) = 1 − x∗
1 = 1 − mini∈N xi . 	


Proposition 20 below refines the first assertion of Proposition 17. We first
show two lemmas used in proving the proposition. The proof of the first lemma
is similar to that of the first statement of Proposition 17 and we omit it.
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Lemma 18. For any elements x and y of Fr , we have d(x, y) ≤ r/n.

Let Zn be the set of all elements of Fn that have at least one element of zero,
that is, Zn = {x ∈ Fn : mini∈N xi = 0}.

Lemma 19. If x /∈ {e} ∪ Zn, then d(x, y) < 1 for all y ∈ Fn.

Proof. Suppose y /∈ Zn . Since x �L e, there is a doubly stochastic matrix D
such that e = x D. Thus, we have

δ(x, y) = min
D∈��

max
i∈N

(x D − y)i ≤ max
i∈N

(e − y)i < 1.

Similarly we have δ(y, x) < 1, and hence d(x, y) < 1.
Suppose y ∈ Zn . We can show δ(y, x) < 1 with the same reason as above,

and we only need show δ(x, y) < 1. Note that 0 < x∗
1 < 1 and y∗

1 = 0. Take
any element λ in M ∩�N and put α = ∑n

i=1 λi (x∗
i − y∗

i ). If λ1 = 1, then we
have α = x∗

1 < 1. If λ1 = 1/n, then λ2 = · · · = λn = 1/n, and hence α = 0. If
1/n < λ1 < 1, then put µ = ∑n

i=2 λi = 1 − λ1 > 0. By virtue of Lemma 18,
we have

n − x∗
1

n − 1
≥

n∑
i=2

λi

µ

(
x∗

i − n − x∗
1

n
y∗

i

)
≥

n∑
i=2

λi

µ
(x∗

i − y∗
i ),

and hence

n∑
i=2

λi (x
∗
i − y∗

i ) ≤ µ(n − x∗
1 )

n − 1
.

Thus, we have

α < λ1x∗
1 + (1 − λ1)

n − x∗
1

n − 1

= λ1
n

n − 1
(x∗

1 − 1)+ n − x∗
1

n − 1

<
1

n

n

n − 1
(x∗

1 − 1)+ n − x∗
1

n − 1
= 1.

Therefore, we have α < 1 for all λ ∈ M ∩�N , and hence δ(x, y) < 1. 	

Proposition 20. For any two elements x and y of Fn, d(x, y) = 1 if and only
if (x, y) ∈ ({e} × Zn) ∪ (Zn × {e}).
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Proof. The “if” part is direct consequence of the third statement of Proposi-
tion 17, and hence we proceed to the proof of the “only if” part.

Suppose that d(x, y) = 1. Then we have x = e or x ∈ Zn by virtue of
Lemma 19. If x = e then we have y ∈ Zn by the third statement of Proposi-
tion 17, and hence (x, y) ∈ {e} × Zn . Thus we proceed to the case x ∈ Zn . If
y /∈ {e}∪ Zn , then we have d(x, y) < 1 by virtue of Lemma 19 again. If y ∈ Zn ,
then take any element λ in M ∩�N . If λ1 = 1/n, then λ2 = · · · = λn = 1/n,
and hence

n∑
i=1

λi (x
∗
i − y∗

i ) = 1

n

(
n∑

i=1

x∗
i −

n∑
i=1

y∗
i

)
= 0.

If λ1 > 1/n, then we put µ = ∑n
i=2 λi < (n − 1)/n and have

n∑
i=1

λi (x
∗
i − y∗

i ) =
n∑

i=2

λi (x
∗
i − y∗

i )

= µ

n∑
i=2

λi

µ
(x∗

i − y∗
i )

≤ µ
n

n − 1
< 1,

by virtue of Lemma 18. Thus, we have δ(x, y) < 1, and hence d(x, y) < 1
with the symmetry of x and y. Therefore, y should be equal to e and we have
(x, y) ∈ Zn × {e}. 	


Now consider line segments in Rn . For two different elements x and y of
Rn , the line segment [x, y] joining x and y is usually defined by

[x, y] = {(1 − s)x + sy : 0 ≤ s ≤ 1}
by virtue of the linear structure of Rn . The following characterization of [x, y]
by the Euclidean distance dE , where dE (x, y) = √〈x − y, x − y〉, is easily
proved:

z ∈ [x, y] if and only if dE (x, z)+ dE (z, y) = dE (x, y).

Stimulated by this characterization, we define the line segment Ln in Fn joining
nen and e by

Ln = {x ∈ Fn : d(nen, x)+ d(x, e) = d(nen, e)(= 1)}
in terms of our distance d . The following proposition characterizes the set Ln .
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Proposition 21. Let Ln be the line segment in Fn joining nen and e defined
above, and let x ∈ Fn. Then, x ∈ Ln if and only if x has (n − 1) components
whose values are the same and the common value is less than or equal to the
value of the remaining component.

Proof. In case n = 2, it follows that F2 = L2 and we have nothing to prove, so
we assume that n ≥ 3. By virtue of Proposition 17, we have

d(nen, x)+ d(x, e) = 1

n − 1

(
n − max

i∈N
xi

)
+ 1 − min

i∈N
xi

= 1 + 1

n − 1

(
n − max

i∈N
xi − (n − 1)min

i∈N
xi

)

Thus note that x ∈ Ln if and only if x satisfies the equation maxi∈N xi + (n −
1)mini∈N xi = n.

Suppose that x satisfies the equation maxi∈N xi − (n − 1)mini∈N xi = n.
Take different two indices i1 and i2 such that xi1 = mini∈N xi and xi2 =
maxi∈N xi . Since xi2 +(n−1)xi1 = n = ∑n

i=1 xi , we have
∑

i 
=i1,i2
(xi −xi1) =

0, and hence xi = xi1 for i 
= i2. Thus we have xi = mini∈N xi ≤ xi2 for i 
= i2.
Conversely suppose that there is an index i0 such that xi0 ≥ xi for all i 
= i0

and there is α such that xi = α for all i 
= i0. Then we have maxi∈N xi + (n −
1)mini∈N xi = xi0 + (n − 1)α = ∑n

i=1 xi = n. 	

Takahashi [9] introduced an abstract convex structure in metric spaces and

developed fixed point theory for nonexpansive mappings. Let (X, d) be a metric
space and W be a mapping from X × X ×[0, 1] to X . A triple (X, d,W ) is said
to be a convex metric space if it follows that

d(u,W (x, y, λ)) ≤ (1 − λ)d(u, x)+ λd(u, y)

for (x, y, λ) ∈ X × X × [0, 1] and u ∈ X .

Proposition 22. Let Ln be the line segment in Fn joining nen and e defined
above. Define a mapping W : Ln × Ln × [0, 1] → Ln by

W (x, y, λ) = (1 − λ)x∗ + λy∗.

Then (X, d,W ) is a convex metric space.

Proof. For an element x of the line segment Ln , put l(x) = mini∈N xi . Then it
is easily seen that, for any two elements x and y of Ln , l(x) ≤ l(y) if and only
if x �L y, and

d(x, y) = 1

n − 1
|l(x)− l(y)|,
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by virtue of Proposition 21. Moreover, we have l(W (x, y, λ)) = (1 − λ)l(x)+
λl(y). Observing these results, it is easily seen that the inequality

d(u,W (x, y, λ)) ≤ (1 − λ)d(u, x)+ λd(u, y)

holds for any u, x, y ∈ Ln and λ ∈ [0, 1]. 	

Next we calculate the distance between income distributions when some

transfer takes place between adjacent two individuals with respect to income
level, and the distance when the total wealth increases but the rate of the distri-
bution is unaltered.

Proposition 23. Let x be an element of Fn.

1. Suppose that x∗
k < x∗

k+1, and take t > 0 with x∗
k + t ≤ x∗

k+1 − t . Let
x ′ ∈ Fn be a distribution defined by x ′

i = x∗
i for i with i 
= k and i 
= k +1,

x ′
k = x∗

k + t and x ′
k+1 = x∗

k+1 − t . Then we have

d(x, x ′) = t

k
.

2. Take r > 0. Then we have

d(x, (1 + r)x) = r.

Proof. 1. We have d(x, x ′) = d(x∗, x ′) = δ(x ′, x∗) = maxλ∈M∩�N 〈λ, x ′ −
x∗〉 by 3 of Proposition 14 and Lemma 15. Since

x ′ − x∗ = (0, . . . , 0, t,−t, 0, . . . , 0),

the λ’s in M ∩ �N can be restricted to λ’s such that λk+1 = · · · = λn =
0. Hence, by Lemma 16, maxλ∈D∩�N 〈λ, x ′ − x∗〉 = t/k and we have
d(x, x ′) = t/k.

2. Note that d(x, (1 + r)x) = δ((1 + r)x, x) = maxλ∈M∩�N 〈λ, r x∗〉 =
r maxλ∈M∩�N 〈λ, x∗〉 = r . The second equation is due to Lemma 15 and
the last equation is due to Lemma 16. 	


According to Proposition 23, if we measure the reduction of inequality by our
distance, then the reduction of inequality with transfer of t from (k+1)th ranked
individual to kth ranked individual can be compensated by the increase of total
wealth with the rate r = t/k without changing the distribution ratio.

Acknowledgments The author would like to express his gratitude to Professor Jean-
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Keio University.
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Abstract. We prove the existence of smooth utility functions for a class of preferences
(closed preorders) on a subset X in IRn which satisfies X = X + IRn+. This class of
preferences is given by the condition that adding one and the same positive vector to
each of two comparable alternatives cannot affect the preference relation between them.
Moreover, some its subclass consisting of total preferences admits linear utility functions.
Also, we prove the existence of universal smooth utilities for preferences depending on
a parameter. Our approach relies on our earlier results on continuous utilities for closed
(non-total) preorders on metrizable spaces along with a particular device that enable to
pass from a continuous utility to a smooth one.

Key words: closed preorder, utility function, stability with respect to shifts in positive
directions, smooth utility function, linear utility, universal utility theorem.

1. Introduction

This paper is concerned with preference relations admitting smooth utility func-
tions on subsets of IRn . Conditions for the existence of a smooth utility function
based on manifold theory may be found in [13]1 for the case where the cor-
responding preference relation is a locally non-satiated closed total preorder
� on an open subset X of IRn . Unlike this, we do not assume the preorder to

∗ Supported in part by Russian Foundation for Basic Research (grant 07-01-00048)
and by the Russian Leading Scientific School Support Programme (grant NSh-
6417.2006.6).

1 In this connection, see also [1,4,5].
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be total (or locally non-satiated) and consider open or closed sets X satisfying
x ∈ X, z ∈ IRn+ ⇒ x + z ∈ X . Our approach relies on our earlier results on
continuous utilities for closed (non-total) preorders [8–10] combined with a par-
ticular device that enables us to pass from a continuous utility to a smooth one.2

We show that if � is closed and stable with respect to shifts in positive directions,
i.e. x � y ⇒ (x + z) � (y + z) whenever z ∈ IRn+, then there exists a smooth
utility function for � (Theorem 3.1). A condition imposed on preorder by this
implication seems rather specific, however, in many cases, it proves to be natural
and justified from the economic viewpoint. See, in that connection, [6,14] and
other papers on collective choice devoted to interpersonal comparability and
utilitarian social welfare functions.3 In Theorem 3.2 and Corollary 3.1, we con-
sider some subclass of closed preorders that are total and stable with respect to
shifts in positive directions, and establish their representability by linear utility
functions.

Theorem 3.3 and Corollary 3.2 are concerned with the following question
arising in various parts of mathematical economics. Given a closed preorder
�ω depending on a parameter ω, when is there a jointly continuous real-valued
function u(ω, x) such that, for every ω, u(ω, ·) is a smooth utility function for
�ω? We show that the answer is affirmative when all �ω are stable with respect
to shifts in positive directions and the set {(ω, x, y) : x �ω y} is closed in
�× X × X .

The main results are formulated in Sect. 3 and proved in Sect. 4. Section 2
contains basic notions and auxiliary results.

2. Preliminary notions and results

A preorder on a set X is a binary relation � which is reflexive (x � x for all
x ∈ X ) and transitive (x, y, z ∈ X, x � y, y � z ⇒ x � z). Any preorder �
can be treated as a preference relation: x � y means that y is preferred to x .
Every preorder � determines two binary relations on X : the strict preference
relation ≺,

x ≺ y ⇐⇒ x � y but not y � x,

and the equivalence relation ∼,

x ∼ y ⇐⇒ x � y and y � x .

2 The same device in a different context was used earlier when proving Theorems 3
and 4 in [12].

3 In these papers, a similar translation-invariance assumption x � y ⇒ (x + z) �
(y + z) is considered for X = IRn and all z ∈ IRn .
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A real-valued function u on X is said to be an utility function for a preorder
� if for any x, y ∈ X two conditions are satisfied as follows:

x � y ⇒ u(x) ≤ u(y), (1)

x ≺ y ⇒ u(x) < u(y). (2)

Clearly, it follows from (1) that x ∼ y ⇒ u(x) = u(y).
The pair of conditions (1) and (2) is equivalent to the single condition

x � y ⇔ u(x) ≤ u(y)

if and only if the preorder � is total that is any two elements of X , x and y, are
comparable (x � y or y � x). Moreover, if � is total, then x ≺ y ⇔ u(x) <
u(y) and x ∼ y ⇔ u(x) = u(y), that is, the preference relation is completely
determined by its utility function.

A preorder � on a topological space X is called closed if its graph,

gr(�) := {(x, y) : x � y},
is a closed subset in X × X . One of fundamental results in the mathematical
utility theory is a celebrated theorem due to Debreu [2,3], which asserts the
existence of a continuous utility function for every total closed preorder on a
separable metrizable space. Some generalizations of that theorem to the case
where the preorder is not assumed to be total were obtained in [8–10].4 In
particular, the following theorems hold true.

Theorem 2.1. Every closed preorder on a separable locally compact metriz-
able space admits a continuous utility function.

Theorem 2.2. ([9,10]). Suppose � and X are metrizable topological spaces,
and X, in addition, is separable locally compact. Suppose also that for every
ω ∈ � a preorder �ω is given on X, and that the set {(ω, x, y) : x �ω y} is
closed in�×X ×X. Then there exists a continuous function u : �×X → [0, 1]
such that, for every ω ∈ �, u(ω, ·) is a utility function for �ω.

Remark 2.1. It is easily seen that if all �ω are total, then the condition that
the set {(ω, x, y) : x �ω y} is closed in � × X × X is necessary (as well as
sufficient) for the existence of a continuous function u : �× X → [0, 1] such
that, for every ω ∈ �, u(ω, ·) is a utility function for �ω.

We denote by P the set of all closed preorders on X . By identifying a
preorder �∈ P with its graph in X × X , we consider in P the topology t which
is induced by the exponential topology on the space of closed subsets in the
one-point compactification of X × X (for the definition and properties of the
exponential topology, see [7]). Obviously (P, t) is a metrizable space. The next
result is obtained by applying Theorem 2.2 to � = (P, t).

4 See also [11, Corollary 2.3].
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Corollary 2.1. (Universal Utility Theorem [9,10]). There exists a continuous
function u : (P, t) × X → [0, 1] such that u(�, ·) is a utility function for �
whenever �∈ P .

3. Main results

In what follows, X is a subset in IRn which is open or closed and satisfies
X = X + IRn+. Clearly, such a set is a domain or a closed domain.5 Notice that
generally X is not convex, and its boundary is not smooth. In particular, one
can take X = F + IRn+ where F is a finite subset in IRn .

For every positive integer r , we denote by Cr (X) the class of all r times
continuously differentiable real-valued functions on X : u ∈ Cr (X) if and only
if, for every x = (x1, . . . , xn) ∈ int X , all the partial derivatives

∂ku(x)

∂xk1
1 . . . ∂xkn

n

, k1 + · · · + kn = k, k ≤ r

exist and each of them is uniquely continued with preserving continuity to the
whole of X . Also we will consider the class of infinitely differentiable functions
on X , C∞(X) = ⋂

r Cr (X).

Theorem 3.1. Suppose � is a closed preorder on X satisfying

x, y ∈ X, z ∈ IRn+, x � y ⇒ (x + z) � (y + z), (3)

then � admits an utility function u ∈ C∞(X).

We shall need an additional assumption as follows:
(A) For every y ∈ int X there exists ε = ε(y) > 0 such that the ball

Bε(y) := {x ∈ IRn : ‖x − y‖ ≤ ε} is contained in int X and

x � y ⇔ (x + z) � (y + z)

whenever z ∈ IRn+, x ∈ Bε(y).

Theorem 3.2. Suppose � is a closed total preorder on X satisfying (3) and A,
the following statements are then equivalent: (a) for some y∗ ∈ int X, {x ∈
Bε(y∗)(y∗) : x � y∗} = cl{x ∈ Bε(y∗)(y∗) : x ≺ y∗}; (b) there exists a vector
a ∈ IRn, a 
= 0, such that u1(x) = a · x is a utility function for �.

The following translation-invariance assumption (cf. [14]) strengthens (3):

5 A closed domain is a connected closed set coinciding with the closure of its interior.
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(TIA) For every x, y ∈ X ,

x � y ⇒ (x + z) � (y + z)

whenever z ∈ IRn , x + z, y + z ∈ X .
Clearly, TIA may be equivalently rewritten as

x � y ⇔ (x + z) � (y + z)

whenever z ∈ IRn , x, y, x + z, y + z ∈ X ; therefore it implies both (3) and A.
The next result is derived from Theorem 3.2.

Corollary 3.1. Suppose � is a closed total preorder on X satisfying TIA, then
it is represented by a linear utility function.

For X = IRn , a close result was obtained by Neuefeind and Trockel [14].6

Theorem 3.3. Suppose � is a metrizable topological space, for every ω ∈ �

a preorder �ω is given on X satisfying (3), and the set {(ω, x, y) : x �ω y} is
closed in�×X ×X. Then there exists a continuous function u : �×X → [0, 1]
such that, for every ω ∈ �, u(ω, ·) belongs to the class C∞(X) and is a utility
function for �ω.

Let P1(X) be the set of all closed preorders on X satisfying (3) for z ∈ IRn+.
Clearly, P1(X) is a subset of P(X), and we consider it with the induced topology
t |P1(X).

Corollary 3.2. There is a continuous function u : (P1(X), t |P1(X)) × X →
[0, 1] such that, for every �∈ P1(X), u(�, ·) belongs to the class C∞(X) and
is an utility function for �.

4. Proofs

Suppose η ∈ C∞(IRn),
∫

IRn η(z) dz1 . . . dzn = 1, η(z) > 0 for z ∈ int IRn− =
{z = (z1, . . . , zn) : z1 < 0, . . . , zn < 0}, and η(z) = 0 for z /∈ IRn−. An
example of such a function is as follows:

η(z) =
(∫ ∞

0
h(−t) dt

)−n n∏
i=1

h(zi ), z = (z1, . . . , zn),

where

h(t) =
{

0 for t ≥ 0,
exp(t − 1

t2 ) for t < 0.

6 Although in [14] it is not explicitly supposed that a preference relation satisfying
TIA and other hypotheses of [14, Proposition] is transitive or total (complete in
other terminology), it proves, in fact, to be a closed total preorder.
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Given a continuous function v : X → [0, 1], we extend it (without pre-
serving continuity) to the whole of IRn by setting v(x) = 0 for x /∈ X and
define a function �(v) on IRn to be the convolution of v and η: for every
x = (x1, . . . , xn) ∈ IRn ,

�(v)(x) := (v ∗ η)(x) =
∫

IRn
v(x − z)η(z) dz1 . . . dzn

=
∫

X
v(z)η(x − z) dz1 . . . dzn . (4)

Since η ∈ C∞(IRn), it follows from (4) that �(v) ∈ C∞(IRn), and since
η(−z) = 0 for z /∈ IRn+, we get

�(v)(x) =
∫

IRn+
v(x + z)η(−z) dz1 . . . dzn . (5)

Clearly, �(v)(X) ⊂ [0, 1].
The next lemma is a direct consequence of the above observations.

Lemma 4.1. �(v)|X ∈ C∞(X) and �(v)|X : X → [0, 1].
Lemma 4.2. Suppose � is a closed preorder on X satisfying (3), and v : X →
[0, 1] is a continuous utility function for it. Then�(v)|X is a (continuous) utility
function for �, too.

Proof. If x � y then, by (3), (x + z) � (y + z) for all z ∈ IRn+, and as v
is a utility function, we get v(x + z) ≤ v(y + z). It follows from (5) that
�(v)(x) ≤ �(v)(y). If now x ≺ y, then v(x) < v(y) and v(x + z) ≤ v(y + z)
for all z ∈ IRn+. Moreover, since v is continuous and v(x) < v(y), there is
δ > 0 such that v(x + z) < v(y + z) whenever z ∈ IRn+, ‖z‖ < δ. Let
B = {z = (z1, . . . , zn) ∈ IRn+ : ‖z‖ < δ}. We have∫

B
v(x + z)η(−z) dz1 . . . dzn <

∫
B
v(y + z)η(−z) dz1 . . . dzn,

∫
IRn+\B

v(x + z)η(−z) dz1 . . . dzn ≤
∫

IRn+\B
v(y + z)η(−z) dz1 . . . dzn,

and we deduce from (5) that �(v)(x) < �(v)(y), that is �(v)|X is a utility
function. ��
Proof of Theorem 3.1. Let v : X → IR be a continuous utility function for �.
Such a function exists according to Theorem 2.1. Taking into account that for
any real numbers a, b the equivalences hold true

a ≤ b ⇔ a

1 + |a| ≤ b

1 + |b| ,

a < b ⇔ a

1 + |a| <
b

1 + |b| ,
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one can assume7 that v : X → [0, 1]. We define u = �(v)|X . Then, by Lemma
4.1, u ∈ C∞(X), u(X) ⊂ [0, 1], and, by Lemma 4.2, u is a utility function
for �. ��
Proof of Theorem 3.2. (a) ⇒ (b) Given y ∈ int X , we consider the set

Mε(y) = {x ∈ X : x � y} ∩ Bε(y), 0 < ε ≤ ε(y).

Then, for every z ∈ IRn+, one has y + z ∈ int X , and by A, Mε(y + z) =
Mε(y) + z. Let u : X → IR be a C∞-smooth utility function for �. Such a
function exists according to Theorem 3.1. Since the preorder � is total, one has
{x : x � y} = {x : u(x) ≤ u(y)} and {x : x ≺ y} = {x : u(x) < u(y)}
whenever y ∈ X . It follows that Mε(y∗) is a closed domain with a smooth
boundary {x : u(x) = u(y∗)}∩ Bε(y∗). Since y∗ is a boundary point of Mε(y∗),
and since the boundary of Mε(y∗) is smooth, the normal to it at y∗ is well defined.
We take a = (a1, . . . , an) to be the unit normal vector at y∗, which is directed
outside Mε(y∗); then ∇u(y∗) = ‖∇u(y∗)‖a. Now take a point y1 ∈ IRn such
that y1 ≥ y and y1 ≥ y∗; then y1 ∈ int X and y1 = y + z = y∗ + z∗ where
z, z∗ ∈ IRn+, and we get

Mε(y
1) = Mε(y)+ z = Mε(y

∗)+ z∗

whenever ε is small enough. Thus, Mε(y) is a shift of Mε(y∗); therefore, it is
a closed domain with a smooth boundary, y is its boundary point, and a is its
unit normal vector at y directed outside Mε(y). Then ∇u(y) = ‖∇u(y)‖a for
any y ∈ int X ; therefore λ(y) := ‖∇u(y)‖ is C∞-smooth, and

ai
∂λ(y)

∂y j
= a j

∂λ(y)

∂yi
, y ∈ int X, i, j ∈ {1, . . . , n}. (6)

We will show that for any x, y ∈ int X an equivalence holds as follows:

u(x) ≤ u(y) ⇔ a · x ≤ a · y. (7)

Notice that if there exists a smooth function h : IR → IR such that

λ(x) = dh(t)

dt
|t=a·x , x ∈ int X, (8)

then h is increasing and u(x) = h(a · x) + const , therefore, (7) holds. Let
us prove the existence of such a function h. We assume, for the sake of def-
initeness, that a1 
= 0, and pass from x = (x1, . . . , xn) to new variables
y = (y1, . . . , yn) = Ax , where y1 = a1x1 + a2x2 + · · · + an xn , yk = xk

(k = 2, . . . , n). Let y = Ax , and µ(y) := λ(A−1(y)) = λ(x). One has

7 By passing, if needed, from v to 1
2 + 1

2
v

1+|v| .



102 V. L. Levin

∂λ

∂x1
= ∂µ

∂y1
a1,

∂λ

∂xk
= ∂µ

∂y1
ak + ∂µ

∂yk
(k = 2, . . . , n);

and by taking into account (6), we derive from here

∂µ

∂yk
= ∂λ

∂xk
− ak

a1

∂λ

∂x1
= 0 ∀k 
= 1.

It follows that µ(y) depends on y1 only, i.e., λ(x) is a function of a · x ; then
there is a smooth function λ0 : IR → (0,∞) such that λ(x) = λ0(a · x), and
(8) is satisfied for h being a primitive function of λ0.

Thus (7) is established. Since u is a utility function for �, (7) can be rewritten
as x � y ⇔ a · x ≤ a · y for all x, y ∈ int X . Let now x, y be arbitrary elements
of X , and take z ∈ int IRn+. Then x + t z, y + t z ∈ int X whenever t > 0, and
one gets two chains of implications:

x � y ⇒ (x + z) � (y + z) ⇒ a · (x + z) ≤ a · (y + z) ⇒ a · x ≤ a · y,

a · x ≤ a · y ⇒ a · (x + t z) ≤ a · (y + t z) ∀t > 0

⇒ u(x + t z) ≤ u(y + t z) ∀t > 0 ⇒ u(x) ≤ u(y) ⇒ x � y,

and the result follows.
(b) ⇒ (a) Obvious. ��

Proof of Corollary 3.1. It suffices to consider only the case where statement (a)
of Theorem 3.2 fails. We will show that then y1 ∼ y2 for all y1, y2 ∈ X , hence
�=∼ is represented by the linear function u1(x) ≡ 0. Thus suppose (a) is not
true, consequently, for every y ∈ int X there is y′ ∈ Bε(y)(y) ⊂ int X such
that y′ ∼ y and y′ /∈ cl{x ∈ Bε(y)(y) : x ≺ y}. Then, for some 0 < δ ≤ ε(y),
Bδ(y′) ⊂ int X and

Bδ(y
′) ∩ {x ∈ Bε(y)(y) : x ≺ y} = ∅,

and since � is total, y � x ′ whenever x ′ ∈ Bδ(y′). Since y′ ∼ y, one gets
y′ � x ′ whenever x ′ ∈ Bδ(y′), and, by TIA, y � x whenever x ∈ Bδ(y) =
Bδ(y′)+ (y − y′).

Now, given two points in int X , y1 and y2, there are 0 < δ1 ≤ ε(y1) and
0 < δ2 ≤ ε(y2) such that y1 � x1 and y2 � x2 whenever x1 ∈ Bδ1(y

1),
x2 ∈ Bδ2(y

2). Then, for δ = min(δ1, δ2) and z = (1 − t)y1 + t y2, 0 ≤ t ≤ 1,
one has Bδ(z) ⊂ int X , and, by TIA, z � x whenever x ∈ Bδ(z). Let us
consider the closed segment I (y1, y2) := {z = (1 − t)y1 + t y2 : 0 ≤ t ≤ 1}.
If ‖y1 − y2‖ ≤ δ then y1 � y2, otherwise there is a sole point z1 ∈ I (y1, y2)

such that ‖y1 − z1‖ = δ, and we get y1 � z1. If ‖z1 − y2‖ ≤ δ then z1 � y2,
otherwise there is a sole point z2 ∈ I (z1, y2) such that ‖z1 − z2‖ = δ, and we
get z1 � z2. If ‖z2 − y2‖ ≤ δ then z2 � y2, otherwise there is a sole point
z3 ∈ I (z2, y2) such that ‖z2 − z3‖ = δ, and we get z2 � z3. This process
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ends after k steps where ‖y1−y2‖
δ

− 1 ≤ k < ‖y1−y2‖
δ

, and we obtain a point
zk ∈ I (zk−1, y2) such that ‖zk − zk−1‖ ≤ δ, therefore zk � y2. Thus, we have
y1 � z1 � z2 � · · · � zk−1 � zk � y2, and since y1 and y2 were taken
arbitrarily from int X and the preorder � is closed, it follows that y1 ∼ y2 for
all y1, y2 ∈ X . ��
Proof of Theorem 3.3. According to Theorem 2.2, there exists a continuous
function v : � × X → [0, 1] such that, for every ω ∈ �, v(ω, ·) is a utility
function for �ω. We considerω as a parameter and define u(ω, ·) = �(v(ω, ·)).
Arguing as in the proof of Theorem 3.1 we see that, for everyω ∈ �, u(ω, X) ⊂
[0, 1], u(ω, ·) ∈ C∞(X), and u(ω, ·) is a utility function for �ω. The theorem
will be established if we prove that u is continuous as a function on �× X . To
this end, take in � × X a convergent sequence (ωk, xk) → (ω, x). Since v is
continuous, we have v(ω, x + z) = lim

k→∞ v(ω
k, xk + z) whenever z ∈ IRn+, and

as 0 ≤ v ≤ 1, the Lebesgue dominant convergence theorem can be applied, and
we get

∫
IRn+
v(ω, x + z)η(−z) dz1 . . . dzn

= lim
k→∞

∫
IRn+
v(ωk, xk + z)η(−z) dz1 . . . dzn,

that is u(ω, x) = lim
k→∞ u(ωk, xk). ��

Proof of Corollary 3.2. This is a particular case of Theorem 3.3. ��
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Abstract. We reconsider the no trade theorem in an exchange economy where the
traders have non-partition information. By introducing a new concept, rationality of
expectations, we show some versions of the theorem different from previous works,
such as Geanakoplos (http://cowles.econ.yale.edu, 1989). We also reexamine a standard
assumption of the no trade theorem: the common prior assumption.
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1. Introduction

The no trade theorem has shown that new information will not give the traders
any incentive to trade when their initial endowments are allocated ex ante
Pareto-optimally. In this theorem, there are two standard assumptions: (1) the

∗ This article constitutes part of the second author’s Ph.D. dissertation (Ishikawa
[4]). He is grateful for the many conversations with Akira Yamazaki and Shin-
ichi Takekuma. The authors also thank Chiaki Hara and the anonymous referees for
the valuable comments. The first author is partially supported by Grants-in-Aid for
Scientific Research (C) (No. 18540153) from the Japan Society for the Promotion of
Sciences. The second author is partially supported by Grant-in-Aid for Young Sci-
entists (B) (No. 19730137) from the Ministry of Education, Culture, Sports, Science
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partitional information structure, and (2) the common prior assumption. This
paper explores the extent to which these two assumptions are generalized in the
theorem.

In recent years, several investigators have already generalized the assump-
tions in this theorem. For (1), Geanakoplos [3] neatly analyzes non-partition
information structure1 with the introduction of a new concept, positive bal-
ancedness. With this concept, he examines several classes of non-partition
information and the relations among them, and characterizes Nash equilibrium
and rational expectations equilibrium in those classes.

Our paper discusses similar issues, but captures different features from his
analysis with a new concept, rationality of expectations. This concept means
that each trader knows his own expected utility. As shown later, this requirement
does not necessarily imply either partitional information structure or positive
balancedness. Moreover it does not require that traders are risk-neutral or risk-
averse, which is usually assumed in this literature (c.f. [7,15]).

We do not need (2), the common prior assumption, although recent research
shows that the common prior gives a necessary and sufficient condition for the
no trader theorem (See [2,8,11,14]). Among those authors, Morris [8] explores
different varieties of heterogeneous prior beliefs. We comment on heteroge-
neous priors in our model below.

Several variations of the no trade theorem have been developed. Neeman
[10] applies it in the case of p-beliefs, Luo and Ma [5] in the non-expected utility
case, Morris and Skiadas [9] in the case of rationalizable trades, and so on. Our
model applies it to expected utility and rational expectations equilibrium, and
therefore uses the standard setting of the original as Milgrom and Stokey [7]
and Sebenius and Geanakoplos [15].

This paper is organized as follows: In Sect. 2 we define an economy with
non-partition information structure and rational expectations equilibrium in our
economy. The key notion, rationality of expectations, is defined in this section.
In Sect. 3 we show two extended no trade theorems, and we comment on welfare
of the rational expectations equilibrium in our economy. In Sect. 4, we give an
example to compare with Geanakoplos [3]. In the example, we consider non-
partition information different from that of Geanakoplos. Finally Sect. 5 gives
comments on the common prior assumption.

1 Brandenburger et al. [1] analyze correlated equilibrium in games with non-partition
information. In addition, Samet [13], Rubinstein and Wolinsky [12], Matsuhisa and
Kamiyama [6], and others show the Aumann’s disagreement theorem in the non-
partition information.
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2. Model of an exchange economy

Let � be a non-empty finite set called a state space and let 2� denote the field
of all subsets of �. Each member of 2� is called an event and each element of
� called a state. We consider the set N of n traders; i.e., N = {1, 2, . . . , n}.

2.1. Information and knowledge

We define i’s possible correspondence Pi : � → 2� \ ∅ where Pi (ω) is
interpreted as the set of all the states that trader i thinks are possible at ω. A
special class of correspondences (Pi )i∈N is called RT-information structure2 if
the following two conditions are satisfied for every i ∈ N :

Ref : ω ∈ Pi (ω) for every ω ∈ �.
Trn : ξ ∈ Pi (ω) implies Pi (ξ) ⊆ Pi (ω) for all ξ, ω ∈ �.

The possible correspondence gives rise to i’s knowledge operator Ki defined
by Ki E = {ω ∈ �| Pi (ω) ⊆ E}, which is the event that i knows E . Then Pi

satisfies Ref if and only if Ki satisfies ‘Truth’:

T : Ki E ⊆ E for every E ∈ 2�.

It satisfies Trn if and only if Ki satisfies “positive introspection”:

4 : Ki E ⊆ Ki Ki E for every E ∈ 2�.

The common knowledge operator KC is defined by the infinite recursion of
knowledge operators:

KC E :=
⋂

k=1,2,...

⋂
{i1,i2,...,ik }⊂N

Ki1 Ki2 . . . Kik E .

Given the RT-information structure (Pi )i∈N , the commonly possible operator is
the correspondence M : � → 2� defined by

M(ω) =
⋃

(Pi1(Pi2(· · · Pik (ω) · · · ))),
where the union ranges over all finite sequences of traders. We note that ω ∈
KC E if and only if M(ω) ⊆ E .3

2 The RT -information structure stands for the reflexive and transitive information
structure. Geanakoplos [3] refers the former as nondelusion and the latter as knowing
that you know (KTYK).

3 See Samet [13] for details.
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2.2. Economy with RT-information structure

We define a pure exchange economy with RT-information structure E as a tuple

〈N , (�, (Pi , µi )i∈N ), (ei ,Ui )i∈N 〉,
which consists of the following structure and interpretations: There are l com-
modities at each state, and it is assumed that i’s consumption set at each state
is R

l+. Each trader i has a state-dependent endowment ei : � → R
l+ with∑

i∈N ei (ω) > 0 for all ω ∈ �, a quasi-concave von Neumann–Morgenstern
utility function Ui : R

l+ × � → R, and a subjective prior µi on � with full
support4 for every i ∈ N . In our economy E , we assume that i’s utility function
Ui (·, ω) for each ω is continuous and strictly quasi-concave.

The traders trade according to a profile t = (ti )i∈N of functions ti from
� into R

l . A trade is said to be feasible if, for all i ∈ N and for all ω ∈ �,
ei (ω) + ti (ω) ≥ 0 and

∑
i∈N ti (ω) ≤ 0. Given initial endowments (ei )i∈N

and any feasible trade t = (ti )i∈N , we refer to (ei + ti )i∈N as an allocation
a = (ai )i∈N . Note that an allocation is

∑
i∈N ai (ω) ≤ ∑

i∈N ei (ω) for every
ω ∈ �. We denote by A the set of all allocations and denote by Ai the projection
of A onto player i’s allocations.

For i’s allocation ai ∈ Ai , each trader i has expectations; i’s ex ante expec-
tation is defined by Ei [Ui (ai )] := ∑

ω∈� Ui (ai (ω), ω)µi (ω). Then we define
ex ante Pareto optimality as follows:

Definition 1. The endowments (ei )i∈N are said to be ex ante Pareto-optimal
if there is no allocation (ai )i∈N such that Ei [Ui (ai )] ≥ Ei [Ui (ei )] for every
trader i ∈ N with at least one strict inequality.

For i’s allocation ai ∈ Ai , we define i’s interim expectation at ω ∈ �

as Ei [Ui (ai )|Pi ](ω) := ∑
ξ∈� Ui (ai (ξ), ξ)µi (ξ |Pi (ω)). Then we define the

acceptability of i’s trade as:

Definition 2. Given a feasible trade t = (ti )i∈N , ti is acceptable for trader
i ∈ N at state ω ∈ � if Ei [Ui (ei + ti )|Pi ](ω) ≥ Ei [Ui (ei )|Pi ](ω).
We denote by Acpi (ti ) the set of all the states in which ti is acceptable for i , and
denote Acp(t) := ⋂

i∈N Acpi (ti ). Furthermore we set the event of i’s interim
expectation for the trade ti at ω:

[Ei [Ui (ei + ti )|Pi ](ω)] := {ξ ∈ � | Ei [Ui (ei + ti )|Pi ](ξ) = Ei [Ui (ei + ti )|Pi ](ω)}.

Given the event [Ei [Ui (ei + ti )|Pi ](ω)], we denote Ri (ti ) = {ω ∈ � | Pi (ω) ⊆
[Ei [Ui (ei + ti )|Pi ](ω)] } and R(t) = ⋂

i∈N Ri (ti ).

4 I.e., µi (ω) > 0 for every ω ∈ �.
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Definition 3. A trader i is rational about his expectation for his trade ti at ω
if ω ∈ Ri (ti ); that is, ω ∈ Ki ([Ei [Ui (ei + ti )|Pi ](ω)). A trader i is rational
everywhere about his expectation for ti if Ri (ti ) = �.

The event Ri (ti )means that trader i knows his expected gain from ti atω. Trader
i is interpreted as knowing his interim expected utility at ω. If we consider the
standard information structure of a partition on�, trader i is necessarily rational
everywhere; i.e., Ri (ti ) = �.

2.3. Price system and rational expectations equilibrium

A price system is a positive function p : � → R
l++. The budget set of a trader i

at a state ω for a price system p is defined by Bi (ω, p) = {a ∈ R
l+ | p(ω) · a �

p(ω) · ei (ω)}.
We denote �(p)(ω) := {ξ ∈ �| p(ξ) = p(ω)} and �(p) the partition

induced by p i.e., �(p) = {�(p)(ω)| ω ∈ �}. When trader i learns from
prices, his new information is represented by a mapping �(p) ∩ Pi : � → 2�

defined by (�(p)∩ Pi )(ω) := �(p)(ω)∩ Pi (ω). Note that (�(p)∩ Pi )i∈N , as
well as (Pi )i∈N , is RT-information structure.

Definition 4 (Geanakoplos [3]). A rational expectations equilibrium for an
economy E is a pair (p, x), in which p is a price system and x = (xi )i∈N

is an allocation satisfying the following conditions:

RE 1 For every ω ∈ �,
∑

i∈N xi (ω) = ∑
i∈N ei (ω).

RE 2 For every ω ∈ � and each i ∈ N, xi (ω) ∈ Bi (ω, p).
RE 3 If Pi (ω) = Pi (ξ) and p(ω) = p(ξ), then xi (ω) = xi (ξ) for trader

i ∈ N for any ξ, ω ∈ �.
RE 4 For each i ∈ N and any mapping yi : � → R

l+ with yi (ω) ∈ Bi (ω, p)
for all ω ∈ �,

Ei [Ui (xi )|�(p) ∩ Pi ](ω) � Ei [Ui (yi )|�(p) ∩ Pi ](ω).
The profile x = (xi )i∈N is called a rational expectations equilibrium allocation.

For i’s trade ti , we set

Ri (p, ti ) := {ω ∈ �| (�(p) ∩ Pi )(ω) ⊆ [Ei [Ui (ei + ti )|�(p) ∩ Pi ](ω)]},
and denote R(p, t) = ⋂

i∈N Ri (p, ti ). The set Ri (p, ti ) is interpreted as the
event that i knows his interim expectation for his trade ti when he receives
some new information from the price system p, and R(p, t) is interpreted as
the event that everyone knows his interim expectation for his trade with the
price system p.

Definition 5. A trader i is said to be rational about his expectation for ti with a
price system p at ω if ω ∈ Ri (p, ti ). All traders are rational everywhere about
their expectations for t with p if R(p, t) = �.
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3. No trade theorems

In this section we shall give two extensions of the no trade theorem of Milgrom
and Stokey [7]. In addition, we show the welfare of the rational expectations
equilibrium.

3.1. No trade theorem with RT-information structure

The following is a direct extension of Milgrom and Stokey’s theorem to an
economy with RT-information structure, which will be proved in Appendix.

Theorem 1. Let E be an economy with RT-information structure, and let t =
(ti )i∈N be a feasible trade. Suppose that the initial endowments (ei )i∈N are ex
ante Pareto optimal. Then the traders can never agree to any non-null trade at
each state where they commonly know both the acceptable trade t = (ti ) and
where they are rational about their expectations for the trade; that is,

t(ω) = 0 at every ω ∈ KC (Acp(t) ∩ R(t)).

To state this in a different way, we introduce the knowledge operator K (p)
i

associated with a price system p, which is defined by K (p)
i E = {ω ∈ �| (�(p)∩

Pi )(ω) ⊆ E}. The common knowledge operator K (p)
C associated with p is also

defined by

K (p)
C E :=

⋂
k=1,2,...

⋂
{i1,i2,...,ik }⊂N

K (p)
i1

K (p)
i2
. . . K (p)

ik
E .

Then we obtain another no trade theorem with a price system p in the same way
as Theorem 1.

Corollary 1. Let E be an economy with RT-information structure. If e =
(ei )i∈N is a rational expectations equilibrium allocation relative to some price
system p with which all traders are rational everywhere about their expecta-
tions for the trade t = (ti )i∈N , then the traders can never agree to any non-null
trade at each state where they commonly know the acceptable feasible trade;
that is,

t(ω) = 0 at every ω ∈ K (p)
C (Acp(t)).

3.2. Welfare in an economy with knowledge

We examine the welfare of the rational expectations equilibrium in our economy.
It is characterized from the viewpoint of ex ante optimality. This will be proved
in Appendix as well as Theorem 1.
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Proposition 1. In an economy with RT-information structure E , let an alloca-
tion x = (xi )i∈N be a rational expectations equilibrium allocation relative to
some price system p with which all the traders are rational everywhere about
their expectations with respect to (xi −ei )i∈N . Then x is ex ante Pareto optimal.

4. Example

We give an example to make clear the difference with Geanakoplos [3]. In our
model, we impose reflexivity and transitivity on traders’ information structure
while Geanakoplos imposes reflexivity and positive balancedness as follows:

Definition 6. The information structure (�, P) is called positively balanced
with respect to E ⊂ � if there is a function λ : P → R+ such that

∑
C∈P
C⊂E

λ(C)χC (ω) = χE for all ω ∈ �,

where P := {F ∈ 2�| F = P(ω) for some ω}, and χA is the characteristic
function of any set A ⊂ �.

Although positively balanced information structure is weaker than partitional
structure, it does not necessarily imply RT-information structure.5 Therefore our
theorem under RT-information structure is obtained under a different setting in
which the information structure is reflexive and transitive but not positively
balanced. The following example illustrates a consequence of our theorem.

Example 1. Consider an economy E with RT-information structure where there
is a single contingent commodity. The economy consists of: N = {1, 2}, � =
{ω1, ω2, ω3, ω4}. The endowments, information structure, traders’ priors and
utilities, and their trades are given as Table 1:

In this example, the RT-information structure is not positively balanced and
the endowments are allocated ex ante Pareto-optimally. In addition, we do not
specify the traders’ attitudes toward risk like Geanakoplos [3], but unlike several
other papers such as Milgrom and Stokey [7], or Sebenius and Geanakoplos
[15]. This means that the crucial character of utility is strict quasi-concavity or
monotonicity.

For the feasible trade t = (ti )i∈N , Acp(t) = � and then KC (Acp(t)) = �.
Non-zero trades, however, occur atω1, ω2, andω3. This is because R(t) = {ω4}.
That is, KC (Acp(t) ∩ R(t)) = {ω4}. In this case, zero trade occurs at the
state ω4.

5 See Geanakoplos [3, p.19] for these relations.
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Table 1. Example 1

Trader 1 Trader 2

(ei ) e1(ω) :=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

5/2 for ω1

1/3 for ω2

1 for ω3

2 for ω4

e2(ω) :=

⎧⎪⎨
⎪⎩

1 for ω1, ω2

5/2 for ω3

1 for ω4

(Ui ) U1(x, ω) :=

⎧⎪⎨
⎪⎩

x for ω1, ω2

x
4
5 for ω3

x2 for ω4

U2(x, ω) :=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

x
6
5 for ω1

x2 for ω2

x for ω3

x2 for ω4

(Pi ) P1(ω) :=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

{ω1, ω3} for ω1

{ω2, ω3} for ω2

{ω3} for ω3

{ω4} for ω4

P2(ω) :=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

{ω1, ω2} for ω1

{ω2} for ω2

{ω2, ω3} for ω3

{ω4} for ω4

(µi ) µ1(ω) :=

⎧⎪⎨
⎪⎩

1/2 for ω1

1/3 for ω2

1/12 for ω3, ω4

µ2(ω) :=

⎧⎪⎨
⎪⎩

1/6 for ω1

1/2 for ω2

1/6 for ω3, ω4

(ti ) t1(ω) :=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

3/5 for ω1

−2/15 for ω2

4/5 for ω3

0 for ω4

t2(ω) :=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

−3/5 for ω1

2/15 for ω2

−4/5 for ω3

0 for ω4

On the whole, what role does the rationality of expectations play in our
model? Since, under this concept, each trader knows his expected utility of a
given trade, a relationship is stipulated between traders’ information structure
and expected gains. This approach is similar to the non-partition information
technique of Aumann’s disagreement theorem.
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The technique is made clear by Rubinstein and Wolinsky [12] and
Matsuhisa and Kamiyama [6], whose analyses are based on the decomposi-
tion of information structure of Samet [13]. However, their two analyses are
slightly different from each other. Rubinstein and Wolinsky give a result relat-
ing two functions of 2� between players, whereas Matsuhisa and Kamiyama
analyze each player’s function of 2� with the same assumption as our rational-
ity of expectations (Lemma 1 in Appendix). The latter approach enables us to
analyze trader’s interim expected utility from the ex ante viewpoint (Lemma 2
in our Appendix). Therefore we prove our no trade theorem with the rationality
of expectations as an application of Samet’s decomposition à la Matsuhisa and
Kamiyama.

5. Concluding remarks

This paper has examined the no trade theorem under RT-information structure
by introducing the concept of rationality of expectations. Although this situa-
tion has been investigated by Geanakoplos [3], our no trade theorem is shown
under a slightly different setting as illustrated above, i.e., not positively balanced
but RT-information structure. As stated in the Introduction, the common prior
assumption is another standard assumption in the no trade theorem. Finally we
comment on the relation between this assumption and our model.

Recent research shows that a common prior is a necessary and sufficient
condition of the no trade result [2,8,11,14]. Among these authors, Morris
shows the no trade result with heterogeneous priors in a general belief system
([8, p. 1336]).

In our framework, Morris’s belief condition, called the public consistent
concordance, means that, for any trader i , j ∈ N , µi (ξ |Pi (ω)) = µ j (ξ |Pj (ω))

for any ξ , ω in a common knowledge event. Referencing to our example again,
although Acp(t) is a common knowledge event, any state except ω4 is not
public consistent concordant. Therefore, as shown by Morris [8, Corollary 3.2],
there exists a common knowledge event that non-zero trade occurs from ex
ante Pareto efficient endowments. Our result is consistent with Morris’s under
non-partition information structure.6

Appendix

Basic lemmas

In a decision set �, a function f of 2� is said to be preserved under difference
provided that, if f (S) = f (T ) = d , then f (T \ S) = d for all events S and T

6 See Ng [11, Remark 2, p. 46].
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with S ⊆ T . Furthermore the function f is said to satisfy the sure thing principle
if f (S ∪ T ) = d for two disjoint events S and T with f (S) = f (T ) = d. When
we consider the function fi (ai ) : 2� → R for ai ∈ Ai , which is defined by

fi (ai )(X) := Ei [Ui (ai )|X ] =
∑
ξ∈�

Ui (ai (ξ), ξ)µi (ξ |X),

it is preserved under difference and satisfies the sure thing principle. Then
we show the first lemma proved as the Fundamental lemma in Matsuhisa and
Kamiyama [6].

Lemma 1. Let Pi be i’s RT-information structure and �i be the partition
induced by Pi such that �i (ω) := {ξ ∈ �| Pi (ξ) = Pi (ω)}. Then, if
Pi (ω) ⊆ {ξ ∈ �| f (ai )(Pi (ξ)) = f (ai )(Pi (ω))} for ω ∈ � and ai ∈ Ai ,
fi (ai )(Pi (ω)) = fi (ai )(�i (ξ)) for every ξ ∈ Pi (ω).

Let M be the common possible operator associated with KC .

Lemma 2. Let E be an economy with RT-information structure and t = (ti )i∈N

be a feasible trade. If ω ∈ KC (Acpi (ti )∩ Ri ) for each i ∈ N then the following
equality is true:

Ei [Ui (t
∗
i + ei )|Pi ](ω) = Ei [Ui (ei )|Pi ](ω), (1)

where the trade t∗ = (t∗i )i∈N is defined by

t∗i (ξ) :=
{

ti (ξ) if ξ ∈ M(ω),

0 otherwise.
(2)

Proof. We specify �i (ω) = {ξ ∈ �| Pi (ξ) = Pi (ω)} for every ω ∈ �. We
can observe the two points: First t∗ = (t∗i )i∈N is feasible because so is t , and
secondly M(ω) = �i (ξ1)∪�i (ξ2)∪· · ·∪�i (ξK ) for ξk ∈ M(ω) (1 ≤ k ≤ K ).
We notice by Lemma 1 that, given ai ∈ Ai ,

Ei [Ui (ai )| Pi )](ξ) = Ei [Ui (ai )| �i ](ξ) for all ξ ∈ M(ω). (3)

Then, it follows that

Ei [Ui (t
∗
i + ei )] =

K∑
k=1

∑
ξ∈�i (ξk )

Ui (ti (ξ)+ ei (ξ), ξ)µi (ξ)

+
∑

ξ∈�\M(ω)

Ui (ei (ξ), ξ)µi (ξ)
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=
K∑

k=1

µi (�(ξk))Ei [Ui (ti + ei )|Pi ](ξk)

+
∑

ξ∈�\M(ω)

Ui (ei (ξ), ξ)µi (ξ)

�
K∑

k=1

µi (�i (ξk))Ei [Ui (ei )|Pi ](ξk)

+
∑

ξ∈�\M(ω)

Ui (ei (ξ), ξ)µi (ξ) (4)

= Ei [Ui (ei )].
Inequality (4) is owing to ξk ∈ M(ω) ⊆ Acp(ti ) for all k. That is, Pi (ξk) ⊆
M(ω) ⊆ Acp(ti ) for every ξk ∈ M(ω) (1 ≤ k ≤ K ).

Therefore, if equation (1) does not hold, inequality (4) holds strictly. This
means that Ei [Ui (t∗i + ei )] � Ei [Ui (ei )], in contradiction to the assumption
that (ei )i∈N is ex ante Pareto optimal. 
�

Proof of Theorem 1

Suppose to the contrary that ti (ω) �= 0 at some ω ∈ KC (Acp(t) ∩ R(t)). We
set Ai := {ω ∈ KC (Acp(t) ∩ R(t))| ti (ω) �= 0}. Then we define the trade
t∗ = (ti )i∈N in Lemma 2 as follows:

t∗i (ξ) :=
{

ti (ξ)
2 if ξ ∈ Ai ,

0 otherwise.
(5)

Since ti (ξ) is feasible, so is t∗i . Noting that ei + 1
2 ti is a convex combination

between ei and ei + ti , it follows from ω ∈ Ai ⊆ KC (Acp(ti )) and the quasi
concavity of Ui that

Ei

[
Ui

(
ei + 1

2
ti

)
|Pi

]
(ω) � Ei [Ui (ei + ti )|Pi ](ω) ≥ Ei [Ui (ei )|Pi ](ω),

in contradiction to the ex ante Pareto optimality of (ei )i∈N for the same reason
as Lemma 2. 
�

Proof of Proposition 1

We set �i (p)(ω) := {ξ ∈ �| (�(p) ∩ Pi )(ξ) = (�(p) ∩ Pi )(ω)} for each
ω ∈ �. Then� = ∪K

k=1�i (p)(ωk). Since�(p)∩ Pi is i’s information structure
and Ri (p, xi ) = �, it follows from Lemma 1 and RE 4 that, for all ξ ∈
�i (p)(ω) ⊆ (�(p) ∩ Pi )(ω),
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Ei [Ui (xi )|(�(p) ∩ Pi )](ξ) = Ei [Ui (xi )|�i (p)](ξ)
≥ Ei [Ui (ei )|(�(p) ∩ Pi )](ξ) = Ei [Ui (ei )|�i (p)](ξ).

By adding up the above inequality over �i (p), we obtain that, for all i ∈ N ,

Ei [Ui (xi )] =
K∑

k=1

µi (�i (p)(ωk))Ei [Ui (xi )|�i (p)](ωk)

≥
K∑

k=1

µi (�i (p)(ωk))Ei [Ui (ei )|�i (p)](ωk)

= Ei [Ui (ei )].

�
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Abstract. This study examines the Le Chatelier Principle in intertemporal models of
the firm with a delivery lag for capital. Adjustment costs are attached to labor and capital.
Dynamic demands for labor and capital investment obey the principle when short-run
and delivery-period factor price responses are compared. If own-adjustment parameters
for quasi-fixed inputs are between zero and minus unity, a form of the principle holds
when comparing delivery-period and steady-state factor price responses. Adding variable
factors, the principle arises for quasi-fixed and variable factors in response to quasi-fixed
factor prices but not to variable factor demands and variable factor input prices.

Key words: Le Chatelier principle, adjustment costs, Marshallian short run, dynamic
demands, investment

1. Introduction

The Le Chatelier Principle, introduced into the economics literature in [16, pp.
36–39], provides one possible explanation for the inertia that is evident in eco-
nomic systems. This principle asserts that, while a subset of choice variables
are fixed, optimal decision rules for the remaining choice variables, available

∗ I am indebted to Adrian R. Fleissig, Boris S. Mordukhovich, and Peter J. Schmidt
for helpful discussions and to Eric W. Bond, Louis D. Johnston, and John J. Seater
for comments on a previous draft of this paper. I received useful comments from the
members of the informal afternoon workshop in the Department of Economics at
Wayne State University and from seminar participants at Michigan State University.
The usual disclaimer applies regarding responsibility for errors and omissions.
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to an economic agent, will display price elasticities that are less elastic when
compared to their counterparts arising when all choice variables can be set opti-
mally. Thus the short run in an economy is frequently described as having
inelastic demands when compared to their full equilibrium versions, thereby
providing one possible explanation of why economies display inertia with eco-
nomic magnitudes responding sluggishly to shifts in economic incentives.1

This principle has been studied by a number of authors. Silberberg [18]
established that Le Chatelier effects were a consequence of envelope relation-
ships involving the indirect objective functions that arise in static optimization
problems and later generalized the principle in a comparative statics context
[19]. The principle has been studied where there are nondifferentiable demands
and nonconcave maximization problems [11] and when discrete price changes
are permitted [11,20]. While these studies have generalized the principle in
a number of directions, demonstrating its applicability in wider contexts, the
Le Chatelier Principle remains essentially intact as it was first discussed by
Samuelson [16].

All of these analyses, as well as others that have examined the Le Chatelier
Principle, are confined to a static setting.2 However, it would seem to be natural
to study the existence of the Le Chatelier Principle in a dynamic framework
where economic behavior could be studied with one or more choice (state)
variables fixed for a finite time as part of a broader optimizing framework, and
where these fixed economic choice variables can be rationalized in an intuitive
way. In this setting, one could derive factor price elasticities when subsets of
state variables are fixed and when they are not while ensuring that such results
are rigorously consistent with optimal behavior for all time.

In this paper, the existence of the Le Chatelier Principle is studied in a
series of intertemporal models of the firm facing a finite delivery lag attached
to one or more capital goods.3 If a firm faces unanticipated changes in any of
the determinants of its capital stock, causing it to desire a capital stock different
from what it currently has installed, then the existence of a delivery lag implies

1 A considerable amount of research effort in macroeconomics has been devoted to
the search for explanations of the inertia in aggregate economies. Adjustment costs
[9,23], among others is the idea most frequently used in macroeconomic models, an
idea that can explain the serial persistence in output and other variables, but delivery
lags [10,13] and the time to build [8] are other examples of economic assumptions
that can rationalize sluggish movements in various economic magnitudes.

2 Epstein [3] has examined the Le Châtelier Principle in a dynamic setting but did so
in a framework different from the analysis in this paper. For example, the analysis
in this paper looks at optimal decision rules when one or more state variables are
fixed, an approach that is not contained in Epstein [3].

3 The firm will be assumed in this paper to produce a nonstorable output without any
delay in the delivery of it’s output. But there could be a delivery lag associated with
the production of the firm’s output. For an analysis of this case when there is also a
finite delay associated with increasing the capital stock, see [14].
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that the firm will be capacity-constrained until it can take delivery of (or dispose
of) capital goods. This quite naturally gives rise to the Marshallian short run
embedded within an intertemporal model of the firm. It is clear that, over the
period when the capital stock is fixed, demands for other factors of production
may well display factor price elasticities that are consistent with the Le Chatelier
Principle. This possibility is investigated here.

The models examined in this paper are conventional in the sense that they
are neoclassical models of the firm using ordinary factor inputs in production
to produce a nonstorable output. There are costs of adjustment attached to both
labor and capital in these models. But the models differ in a number of their
details so that we can study how various features of these models might affect
the existence of the Le Chatelier Principle.

The first model will assume that production occurs using two quasi-fixed
factor inputs in production, thereby omitting variable factor inputs (those not
subject to adjustment costs) from production. The fact that labor is quasi-fixed
allows us to determine if the dynamic demand for labor, arising over the fixed-
capacity period, displays factor price responses consistent with the Le Chatelier
Principle, an issue not addressed previously in the literature. A second model
will be specified where the role of variable factor inputs can be studied, allowing
us to see if the presence of variable factors affects the results derived in the first
model and to permit us to observe if there are Le Chatelier effects evident in the
demands for variable factor inputs. The final model that is presented will assume
that there are two capital goods used in production along with labor and each
capital good is subject to the same finite delivery lag. The reason for studying
this model is to see if the existence of the second fixed state variable reduces
factor price elasticities from what they would be in the case of one fixed capital
good. The static literature studying the Le Chatelier Principle has established
that adding more fixed choice variables reduces factor price elasticities in the
demands for those factors that can be varied. We will want to see if this result
carries over to a dynamic setting.

Factor price response comparisons can be made in these models in a way that
is different from the static literature on this topic. One difference is that, because
there will be installation costs attached to labor and capital, we will compare
factor price responses in dynamic, as opposed to static, demand schedules. Such
comparisons will be made in this paper in the short run and the delivery period.
But the static literature is confined to comparisons involving static demands
which here correspond to the steady state. It would be useful, in tying together
the static literature to the dynamic models studied here, to find a way to make
magnitude comparisons between steady-state factor price responses and those
arising in dynamic demand schedules and it will be shown that there is a way to
make such comparisons. It will be shown in this paper that such comparisons
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are indeed possible subject to an empirically plausible restriction frequently
found in applied research.

Comparing factor price elasticities in a dynamic input demand schedule
during the delivery period and the steady state may seem inappropriate because
we would be comparing factor price responses in stock and flow relationships.
But there is a practical reason for asking if we can make such a comparison.
Most of the data that is available for empirical work, at least in macroeconomics,
comes from sources which should not be regarded as in long-run equilibrium.
For example, inventory and employment data is usually obtained for two-digit
industries and data from these industries should probably be regarded as dise-
quilibrium magnitudes since there seems to be little chance that these industries
are in long-run equilibrium. The question then arises as to how one could get
estimates of long-run factor demand elasticities from dynamic demand sched-
ules that describe behavior along adjustment paths to equilibrium. It may not be
possible to obtain such estimates using popular estimation methods.4 But the
analysis contained in this paper shows that, subject to a magnitude restriction on
own-adjustment parameters that appears reasonable, estimates of factor price
elasticities from dynamic demand schedules that have been obtained in many
past applied studies, conveniently provide bounds on the factor price elasticities
in the long-run demand schedules obeyed by firms.

It will be shown that the Le Chatelier Principle is indeed present in these
intertemporal models. In the first model, when short-run (the time when the
capital stock is fixed) and delivery period (the time when net investment in
the capital stock is nonzero) factor price responses are compared, the dynamic
labor demand schedule will be found to display factor price responses entirely
consistent with the Le Chatelier Principle. Thus the short run displays the sort of
inertia suggested in previous work because the short-run labor demand schedule
is less factor price elastic than its delivery-period counterpart.

However, it is not possible to provide relative bounds on delivery-period and
steady-state factor price responses. Thus no type of Le Chatelier Principle will
hold essentially because relatively little is known about the relative magnitudes
of parameters that arise in the model. However, there is a way to establish

4 Estimated long-run factor price elasticities could be obtained by estimating a system
of Euler equations arising from intertemporal models of the firm, using the delta
method to construct standard errors for these elasticity estimates. Such an approach
requires that all parameters that make up long-run factor demand elasticities can be
identified which may not be possible even if valid instruments are available.

One could alternatively estimate cointegrating vectors to try to get estimates
of these long-run elasticities. The cointegrating matrix for such a system will have
rank equal to the number of quasi-fixed factors appearing in the representative firm’s
optimization problem [15]. Long-run factor price elasticities could be obtained with
nonlinear transformations of the estimated parameters from this system. But again it
is necessary that all relevant structural parameters can be identified from estimated
cointegrating vectors which may not be possible.
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a form of the Le Chatelier Principle in this comparison. If it is the case that
own-adjustment parameters from the investment demands for capital and labor
demand schedules are bounded between zero and minus unity, as is almost
always found in applied work, then the Le Chatelier Principle will arise with
delivery-period factor price responses that are less elastic than their steady-state
analogues. Thus if these own-adjustment parameters are bounded in this way,
we find that short-run factor price effects are less elastic than their delivery-
period versions, and those in turn are less elastic than the factor price responses
arising in the firm’s steady state equilibrium. Similar results will arise for the
stock and flow demands for capital.

When variable factor inputs are included in the analysis, the results hold as
in the previous model and it is also found that variable factors, in the short run,
will be completely price inelastic with respect to the factor prices of quasi-fixed
factor inputs, although it will be argued that this result is somewhat idiosyncratic
to the model in which these results are obtained. But the Le Chatelier Principle
will not be found to arise when applied to the relationships between variable
factor inputs and their associated factor prices when there is an arbitrary number
of variable factor inputs, nor will it generalize, similarly to the static literature,
to the case of more than one fixed capital good. Thus the principle survives
generalization into a dynamic framework but not in every dimension in which
it is considered.

This paper is organized as follows. The next section of the paper sets
out the first model that will be used to study the relative magnitudes of factor
price responses. For this model, Sect. 3 provides results that emerge during
the delivery and steady-state periods while Sect. 4 provides an analysis of the
short run. Section 5 contains the results regarding the Le Chatelier Principle
as it arises during the time intervals of interest. Section 6 describe extensions
to the first model involving the addition of variable factor inputs and the case
of two fixed capital goods. A final section summarizes results and an appendix
concludes the paper by providing all relevant derivations to support the results
in the paper.

2. A dynamic model of the firm

This section examines a dynamic model of a firm producing a nonstorable output
using two quasi-fixed inputs in production, capital and labor. The firm’s capital
stock cannot be augmented for a finite time because there is a delivery lag
attached to the acquisition of new capital goods so that, during this period, the
firm will be capacity-constrained. The firm operates in competitive output and
input markets and factor price expectations are static. Exogenous parameters
will not be assumed to be functions of time since we are comparing results
from an intertemporal model with results from a literature that is concerned
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essentially with the results from exercises in comparative statics. All functions
used in the model will be twice continuously differentiable but more will be
said below about functional form restrictions that will be maintained for later
purposes.

2.1. Model framework

The firm is assumed to maximize
∫ ∞

0
R(t)e−r t dt (1)

where the firm’s cash flow is defined to be

R(t) = f (k(t),m(t))− c(h(t))−wm(t)− gk[dk(t)+ pk(nk(t))+ ik(dk(t))].
(2)

Cash flow, given by R(t) and discounted at the rate r (r > 0), is the difference
between the firm’s revenues and costs where the former is given partly by the
technology or gross production function f (k(t), m(t))where the capital stock is
denoted by k(t), and m(t) refers to the flow of labor services. The firm’s output
price is normalized to unity. Net production consists of gross production less the
training costs, c(h(t)), attached to new hires of workers, h(t), measured in units
of output.5 The wage bill is the product of the real wage,w, and labor services.
The firm pays for new capital at the time when new capital goods are delivered
where the purchase price of new capital goods is denoted by gk .6 Alternatively,
the firm can pay for new capital goods when new orders are placed. There is
no substantive difference between either approach but it is slightly simpler to
assume that payments are made at the time of delivery. There are costs, measured
in units of capital, attached to the placement of new orders for capital goods,
nk(t). These are given by pk(nk(t)) and there are installation costs attached to
newly delivered capital, denoted by ik(dk(t)). New orders are equal to future

5 Training costs are assumed separable from the gross production function because it
is convenient for nesting the static theory of the firm within an intertemporal model.
Separability must ultimately be empirically justified. Relaxing these assumptions
changes many of the characteristics of intertemporal models (see [23]). Absent
empirical evidence to the contrary, I follow common practice and impose separability
for its convenience.

6 The purchase price of capital may depend upon the delivery lag and the delivery
lag can be treated as a choice variable to the firm. As an example, this would be
true if suppliers offer a price-delivery lag tradeoff so that the firm could get a price
discount if it waits a longer time for delivery of new capital goods. In the analysis
contained here, the purchase price of capital goods will not be assumed to depend
upon the delivery lag and the latter will be taken as fixed for simplicity but see [22]
for an analysis of firm behavior when the switch-point is a choice variable.
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deliveries of new capital, that is nk(t) = dk(t +�), where the delivery lag � > 0.
New order cancellations are ignored.

The firm is constrained by two accumulation equations for its inputs in
production.

.

k(t) = dk(t), k(t) = k0 > 0 t ∈ [0, �] (3)
.

m(t) = h(t), m(0) = m0 > 0 (4)

There are given initial stocks of capital and labor and, during the period that
the delivery lag is binding upon the firm, the capital stock will remain at its
initial level. Depreciation of the capital stock and any quits from the labor force
are ignored for simplicity. There is thus no distinction between gross and net
investment in capital and labor.

This optimization problem has an advanced time argument because of the
relationship between new orders and future deliveries of new capital goods.
However, the model described above can be respecified to give rise to a two-stage
optimal control problem, a problem for which optimality criteria are readily
available. This may be seen in the following manner. Consider

−gk

∫ ∞

0
pk(nk(t))e

−r t dt = −gk

∫ ∞

0
pk(dk(t + �))e−r t dt.

Define s = t + � and note that the integral with the lead time argument in this
expression may be rewritten as

−gk

∫ ∞

�

pk(dk(s))e
−r(s−�)ds.

As a result of these operations, the optimization problem can be specified to be
maximize

J = J1 + J2 =
∫ �

0
R1(t)e

−r t dt +
∫ ∞

�

R2(t)e
−r t dt (5a)

R1(t) = f (k0,m(t))− c(h(t))− wm(t) (5b)

R2(t) = f (k(t),m(t))− c(h(t))− wm(t)− gk[dk(t)

+ pk(dk(t))e
r� + ik(dk(t))] (5c)

with (3) and (4) providing the relevant accounting constraints.

2.2. Optimality criteria

The optimizing model of the firm, displayed above in (5), is a two-stage optimal
control problem and Tomiyama [21] provides optimality criteria for the solution
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of this type of optimization model.7 These criteria may be obtained by forming
the Hamiltonians

H1 = f (k0,m)− c(h)− wm + λdk + πh

H2 = f (k,m)− c(h)− wm − gk[dk + pk(dk)e
r� + ik(dk)] + λdk + πh

where the time notation has been suppressed. In the above expressions, λ
and π are adjoint variables measuring the imputed values associated with the
accumulation of capital and labor. The Hamiltonian for the subinterval t ∈ [0, �],
H1, has been simplified due to the fact that deliveries of new capital goods
are zero over this interval (dk = 0). The capital stock is thereby fixed at
its initial level k0. Payments for new capital goods and order placement costs
incurred during the short run are forward-discounted into the second subinterval
t ∈ [�,∞] and thus are contained in the second Hamiltonian, H2. Aside from
boundary conditions discussed below, necessary conditions for the solution of
this problem, pertaining to the subinterval t ∈ [0, �], are

π = c′(h) (6a)
.

λ = − fk(k0,m)+ rλ (6b)
.
π = w − fm(k0,m)+ rπ (6c)
.

k = 0 (6d)
.

m = h (6e)

while, for the subinterval t ∈ [�,∞), we have the necessary conditions

λ = gk[1 + p′
k(dk)e

r� + i ′k(dk)] (7a)

π = c′(h) (7b)
.

λ = − fk(k,m)+ rλ (7c)
.
π = w − fm(k,m)+ rπ (7d)
.

k = dk (7e)
.

m = h. (7f)

To interpret these conditions, first consider (7a)–(7f). Conditions (7a) and
(7c) may be interpreted by integrating (7c), the result of that integration implying
that the discounted marginal product of capital equals the marginal cost of
acquiring capital where the latter includes marginal planning and installation
costs as well as the purchase price of capital goods. A version of Tobin’s marginal
q [7] may be defined within this condition as λ/gk . Integrate (7d) and combine

7 Mordukhovich [12] contains a comprehensive discussion of optimization and the
techniques contained in Tomiyama [21].
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the result with (7b) which will show that new hires are chosen so that the
discounted marginal product of labor equals the real wage plus marginal training
costs.

In the short run, the necessary conditions may be interpreted in a way similar
to the interpretation of the delivery-period conditions. Since deliveries of new
capital goods are zero over the short run, there is no optimality condition for
deliveries d. As stated earlier, the delivery-period condition for t ∈ [�,∞)

effectively incorporates an optimality criterion for both subintervals by forward-
discounting the costs of new orders into the second subinterval. Also note that
even though the capital stock is fixed, the shadow value of capital accumulation
is not constant because the optimal choice of labor, resulting in adjustments to
the employed labor force, affects the marginal product of capital (as long as
fkm �= 0), thus changing the shadow value of capital accumulation.

To complete the set of optimality criteria, boundary conditions that arise in
this problem are also required.

2.3. Boundary conditions

The firm has positive initial stocks of its productive inputs that are standard
boundary conditions for intertemporal problems. In addition, transversality
conditions arise at the far horizon, given by

lim
t→∞ λ(t)e

−r t k(t) = lim
t→∞π(t)e

−r t m(t) = 0.

These transversality conditions are not necessary in this framework just as in
standard control problems. But this problem also has additional boundary con-
ditions that apply at the switch-point, �, given below.

λ̂(�−) = λ̂(�+) (8a)

π̂(�−) = π̂(�+) (8b)

e−r�λ̂(�) = −
[
∂ Ĵ2

∂k

]

�

(8c)

e−r�π̂(�) = −
[
∂ Ĵ2

∂m

]

�

(8d)

The circumflex (ˆ) above a magnitude indicates the optimal value of that mag-
nitude, conditional on the optimal choice of the instruments as described above.
The conditions in (8a) and (8b) are statements showing that the adjoint variables
will be continuous at the switch-point (delivery lag) �. The conditions in (8c)
and (8d) are the crucial optimality criteria that determine how optimal behavior
in this model differs from standard control problems.
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These switch-point conditions serve to tie together optimal behavior over
each time interval. The conditions in (8c) and (8d) indicate that the costate
variables for labor and capital must equal the maximized values of the derivatives
with respect to labor and capital of the delivery-period functionals J2, applicable
to the subinterval t ∈ [�,∞), and evaluated at the switch-point �, conditional on
optimal choices of the instruments using the instrument conditions given above.
These maximized values are functions of the initial stocks of labor and capital,
k(�) and m(�), one of which (the labor force) can be chosen in an optimal fashion
in the short run. At the switch-point �, the capital stock is fixed but deliveries may
arrive beyond this point. Since the initial stock of labor can be chosen optimally
during the period t ∈ [0, �], (8d) provides the condition which determines the
optimal initial stock of labor for the second time interval t ∈ [�,∞). Thus
the optimal path in the short run must achieve the optimal initial stock of labor
for the second subinterval, consistent with this switch-point condition. For this
consistency to be achieved, any change in the optimal path, occurring in the
interval t ∈ [�,∞), will be propagated into the initial time interval when the
firm is capacity-constrained. This must occur in order for the optimal short-run
path to always reach the optimal level of m(�). This requirement guarantees
consistent behavior over each subinterval, thereby solving the problem posed.
The boundary conditions that arise at the switch-point (delivery lag), �, are the
essential reasons why the Le Chatelier Principle arises during the firm’s short
run when it is capacity-constrained.

If the production function is strictly concave and if planning, installation, and
training costs are assumed to be strictly convex, then these boundary conditions,
along with the necessary conditions given earlier, are sufficient to solve this
optimization problem. The existence of an optimal path is guaranteed and this
path will be unique. These concavity and convexity assumptions will always be
maintained in what follows below.8

The analysis of the subinterval t ∈ [�,∞) requires an explicit analytical
solution to the transition equations describing the evolution of the state and
costate variables for this time period. But because there are two state variables
in this problem, optimal behavior can only be completely investigated using
linear approximations to these nonlinear transition equations. To accomplish
this linearization, quadratic forms will be used in deriving some of the results
that follow although not all of the results in this paper require this linearization
(for example, see Sect. 6.1). The functional forms that will be employed are as
follows.

8 A discontinuity in the optimal path may occur at � for general nonlinear problems
of the type analyzed here. This will not be true when quadratic forms are used (see
below). If there is no such discontinuity, an additional matching condition arises
for two-stage optimal control problems; the maximized Hamiltonians, defined over
each subinterval, must be equal at the switch-point �, i.e. Ĥ1(�) = Ĥ2(�).
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f (k,m) = −(1/2) [ k m
] [
α11 α12
α21 α22

] [
k
m

]
(9a)

= −(α11/2)k
2 − α12km − (α22/2)m

2 (9b)

c(h) = (β/2)h2, β > 0 (9c)

pk(dk) = (γk/2)d
2
k , γk > 0 (9d)

ik(dk) = (δk/2)d
2
k , δk > 0. (9e)

For the sake of simplicity, these functional forms are specified so as to prevent
constant terms from arising in the decision rules of interest.

The production function in (9a) is a quadratic form borrowed from
[6, p. 134], a functional form that is familiar since it has been so widely used
in macroeconomic research. This technology is assumed to have diminishing
marginal products for each productive input and to be strictly concave, imply-
ing that the Hessian of the production function is negative definite. Thus the
parameter matrix [α] will be assumed to be positive definite and symmetric, it
will have positive diagonal elements, and α11α22 − α2

12 > 0. The parameter
α12 is unrestricted in sign as is customary in the ordinary theory of the firm
but the results below are unaffected by the absence of a sign restriction on this
parameter.

Regarding the elements in (9c)–(9e), parameters are taken to be positive so
that adjustment costs rise at the margin as in traditional neoclassical investment
models.

3. Optimal behavior for t ∈ [�,∞)

Beyond the switch-point �, the firm can take deliveries of new capital goods and
can drive its state variables to their steady-state levels. But to understand the
short-run behavior of the firm first requires a discussion of the delivery period
and the steady state because these solutions will be connected to the short run
through the switch-point conditions given above in (8c) and (8d). Thus we begin
by examining the firm’s behavior for the subinterval t ∈ [0,∞). The details of
all necessary derivations are relegated to the Appendix.

Because there is no distinction between net and gross investment in this
model (recall that depreciation of the capital stock and quits are ignored), the
firm will not bear costs of adjustment in the steady state and so results from the
standard static theory of the firm will emerge in the firm’s long-run equilibrium.
Define the user cost of capital as ck = rgk and let an asterisk (*) denote the
steady-state level of a magnitude. The firm’s long-run factor demands (

.

k =
.

m = 0) are as follows.[
k∗
m∗

]
= − |α|−1

[
α22 α12
α12 α11

] [
ck

w

]
(10)
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Due to the concavity assumptions that are used here, the matrix of factor-price
responses has negative diagonal elements (own-factor price effects are negative)
and it is symmetric [23, pp. 337–338]. Cross-factor price responses are inde-
terminate without any qualitative restriction placed upon the cross-derivative of
the production function, measured by the parameter α12. These long-run stock
demand functions are homogeneous of degree zero in nominal prices and wages
as is evident from the construction of (10).

When the firm can undertake net investment in both capital and labor, the
investment demands for these inputs obey the multivariate flexible accelerator
given by

[ .

k(t)
.

m(t)

]
=

[
ω11 ω12
ω21 ω22

] [
k(t)− k∗

m(t)− m∗
]

(11)

where the adjustment parameters are denoted by ωi j . The adjustment matrix
[ω] has properties consistent with results in [9, pp. 83–84]; its eigenvalues are
real and negative, its determinant is positive, and its diagonal elements obey
the qualitative restrictions ωi i < 0. Further, the off-diagonal elements are sign-
symmetric, the sign being determined by α12. While we can say something
qualitatively about these adjustment parameters, not much more than this can
be said because determining the magnitudes of adjustment parameters requires
information that is generally not at our disposal. To see this, consider the own-
adjustment parameter for labor, derived in the Appendix to be

ω22 = α22 + βκ1κ2

β(κ1 + κ2 − r)
< 0. (12)

While we have made qualitative assumptions about most of the parameters in
(12), this adjustment parameter involves the stable characteristic roots, denoted
by κ1,2, arising from the transition equations that describe the evolution of the
state and costate variables during the delivery period. Qualitative information
is available regarding these roots (they are each negative real numbers) and the
other parameters in (12) but the magnitudes of these parameters are generally
unknown and, as a result, there is no theoretical prediction that can be made
about the magnitude of any of the adjustment parameters appearing in (11).
However, parameters like ω22 are routinely estimated in applied work and it is
regularly found that own-adjustment parameters are bounded between zero and
minus unity. Since these parameters measure the portion of the gap between
desired and actual stocks that is made up at each instant of time, these empirical
findings are quite plausible. It is this empirical finding that will be used below in
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establishing the presence of a form of the Le Chatelier Principle in the delivery
period.9

The dynamic demand for labor schedule can be obtained by using (10) and
(11) but, for later purposes, it is more convenient to use the solution path for
the adjoint variable π . This solution path is

π(t) = σ11k(t)+ σ12m(t)+ σ13ck + σ14w (13a)

σ11 = − α12

κ1 + κ2 − r
(13b)

σ12 = α22 + βκ1κ2

κ1 + κ2 − r
< 0 (13c)

σ13 = βα12κ1κ2

(α11α22 − α2
12)(κ1 + κ2 − r)

(13d)

σ14 = α11α22 − α2
12 + βα11κ1κ2

(α11α22 − α2
12)(κ1 + κ2 − r)

< 0. (13e)

Using this solution path and the necessary condition describing the optimal
choice of new hires, the dynamic demand schedule for labor is

.
m(t) = β−1π(t) = β−1[σ11k(t)+ σ12m(t)+ σ13ck + σ14w]. (14)

Coefficients attached to the state variables in (14) obey the relationships ω21 =
β−1σ11 andω22 = β−1σ12. Observe that the response of labor investment to the
firm’s capital costs is unrestricted because we have maintained no restriction on
the cross-derivative of the production function, α12. However, the own-factor
price response is negative because β−1σ14 < 0. It will turn out that the lack
of a restriction on the cross-factor price effect in this labor demand schedule
will have no impact upon the ability to bound factor price responses in order to
establish the existence of the Le Chatelier Principle in this model.

4. Optimal behavior for t ∈ [0, �]
The firm will pursue an optimal employment decision rule while it is capacity-
constrained. In order to obtain this decision rule, we require an expression for
the costate variable associated with the stock of labor that corresponds to the

9 The characteristic roots are functions of the exogenous parameters in this problem as
is known from previous research. Conditional on these roots, it is easy to show that
this own-adjustment parameter rises with the parameter β, a very intuitive result.
This implies that the own-adjustment parameter moves towards zero as adjustment
costs attached to capital become more severe. The firm thus closes a smaller fraction
of the gap between desired and actual stocks of labor at each instant of time as
marginal adjustment costs rise, i.e., as β rises.
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expression given above for this same magnitude, but arising during the delivery
period. Using the superscript s to denote magnitudes pertaining to the short
run, this solution, derived in the Appendix, is

π s(t) =
[
�1(t)

�1(�)

]
π(�)+

[
�2(t)�1(�)−�1(t)�2(�)

�2(�)

]
m(0) (15)

where the parameters �1(t) and �2(t) are given by

�1(t) =
κs

1eκ
s
2 t − κs

2eκ
s
1 t + r

[
eκ

s
1 t − eκ

s
2 t

]

κs
1 − κs

2
, �2(t) =

α22

[
eκ

s
1 t − eκ

s
2 t

]

κs
1 − κs

2
.

In the expression above, κs
1,2 are the characteristic roots arising from the tran-

sition equations that apply to the short run; these roots are real numbers of oppo-
site sign.10 The crucial part of this solution is the fact that 0 < �1(t)/�1(�) ≤ 1.
Given its magnitude, the ratio�1(t)/�1(�) will be referred to later as a damp-
ing factor. At t = �, (15) reduces to π(�) = π(�). In this way, the solution
over t ∈ [0, �] will achieve consistency with behavior over the delivery period.
To obtain the short-run solution path that is required, combine (15) with (13a)–
(13e) to obtain

π s(t) =
[
�1(t)

�1(�)

]
[σ11k(�)+ σ12m(�)+ σ13ck + σ14w]

+
[
�2(t)�1(�)−�1(t)�2(�)

�2(�)

]
m(0).

The optimality condition for new hires may be used as it was above to derive
the labor demand schedule that applies to the short run, and it is given below.

.

ms(t) = β−1π s(t) = β−1
{[
�1(t)

�1(�)

]
[σ11k(�)+ σ12m(�)+ σ13ck + σ14w]

}

+β−1
{[
�2(t)�1(�)−�1(t)�2(�)

�2(�)

]
m(0)

}
. (16)

Inspection of (16) reveals that all factor price effects come through the short-run
costate solution that arises in t ∈ [0, �].11

10 Note that, unlike the standard infinite horizon control problem, there is no require-
ment here to eliminate the positive characteristic root by the choice of a constant
term because there is no need to achieve a steady-state equilibrium in this interval.
All that is required is that costate variables achieve their optimal values consistent
with the switch-point boundary conditions in (8c) and (8d)

11 It is also true that variation in the length of the short run, given by the parameter �, will
also shift the optimal path in the short run. This effect is given by ∂π s(t)/∂� = .

π(�).
Since the length of the short run is assumed fixed throughout, this effect is suppressed.



Le Chatelier Principle 131

5. Comparisons of factor price responses

The literature that exists about the Le Chatelier principle is essentially confined
to static analyses so that there is no sense in which one can compare fixed-
capacity parameters to analogous parameters arising while capacity adjustments
can be made. The only comparisons that could be made involved full equilibrium
and situations where one or more choice variables were fixed arbitrarily. In the
present framework, however, the results derived for each subinterval can be
used to make additional comparisons; namely, we can compare factor price
responses during the delivery period (

.

k �= 0) to those arising in the short run
and the steady state (where, in both cases,

.

k = 0). These comparisons between
input price responses in the labor demand schedule will determine if the Le
Chatelier Principle holds in this model and three pairwise comparisons will be
made. The first one will be a comparison of the short-run and the delivery
period (

.

k �= 0), followed by a discussion of the delivery period and the steady
state. We may then infer the relationship between the fixed-capacity period and
the steady state from these results.

5.1. The short run and the delivery period

The first set of results concerns the relative magnitudes of the real factor price
coefficients in the dynamic labor demand schedules in the short run and delivery
periods. These results are summarized in the following proposition.

Proposition 1. In the dynamic demand for labor schedule, the responses of
labor demand to variations in real wages and capital costs in the short run
(
.

k = 0) and the delivery period (
.

k �= 0) obey the following relationships:∣∣∣ ∂ .m(t)∂w

∣∣∣ >
∣∣∣ ∂ .ms

(t)
∂w

∣∣∣ ,
∣∣∣ ∂ .m(t)∂ck

∣∣∣ >
∣∣∣ ∂ .ms

(t)
∂ck

∣∣∣ .
The proof of this proposition, for the real wage responses, requires the following
condition, using results derived above.

∂
.

ms(t)

∂w
− ∂

.
m(t)

∂w
= β−1σ14

[
�1(t)

�1(�)
− 1

]
> 0

It was stated above that the real wage responses in the labor demand schedule
were negative and, therefore, as long as 0 ≤ t < �, the Le Chatelier Principle
holds in this case because the fixed-capacity response is smaller, in absolute
value, as compared to its delivery-period counterpart. Thus the Le Chate-
lier Principle holds when we compare short-run to delivery-period real wage
responses in the labor demand schedule.
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Regarding capital cost responses, the proof of this proposition uses

∂
.

ms(t)

∂ck
− ∂

.
m(t)

∂ck
= β−1σ14

[
�1(t)

�1(�)
− 1

]
> 0

If α12 > 0, it is evident from (13d) and (14) that the response of labor demand
to capital costs is negative, in which case ∂

.
m

s
(t)/∂ck − ∂

.
m(t)/∂ck > 0 and

the Le Chatelier Principle arises just as in the case of real wages. If α12 < 0,
then labor demand is positively related to the firm’s capital costs and the short-
run and delivery-period responses obey ∂

.
m

s
(t)/∂ck − ∂

.
m(t)/∂ck < 0. The Le

Chatelier Principle holds once again and so the fact that the cross-derivative of
the production function is unrestricted has no impact on the existence of the Le
Chatelier Principle in this comparison.

Regarding investment in quasi-fixed capital, the Le Chatelier Principle holds
trivially in this context simply because capital investment is zero in the short
run. Because the firm is capacity-constrained in t ∈ [0, �], capital investment
is completely inelastic with respect to the factor prices in the model. Thus in
comparing short-run and delivery-period factor price responses, short-run factor
price responses will be smaller than their delivery-period counterparts (which
are of course generally nonzero) and thus the Le Chatelier Principle holds.

5.2. The delivery period and the steady state

We may now consider the factor price responses in the delivery period and the
steady state. In this context, a form of the Le Chatelier Principle holds but
with a qualification involving the own-adjustment parameter contained in the
investment demand for labor. To see this, use (10) and (14) to form

∂
.

m(t)

∂w
− ∂m∗

∂w
= α11α22 − α2

12 + α0βκ1κ2 + α0β(κ1 + κ2 − r)

β(α11α22 − α2
12)(κ1 + κ2 − r)

.

With only qualitative information on the elements of this expression, it is not
possible to bound this relation without further restrictions of some sort. Inspec-
tion of the expression above, along with (12), suggests that a plausible restriction
might involve the own-adjustment parameters from the flexible accelerator in
(11). Pursuing this possibility, it can be shown that this factor price comparison
above can be rewritten as

∂
.

m(t)

∂w
− ∂m∗

∂w
= (1 + ω22)β(κ1 + κ2 − r)− α2

12

β(α11α22 − α2
12)(κ1 + κ2 − r)

The above expression will be positive if 1 +ω22 > 0.12 The implication of this
restriction is summarized in the following proposition.

12 Discrete time models do restrict own-adjustment parameters in just this way.
Quadratic form adjustment cost models, now familiar from Sargent [17], provide
numerous examples of this fact.



Le Chatelier Principle 133

Proposition 2. Suppose that the own-adjustment parameter from the dynamic
demand for labor schedule satisfies the restriction 0 > ω22 > −1. Then it will

be true that
∣∣∣ ∂m∗
∂w

∣∣∣ >
∣∣∣ ∂ .m(t)∂w

∣∣∣.
A similar result may be established if capital cost responses in the dynamic labor
demand schedule were to be compared. Therefore, if we maintain the bound on
the own-adjustment parameter in this way, we have the result that steady-state
responses, in absolute value, exceed those in the delivery period which, in turn,
exceed those arising in the fixed-capacity period.13 Thus estimation of factor
price elasticities in the dynamic demand for labor readily provide a bound on
the factor price elasticities contained in the long-run stock demand for labor.
Thus estimates of dynamic demand schedules can be relied upon to provide
some information about long-run factor input responses to variations in factor
input prices.14

The restriction that own-adjustment parameters are bounded between zero
and minus unity seems a plausible one on the basis of a wide array of empir-
ical work.15 For example, empirical studies in the inventory investment liter-
ature (see [1]) have repeatedly estimated own-adjustment speeds for inventory
stocks and, while there has been some controversy over the plausibility of these
magnitudes when they are estimated, there is little disagreement in the empir-
ical evidence that own-adjustment parameters are bounded as they are in the
above proposition. Similarly, the money demand literature contains estimates of
adjustment speeds for the stock of money with similar results and one can find
estimates of own-adjustment parameters in a variety of dynamic factor demand
studies.16

To summarize, the Le Chatelier Principle holds with qualifications when
delivery-period and steady-state factor price responses are compared. If costs of
adjustment cause firms to make up only a fraction of the gap between desired and
actual stocks at each instant of time, this same manifestation of inertia will cause
the Le Chatelier Principle to hold when factor price responses are compared in
delivery-period (dynamic) demand schedules and steady-state factor demands.

13 It should be clear that we could derive the same sorts of results in the capital invest-
ment demand schedule if we restrict the own-adjustment parameter in that schedule
as we have in the labor demand equation.

14 These long-run factor price effects would be contained in the cointegrating vectors
describing the long-run behavior of the firm.

15 I am, of course, glossing over the difficult issue of aggregation as is customarily done
in macroeconomics. For the most part I am proceeding here as most economists do,
which is to simply derive microeconomic relationships and then act as though these
decision rules hold in the aggregate.

16 See the survey by Goldfeld and Sichel [4] for evidence of partial adjustment in esti-
mated money demand schedules. For empirical results from factor demand studies,
see, for example, [5, Chap. 7] who provides evidence on estimated adjustment speeds
in dynamic labor demand schedules.
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Thus the Le Chatelier Principle can be viewed as a companion result to the
effects of costs of adjustment.

6. Extensions

The analysis to this point has ignored two issues that need to be addressed. One
concerns the role that variable factor inputs might play in affecting any of the
results that were obtained above. The second issue concerns how the results
might change if we were to incorporate additional fixed state variables into the
analysis. I first study a model with one variable factor input (extending the
model to include an arbitrary number of variable factors will be discussed as
well) and then a model with two capital goods subject to delivery lags will be
examined. It will be seen that the Le Chatelier Principle generalizes into these
contexts but not in every direction that is considered.

6.1. Variable factor inputs

A variable factor input is defined as one that is not subject to adjustment costs.
To augment the model with such a variable factor input is straightforward. The
problem to be solved is maximize

J = J1 + J2 =
∫ �

0
R1(t)e

−r t dt +
∫ ∞

�

R2(t)e
−r t dt (17a)

R1(t) = f (k0,m(t), v(t))− c(h(t))− wm(t)− pvv(t) (17b)

R2(t) = f (k(t),m(t), v(t))− c(h(t))− wm(t)− pvv(t) (17c)

− gk[dk(t)+ pk(dk(t))e
r� + ik(dk(t))]

where the accounting constraints that apply to this problem are those used before
in (3) and (4). The production function has been augmented with a variable
factor input, denoted by v, and the purchase price of this input is given by pv.
Factor payments for this variable factor input are subtracted from the firm’s
revenues. Otherwise, the problem is identical to that discussed above.

The addition of the variable factor only adds a marginal productivity condi-
tion for the variable factor to each set of optimality conditions. For t ∈ [0, �],
necessary conditions are given by

π = c′(h) (18a)

pv = fv(k0,m, v) (18b)
.

λ = − fk(k0,m, v)+ rλ (18c)
.
π = w − fm(k0,m, v)+ rπ (18d)
.

k = 0 (18e)
.

m = h (18f)
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and, for the delivery period, necessary conditions are given by

λ = gk[1 + p′
k(dk)e

r� + i ′k(dk)] (19a)

π = c′(h) (19b)

pv = fv(k,m, v) (19c)
.

λ = − fk(k,m, v)+ rλ (19d)
.
π = w − fm(k,m, v)+ rπ (19e)
.

k = dk (19f)
.

m = h. (19g)

The boundary conditions for this problem are identical to those given previously.
The structure of each solution path for this problem is very similar to the

problem given in (5) as long as we maintain the curvature assumptions that
were used in the previous model. Specifically, the solution path for the delivery
period will still display saddlepath stability. The characteristic roots will again
be symmetric about r/2 with two stable real roots and two roots that are unstable
and positive. The solution path for the costate variable π will have the same
form as (13a) except that, with the addition of the variable factor input, the
coefficients of this expression will differ from those given above in (13b)–(13e)
and the factor price for the variable factor will also appear as an argument of
this path. The flexible accelerator for capital and labor will arise just as it did in
the previous problem. The short-run solution path for this costate variable will
be of the form given previously by (15). Although the characteristic roots in
this expression will differ from those arising in the problem without the factor
input v, they will still be real with one root that is negative and one that is
positive. The damping factor will arise in the short-run solution just as it did in
the previous problem.

Since the solution paths for this augmented problem display these simi-
larities, it is clear that the propositions discussed earlier for the labor demand
schedules will also apply to this problem. Whatever the delivery-period factor
price responses for real wages and capital costs that arise while the firm can take
deliveries of new capital or in the steady state, smaller ones will apply to the
short run assuming that own-adjustment parameters are bounded as discussed
above. In this sense, the addition of the variable factor is of little consequence.
Additional variable factors could be added with the same result. But it will
also be true that the short-run dynamic demand for labor will respond to pv
(as well as other variable factor prices if there other such inputs contained in
the problem) and this response in the short run will be smaller than it will be
during the delivery period and the steady state as can be established with similar
reasoning. Our results for the capital investment flow and stock demands will
go through just as they did before.
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But now we can ask if there are Le Chatelier effects that apply to variable
factor inputs and here the results are somewhat idiosyncratic to the model at
hand. That is, the results that arise are specific to a model where the costate
variable π does not appear in the optimality condition describing the optimal
choice of the variable factor, a fact which need not arise in other contexts.17

Because this costate variable does not appear in the marginal productivity condi-
tion, there is thus no scope for variable factor inputs to be elastic with respect to
the firm’s real wage and capital costs. This fact is summarized in the following
proposition.

Proposition 3. Variable factor inputs will be completely inelastic with respect
to the firm’s real wage and capital costs in the short run. Thus the response of
variable factor inputs will be smaller in magnitude in the fixed-capacity period
with respect to these factor input prices than they will be in either the delivery
period or the steady state.

Finally, the variable factor inputs will be elastic with respect to all variable
factor input prices with responses given directly from the necessary conditions
describing the optimal choices of variable inputs. For example, inverting the
optimality condition for v in the short-run necessary condition above gives
the short-run response of v to its own input price; this response is f −1

vv < 0
assuming that we maintain the assumption that there are diminishing returns
to this variable factor input in production. Thus with diminishing returns in
production, the variable factor input is inversely related to its own input price.
While variable factors will be elastic with respect to all variable factor input
prices, it is not be possible to show that Le Chatelier effects, associated with
the responses of variable factors to variable factor input prices, arise for these
inputs in models with one or more variable inputs in production. Thus this
principle does not generalize in this direction.18

6.2. Additional fixed state variables

The final model to be studied is one where we augment the original problem
statement with an additional quasi-fixed state variable that will also be subject
to a delivery lag. There will now be two state variables fixed for the same length

17 For example, if the firm were to produce output to stock, thus holding a stock of
finished goods, it will evaluate the marginal productivity of variable factor inputs
using the shadow price of inventory accumulation. Thus a costate variable would
appear directly in the marginal productivity condition for the variable factor, unlike
the problem at hand.

18 In the current problem, it is not possible to show that
∣∣∣ ∂v∗(t)
∂pv

∣∣∣ >
∣∣∣ ∂vs (t)
∂pv

∣∣∣ which

would be needed to establish Le Chatelier effects in this case. This proof is not
provided but it is available upon request.
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of time. This is of course somewhat artificial. It seems more reasonable, at
least as an empirical matter, to assume that heterogeneous capital goods would
be subject to delivery lags that differ in length. But the static literature on the
Le Chatelier Principle has been concerned with the magnitudes of factor price
effects as additional choice variables are fixed. Thus this experiment seems a
natural one to undertake in order to see if the results from the static literature
carry over to the dynamic case.

The problem to be solved may be stated as the maximization of the following
objective functional

J = J1 + J2 =
∫ �

0
R1(t)e

−r t dt +
∫ ∞

�

R2(t)e
−r t dt (20a)

R1(t) = f (k0,m(t), x0)− c(h(t))− wm(t) (20b)

R2(t) = f (k(t),m(t), x(t))− c(h(t))− wm(t)− gk[dk(t)

+pk(dk(t))e
r� + ik(dk(t))] (20c)

− gx [dx (t)+ px (dx (t))e
r� + ix (dx (t))]

where gx denotes the purchase price of the capital good x and dx refers to
deliveries of this additional capital good. Both capital goods are treated in
exactly the same way: there is no depreciation of either one and payments
for new capital goods of either type are made at the time that deliveries are
received. Planning and installation costs are associated with each capital good.
An additional accounting constraint for x will apply that is similar in form
to (3).

Necessary conditions for this problem will arise by forming the Hamilto-
nians for each interval as before and these expressions lead to the following
necessary conditions. Let ϕ denote the adjoint variable measuring the imputed
value of accumulating the capital good x . For the initial interval we have the
necessary conditions

π = c′(h) (21a)
.

λ = − fk(k0,m, x0)+ rλ (21b)
.
π = w − fm(k0,m, x0)+ rπ (21c)
.
ϕ = − fx (k0,m, x0)+ rϕ (21d)
.

k = 0 (21e)
.

m = h (21f)
.
x = 0 (21g)

and, for the second interval we obtain
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λ = gk[1 + p′
k(dk)e

r� + i ′k(dk)] (22a)

ϕ = gx [1 + p′
x (dx )e

r� + i ′x (dx )] (22b)

π = c′(h) (22c)
.

λ = − fk(k,m, x)+ rλ (22d)
.
π = w − fm(k,m, x)+ rπ (22e)
.
ϕ = − fx (k,m, x)+ rϕ (22f)
.

k = dk (22g)
.

m = h (22h)
.
x = dx . (22i)

Boundary conditions are familiar at this point and need not be repeated.
The crucial part of the analysis will concern what, if any, differences there

are in the short-run solution path, compared to our previous analysis, as a result
of adding an additional state variable that is fixed for a finite time. If results from
the static literature apply here, then we should find that factor price responses
in the dynamic demand schedule for labor will be smaller than they would be
with only one capital good fixed for a finite time.

It is evident from these necessary conditions that the solution path for the
costate variable π is required as it was previously to establish factor price
responses in the short run. The dynamic demand for labor continues to be
related to the costate variable π as in the earlier models. The solution path for
this adjoint variable during the delivery period will be of the form

π(t) = [
σ̃11 σ̃12 σ̃13 σ̃14 σ̃15 σ̃16

]

⎡
⎢⎢⎢⎢⎢⎢⎣

k(t)
m(t)
x(t)
ck

w

cx

⎤
⎥⎥⎥⎥⎥⎥⎦

where cx = rgx , the user cost of capital good x . If additional state variables
were added, the dimension of each vector would increase in the obvious way
with additional state variables and their associated capital costs appearing in
this solution path. The coefficients in the vector [σ̃ ] are not the same as the
parameters in (13a) for variables appearing in each problem. Thus the impact
on π of variation in, say, the real wage will not be the same in this problem as
it was in earlier problems described above.
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Now suppose for the moment that the damping factor, arising in the short-run
solution path, is identical to that in the first problem examined above.19 Consider
the impact of real wages in the relevant decision rules in the current problem
and the first problem studied above. The only way that we could get smaller
factor price effects in the short run, now that there is an additional fixed state
variable in the initial interval, would be if |σ14| < |σ̃14|. These parameters
generally cannot be bounded in this way if only because such comparisons
involve the characteristic roots (see 13a–13e) from different problems which
cannot generally be compared. In fact these coefficients will differ for other
reasons as well and so there will not be a ready way to bound parameters
in factor price comparisons between models. Therefore, the result from the
static literature, namely that fixing additional choice (state) variables results in
reduced price elasticities, does not generalize in this dynamic context.

7. Concluding remarks

It is commonly believed that the Le Chatelier Principle, introduced into the eco-
nomics literature by Samuelson [16], arises in the demand schedules obeyed
by economic agents. This principle provides an explanation of why economic
agents respond sluggishly to changes in incentives because it asserts that
demands for choice variables will less elastic in the short run (that is, while
subsets of choice variables are fixed) than they will be in full equilibrium when
all choice variables can be set in an optimal fashion. Previous literature studying
this idea has been done in a static context and there is no study that examines a
neoclassical dynamic model of the firm for the existence of this principle when
there are costs of adjustment attached to inputs used in production by the firm.

In this paper, three models of the firm are examined to see if the demand
schedules for productive inputs display the properties of the Le Chatelier Prin-
ciple when the Marshallian short run is embedded within the model solved by
the firm. The short run arises by assuming that there is a finite delivery lag
associated with the receipt of new capital goods so that unanticipated move-
ments in the purchase prices of inputs or other magnitudes will cause the firm

19 In fact, the damping factor will be the same here as it was in the earlier problem
above as may be found by forming the transition equations for the short run that arise
in each problem. The damping factor involves the characteristic roots associated
with the transition equations from each problem and it happens that the coefficient
matrix, used to form these characteristic roots, is the same in each problem. It seems
likely, however, that this is not a general property of this class of model and so it
seems reasonable to suppose that this finding is specific to the model at hand.
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to be capacity-constrained while awaiting delivery of new capital goods. During
the short run, the firm can adjust its labor force in anticipation of future deliver-
ies of new capital goods and therefore, in this paper, comparisons can be made
about the magnitudes of factor price responses in the short run, the period when
capital goods deliveries arrive, and the long-run equilibrium of the firm when all
of its inputs are at optimal levels (full stock adjustment). The analysis also con-
siders a form of the Le Chatelier Principle which differs from previous research
because factor price response comparisons are made between delivery-period
and steady-state factor price responses.

Results are obtained in this paper showing that the Le Chatelier Principle
does indeed hold when we compare short-run and delivery-period factor price
responses in the dynamic demand schedule for labor. The dynamic demand for
labor in the short run will have smaller factor price elasticities when compared to
its delivery-period counterpart. Similar results are true for the dynamic demand
for capital. In addition, the principle will hold when we compare delivery-period
and steady-state factor price responses but with the additional restriction that
own-adjustment parameters in the model are bounded between zero and minus
unity. Such a restriction on adjustment speeds is plausible and consistent with
a considerable body of empirical evidence.

Two extensions are considered: one is where there are an arbitrary number
of variable factor inputs (i.e., inputs that are not subject to adjustment costs)
and the second is where there is more than one capital good that is fixed for a
finite time. With additional variable factor inputs, the Le Chatelier Principle
generalizes in a straightforward manner for the quasi-fixed inputs but not the
variable inputs. When there are two capital goods fixed for a finite time, the
additional fixed capital good does not reduce factor price elasticities in the short
run from what they would be with one fixed capital good. Thus the Le Chatelier
Principle survives many, but not all, of the generalizations considered in this
paper. But it seems fair to conclude that the Le Chatelier Principle is indeed a
feature of economic systems and that it is one reason, among others advanced
in previous research, for the inertia evident in economies.

There are some extensions to this analysis that should be mentioned. One
possible avenue for future research on this topic would be to incorporate finished
goods inventories into a model of the type studied here. By holding a buffer
stock of finished goods, the firm would have an additional degree of freedom
in dealing with a fixed-capacity constraint and it may be true that the results in
this paper regarding the existence of the Le Chatelier Principle may need to be
tempered by the presence of these buffer stocks. The existence of substantial
input delivery lags may also have a role to play in providing an explanation
of why firms may choose to produce to stock or to order. These two possible
subjects are left for future research on this topic.
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8. Appendix

8.1. The delivery period

The delivery-period transition equations are
⎡
⎢⎢⎣

.

λ(t)
.
π(t)
.

k(t)
.

m(t)

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

r 0 α11 α12
0 r α12 α22

[gk(γker� + δk)]−1 0 0 0
0 β−1 0 0

⎤
⎥⎥⎦

⎡
⎢⎢⎣
λ(t)
π(t)
k(t)
m(t)

⎤
⎥⎥⎦

+

⎡
⎢⎢⎣

0
w

−(γker� + δk)
−1

0

⎤
⎥⎥⎦ (23)

To establish the properties of the solution path that arises from these differential
equations, an analysis of the characteristic roots is required. To find these roots,
form the quartic equation given by

|�− κ I | = 0

where the roots are denoted by κ and [�] is the matrix of constant coefficients
in this linear system of equations. The roots of the system are given by

κ = r

2
±

√√√√( r

2

)2 + α11�31 + β−1α22

2
±

√(
α11�31 − β−1α12

2

)2

+ α2
12β

−1�31

where�31 = [gk(γker�+ δk)]−1. Inspection of this expression reveals that the
roots are symmetric about r/2 [24, p. 850] and they are real. Assuming that
the roots are distinct (a slight perturbation of underlying parameters will induce
distinct roots) and eliminating the unstable roots by the choice of constant terms,
the solution path for this system is

λ(t) = C1ρ
1
1eκ1t + C1ρ

2
1 eκ2t + λ∗ (24a)

π(t) = C1ρ
1
2eκ1t + C1ρ

2
2 eκ2t (24b)

k(t) = C1ρ
1
3eκ1t + C1ρ

2
3 eκ2t + m∗ (24c)

m(t) = C1ρ
1
4eκ1t + C1ρ

2
4 eκ2t + k∗ (24d)

where the stable roots are defined as κ1,2. The elements of the characteristic
vectors are found from

⎡
⎢⎢⎣

r − κ j 0 α11 α12
0 r − κ j α12 α22

[gk(γker� + δk]−1 0 −κ j 0
0 β−1 0 −κ j

⎤
⎥⎥⎦

⎡
⎢⎢⎢⎣
ρ

j
1

ρ
j
2

ρ
j
3

ρ
j
4

⎤
⎥⎥⎥⎦ = 0.
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One element of the characteristic vectors may be set arbitrarily. Set ρ j
4 = 1 and

the remaining elements may be found to be

ρ
j
1 = −[α11(r − κ j )βκ j + α11α22 − α2

12

α12(r − π j )

ρ
j
2 = βκ j

ρ
j
3 = [(r − κ j )βκ j + α22]

α12
.

To obtain the solution path for π , eliminate the constants and exponentials
from (24) using the elements of the characteristic vectors. Doing so gives
(13a)–(13e).

The investment demand equations can be derived in a similar fashion. Dif-
ferentiate the solution path (24) above for k(t) and m(t)with respect to time and
eliminate the constants and exponentials from the resulting expressions. This
gives the multivariate flexible accelerator

[ .

k(t)
.

m(t)

]
=

[
ω11 ω12
ω21 ω22

] [
k(t)− k∗

m(t)− m∗
]

where the adjustment parameters ωi j are

ω11 = κ2ρ
2
3 − κ1ρ

1
3

ρ2
3 − ρ1

3

= −[α22 + βκ1κ2 − β(κ1 + κ2)(κ1 + κ2 − r)]
β(κ1 + κ2 − r)

< 0

ω12 = − (κ2 − κ1)ρ
1
3ρ

2
3

ρ2
3 − ρ1

3

= [(r − κ2)βκ2 + α22][(r − κ1)βκ1 + α22]
α12β(κ1 + κ2 − r)

ω21 = κ2 − κ1

ρ2
3 − ρ1

3

= − α12

β(κ1 + κ2 − r)

ω22 = κ1ρ
2
3 − κ2ρ

1
3

ρ2
3 − ρ1

3

= α22 + βκ1κ2

β(κ1 + κ2 − r)
< 0.

The adjustment parameters are negative along the diagonal of the adjustment
matrix and are sign-symmetric off the diagonal, the sign depending upon the
parameter α12. The long-run factor demand functions arise by setting

.

λ(t) =
.
π(t) = .

m(t) = .

k(t) = 0 in (23) and solving the resulting equations to obtain
(10).
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8.2. The short run

The analysis of the short run requires the solution to the transition equations

[ .
π(t)
.

m(t)

]
=

[
r α22

β−1 0

] [
π(t)
m(t)

]
+

[
w − α12k0

0

]

because these transition equations are partially uncoupled from the costate equa-
tion for the shadow price of capital. The solution to these equations must incor-
porate the switch-point conditions (8c) and (8d). To do this, the homogeneous
component of the solution path will be obtained following methods in [2, pp.
316–317]. The solution can be written as

[
π(t)
m(t)

]
= �(t, τ )

[
π(τ)

m(τ )

]

where the transition matrix �(t, τ ) = ψ0(t, τ )I + ψ1(t, τ )[�] and

[�] =
[

r α2

β−1 0

]
.

The elements ψi are given by

ψ0(t, τ ) = κs
1eκ

s
2(t−τ) − κs

2eκ
s
1(t−τ)

κs
1 − κs

2

ψ1(t, τ ) = eκ
s
1(t−τ) − eκ

s
2(t−τ)

κs
1 − κs

2
.

where κs
1,2 are the eigenvalues arising in this problem. The solution for π is

therefore

π(t) = [ψ0(t, τ )+ rψ1(t, τ )]π(τ)+ α22ψ1(t, τ )m(τ ).

To derive the solution that is required, set τ = 0 in the above expression, then
take the resulting expression and set t = �. These operations give

π(t) = [ψ0(t, 0)+ rψ1(t, 0)]π(0)+ α22ψ1(t, 0)m(0)

π(�) = [ψ0(�, 0)+ rψ1(�, 0)]π(0)+ α22ψ1(�, 0)m(0).

Eliminate π(0) from this pair of equations and the resulting expression is (15)
with the superscript s used to denote magnitudes pertaining to the short run.
The nonhomogeneous component of this costate solution is zero.
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Abstract. We investigate the question of representing nonpaternalistic functions
(aggregators) in paternalistic form, which was posed by Ray (J. Econ. Theory 41:112–
132, 1987), in an intergenerational setting. As in Hori (Jpn Econ. Rev. 52:137–155,
2001), the aggregators in this paper may differ across generations and depend possibly
on the utility levels of all other generations. We discuss two approaches to deal with
an infinite horizon. The first one explores monotonicity structures inherent in nonpater-
nalistic altruism. By means of lattice-theoretic arguments, we establish the existence of
representations of nonpaternalistic functions in paternalistic form. The second approach
uses the requirement of small degree of altruism.

Key words: nonpaternalistic intergenerational altruism, paternalistic representation,
aggregator

1. Introduction

To analyze intertemporal economic problems, the notion of intergenerational
altruism has been playing an important role.1 Researchers in this field identified

� I thank seminar and conference participants in Hitotsubashi, Kansai, Waseda, and
Caltech (Social Choice and Welfare Meeting) for helpful comments. I am also
grateful to an anonymous referee for pointing out a gap in the proof of Theorem 1
and other valuable suggestions. Research grant from Zengin Foundation for Studies
in Economics and Finace is gratefully acknowledged.

1 For prominent examples, the reader is referred to the references in Ray [14] and Hori
and Kanaya [10].
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two models of intergenerational altruism. To borrow terminologies from Ray
[14], the paternalistic model, on the one hand, incorporates intergenerational
altruism into the utility function of each generation as a function of consump-
tion allocations among all generations. On the other hand, the nonpaternalis-
tic model captures intergenerational altruism by means of aggregators which
relate the utility level of each generation to the utility levels of other generations
as well as one’s own consumption. The idea of nonpaternalistic altruism was
formulated by Becker [3] in the context of altruism among family members. In
intergenerational contexts, the same idea was employed by Barro [2], Kimball
[11], Ray [14], Hori and Kanaya [10], Hori [7], and Hori [8].

Ray [14, pp. 113–114] addressed the following question concerning the two
approaches:

The representation of nonpaternalistic functions in paternalistic
form has also been the object of limited attention; . . .. But a sys-
tematic analysis of the relationship between these two frameworks
is yet to be written, and appears to be quite a challenge, especially
for models with an infinite horizon.

Several interesting results on this question have been delivered recently.
Bergstrom [4] identified the relevance of an infinite version of McKenzie’s [13]
dominant diagonal condition for a given list of linear aggregators to possess a
unique representation. Hori [9] considered the representation problem for the
case of a finite number of agents with possibly nonlinear aggregators. Hori [9]
showed that McKenzie’s [13] dominant diagonal matrix can be useful in the
case of non-linear aggregators as well. The model in this paper is an extension
of Hori’s [9] to the case of countably many generations. As in Hori [9], the
aggregators in this paper may differ across generations and depend possibly on
the utility levels of all other generations.

We discuss two approaches to deal with an infinite horizon. The first one
explores monotonicity structures inherent in nonpaternalistic altruism. By
means of lattice-theoretic arguments alone, we establish the existence of rep-
resentations of nonpaternalistic functions (aggregators) in paternalistic form.
Becker [3] discussed the problem of infinite regress to require that the degree of
altruism be small. The second approach uses the requirement of the same spirit
expressed in terms of uniformly small Fréche derivative (with respect to the util-
ity level of other generations). We regard this approach as a natural extension
of Hori’s [9]. We also discuss the case of linear aggregators. As Bergstrom [4]
showed, a certain infinite matrix with a dominant diagonal expresses the idea
of small degree of altruism in this case and it offers a powerful tool to repre-
sent nonpaternalistic functions in paternalistic form. Our treatment is different
from Bergstrom [4] in that we view the infinite matrix as a representation of a
continuous linear operator on l∞ (the set of bounded utility allocations of all
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generations) into itself while Bergstrom viewed it as a certain limit of finite
dimensional square matrices.

The rest of this paper is organized as follows. In Sect. 2, we present the
model. In Sect. 3, we discuss the lattice-theoretic approach to the representation
problem. In Sect. 4, we discuss the approach based on the contraction mapping
theorem. In Sect. 5, we consider the case of linear aggregators. In the last section,
we show that the contraction approach is an extension of Hori’s [9] to the case
of an infinite horizon.

2. The model

For simplicity, we assume that there is one consumer for each generation. The
integers t = 1, 2, . . . denote generations. For each t , Xt = R

l+ denotes the
consumption set of generation t .

Let X = ∏∞
t=1 Xt . For each t , let U−t = R

∞. A generic element
u−t = (u1, . . . , ut−1, ut+1, . . . ) ∈ U−t signifies a profile of utilities other
than generation t .

We employ the following terminologies. Let f be a real-valued function
on an ordered set Y . We say that f is non-decreasing (respectively, strictly
increasing) if f (x) ≥ f (y) [respectively f (x) > f (y)] for all x, y ∈ Y with
x ≥ y and x �= y.

For each t , a real-valued function Gt on Xt × U−t is given. We call it
the aggregator for generation t . Let G = (G1,G2, . . . ) be the profile of the
aggregators.

Representation problem (RP): Given the profile G of aggregators, find
a profile u = (u1, u2, . . . ) of real-valued functions on X such that for each
x ∈ X and t , ut (x) = Gt (xt , u−t (x)), where u−t denotes the profile with the
t-th component ut deleted, ut (x) is strictly increasing in xt and non-decreasing
in x−t = (x1, . . . , xt−1, xt+1, . . . ).

If RP has a solution u = (u1, u2, . . . ), we call it a paternalistic representa-
tion of G = (G1, G2, . . .). We call the t-th component ut of the representation
u the utility function of generation t . Two questions immediately arise.

Question 1: Does G have a paternalistic representation?
Question 2: Is the representation unique?

3. The lattice-theoretic approach

In this section, we assume the following on the aggregators.
Pointwise boundedness (PB): For each t and xt ∈ Xt , {Gt (xt , u−t ) : u−t ∈

U−t } is bounded.
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Monotonicity (MON): For each t , Gt (xt , u−t ) is strictly increasing in xt

and non-decreasing in u−t .

Now, we present the first main result.

Theorem 1. Under PB and MON, there exists a paternalistic representation of
a given profile of aggregators.

Proof. By PB, we can define the following real-valued functions. For each t
and x = (x1, x2, ...) ∈ X , let αt (x) = inf{Gt (xt , u−t ) : u−t ∈ U−t }, βt (x) =
sup{Gt (xt , u−t ) : u−t ∈ U−t }. We consider the following function spaces.
Ut = {ut : ut is non-decreasing and for each x ∈ X , αt (x) ≤ ut (x) ≤ βt (x)}.
The set Ut is non-empty since αt and βt belong to it. Let U = ∏∞

t=1 Ut . We
equip U with the natural order ≥, i.e., u ≥ v if ut (x) ≥ vt (x) for every x and
t . For u = (u1, u2, . . . ), v = (v1, v2, . . . ) ∈ U , let u ∧ v = inf{u, v} and
u ∨ v = sup{u, v}. Then, for each x ∈ X , (u ∧ v)(x) = (min{u1(x), v1(x)},
min{u2(x), v2(x)}, . . . ) and (u ∨ v)(x) = (max{u1(x), v1(x)},max{u2(x),
v2(x)}, . . . ). These operations, ∧ and ∨, make U a complete lattice, i.e., for
every non-empty subset T of U , inf T and sup T exist and belong to U .
Indeed, inf T (x) = (inf{u1(x) : u ∈ T }, inf{u2(x) : u ∈ T }, . . . ) and
sup T (x) = (sup{u1(x) : u ∈ T }, sup{u2(x) : u ∈ T }, . . . ) are non-decreasing
in x and belong to U .

For each u = (u1, u2, . . . ) ∈ U and t , let Ft (u)(x) = Gt (xt , u−t (x))
and F = (F1, F2, . . . ). Clearly, Ft (u)(x) is strictly increasing in xt and non-
decreasing in x−t . It is also trivial that Ft (u) ∈ Ut . Hence, the operator F maps
U into itself. Clearly, Ft (u) is non-decreasing in u. Hence, by Tarski’s fixed
point theorem [15], there exists u = (u1, u2, . . . ) ∈ U such that for every x
and t , ut (x) = Gt (xt , u−t (x)). By MON, ut satisfies the desired monotonicity
properties. �	

Example 1. To see how crucial PB is in Theorem 1, let us consider the fol-
lowing profile of aggregators G = (G1,G2,G3, . . . ) : G1(x1, u−1) =
p · x1 +αu2,G2(x2, u−2) = p · x2 +βu1,Gt (xt , u−t ) = p · xt (t = 3, 4, . . . ),
where p is an l-dimensional vector with strictly positive components, and α and
β are positive constants satisfyingαβ > 1. Clearly G satisfies MON but violates
PB. Suppose G possesses a system of utility functions u = (u1, u2, u3, . . . ).
Then, u1(x) = p · x1 + αu2(x) and u2(x) = p · x2 + βu1(x) for all x . Hence,
u1(x) = p·x1+αp·x2

1−αβ . Since 1 − αβ < 0, u1(x) cannot be strictly increasing in
own consumption x1 (or non-decreasing in x2 for that matter). A contradiction
obtains. Therefore, there is no paternalistic representation. Of course, we have
no contradiction if 1 − αβ > 0. In Theorem 1, PB excludes this case which is
covered by Sect. 5.
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4. The contraction approach

In this section, we obtain a unique paternalistic representation of a given profile
of aggregators.

To this end, we add a few more assumptions on the aggregators. For sim-
plicity, we put a restriction on the domains of the aggregators: For each t , U−t

is equal to l∞. For u ∈ l∞, ‖u‖∞ denotes the sup norm of u. 1 denotes the
constant sequence (1, 1, . . . ). Note that the domain of the aggregator, Xt ×U−t

is a subset of R
∞. We equip Xt × Ut with the relative product topology. From

now on, we refer it as the product topology.
Continuity(CONT): For each t , the aggregator Gt is product continuous.
Uniform boundedness(UB): For every α ∈ R, supt supxt ∈Xt

|Gt (xt , α1)|
< ∞.

Lipschitz condition (LC): There exists δ ∈ (0, 1) such that for every t , xt ,
u−t and v−t , |Gt (xt , u−t )− Gt (xt , v−t )| ≤ δ‖u−t − v−t‖∞.

CONT is standard. UB may be weakened at the cost of elaborating the
choice of relevant function spaces [6], which we do not pursue in this paper. LC
expresses the idea that the utility level of each generation does not depend too
much on those of other generations.

Theorem 2. Under CONT, UB, and LC, there uniquely exists a paternalistic
representation of a given profile of aggregators.

Proof. We set up different function spaces from those in the previous section.
LetU = {u = (u1, u2, . . . ) : For each t , ut is a product continuous, real-valued
function on X , and supx∈X supt |ut (x)| < ∞}. For u = (u1, u2, . . . ) ∈ U , let
‖u‖∞ = supx∈X supt |ut (x)|. By the standard argument, U is a Banach space
under the norm ‖u‖∞.

Let U inc = {u = (u1, u2, . . . ) ∈ U : For each t , ut is non-decreasing}.
Clearly, U inc is a closed subset of U so that it is a complete metric space.

Now, we define an operator T on U inc. For u = (u1, u2, . . . ) ∈ U inc and
x ∈ X , let T (u)(x) = (G1(x1, u−1(x)),G2(x2, u−2(x)), . . . ), where u−t (x) =
(u1(x), u2(x), . . . , ut−1(x), ut+1(x), . . . ) for every t . To see that T maps U inc

into itself, for every x ∈ X , u = (u1, u2, . . . ) ∈ U inc, and t , Gt (xt ,−‖u‖1) ≤
Gt (xt , u−t (x)) ≤ Gt (xt , ‖u‖1) by MON.

Thus, for every t , |Gt (xt , u−t (x))| ≤ max{supx∈X supτ |Gτ (xτ , ‖u‖1)|,
supx∈X supτ |Gτ (xτ ,−‖u‖1)|}. Thus, by UB, supx∈X supt |Gt (xt , u−t (x))| <
∞. Clearly, for every t , Gt (xt , u−t (x)) is non-decreasing in x and product
continuous in x . Hence, T maps U inc into itself.

By LC, T is a contraction. Hence, by the contraction mapping theorem, there
exists a unique u∗ = (u∗

1, u∗
2, . . . ) ∈ U inc such that u∗ = T (u∗), i.e., for every

x ∈ X and t , ut (x) = Gt (xt , u−t (x)). By MON, ut (x) is strictly increasing
in xt . �	
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5. Linear representation problem

We call a real-valued, increasing function νt on Xt a felicity function of
generation t . ν = (ν1, ν2, . . . ) denotes a profile of felicity functions. Let
ν = (ν1, ν2, . . . ) be a profile of felicity functions and let {at j }∞t=1

∞
j=1 be a dou-

ble sequence such that for each t and j , at j ≥ 0 and att = 0, and {at j }∞j=1
is summable. We say that the aggregator Gt is linear if it is of the form
Gt (xt ,U−t ) = νt (xt )+ ∑∞

j=1 at jU j .
Linear representation problem (LRP): Given a profile of linear aggrega-

tors, find a paternalistic representation.
Two immediate questions arise.
Question 3: Does LRP possess a solution?
Question 4: Is a solution to LRP unique?
To give a positive answer to each question, we propose a condition which

generalizes Hori’s [9]. To this end, let B be the infinite matrix defined by
⎡
⎢⎢⎢⎣

1 −a12 −a13 . . .

−a21 1 −a23 . . .

−a31 −a32 1 . . .
...

...
...

. . .

⎤
⎥⎥⎥⎦ .

Let bi j be the (i, j)-element of the matrix B, i.e., bi j = 1 if i = j , and bi j =
−ai j otherwise. Let n be a positive integer and let I1 = {1, 2, . . . , n}, . . . , Ik =
{n(k − 1)+ 1, n(k − 1)+ 2, . . . , n(k − 1)+ n} (k = 2, 3, . . . ). Then, the set
{Ik}∞k=1 partitions the set N of all positive integers. For every i and j ∈ N, let
Bi j be the sub-matrix [blm]l∈Ii ,m∈I j . Note that the sub-matrix Bi j depends on
the choice of n.

Dominant diagonal blocks (DDB): The matrix B has a dominant di-
agonal blocks, i.e., there exists n ∈ N such that for all i , Bii satisfies the
Hawkins–Simon condition, and there exists a norm ‖ · ‖ on R

n such that supi

supx∈Rn :‖x‖=1 ‖B−1
i i x‖ < ∞ and supi supx∈Rn :‖x‖=1

∑∞
j �=i ‖B−1

i i Bi j x‖ < 1.2

DDB means that off-diagonal blocks are small in terms of some norm. This
intuition may easily be seen in a special case n = 1. In this case, all the diagonal
blocks Bii degenerate into 1 × 1 matrix 1.

Dominant diagonal (DD): supt
∑∞

j �=t at j < 1.
The series

∑∞
j �=t at j may be regarded as the degree of intergenerational

altruism. Then, DD clearly expresses the idea that the degree of intergenerational
altruism is small.

To see the relevance of DDB, let us look at the system of simultaneous
equations:

2 Araujo and Scheinkman [1] applied this version of diagonal dominance assumption
to deliver comparative dynamics results in infinite horizon optimization problems.
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Ut = Gt (xt ,U−t ) = νt (xt )+
∞∑
j=1

at jU j (t = 1, 2, . . . ).

We search for a bounded sequence U = (U1,U2, . . . ) that solves the si-
multaneous equation. This immediately raises a question of invertibility of the
continuous linear operator T : l∞ → l∞ represented by the infinite matrix B.

Let I : l∞ → l∞ be the identity operator. By DDB, ‖T − I‖ < 1. Hence, T
is invertible and T −1 = ∑∞

j=0(I − T ) j . See Lang [12, Chap. 5], for example.
The last formula shows the inverse of operator T is represented by a nonnegative
infinite matrix. Thus, by DDB, the system has the unique solution:

U (x) = T −1ν(x) = ν(x)+
∞∑
j=1

(I − T ) jν(x).

Let U (x) = (U1(x1, x−1),U2(x2, x−2), . . . ). Since each νt (xt ) is strictly
increasing in xt , each Ut (xt , x−t ) is strictly increasing in xt . Since

∑∞
j=1(I−T ) j

is nonnegative,
∑∞

j=1(I − T ) jν(x) is non-decreasing in x . Hence, U (x) gives
the unique solution to LRP.

Now, we discuss diagonal dominance introduced by Bergstrom [4].
Bergstrom dominant diagonal (BDD): There exists a bounded sequence

d = (d1, d2, . . . ) such that for all t , dt > 0, and inf t (dt − ∑∞
j=1 at j d j ) > 0.

Suppose that the infinite matrix B satisfies BDD. Then, the continuous
linear operator T : l∞ → l∞ represented by the infinite matrix B is invertible.
The infinite matrix representing the inverse operator of T is of the following
form: DC−1 D−1, where D = diag(d1, d2, . . . ),C = (ct j ), ct j = (at d j )/dt .
Note that the existence of the inverse matrix of C follows from ‖C − I‖ < 1,
where I denotes the identity matrix and ‖ · ‖ denotes the sup-norm. Since
C−1 = ∑∞

j=0(I − C) j , C−1 is nonnegative. Hence, DC−1 D−1 is nonnegative
also. Hence, under BDD, LRP has a unique solution.

6. Link between the contraction approach and DDB

In this section, we consider the logical implications of differentiable aggregators.
To be more specific, we extend Hori’s result [9] by means of the contraction
approach.

Smoothness (S): For each t and xt , Gt (xt , u−t ) is continuously Fréchet
differentiable with respect to u−t .

Let Du−t Gt (xt , u−t ) be the derivative of Gt (xt , u−t ) with respect to u−t .
Note that Du−t Gt (xt , u−t ) is a sup norm continuous, linear functional on l∞. By
MON, it is nonnegative. By definition of the dual norm, ‖Du−t Gt (xt , u−t )‖ =
suph∈l∞:‖h‖∞=1 |Du−t Gt (xt , u−t )(h)|. Since Du−t Gt (xt , u−t ) is nonnegative,
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‖Du−t Gt (xt , u−t )‖ can be written as Du−t Gt (xt , u−t )(1). To see the link
between the contraction approach in the previous section and the condition
developed by Hori [9], it is useful to consider the following condition.

Limited utility dependence (LUD): supu∈U inc supt supxt ∈Xt
‖Du−t

Gt (xt , u−t (x))‖ < 1.

By the mean value theorem (see [12, Corollary 1, Chap. 5] for example),
for every t , x , u−t and v−t ,

|Gt (xt , u−t )− Gt (xt , v−t )| ≤ sup
w−t

‖Du−t Gt (xt , w−t )‖‖u−t − v−t‖∞,

where the supw−t
is taken over anyw−t on the line segment between u−t and v−t .

Let δ = supu∈U inc supt supxt ∈Xt
‖Du−t Gt (xt , u−t (x))‖. Then, by LUD, δ < 1.

Since supw−t
‖Du−t Gt (xt , w−t )‖ ≤ δ, we have |Gt (xt , u−t )− Gt (xt , v−t )| ≤

δ‖u−t − v−t‖∞. Thus, LUD implies LC.

In order to see the link between our results and Hori’s [9], we need to invoke
the Yosida–Hewitt decomposition theorem (see [16]): Du−t Gt (xt , u−t ) can be
expressed as

Du−t Gt (xt , u−t )(h) =
∞∑
j �=t

pt j (xt , u−t )h j +λt (xt , u−t )(h) for every h ∈ l∞,

where {pt j (xt , u−t )}∞j �=t is an absolutely summable, nonnegative sequence and
λt (xt , u−t ) is a purely finitely additive, nonnegative linear functional on l∞.

Let j0 �= t , and let e j0 = {e j0
j }∞j �=t be the sequence defined by e j0

j0
= 1

and e j0
j = 0 for j �= t, j0. Then, Du−t Gt (xt , u−t )(e j0) = pt j0(xt , u−t ). Since

Du−t Gt (xt , u−t )(e j0) is the partial derivative of Gt (xt , u−t ) with respect to
u j0 , denoted by Gt j0(xt , u−t ), {Gt j (xt , u−t )}∞j �=t is absolutely summable and
nonnegative.

Let at j = supu∈U inc supx∈X Gt j (xt , u−t )(t �= j). Clearly, supu∈U inc supt
supx∈X {∑∞

j �=t Gt j (xt , u−t )} ≤ supt
∑∞

j �=t at j . Now, let us consider the follow-
ing two conditions. The first one is from Bewley [5].

Exclusion (EX): For each t , x ∈ X , and u−t , the purely finitely additive
part λt (xt , u−t ) of the Fréchet derivative Du−t Gt (xt , u−t ) vanishes.

Uniformly dominant diagonal blocks (UDDB): There exists a nonnegative
infinite matrix A = [at j ]∞t=1

∞
j=1 such that for each t , j , and (xt , u−t ), att =

0, at j ≥ ∂Gt (xt , u−t )/∂u j and that the infinite matrix I − A satisfies DDB.

It follows from the above discussions that UDDB, along with EX, imply
LUD. This explains why UDDB, the analogue of Hori’s condition (4.1) in Hori
[9], is useful in obtaining the unique solution to RP.
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