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PREFACE

volution is usually considered to be an historic process in which the living

organisms found today have been shaped as a result of diversification from

ancestor life forms in the time range of many millions of years. Most people,
even many biologists, are not aware that evolution is a very important phenom-
enon in biology responsible for forming and altering populations of some types of
cells and organisms in observable time spans. Evolutionary processes in viruses are
at the root of their pathogenic potential. We have witnessed the emergence of as
many as forty new pathogenic viruses in the last few decades, including the deadly
human immunodeficiency virus (HIV) in our generation. As Charles Darwin
showed, evolutionary adaptation to the environment takes place by selection of
stochastically generated variant forms of existing individuals. When populations
of an organism and its mutation rates are sufficiently large, the adaptation process
is rapid enough to be observed in the field and in the laboratory, and to have
important biological consequences. In these cases Darwinian evolution need not
be inferred since it can be witnessed and even manipulated.

One of the most fascinating systems in which evolution and its consequences
can be immediately felt are the RNA viruses. They cause important human dis-
eases such as several forms of hepatitis, severe respiratory or hemorrhagic disease,
cancer or AIDS. And in all these pathogenic processes viral genome evolution
plays a role. RNA viruses by virtue of their high mutation rates and large popula-
tion sizes form complex mutant distributions that have been termed viral
quasispecies. The quasispecies concept was first developed by one of us (M.E.) to
describe critical events in the generation and optimization of early life forms on
earth. Investigation of quasispecies is a example of cross-fertilization between theo-
retical and experimental fields of research. Studies in the last three decades have
been pursued at three levels: theory, molecular biology and virology. This book
addresses connections between theoretical quasispecies and real virus quasispecies,
and the biological implications of the quasispecies structure of RNA viruses and
other simple replicons. It aims at reviewing evolutionary processes undergone by
RNA viruses while replicating to produce disease. We will attempt to break the
barrier that separates theoretical from practical studies with quasispecies, and to
present the reader with updated information on basic evolutionary concepts and
how they apply to pathogenic RNA viruses.

It is also increasingly evident that the key processes of rapid genetic varia-
tion, competition and selection which result in short-term adaptability are not
restricted to RNA viruses. DNA viruses, bacteria, pathogenic cellular parasites,
immune cells and cancer cells can be observed to exploit the same processes, but
the time intervals in which the phenotypic alterations become evident are differ-
ent. It has taken half a century for the selection of antibiotic-resistant bacteria to



represent a widespread threat to humans, and yet it takes only weeks to
months to select inhibitor-resistant immunodeficiency viruses in treated
patients. Yet the basic underlying evolutionary phenomena are of the same
nature.

It is the aim of this book to provide a broad picture of the principles
common to rapid evolution, together with the problems stemming from the
adaptability of pathogenic agents. The book has been divided into eight
chapters covering a variety of topics related to molecular evolution and vi-
rology, unavoidably with considerable variation in depth. The reader will
find several references at the end of each chapter that should help in finding
additional relevant information. We have made an effort to stick to solid
evidence, and to distinguish models from reality. We have also aimed at
quoting general review articles and books, but occasionally very specific pa-
pers are cited to underline certain concepts with a detailed study.

The number of references given is necessarily limited, yet many col-
leagues have contributed to the theoretical and experimental studies sum-
marized in the book. Our gratitude goes to all who have participated and are
participating into this fascinating field of research, and who have provided
useful information in the form of reprints or in discussions. We acknowl-
edge the excellent assistance of Lucia Horrillo with the preparation of the
manuscript.

Esteban Domingo
Christof K. Biebricher
Manfred Eigen

John J. Holland



CHAPTER 1

Introduction
The Ever-Changing Nature

t has always been the main aim of human intelligence to attempt to understand the

bewildering diversity of the environment by recognising patterns and regularities of events.

It is thus no accident that one of the first objects of scientific observation was the starred
night sky: it displays to the eye a fantastic pattern of light points of different luminosity and color.
A persevering observer can note that despite its apparent randomness, the pattern of light points
does not change from observation to observation: the relative orientation of the different points
apparently remains the same. An immediate sense of the pattern is not recognizable, and the
earliest astronomers tried to bring some order into the pattern by constructing constellations
modelled after simple objects.

Despite the apparent invariance of the geometrical orientation of the stars, there is a highly
regular periodic change recognizable: exact observations revealed that the pattern rotates during
the night and that the observed pattern is exactly reproduced after a period of one year, suggesting
the division of the whole cycle into 360 degrees. Even for the planets that do not follow the
simple mechanical rules that apply to distant “fixed” stars, a suitable model that was in full
agreement with the observations was presented by Prolemaeus. However, later measurements
with higher accuracy revealed phenomena that could not be reconciled with the model of
Prolemacus. The scientific concepts of astronomy had to be revolutionized several times, and
the change of paradigm did not occur without controversy and serious disputes. Today we
know that the apparent invariance of the pattern is fortuitous: there is neither direct interaction
between the stars of a constellation nor are the patterns invariant: because of the enormous
distance to the stars the change in the pattern is so slow that it escapes observation unless it can be
demonstrated by measurements of very high precision. The static picture of astronomy was
slowly tranformed into a dynamic concept where stars and even galaxies are formed and die,
culminating in the startling realization that even the universe had an origin and may one day
have an end. In a similar manner, modern plane tectonics has transformed our view of the crust
of our own planet, earth, from a rather static structure to a rather dynamic, ever-changing
environment.

The notion of an ever-changing nature has influenced human thinking as reflected in
philosophy and science in practically every discipline. In biology, the concept of the origin of
the species by evolution, first formulated by Charles Darwin, was so appealing and successful
in interpreting biological phenomena that many years later Dobzhansky made his famous state-
ment “Nothing in biology makes sense except in the light of evolution” (Dobzhansky, 1973).
We live in a continuously evolving, complex and to a large extent unpredictable universe.
Our constantly-evolving environment necessarily demands that life forms must also evolve (or
perish).

Quasispecies and RNA Virus Evolution: Principles and Consequences, by Esteban Domingo,
Christof K. Biebricher, Manfred Eigen and John J. Holland. ©2001 Eurekah.com.
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Darwinian Evolution as the Principle of Biological Dynamics

Most historians will agree that the cradle and the basis of human civilization were the
developments of techniques for stock-farming and agriculture, requiring the (artificial) selection
of plants and animals that had suitable properties for production and for nourishment (see, for
example, accounts in Maisels, 1993 and Fagan, 1996). It was recognized that concomitant
with the increased utility of a species was a loss in the animal's of ability to survive under
natural conditions, and that a domesticated species left to competition in nature had to return
to its “wild type” traits or perish.

Despite the impressive technical knowledge for selection of cultivars and animal strains, it
took millenia to realize that species in nature also undergo a rigorous selection and that this
selection is the driving force of evolution (Darwin, 1859). However, it was rather the other,
more passive force in evolution, mutation, that was not understood. The unforced and undi-
rected generation of mutants was the revolutionary idea of Darwin; it contradicted the general
understanding of nature by violating the human feeling that everything has an aim or direction.

Genotype and Phenotype

While the ideas of Darwin have been enormously successful in biology, reports about
shortcomings of Darwin are frequent, and are often exaggerated in nonscientific newspapers.
There can be no doubt that some more detailed statements of Darwin are not in agreement
with what we know today. That is no surprise: at the time Darwin published the Origin of
Species our understanding of genetics was rudimentary. The simplest laws of heredity were
found at about the same time by Gregor Mendel, but the impact his ideas had on his contem-
porary biologists was negligible. Only a generation later were serious genetic studies resumed,
and these led to the understanding of some underlying basic laws of evolution. This synthesis
and melding of genetics and evolution was advanced by schools such as those of Haldane,
Fisher, Wright and others (reviewed in Dobzhansky ez a/, 1977).

For a long time it was common agreement that the transformation of species proceeds
over huge time spans that are not suitable for direct observation. The investigation of viruses,
in particular of RNA viruses, has changed this view. RNA viruses not only adapt rapidly to
changes in environment (Holland ez 2/, 1982, 1992); we have witnessed in the last decades the
emergence of new RNA virus species, often with dramatic consequences due to novel pathogenic
properties (Morse, 1993). Ultimately, scientists had to recognize that the very adaptability of
RNA viruses made the fight against the new diseases they cause exceedingly difficult. Antiviral
drugs which apparently offered successful treatment often proved worthless after a short time due
to the emergence of drug-resistant viruses, and pharmacologists soon wished that viral evolutionary
adaptation would require thousands of years! While the basic evolutionary principles are the same
for all biological forms, the pace at which evolution progresses, and the time spans required for
major evolutionary events to occur are exceedingly different for organisms of the classical biological
kingdoms as compared to the viruses, and we shall discuss the reasons for this in the following
Chapters.

In evolution, the genotype of an organism, characterized by the genetic material con-
tained in its genome, should be distinguished from the phenotype, whereby the genome mani-
fests itself in response to its environment.

For a long time, genetics meant Mendelian genetics, where sexual crosses and observation of
phenotypic markers were the main methods to approach evolution. The advent of molecular
biology in the second half of the twentieth century presented the possibility for more precise
measurements. Today, the genotype is clearly defined as the sequence of nucleotides in the
genome, which can be precisely determined with reasonable experimental efforts. The already
quite large sequence library has been exponentially amplifying in the last few years. Less impressive
is our present knowledge concerning the expression of the genotype in the phenotype. The
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enormous complexity of the biochemical processes going on, and the complications introduced
by differentiation and development of multicellular organisms allow; at best, a very crude assessment
of the phenotypic properties of a genotype. We refer to the complex reactions that are programmed
by the genome as expression. It requires an enormous apparatus for decoding the digital information
of the genome, and thus the smallest unit of life is the genome together with its decoding machinery,
i.e., the cell.

Instrumental in the earliest studies of expression of genotypes were biological objects or
(depending on the definition) organisms that have small genomes and thus only relatively few
functions which can be expressed. They have been widely characterized, starting with the first
quantitative experiments of Delbriick and colleagues with bacteriophages (reviewed in Cairns
etal, 1992). Virus genomes are small, their population size is often high, and their mutability
is particularly high. Therefore, viruses were not only instrumental in the study of molecular
genetics, but also in the study of evolution. While the origin of new species in the animal or
plant kingdoms requires enormous time spans, several “new” virus species have emerged in our
life time.

Viruses and Other Genetic Parasites

What makes the viruses so unique? It is not only the size of their genomes, which are much
smaller than those of the most primitive cellular organisms; it is also their genetic organization.
Viruses are intracellular parasites and multiply in the cell as do genetic elements of the host. The
“classical” virus has a defined, often regularly shaped infectious particle, the virion, containing an
RNA or DNA genome surrounded by a protein shell, sometimes enveloped in a membrane. In
this state, a virus is unable to replicate. Its only reactions are the recognition of a receptor on a
suitable host cell, triggering the invasion of the virus itself (or at least its genome) into the host
cell. Once inside the cell, the viral genome uses the genetic apparatus of the host to decode the
viral information, to amplify the genome and its encoded products, and to assemble the viral
components to mature virions, which eventually are liberated from the host to start a new
infection cycle.

The organisation of viruses is enormously flexible (Chapter 2). Sometimes, the viral genome
becomes stably integrated into the host genome and may be dormant for many cell generations,
until it suddenly enters a “productive” growth phase. Parts of the viral genome can be lost and
the “cryptic” virus may survive for prolonged time periods as an autonomous genetic element
in the host without ever producing a virion. The most primitive virus-like molecules known are
the plant-pathogenic viroids, naked RNA molecules of rather short chain lengths, only 300-500
nucleotides long.

The Central Dogma of Molecular Biology

Genetic information is digitally stored as a sequence of nucleotides, similar to a computer
program. In order for a computer program to be executed, it needs the appropriate hardware and
an operating system that decodes and interprets the information and provides the basic commands
and operations. It is a characteristic of life that the genetic program includes not only the full
operating system but also the prescription to build hardware from certain components which
must be provided by the environment. For execution, however, both the hardware and the operating
system must be present; for this reason, cells are sometimes regarded as the “atoms of life”.

If this feature is considered as a necessary condition for life, then viruses are not living
because they are dependent on the hardware and the operating system of the host. Only the
appropriate genetic apparatus can execute the genetic program of the virus, i.e., viruses are
strongly host specific and host-dependent.

The fundamental processes of the operating system of a cell are combined to the so-called
“central dogma” of molecular genetics: The information is stably stored in a double-stranded
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DNA genome and copied by a process called DNA replication. That part of the information
that is needed at a given time to fulfill a certain task is copied in a process called transcription
into working copies of the information, the messenger RNA (mRNA). The nucleotide sequence
is translated into a sequence of amino acids, according to the rules of the genetic code. The
resulting proteins serve as highly specific catalysts or structural components for the metabolic
and other chemical and physical reactions of the cell.

While all cellular organisms contain DNA as genetic information, a large percentage of
known viruses have RNA genomes, usually as single strands. RNA genomes must be amplified
for viral spread, but RNA amplification is not among the processes of the central dogma. The
virus has thus to provide for its own replication system. There are several strategies: In the “plus
strand viruses”, the viral genome is used directly as mRNA and the viral RNA is replicated by
a virus-encoded RNA “replicase”. In the “minus strand viruses”, it is transcribed into different
mRNA molecules and a full length plus strand which is subsequently used as template to
produce minus strands to be packed into virions. In the retroviruses, the viral RNA is transcribed
by a viral “reverse transcriptase” into a double-stranded DNA, which may be integrated into
the host genome. From the DNA, different mRNA molecules and full-length plus strands can
be made; the latter are packed into the virion shell (Chapter 2).

Why are RNA viruses so successful in evolution, while not a single cellular organism with
an RNA genome has survived? We shall see later that the answer lies in the limited genome size
and the high mutability which provides for rapid adaptation of viruses to their environment.
High mutability would not allow the stable conservation of the large information content that
is required for the complicated network of biochemical processes and structural components in

a cell (Chapter 4).

Molecular Programs

The nucleotide sequence of an organism is a genetic program: Biochemical reactions are
started that trigger other reactions forming cascades of consecutive expression steps. The
expression of the genetic program thus changes with time, defining an “age” of the organism
correlated with the developmental status of the program. The more genes an organism has, the
more complicated is its program. Since viruses have only a few genes, the cascade of chemical
steps are relatively easy to investigate, and the steps constituting the “molecular program” of
many viruses, in particular of bacteriophages, have been identified. Usually the program starts
with the infection of a host cell by a virus particle and ends with the release of the progeny
virions (Chapter 2).

RNA and the Origin of Life

Self-reproduction, the basis of evolutionary adaptation, serves two purposes: First, it allows
conservation of information even though its molecular carrier is subject to chemical modification.
Second, its autocatalytic nature provides an efficient selection mechanism. Only nucleic acids
possess the inherent chemical potential for self-production and there are strong indications
that the first information carriers in early evolution were RNA (or RNA-like) rather than DNA
molecules (Joyce and Orgel, 1993):

* Ribose is readily formed under potential prebiotic conditions by aldol condensation of

formaldhyde.

 The vicinal 2',3'-hydroxyl groups of ribose are stronger nucleophiles than the 3'-OH of
deoxyribose, resulting in a higher efficiency of phosphodiester formation between ribo-
nucleotides.

e The metabolic biosynthesis of deoxyribonucleotides proceeds via reduction of ribonucleo-
side diphosphates. DNA polymerases are unable to initiate nucleotide condensation; DNA
replication therefore also requires RNA synthesis (Chapter 3).
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* Ribonucleotide base pairs are structurally more stable than their deoxyribo analogues. RNA
single strands usually have a strong secondary structure which is further stabilised by ter-
tiary interactions, often involving hydrogen bonds with the 2'-hydroxyl of ribose. The higher
energy of tertiary interactions favours various single stranded forms of RNA, while DNA
prefers fully base-paired double strands.

* The single-stranded forms of RNA offer a rich repertoire of tertiary structures, allowing
surfaces with highly specific binding and specific catalysis. All functional nucleic acids in-
volved in protein biosynthesis and RNA processing are RNA molecules. Specific catalysts
consisting of RNA have been well characterized. They resemble protein enzymes and are
thus named “ribozymes”. A large variety of additional catalysts have been selected by evolu-
tionary biotechnology (Chapter 8). Some scientists have referred to an ancient “RNA world”,
where RNA catalyzed all basic reactions in life, perhaps aided by nonspecific cofactors, to
be a necessary intermediate in the origin of the progenote cell. Later, the invention of the
translation process allowed the synthesis of more efficient catalysts. The functional RNAs
in the cell may be remnants of this RNA world.

There are several reasons why DNA replaced RNA as information carrier at a later stage of
evolution:

e RNA is chemically less stable under ambient aqueous conditions due to its moderate rate of

hydrolysis catalyzed by organic and inorganic bases and divalent metal ions.

*  DNA allows error correction by using the complementary strands for reference.

e The predominant chemical reaction modifying the nucleobases is deamination of cytidine
to uridine. In DNA, uridine is replaced by thymidine in order to detect and repair these
changes.

e DNA and RNA fold into different double-stranded structures. It is easier to open the DNA
structure and to recognise base pairs in the double helix.

It is thus plausible that DNA replaced RNA when the conservation of large amounts of
information was required. On the other hand, present-day RNA viruses may not be considered
to be remnants of the RNA world, because they require the preexistence—or at least the con-
comitant evolution—of their hosts. Nevertheless, the properties mentioned above apply to
them and they have been shown to be excellent model systems for experimental studies of
molecular evolution.

In the next Chapters evidence of the impressive evolutionary potential of RNA viruses
and other RNA genetic elements is presented. It is impressive to the point of casting doubts on
assertions that with our current knowledge of chemistry and biology there has been insufficient
time in the earth history to explain the full development of complex life forms that we see
today. This view may have to be modified once a more complete picture of how RNA genetic
elements can interact with differentiated organisms is acquired. And more so considering that
retroid agents have penetrated and agitated the cellular world since primordial cellular organi-
zations provided the basis for complex life forms.
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CHAPTER 2

Multiplication Strategies of RNA Genetic

Elements
An Overview of the Viral Life Cycle

T he main steps in the life cycle of a virus are (Fig. 2.1): receptor and coreceptor

recognition at the cell surface, entry into the cell, uncoating and release of the

genetic material, viral gene expression, viral genome replication, assembly of progeny
particles, and exit from the cell with the acquisition of membrane material from the cell in the
case of enveloped viruses.

A virus must recognize a cell receptor to interact with the cell and to enter the cell. Specific
protein domains on the virus surface are endowed with the potential to recognize a cell receptor
molecule. The process is an important determinant of virus tropism and therefore of host-cell
specificity, as documented in early studies with bacterial viruses and poliovirus (McLaren et al,
1959; Holland, 1961; Crawford and Gesteland, 1964; review of early work in Longberg-Holm
and Philipson, 1974). In the last decade, many studies have gradually modified the early views
that every virus had a single specific, matching receptor, into the view that many viruses can use
a number of different receptors and coreceptors to attach to cells albeit with different efficiency
(Evans and Almond, 1998). Perhaps the most dramatic example is provided by the human
immunodeficiency viruses (types 1 and 2) which, in addition to using the surface antigen CD4
as the main receptor, can utilize a broad range of chemokine and cytokine receptors (Alkahtib
et al, 1996; McKnight et al, 1998; Sattentau, 1998). Viral receptors are frequently abundant
cell surface molecules (proteins, carbohydrates or glycolipids) that perform basic functional
roles for the cell (internalization of molecules, immune responses, etc.). MHC class I and
class II proteins are used as receptors by some togaviruses, sialyloligosaccharides by influenza
virus, intracelular adhesion molecule 1 (ICAM-1) by human rhinoviruses, CD4 by human
immunodeficiency virus, heparan sulfate by some herpes viruses, o-dystroglycan by some
arenaviruses, and integrins by foot-and-mouth disease virus, among many other examples
(Wimmer, 1994; Mondor et al, 1998; Cao et al, 1998; Evans and Almond, 1998; Schneider-
Schaulies, 2000). Expression on the cell surface of a protein known to be a receptor for a virus
does not ensure that this cell is going to be infected by the virus. Sometimes additional surface
molecules are required for the virus to enter the cell. The presence of the poliovirus receptor in
different tissues does not always confer susceptibility to the virus (Evans and Almond, 1998),
and there is evidence that additional molecules are required for infection. In general, functional
receptors for a virus are expressed in many more types of tissues and cells than those that are
actually infected by the virus. Following efficient penetration into the cell, an intracellular
block may preclude progression of the infection. One of the receptor groups for foot-and-mouth
disease viruses (FMDV) are the widely distributed integrins. Yet FMDV infects only artiodac-
tyls, and its host range in cell culture is also limited. Amino acid substitutions at the

Quasispecies and RNA Vvirus Evolution: Principles and Consequences, by Esteban Domingo,
Christof K. Biebricher, Manfred Eigen and John ]J. Holland. ©2001 Eurekah.com.
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Fig. 2.1. A schematic overview of a virus life cycle. Essential steps are receptor recognition and entry into
the cell, viral gene expression with the net result of production of many progeny viral genomes, assembly
of genomes into progeny particles and exit from the cell. The steps involved in the life cycle of viruses are
discussed in the text. Information on most experimental fields of animal virology can be found in Fields et

al (1996) and Flint et al (2000).

receptor-recognition domains of viruses can mediate changes in receptor specificity. These
changes are believed to contribute to modifications in the host range of viruses and to the
emergence of new viral pathogens (Chapter 6). Adaptation of FMDV and some other viruses
to cells in culture often results in amino acid substitutions at the capsid surface that enhance
the ability of the virus to interact with heparan sulfate and lead to a change in cell tropism.

Following receptor recognition, a virus enters the cell in an irreversible manner, through
an energy-dependent process. Major mechanisms are endocytosis and virus-cell fusion. In en-
docytosis, an endocytic vesicle containing the virus is formed. Acidification of the internal
part of the vesicle (endosome) initiates a chain of modifications which results in the release of
the naked DNA or RNA genome or of the nucleocapsid (a complex between the nucleic acid
genome of the virus and proteins) into the cell cytoplasm. Fusion of enveloped viruses with the
cell is mediated by viral surface proteins (the “fusion” or F proteins, hemagglutinins or neuramini-
dases, or by the concerted action of several of these proteins). Fusion is prompted by conforma-
tional changes of the relevant proteins and the result is the release of the nucleocapsid of the
virus into the cytoplasm. The process is linked to the uncoating of the viral capsid to liberate
the viral genome. In some viruses, the entire capsid is transported into the cell nucleus where
viral replication takes place. It is worth noting that virus capsids and envelopes must be sufficiently
stable to protect the viral genome from the extracellular environment, but the particle must
also be capable of disassembling upon entry into a host cell.
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Genome replication varies substantially for the different viral groups, and the main strat-
egies are briefly summarized in the following sections of this Chapter. As indicated in the
scheme (Fig. 2.1.), in all cases, proteins encoded by the viral genome (be it a DNA or an RNA
virus) must be expressed in order to achieve viral genome replication. Normally both viral and
cellular proteins participate in virus multiplication. The cellular factors are generally involved
in RNA processing or translation of cellular RNA, and they are captured for viral RNA replica-
tion (Kamen, 1975; Lai, 1998). Progeny genomes must be encapsidated to form progeny virus
particles that are released from the infected cells, often resulting in cell death. Huge amplifica-
tions of viral genetic material are achieved in each acutely infected host cell. Some interactions
of viruses with cells may lead to nonproductive infections in which the viral genome may be
lost or integrated into cellular DNA (as in the case of retroviruses). As a result of a nonproduc-
tive infection, the cell may die or survive. Surviving cells may be altered in their growth prop-
erties, showing oncogenic transformation. Virus production may be limited in the case of
persistent infections in which replicating viruses and dividing cells can survive for prolonged
time periods. In persistently infected cell cultures, a coevolution of cells and the resident virus
is sometimes seen, and the cells may evolve towards a transformed phenotype (loss of
contact-inhibition of cell growth and ability to form cell colonies in semisolid agar or tumors
in animals).

Productive viral infections are generally manifested by a cytopathic effect on cells. This
often involves cell rounding, detachment from the solid surface, and cell lysis. In other cases
there is formation of syncytia (multinuclear, fused cells) or inclusion bodies (aggregates of
macromolecular structures in the cell interior). It is not easy to diagnose the reasons why cells
die following viral infection. Cytopathic effects are believed to be due mostly to secondary
effects of viral replication rather than to the toxic effect of a specific virus-coded product. There
are two pathways for cell death, necrosis and apoptosis (or programmed cell death), and both
can participate in causing the death of a virus-infected cell. Viral proteins able to modulate the
apoptosis pathway have been described in viruses, and they may be important to facilitate
persistent infections. For detailed reviews of the infectious cycles of RNA and DNA viruses the
reader should consult Fields et al (1996) and Flint et al (2000). Additional references are given

in the following sections.

Biological Cloning of Viruses

Early work by Ellis and Delbriick 60 years ago established that a single phage particle was
sufficient to initiate a productive infection in Escherichia coli. This was shown by the linear
increase of plaque counts with the relative concentration of the virus preparation. A plaque is a
zone of cell lysis on a cell monolayer caused by the progeny of a single infectious virion. Dulbecco
extended this methodology and allowed the quantitation of infectivity of animal viruses by
plating serial dilutions on monolayers of animal cells (Fig. 2.2). Virus preparations may some-
times contain aggregated particles that could produce progeny from different parental genomes
with the same plaque morphology that would be produced by a single particle. Virions may be
disaggregated by treatment with mild detergent prior to dilution and plating. Some multipar-
tite viruses, notably plant viruses, require coinfection by more than one particle for productive
infection. A few important viruses, notably some human hepatitis viruses, have not been grown
efficiently in cell culture. However most viruses do so, and can be subjected to biological clon-
ing, irrespective of their replication strategy. Comparison of viruses from individual plaques,
and studies on the evolution of viral populations derived from single infectious particles, have
been instrumental in the development of the quasispecies concept. Also, important concepts in
the dynamic behavior of viral quasispecies have been established using biological clones of
viruses. Progeny of a virus from a single plaque have undergone the most severe form of genetic
bottleneck: a transient reduction of the viral population size to one single infectious genome.
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Fig. 2.2. FMDV plaques on BHK-21 cell monolayers visualized by two different procedures. Top: After 40
h of plaque development under an agar overlay, the cells were fixed and stained with crystal violet. Plaques
are seen as regions of unstained (killed) cells as a result of virus infection. Bottom: Monolayers were
transferred to a nitrocellulose filter and plaques visualized by ELISA with a FMDV-specific monoclonal
antibody (details in Diez et al., 1989). Note the different plaque morphology (large, small plaques) of
FMDYV genetic variants. Plaques are frequently visible without staining and infectious virus can be isolated
from them, constituting a biological cloning of the population (see text). (Bottom picture adapted from
Diez et al., 1989, with permission from SGM, U.K.).

Four Basic Strategies of Virus Replication

Both DNA and RNA viruses use a complex array of biochemical reactions, the great major-
ity of them inside the host cells, to ensure their survival as molecular parasites. This network of
biochemical reactions is enormously complicated. Evolutionary change and adaptation to a di-
verse cellular world has shaped a variety of replication designs aimed at producing hundreds to
hundreds of thousands of progeny viral particles from a single parental genome in an infected
cell. Four general strategies for virus replication have been identified (Fig. 2.3). In strategies 1)
and 3) of Fig. 2.3, the viral nucleic acid as well as all replication intermediates are of the same
type, RNA or DNA. Strategy 1) is used by most prokaryotic RNA viruses and many animal and
plant viruses, several of them causing important diseases. These include poliovirus, influenza
virus, hepatitis A and C viruses, rotaviruses, yellow fever virus and the Ebola filovirus. Strategy 3)
DNA replication is used by all living cells, and many DNA bacteriophages have adopted it;
examples are the T-bacteriophages, lambda, and the animal herpesviruses, the poxviruses and the
papillomaviruses.



Multiplication Strategies of RNA Genetic Elements 11

GENERAL STRATEGIES OF
VIRAL REPLICATION

1) RNA » RNA
2) RNA —>DNA — RNA
3) DNA > DNA
4) DNA —RNA — DNA

Fig. 2.3. The four basic strategies for viral genome replication. Arrows point to the flow of genetic infor-
mation of the virus in the infected cell. The nucleic acid written in the first place is the one found in the
virus particle.

In strategies 2) and 4) a type of nucleic acid different from that found in virions is
synthesized as a replicative intermediate. Enzymes that synthesize RNA from DNA are called
transcriptases; those that synthesize DNA from an RNA template are called reverse transcriptases.
Strategy 2) operates in retroviruses, the human immunodeficiency viruses associated with AIDS
being a dramatic, but by no means unique, example of a disease-causing retrovirus. Strategy 4)
is used by the hepadnaviruses which include the important human pathogen hepatitis B virus
and the plant virus cauliflower mosaic virus. In this case, a viral polymerase catalyses the syn-
thesis of genomic DNA from a pregenomic RNA intermediate.

DNA viruses contain usually double-stranded genomes while RNA viruses prefer single-
stranded genomes, but single-stranded DNA viruses and double-stranded RNA viruses occur
too. Since base-pairing is the molecular principle underlying all replication strategies, both
complementary strands must be involved in a full replication cycle. In single-stranded RNA
genomes there is a clear distinction between the two complementary strands: usually, the one
that serves as mRNA is named sense, plus or positive strand, while the other one is called
antisense, minus or negative strand. In this Chapter we examine in more detail the replication
strategies of RNA viruses, including DNA viruses which use RNA as a replication intermediate
[strategies 1), 2), 4) in Fig. 2.3].

In addition to the fully competent RNA viruses, animals and plants are able to replicate,
sometimes autonomously, sometimes with a helper virus, a variety of subviral RNA elements.
Altogether, RNA genetic elements are the most abundant group of molecular parasites known.
It is estimated that at least 75% of all pathogenic viruses are RNA viruses, and most emergent
and reemergent viral diseases are associated with RNA viruses (Chapter 9). Let us examine
replication strategies and some evolutionary implications of RNA genetic elements.

Strategies of RNA Virus Expression

Apart from the DNA viruses which use essentially the expression mode formulated in the
central dogma (see previous Chapter), the simplest strategy for a virus is to act as a parasitic
messenger RNA. Upon entering the cell, the mRNA expresses its proteins, replicates and is
packed into mature virions which are liberated by the burst of the host cell. Since the messenger is
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Fig. 2.4. Gene map of leviviruses Qb and MS2: ribosome binding site; (: replication start site. rb: replicase
bindingsite; cb: coat protein binding site. Phage MS2 probably hasan analogous replicase binding site. Note
that the specific protein binding sites and the ribosome binding sites are very close and even overlap in some
places. Al-protein is made by occasionally reading through an opal stop codon. L protein is made by
occasionally reading a tetraplet codon in the C-gene, causing a frame shift leading to abortion by a stop
codon and an immediate synthesis of a new protein in the new codon frame.

packed in the virion, these viruses are called positive strand RNA viruses. Indeed, the smallest
of the viruses in the prokaryotic, plant and animal kingdoms follow this seemingly simple
mechanism. During the infection cycle, the RNA has to participate in three fundamental func-
tions—protein synthesis, replication and packaging into virions—and conflicts between these
processes must be avoided. Furthermore, the different gene products are required in highly
different amounts and at different times. Structural (S) proteins that are involved in building
up the viral shell are required in at least stoichiometric amounts to the viral RNA, while
nonstructural (NS) proteins catalysing synthetic steps usually should be present in smaller
quantities. Furthermore, most of the enzymes involved in replication are required early in the
infection cycle while packaging to form mature progeny particles is a late step in infection. The
genome carries thus not only information for gene products, but has gene loci responsible for
the regulation of processes, e.g., ribosome binding sites or sites where the coat protein binds to
build up the mature virion shell. Figure 2.4 illustrates gene maps and critical regulatory ele-
ments for bacteriophages Qf and MS2. While the gene products are freely diffusible in the
host compartment and defects in one genome thus can be complemented in #ans by another
functional gene product, defects in the genome are manifested in cis, i.e. they affect the strand
carrying the defect and can not be complemented by another “helper” genome. The genes that
are expressed into proteins are called cistrons.

For prokaryotic RNA viruses the mRNA is polycistronic, i.e., several proteins can be
made from one and the same mRNA. Regulation of the frequency of translation and transla-
tional repressors are involved in regulated expression. Most eukaryotic viruses do not follow
this strategy because eukaryotic mRNAs are often monocistronic, i.e., only one protein can be
made from a mRNA. This limitation led to several quite diverse strategies. The apparently
simplest solution was to divide the genome into different RNA segments (multipartite ge-
nomes). This strategy was particularly successful in the plant kingdom, probably because the
transport of viral material from cell to cell in one and the same organism could make use of an
alternative called mobilization that makes it unnecessary to assemble a mature virus particle to
infect a new host cell. Among animal plus strand viruses, this strategy was not competitive.
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A particularly successful solution was the synthesis of a large “polyprotein” which is fur-
ther processed by proteolytic cleavage into the required structural and catalytic proteins. This
strategy seems to result inevitably in the production of all proteins in equal amounts and at the
same time. This disadvantage is partially compensated by additional features: (i) The structural
proteins are arranged at the amino terminus of the “polyprotein” so that the inevitable prema-
ture translational stops lead to maximal amounts of the structural proteins and to reduced
amounts of the nonstructural ones. (ii) Proteolytic processing involves a complex cascade of
reactions, and catalytic proteins can be further degraded to inactive products leading to re-
duced steady state concentrations of catalytic proteins. (iii) For some viruses site-specific trans-
lation attenuation where the ribosome dissociates from the RNA with a certain probability has
been observed. Ribosomes often also read occasionally through a weak termination signal (opal)
for producing a part of the polyprotein in small amounts. (iv) RNA replication is error-prone.
During amplification of the RNA genome, base exchanges or frame-shifting base deletions will
introduce stop codons at random. Such progeny RNA does not make full polyprotein but may
contribute to the pool of proteins made by the viral RNA population in the cell. Genetically
defective RNA thus gets packed into mature virions.

For longer genomes, this strategy would be too wasteful. The viral RNA makes a polyprotein,
but only for the early (NS) genes. The rest of the message has to await replication: the minus
strand is the template for the production of full viral strands ready for packaging as well as for
a mRNA containing the structural genes on the 3'-terminal half of the genome. Several quite
successful strategies for making several mRNAs from the minus strand intermediate have evolved
(see section on positive strand RNA viruses).

When the infection is started with a minus strand RNA, several mRNAs can be tran-
scribed immediately without waiting for replication to occur. A large group of RNA viruses
called minus strand RNA viruses, all of them with larger genomes, follow such a strategy. Since
there is no enzyme to make mRNA from the minus strand in the host cell, the virion must
carry it with the genomic RNA. As with positive strand viruses, several substrategies have
evolved, the larger genomes often having segmented RNA genomes. While most positive RNA
viruses like the picornaviruses multiply in the cytoplasm, RNA viruses with more complicated
mechanisms have to import and export RNA and proteins into and out of the nucleus, compli-
cating the experimental investigation of replication mechanisms.

Prokaryotic RNA Viruses: Leviviridae

Prokaryotic RNA viruses have been an instrumental tool for the investigation of the
expression of RNA genomes and the infection cycle of an RNA virus. All the necessary steps in
infection, protein synthesis, replication and phage assembly have been studied in vitro. RNA
coliphages are abundant (>10% plaque-forming-units/ml) in sewage and are thus used as indi-
cators for the hygiene of the water supply. Their virions are icosahedra with diameters of about
23 nm containing one molecule of single-stranded RNA with a nucleotide chain length of
3500 (group A) or 4200 (group B) coding for four genes that suffice for all necessary viral
functions (Figure 2.4). The phage “head” is composed of 180 identical coat proteins (C), in
some phages covalently linked by S-S bridges. Recognition of the host receptor, the F-pilus, is
effected by one copy of the maturation protein, the product of the genes A or A2.

Upon entry into the host cytoplasm, translation proceeds from 5' X 3", while replication
must start at the 3' terminus of the template and move to 5'. A clash is avoided by making sure
that an RNA in the process of translating cannot replicate. Similarly, premature packaging of
an RNA would be highly deleterious. Production of different amounts of gene products and a
time regulation (phage clock) is effected by modulating the access of the “processors” for pro-
tein synthesis, replication and structural proteins to their specific binding sites on the RNA.
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Fig. 2.5. Cartoon of the infection cycle of the bacteriophage Q. >-5' terminus of the RNA; — 3' terminus
of the RNA; Sribosomes; ®replicase; V' ribosome binding site avalaible; 7w ribosome binding site unavail-
able. At the beginning of the infection cycle, a levivirus particle binds to the host pilus and its RNA enters
the host cytoplasm. Only the ribosome binding site (RBS) of the C gene is accessible and biosynthesis of
the product of the C gene (pC) initiates. The polyribosome formed opens up the RNA structure making
accessible also the RBS of the R gene. The pR combines with the host subunits EF Tu and EF Ts and S1
to form RNA replicase. Replicase and ribosomes compete for binding to their directly adjacent binding sites.
If a replicase has bound, it prevents access of ribosomes to the RBS, but the replication can only start when
the ribosomes have left the RNA and the 3' terminus can bind to the replicase (Biebricher and Eigen, 1987).
Replication starts producing minus strands which bind neither ribosomes nor coat protein, but are excellent
templates for the production of plus strands. Accumulated coat protein dimerizes and binds to a specific
site (cb) preventing access of ribosomes to the RBS of the R-gene. Binding of coat protein dimer thus shuts
off replicase biosynthesis and initiates capsid formation. Access to the RBS of the A2-gene is only possible
on nascent replicating plus strand. Balancing of the protein synthesis, replication and capsid formation is
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The genetic details of the infection cycle are shown in Fig. 2.5 (Weissmann, 1974; Biebricher
and Eigen, 1988; Eigen et al, 1991).

Positive Strand RNA Viruses

Although retroviruses do contain an RNA genome of positive polarity, we refer to positive
strand RNA viruses as those which replicate via a negative sense RNA but do not use cDNA as
a replicative intermediate. Positive strand RNA viruses are abundant in animals and plants.
They may use one or several messenger RNAs for synthesis of their proteins. The simplest
representatives of this group are the animal picornaviruses (poliovirus, rhinoviruses,
foot-and-mouth disease virus) with genomes of about 8000 residues and a single messenger
RNA type of molecule in infected cells (Fig. 2.6). Next in complexity are the alphaviruses, a
group of positive strand RNA viruses which produce a subgenomic RNA for the synthesis of
structural proteins (Fig. 2.7). At the end of the RNA virus complexity scale, the coronaviruses
have a genome of 27,000 to 32,000 nucleotides and synthesize a number of nested messenger
RNA:s in the infected cells.

In the positive strand RNA viruses some messenger RNAs are translated into polyproteins
which are then processed by viral or cellular proteases to produce the mature, functional struc-
tural and nonstructural proteins. Several positive-strand RNA viruses use a Cap-independent
internal initiation of translation through a structurally complex element termed the “internal
ribosome entry site” (IRES) (Stewart and Semler, 1997; Lemon and Honda, 1997). Structural
(S) proteins are those incorporated into viral particles, and nonstructural (NS) proteins are
those involved in intracellular processes of viral multiplication. Picornavirus RNA is translated
into a single polyprotein spanning all of the protein-coding potential of its genome. In con-
trast, coronaviruses use one messenger for each specific viral protein. These functional differ-
ences are relevant from an evolutionary point of view since they affect the tolerance of the
virus to lethal or debilitating mutations. In picornaviruses, any mutation producing a termi-
nation codon within the open-reading frame of the polyprotein will be lethal. In a random
nucleotide sequence one termination codon every 64 nucleotides is expected. Picornaviruses
have a remarkably low number of infectious particles relative to physical particles (in the order
of 1:10% to 1:104). It is believed that lethal mutations, together with assembly defects, and
reinfection inefficiencies may contribute to such a low specific infectivity. Lethal mutations
may be complemented by #7ans-acting functions supplied by a competent genome replicating
in the same cell. The number of #rans-acting versus cis-acting functions during replication of a
viral genome is probably one of the factors influencing the possibility of sustaining the replica-
tion of defective viral genomes. Although complementation is a means to maintain highly
debilitated genomes in a replicating ensemble, it is obvious that any cloning event resulting in
separation of competent and defective genomes will result in extinction of the latter. This is
one of many important consequences that genetic bottlenecks (replication initiated by one or
few viral genomes) have in the evolution of viral quasispecies (Chapter 7).

thus done by competition of the ribosomes, replicase and coat protein for binding to RNA. Ribosomes are
initially in large excess and RNA synthesis is not detectable in the first 14 min, then in sudden burst phage
RNA and protein synthesis explosively increase until 20 min after infection (Eigen et al, 1991). Then
replicase production ceases and production of viral RNA (nearly exclusively plus strand because replicase
binds preferentially to the minus strand) and proteins proceed at maximum speed. Mature phages accumu-
late then linearly in the interior of the host cell and are liberated by lysis of the host cell, about 50 min after
infection. Host cell lysis is triggered by viral proteins, in some leviviruses by a special L gene (Beremand &
Blumenthal, 1979), in others by the A2 gene product (Karnik & Billeter, 1985) that is also responsible for
binding of the phage particles to the F-pilus.
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Fig. 2.6. Scheme of the picornavirus genome and its replication cycle. The genome is a RNA molecule of
about 8 Kb with a protein covalently linked to the 5’-end of the RNA and a poly A tract at the 3’ end. The
genomic RNA acts as messenger RNA for the synthesis of viral proteins in the infected cell. The viral
polymerase, together with host factors, catalyzes the synthesis of RNA of negative polarity which acts as a
replicative intermediate in the form of partially double-stranded RNAs. Minus strand RNA serves as the
template for the synthesis of RNA of positive polarity to serve as additional messenger RNA for the synthesis
of viral proteins and also as progeny genomic RNA. The latter enters preformed, immature capsid shells to
form the complete mature particles (virions) with icosahedral symmetry. The three-dimensional structure
of a number of picornaviruses has bee elucidated by crystallographic methods.

Positive strand RNA viruses include many important animal and plant pathogens. Ex-
amples are poliovirus (the causative agent of poliomyelitis, a disease on its way to eradication)
hepatitis C virus (HCV) (an infection which affects about 1% of the human population and
that is associated with liver cirrhosis and hepatocarcinoma) and yellow fever virus, the agent of
a reemerging tropical fever disease (Chapter 9).

Negative Strand RNA Viruses

The genomic RNA of this group of viruses has a polarity complementary to the messenger
RNAs that encode the viral proteins. Negative strand RNA viruses include viruses with nonseg-
mented genomes that are termed mononegavirales. Examples are measles virus, rabies virus,
and vesicular stomatitis virus. Other negative strand RNA viruses have a segmented genome
such as the influenza viruses, and the increasingly important bunyaviruses and arenaviruses.
The latter two groups are ambisense in that the same nucleotide sequence, read in its two
polarities, encodes a distinct viral protein. By necessity, the replication cycle of negative strand
RNA viruses must involve two different processes: transcription to produce functional mes-
senger RNAs of positive polarity (and then their encoded proteins) and replication to yield
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Fig.2.7. Scheme of an alphavirus genome and its replication cycle. The polyadenylated positive strand RNA
isabout 12 Kb in length, and it encodes nonstructural (NS) and structural (S) proteins. The genomic RNA
serves as messenger RNA for the synthesis of NS proteins. The latter catalyze the synthesis of negative sense
RNA that serves as template for the synthesis of subgenomic messenger RNAs and full length progeny
RNAs. Subgenomic messenger RNA directs the synthesis of S proteins for virus assembly and formation
of the enveloped particles.

negative sense RNA for encapsidation into viral particles (Fig. 2.8). The nucleocapsid (located
inside the viral envelope) includes the RNA-dependent RNA polymerase (the product of
gene L). This enzyme, together with additional viral and cellular proteins, catalyzes the synthe-
sis of multiple messenger RNAs as well as full-length positive strand RNA which serves as a
replication intermediate. Each messenger RNA generally directs the synthesis of one viral protein
rather than the synthesis of a polyprotein as in the case of positive strand RNA viruses (com-
pare Figs. 2.6-2.8).

Influenza virus is the most typical segmented (or multipartite) RNA virus and one of the
best studied from many points of view. Human influenza virus type A includes eight RNA
segments which produce a total of ten proteins, two of them as a result of splicing events. Nine
virus-coded proteins are found in virus particles. Important concepts in evolutionary virology
and viral pathogenesis were first established with influenza viruses. Among them, the distinction
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Fig. 2.8. Scheme of a paramyxovirus genome and its replication cycle. The genomic RNA is 15 Kb in length
and of negative polarity. In consequence the genomic RNA must be transcribed by a virion transcriptase to
produce messenger RNAs of positive polarity for the synthesis of viral proteins. The latter mediate genome
replication via a full length intermediate of positive polarity and virus assembly to produce enveloped
progeny particles.

between antigenic shift and antigenic drift as a result of two different molecular mechanisms of
variation: genome segment reassortment and mutation, respectively (Chapters 3 and 8).

It has been suggested that segmentation of an RNA virus genome may have been selected
as an adaptive strategy to minimize the effect of lethal mutations in progeny viruses. Whatever
the reason, segmentation confers to this and other virus groups, a great genetic flexibility be-
cause of the possibility of modulating, optimizing, or excluding genome segment constella-
tions, enriched in diversity by the error-prone replication of each individual segment.

Multipartite (Segmented Genome) RNA Viruses

In addition to the human influenza viruses, a considerable number of animal and plant
RNA viruses have segmented genomes. Particles of the animal reoviruses include 10-12 seg-
ments of double stranded RNA. Several plant viruses with single stranded RNA of positive
polarity have their genomes split into two or three pieces which are encapsidated into different
particles. The tobraviruses and comoviruses, represented by tobacco rattle virus and cowpea
mosaic virus, respectively, have two RNAs encapsidated in separate particles. Each RNA encodes
different viral proteins. Bromoviruses contain three different genomic RNAs of 3.2, 2.8 and
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2.1 Kb which encapsidate into separate particles with icosahedral symmetry. Replication of
bromovirus has been extensively studied by P Ahlquist and colleagues who have devised elegant
methodology exploiting yeast genetics to identify host factors needed for viral replication (Sullivan
and Ahlquist, 1997). With a related virus, cucumber mosaic virus, an in vitro replication sys-
tem with a functional viral RNA-dependent RNA polymerase was developed (Hayes and Buck,
1990). The replicase activity was dependent on added template and it supported the synthesis
of both positive and negative strand RNA progeny. Plant viruses are involved in considerable
genetic variation, competition, selection and long-term stability of consensus sequences (van
Vloten-Doting and Bol, 1988; Roossinck, 1997) which are a frequent hallmark of viral
quasispecies. The vast majority of all known plant viruses are ordinary RNA viruses (riboviruses)
which do not involve DNA intermediates in their replication.

Subviral Agents

Viroids are plant pathogens that consist of circular RNA of 200-400 nucleotides in length
which do not express any protein and do not require a helper virus for replication (Diener,
1996; Flores et al, 1997). They show a rodlike structure as a result of extensive intramolecular
base pairing. Viroid RNA is replicated by the RNA polymerase II found in the nucleus of plant
cells by a rolling circle mechanism. Viroids are diverse in size, nucleotide sequence and pheno-
typic (disease) manifestations. One group forms an autocatalytic, RNA hammerhead structure
with properties of a ribozyme. The self-cleaving activity generates monomeric, mature viroid
RNA as a processing product of multimers produced during replication. It is believed that
viroids may be relics of a primitive RNA world (Diener, 1989). Virusoids are quite similar to
viroids, except that they depend on a helper virus for replication.

Satellites are RNA molecules about 400-2000 residues long which, contrary to viroids, are
dependent on a helper virus for their replication (Kurath and Robaglia, 1995). They are gener-
ally associated with plant RNA viruses and they may either encode their own coat protein for
encapsidation or use the coat of the helper. Satellite RNAs may modulate the symptoms caused
by the helper virus, but their genomes show no detectable sequence similarity with their helper
viruses (Vogt and Jackson, 1999).

An interesting replicon of animals which shares some properties with viroids and satellites
is the 1700 residue-long hepatitis delta virus (HDV) or § agent (Taylor, 1996, 1999; Robertson
and Neel, 1999), a representative of the type of molecules that might have established possible
links between the RNA and DNA worlds. Similarities of HDV with viroids include: the RNA
is a covalently closed circular molecule, it collapses into a compact rodlike structure via exten-
sive base pairing, it has a ribozyme activity, and its replication is mediated by the host RNA
polymerase II. HDV replicates with the participation of several host transcription factors and a
protein antigen (8Ag-S) encoded by HDV. The ability to encode protein (two forms of the delta
antigen, S and L) distinguishes this helper-dependent particle from viroids. Also, HDV is totally
dependent on its helper virus, the hepadnavirus hepatitis B virus (HBV) for its replication. The
envelope of HDV contains proteins encoded by the helper HBV, but the internal nucleocapsid
includes several molecules of delta antigen. The genomic RNA is of negative polarity and during
positive strand synthesis two forms of messenger RNA are synthesized as a result of an RNA
editing event, a post-transcriptional modification utilized by some RNAs which expands their
coding capacity (Benne, 1996). The HDV messenger RNAs direct the synthesis of the two forms
of delta antigen which perform distinct and essential roles in the life cycle of this subviral satellite
of HBV.

Defective Viral Genomes
Most viruses may give rise during their replication to defective viral genomes which are
totally dependent on a helper virus for their replication (Holland, 1990; Vogt and Jackson,
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1999). Some defective viruses may interfere with the replication of the standard, helper virus
because of a competition for replication enzymes and protein factors. This establishes processes
of coevolution between viruses and their defective counterparts. One of the most thoroughly
studied systems is that of vesicular stomatitis virus (VSV) and its defective-interfering (DI)
particles. There are several types of VSV DI RNAs, but they are generally highly deleted
(subgenomic) forms of infectious VSV. They retain terminal genomic elements with the infor-
mation necessary to be replication-competent. However, DI RNAs of VSV are replicated by
trans-acting functions supplied by the standard VSV because the genomic segments encoding
such functions are often absent or defective in the DI RNAs. The VSV-DI system was one of
the first with which an extensive dynamics of mutation, competition and selection was revealed,
and led Holland et al, (1982) to emphasize the biological implications of rapid evolution of
RNA genomes. DI’s can only be amplified efficiently when VSV is passaged at high multiplic-
ity of infection (m.o.i., the number of infectious virus added per cell in an infection assay).
This is expected because complementation of defective functions necessitates coreplication of
DI and helper VSV in the same cell. When DIs are replication-competent, upon serial passages
at high m.o.i. they can reach high proportions of total virus production because their replica-
tion occurs at the expense of helper virus replication. Dominance of DIs, however, must inevi-
tably be limited by the concentration of complementing proteins that can be supplied by
decreasing levels of helper virus. Before this point is reached, if VSV helper virus mutants with
decreased sensitivity to DI interference arise, they will dominate over the previous DI’s, until
new mutant DI’s are generated. This establishes a cyclic evolutionary alternation of VSV and
its corresponding DIs that illustrates the continuum of change in rapidly evolving VSV-DIs
(Holland et al, 1982; Holland 1984; 1990). This is an interesting example of regulatory feed-
back in which dominance of two alternative forms of replicons (a standard RNA and its DI)
depends on the periodic generation of mutations in both as they affect the relative replicative
fitness of the two entities.

Retroelements and Retroviruses

A very wide variety of cellular elements (collectively known as retroid agents) and viruses
employ a reverse transcription step to copy RNA into DNA, a process which was not included
in the so-called “dogma of molecular biology” which assumed a flow of genetic information
from DNA to RNA to proteins (Chapter 1). For an historical account of the development of
the DNA provirus hypothesis and its implications for carcinogenesis see Cooper et al, (1995).
Retrotransposons share with retroviruses the copying of RNA into cDNA and the integration
of cDNA into the host DNA (Coffin, 1996; Mc Clure, 1999). Most of them, however, do not
form infectious particles, a hallmark of retroviruses. Because of its requirement for replication,
all retroelements and retroviruses have a terminal repeat (TR) at both ends of the RNA. This
TR is variable in length when different elements are compared. For example, the Ty element of
Saccharomyces cerevisiae is 5,900 base pairs long with a 340 bp long TR. In contrast, the most
complex retrovirus described to date, the human immunodeficiency virus (HIV) is about 9,700
residues long and it has a 650 residues long terminal repeat (LTR). The LTR of HIV is a
complex element which includes, from its terminus, first a regulatory region (which contains
recognition sequences for cellular transcription factors), a promoter region (to allow transcrip-
tion by the cellular RNA polymerase II) and the regulatory element TAR which is essential for
the activation mediated by a viral protein termed Tat (Chen et al, 1995; Levy, 1998).

Retroviruses include in their replication cycle (Fig. 2.9) two error-prone steps: DNA-
dependent RNA synthesis with error rates of 107 to 10 misincorporations per nucleotide
and round of copying (Rosenberger and Hilton, 1983; Blank et al, 1986), and reverse tran-
scription also with about 10” to 10 misincorporations, deletions and frame-shifting events
per nucleotide and round of copying (Temin, 1993). In addition, reverse transcriptase, in its
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Fig. 2.9. Scheme of the retroviral life cycle. Retroviruses have the unique feature among viruses of including
two copies of genomic RNA of positive polarity into each virion (diploid genome). Reverse transcriptase
presentin virus particles copies the RNA genome into adouble stranded DNA which is integrated in cellular
DNA. It is from this integrated DNA that viral prem-RNAs, m-RNAs and proteins are synthesized to
produce enveloped progeny particles.

copying of the diploid retroviral genome (each virion includes two genomic RNA molecules
with the same genetic contents), must jump from one RNA template molecule onto the other
in order to complete a full length cDNA copy of the genome (Coftin, 1996; Coffin et al,
1997). This strand transfer is probably the molecular basis of an ability of retroviruses to pro-
duce recombinant genomes with high frequency. Recombination occurs preferentially between
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the two parental RNAs present in the same particle, as elegantly shown by H. Temin and
associates (Temin, 1991). The structure and catalytic properties of reverse transcriptase and of
other nucleic acid polymerases are discussed in Chapter 3.

The family Retroviridae includes a broad variety of human and animal pathogens, such as
the lentiviruses HIV-1, HIV-2, and their simian counterparts (SIV), and the equine infectious
anemia virus, among others. Many important observations on the quasispecies nature and
population dynamics of RNA elements, involving both experimental and theoretical studies,
have been made with retroviruses, in particular with HIV-1 in cell culture and in vivo (Coffin

et al, 1997).

Hepadnaviruses

This is an unusual group of viruses with a gapped (partially double stranded) DNA genome
and several unique replication features such as a reverse transcription step in its life cycle (Ganem,
1996; Hu and Seeger, 1997). Salient features of the hepadnavirus HBV are a small DNA
genome of 3.2 Kb with several open reading frames (ORFs) including a DNA polymerase (Pol)
with reverse transcriptase activity. Following entry into the cell, nucleocapsids are transported
to the nucleus where synthesis of covalently closed circular DNA (cccDNA) takes place. This is
then transcribed by the cellular RNA polymerase II, and the m-RNAs are translated to give the
viral proteins (Fig. 2.10). cccDNA serves also as template for the synthesis of a full length RNA
termed the pregenomic RNA which is encapsidated into core particles together with Pol. In
these particles, synthesis of less-than-full length minus strand DNA takes place with concomi-
tant RNA degradation by the RNase H activity associated with Pol. Also encoded as a part of
Pol is a protein covalently linked to the 5'-end of the DNA which serves as a primer for plus
strand DNA synthesis, a feature shown also by bacteriophage $29 or the adenoviruses. Assem-
bly results in enveloped particles with the surface (s) antigen as an important immunological
marker.

Expression of surface, core and precore antigens are important markers of diseases caused
by HBV in humans. Even before disease symptoms appear, the s antigen can be detected, and
antibodies against s are indicative of a good immune response and may be protective against
reinfection. Precore and core antigens are indicative of active viral replication, with up to 10"
particles per ml of blood found in infected individuals at this stage. Precore antigen positivity
is often associated with hepatic lesions. The X protein (Fig. 2.10) is a transcription #rans-activator
that activates cellular signal transduction pathways and binds to proteins involved in cellular
DNA repair. It is believed that X may be one of the factors which lead to hepatocarcinoma, one
of the dreaded consequences of HBV infections. HBV may cause acute disease and also chronic
infections that enhance the probabilities of transmission of the virus from infected individuals
to susceptible ones for prolonged time periods (Ewald, 1994). This brief description of HBV
illustrates how, as in the case of many other viruses, viral gene expression and its detection are
important for disease diagnosis and prognosis, and how expression of some viral genes may be
the direct cause of some types of pathology.

The extraordinary life cycle of HBV exemplifies also how functional modules can assemble
to fulfill the aim of replication with remarkable exploitation of highly compact genetic informa-
tion. HBV uses overlapping open-reading frames (ORFs), specific posttranslational modifica-
tions of functional significance, and multifunctionality of Pol and of other specific genomic
sites. For example, a stem loop termed &, located within terminal redundant repeats found in
pregenomic RNA, is involved in RNA encapsidation and reverse transcription (Ganem, 1996).
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Fig. 2.10. Scheme of the hepatitis B virus genome, open-reading frames, and replication cycle. The 3.2 Kb
circular genome is partially double stranded with a protein covalently linked to the 5’ end of the DNA (black
dot). Overlapping reading frames are indicated as open and filled partial circles. Proteins encoded are several
forms of surface antigen(s), core (c), polymerase (Pol) and protein X. Covalently closed DNA is the template
for the synthesis of mRNAs which are translated into viral proteins. A full length pregenomic RNA is
encapsidated into core particles and retrotranscribed by Pol to yield the genomic DNA. Cores bud into
membranes of the endoplasmic reticulum, and the enveloped virus particles are secreted from the cell.

Disparate Life Cycles, Common Survival Strategies

The variety of multiplication strategies outlined in preceding paragraphs must not hide
the fact that the main objective, the very essential feature for which most viruses have been
selected, is replication for long-term survival. It is reasonable to postulate that viruses have
inherited from the simple replicons of a primitive RNA world their main purpose: to produce
and maintain more of themselves. Abundance and stability are features that must have been
strongly selected for early replicons. Most present day viruses are best known for their potential
to cause disease. Yet their primitive precursors were most probably selected for their ability to
spread among cells. In so doing they must have contributed blindly to the adaptation of cells to
changing environments, via perturbation and restructuring of cellular genomes. Positive selec-
tion for replication of viral genomes resulted in potential beneficial but also detrimental effects
for an increasingly organized cellular world. Retroid agents are a clear example (Britten, 1997;
McClure, 1999): Mobile genetic elements can provide regulatory sequences for host gene ex-
pression, may be involved in repair of breaks in DNA, in telomere maintenance, and may have
contributed to speciation events. In sharp contrast, some retroid agents have been associated
with human genetic disease through insertional mutagenesis of human genes. Examples are
some types of hemophilia and Duchenne muscular dystrophy (reviewed by McClure, 1999).

Potential beneficial or detrimental effects of an RNA genetic element can be observed
with some plant satellite RNAs. Some satellite RNAs reduce the replication levels of helper
virus and attenuate disease symptoms in infected plants. Other satellite RNAs have an opposite,
disease-enhancing effect (Roossinck et al, 1992). In some cases, mutation can convert a benign
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satellite into a pathogenic one (Paulukatis and Roossinck, 1996). The disparate phenotypic
effects of RNA genetic elements are necessarily associated with their capability to replicate or to
interfere with replication of other genomes.

Evolution of a virus within an individual organism may often be short-sighted in that
the virus evolves in response to the particular constraints which individual hosts pose to its
multiplication (Levin and Bull, 1994). However, success in one host without maintenance of
a good probability for transmission to new hosts would entail an evolutionary dead-end for the
virus (Ewald, 1994). The complex array of interactions that viruses unavoidably establish with
multitudes of organisms (and organs, tissues and cells within organisms) tends to obscure the
ultimate trait for which they have been (and continue to be) selected: survival. Disease is only
a by-product of their “raison d’étre”. Thus it should not be surprising that some traits related to
the need for survival are shared by viruses of all groups discussed in preceding paragraphs, no
matter how disparate their detailed replication pathways. Error-prone replication, with reser-
voirs of genetic and phenotypic variants, and frequently also a rapid turnover of virions and of
infected cells, can be important features facilitating survival and persistence (Domingo et al,
1998).

The adaptability of viruses within infected organisms is directly linked to difficulties for
medical control of the diseases they cause. HIV-1, HCV and HBV produce viral particles in
infected humans with a half-life of a few hours. It is estimated that between 10'% and 10'* new
particles are produced in each infected individual each day. In all three cases, mutant spectra
contain phenotypic variants that allow the viruses to escape externally applied or intrahost
selective pressures, be it inhibitor drugs or antibodies or cytotoxic T-lymphocytes (Domingo,
1989; Domingo and Holland, 1992; Novella et al, 1995; McMichael and Phillips, 1997).
Most clinicians have agreed that combination drug therapy (to achieve maximum reduction of
viral replication and to avoid the selection of multiresistant mutants) is probably the best ap-
proach for viral therapy. Yet, the pernicious adaptability of viruses allows them to escape mul-
tilateral pressures with varying degree of success. The result is that therapeutic strategies are
periodically reexamined and alternatives sought. Because of the fundamental links between the
quasispecies structure of RNA viruses and the difficulties for viral disease control, this topic is
considered in greater detail in Chapter 8.

Selection for abundance and for resistance to externally applied selective pressures is by no
means unique to viral pathogens. It is the essence of the evolution of life on earth. From the
point of view of human disease it underlies difficulties to control bacterial, fungal and other
parasitic diseases. Cancer must be viewed as a mutation-driven process in which invasiveness
and metastasis are the result of adaptation of heterogeneous cell populations to different mi-
croenvironments (Nicolson, 1987; Temin, 1988; lonov et al, 1993) (see also Chapter 7). In all
these cases, the underlying Darwinian evolutionary principles are the same.

Early Evidence of RNA Virus Variability

Before nucleotide sequencing techniques were available, virologists already had indications
that RNA viruses were genetically unstable. Common observations were that wild type revertants
were frequently generated upon passage of mutant viruses, and that a considerable proportion
of mutants were found in wild type preparations of viruses that had not been subjected to any
chemical mutagenesis treatment. In 1940 L.O. Kunkel showed that as much as one in 200
lesions on tobacco leaves were induced by some variant form of tobacco mosaic virus. During
the 1940s, EM. Burnet studied the changes in agglutinating activity of influenza viruses and
stated that attenuation of a virus upon passage in an unusual host “must necessarily be some-
thing of an exercise in population genetics”. High frequencies of spontaneous mutants or wild
type revertant viruses were found by A. Granoff working with Newcastle disease virus, B.N. Fields
and W.K. Joklik with reovirus, and R.C. Valentine and colleagues with bacteriophage Q,
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among other studies. Pelham and colleagues, referring to an earlier paper of their group, wrote
in 1970: “The use of tomato varieties protected only by single genes for resistance to TMV
(Tobacco mosaic virus), without taking adequate precautions to minimize the exposure of the
host to the pathogen, is the surest way of selecting and establishing new strains of the pathogen
and so wasting the few available genes for resistance” (Pelham et al, 1970). This reflects a
general concept that was to be dramatically verified two decades later with the inadequate use
of antiviral agents and antibiotics. Early results on phenotypic variation of RNA viruses have
been reviewed by Domingo and Holland (1988).

Many observations with animal and plant RNA viruses suggested considerable genetic
instability when attempting to apply to these pathogens the approaches of mutant preparation
and characterization developed for bacteria and later for yeast. The true magnitude of the
problem became apparent only when nucleotide sampling techniques started being applied to
RNA phages. After the first bacteriophage RNA sequences were obtained, Charles Weissmann
and his colleagues wrote in 1973: “An apparently phenotypically homogeneous phage stock
might contain multiple variants at various sites on the RNA”. However, the concept of deep
genetic heterogeneity was not generally accepted, perhaps partly due to the influence of the
notion of genetic polymorphism in population genetics which excluded as polymorphic alleles
those variant loci found only once (see Chapter 9). Even in the early 1980s (several years after
a number of papers on viral quasispecies had already been published) a common view was that
the cloning and expression of the relevant subtype hemagglutinins of human influenza virus
(or surface antigens of any pathogen for that matter) would provide the requisite battery of
antigens needed for vaccine production, depending on the circulating strain. The concept of
antigenic variation was well established but the notion of mutation, competition and selection
as a continuous source of variation even in virus within a single infected cell was not even
contemplated. Mutant generation is mainly a property of the replication enzymes as they rec-
ognize and copy viral nucleic acids. Other sources of RNA mutation exist: they include such
chemical changes as oxidation, deamination, depurination, depyrimidination, etc., as well as
several forms of radiation damage.
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CHAPTER 3

Molecular Recognition and Replication

Enzymes

he special chemistry of life is centrally governed by special biomacromolecules. These

are built up as linear polymers from monomeric subunits: The key biopolymers are

nucleic acids (deoxyribonucleic acid or DNA and ribonucleic acid or RNA) and
proteins. Quite in contrast to industrial polymers there is a strong polarity in the strands: each
monomer has two ends that can be distinguished by having different chemical groups: the 5'
and 3" ends in nucleic acids and the amino (N-) and carboxy (C-) terminal ends in proteins.

Structure of Nucleic Acids and Restrictions to Variation

Nucleic acids are connected by phosphodiester bonds between the 5" hydroxyl groups of
one nucleotide and the 3" hydroxyl of the next nucleotide. Nucleic acids, in particular DNA,
can have very long chain lengths of several million: the Escherichia coli chromosome has 4x10°
base pairs (bp) and the multiple chromosomes in a mammalian cell amount to about 3x10° bp.
In addition to the four standard nucleotides, nucleic acids may contain also other odd or
unusual nucleotides [1-methyladenine, 2-methylguanosine, 7-methylguanosine, 5-methyl-
cytidine, pseudouridine, inosine, among others in transfer RNA (t-RNA), hydroxymethyl-
cytosine in the DNA of T-even bacteriophages, and 5-methylcytosine in mammalian DNAJ.
These are usually not incorporated during normal nucleic acid biosynthesis, but rather they are
formed by specific (enzymatic) chemical modifications of certain nucleotides in the chain.

Reproduction is an inherent property of nucleic acids when provided with monomeric
substrates and a favorable biological and physical environment. In nature, only the genome is
copied directly; all other parts of the cell must be synthesized by expression of the genetic infor-
mation, by interconnected metabolic pathways, and by complex protein-protein, protein-lipid,
protein-sugar and protein-nucleic acid interactions. Both nucleic acids and proteins may undergo
a rather specific folding as a result of strong ionic interactions, hydrophobic interactions, weaker
van der Waals contacts, and also long-range interactions. Chain-chain and solvent (water)-chain
interactions play critical roles in the folding of biological macromolecules, as required to per-
form structural and functional roles. Interactions that involve a single biopolymer chain and
that are formed early in the folding process are referred to as the secondary structure of the
polymer. Further interactions between different chains or distant domains of the same chains
conform the tertiary and higher order structures of the biopolymers. Such complex structures
have been more thoroughly studied and characterized for proteins than for nucleic acids.

A number of concerted processes give rise to essential macromolecular structures such as
ribosomes, mitochondria and membranes. The discovery of the double helical structure of the
DNA with its regular base-pairing immediately suggested a mechanism for genome duplica-
tion (Watson and Crick, 1953). Hydrogen bonds can be established between a considerable
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X A

Fig. 3.1. Standard base pairs in nucleic acids. Note the three hydrogen bonds in G: C and the steric
equivalence of the two base pairs. Residual hydrogen bond acceptorand donors of the base pairs in the major
groove (upwards) and the minor groove (downwards) and the position of the helical axis of the B form
(predominantly DNA) and the A form (RNA and DNA: RNA hybrids) are also shown.

number of identical or different bases, not only between the classical A-U (or A-T) and G-C
(Fig. 3.1.). For example, the A:T base pairing by hydrogen bonding is not strongly preferred
over the A:A or A:G pairings, the only exceptionally strong base pair being G:C. It is actually
the steric equivalence of the standard Watson-Crick base-pairs and their pseudosymmetry that
allows building of a regular structure without sequence restriction, and with the bases stacked
one on another. This makes possible a stable, regular structure that leads to cocrystallization as
large fibers of DNA double strands, even though the DNA may originate from different sources,
and include different base sequences.
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GENE EXPRESSION
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Fig. 3.2. Main steps in decoding the genetic material and gene expression. The four base symbol in double
stranded DNA of opposite polarity is transcribed into messenger RNA (mRNA), often via splicing of
precursor mRNAs. Triplets in the mRNA are translated into a polypeptide chain following the rules of the
genetic code (see Fig. 3.3).

Nucleic acids are endowed with chemical properties suitable for the emergence of informa-
tion and self-replication, a likely seed of living organisms. The four bases that constitute nucleic
acids can encode a variety of symbols taking advantage of combinatorial properties. Linearly
adjacent triplets in messenger RNA, a molecule directly copied from the double stranded DNA,
direct the synthesis of a chain of amino acids according to the rules of the genetic code. A
complex translation machinery with participation of RNAs and proteins achieves this decod-
ing (Figs. 3.2 and 3.3). The stability of the double helical DNA ensures continuity of genetic
information but not in an absolute manner. The interaction between complementary bases
(Fig. 3.1) must necessarily have a limited strength and miscopying errors occasionally occur.
This leads to replicative mutations, one of the sources of genetic variation and a driving force of
evolution. In contrast to the genetic material, all other types of expressed RNA and proteins
have a limited half-life. Errors in their synthesis do not generally cause permanent harm to
progeny cells because nongenomic RNA and proteins are produced in a transient and renew-
able fashion. Recent evidence suggests that eukaryotic transcription may be subjected to some
error-correcting mechanisms. RNA polymerases are capable of selectively removing misincorporated
nucleotides during transcription in prokaryotic and eukaryotic cells (Thomas et al, 1998). The
activity appears to be a 3' X 5' exonuclease which is activated by a number of cellular factors. The
basis for the editing reaction has been attributed to a slow extension of a mispaired 3'-nucleotide
at the elongation site. It is not yet clear whether such transcription-correcting activities may be
operating in vivo. The fleeting existence of expression products provides the required flexibility of
metabolism. Metabolites are needed discontinuously with regard to location and time.

Thus, the different degrees of stability of the macromolecules that constitute the genetic
material and their expression products, as well as the combinatorial properties of the four bases
that build DNA, are at the basis of the processes that we know as life. The same overall spatial
configuration may embody myriads of distinct pieces of genetic information. It is DNA genomes
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Fig. 3.3. Genetic code. Triplets may direct either the synthesis of an amino acid (boxed) or a stop signal that
dictates protein termination. Note that the code is degenerate (several different triplets may encode the same
amino acid) and that not all amino acid replacements require the same number and type of nucleotide
substitutions.

composed of the same types of monomers (although in different number and order) that embody
the information to generate an elephant, an herpes simplex virus, or a redwood tree.

With a few exceptions, DNA in nature is found in the double-stranded B form (Saenger,
1984). The 2'-hydroxyl of the RNA interferes with this conformation and, in consequence,
double helices of RNA (and RNA:DNA hybrids) assume the A form (Saenger, 1984). RNA
generally assumes the single-stranded form, but helical RNA regions as well as higher order
RNA structures occur and often play important biological roles. The thermodynamic stability
due to base-pairing in double strands can be calculated fairly accurately by adding the incremen-
tal contributions of base-pairs and their nearest neighbours to the AH and AS values (Wyatt and
Tinoco, 1993; Nowakowski and Tinoco, 1997). The calculated stability can be experimentally
verified by measuring the temperature at which the double helix becomes unstable and is melted
into single strands. The stability of stem-loop RNA structures can be calculated by considering
additional influences:

1. Noncanonical base-pairs contribute to the stability of the RNA helix, most notably G:U
and G:A pairs.

2. Dangling (or wobbling) nucleotides, i.e., unpaired nucleotides next to a double-helical

stem, contribute to stability via their stacking energy.
3. Stems can stack one on the other.
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Fig. 3.4. Some types of recognized secondary and tertiary structures in RNA. The upper part shows six
typical structural motifs on RNA. Pseudoknots are not planar structures as drawn. Rather they constitute
three-dimensional tertiary RNA structures that play important biological functions. The lower part of the
figure shows a constellation of secondary structure domains found in the internal ribosome entry sites
(IRES) of some RNA viruses and a few cellular mRNAs. Again, this structure of about 450 residues is
probably a complex three-dimensional structure with multiple tertiary interactions needed for specific
interactions with proteins and for the translation-initiation activity of this element.

4. Interruptions of the double helix by looped-out single bases, bulges or loops decrease the

stability.

5. There are tertiary structure contributions by pseudoknots, tetraloop sequences, loop-loop

interactions, triple helices, loop-duplex interactions. These energetic contributions may
lead to stable tertiary structures (Wyatt and Tinoco, 1993; Nowakowski and Tinoco, 1997;
Deiman and Pleij, 1997) (Fig. 3.4).

For many types of RNA such as messenger RNA, ribosomal RNA, transfer RNA, ribozymes,
and viral RNA, strong secondary and tertiary structures (not generally formed by random
nucleotide sequences) have evolved and are often essential for these RNAs to perform some of
their biological roles. Examples mentioned in the previous Chapter are the internal ribosome
entry site (IRES) element needed for internal initiation of protein synthesis of several RNA
viruses or the multifunctional € element in pregenomic RNA of HBV. It has been shown for
phage QP that evolution rapidly restores the strong secondary structure of its genomic RNA
when it is disrupted by deletions or insertions introduced into the genome (Arora et al, 1996;
Olsthoorn and van Duin, 1996). Poliovirus and other related picornaviruses contain structures
at the 5'-and 3'-terminal genomic regions whose function in viral RNA replication is currently
under intense investigation (Xiang et al, 1997). The 5'-untranslated region constitutes a
cloverleaf-like structure required for the synthesis of positive sense RNA. Two stem-loop
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structures and the polyadenylate tract at the 3'-end of the genomic RNA are involved in the
initiation of synthesis of minus strand RNA. Other viruses show higher order structures with
likely functional roles in their life cycles. The need to conserve some RNA structures consti-
tutes one of the limitations to nucleotide sequence variation in noncoding as well as in coding
genomic regions (McKnight and Lemon, 1998): mutations that may disrupt functionally
important RNA structures will be subjected to negative selection (Domingo and Holland,
1994).

The assumption that the ratio of nonsynonymous mutations (those that lead to amino
acid substitutions; see also Chapter 6) to synonymous mutations (those that are silent regard-
ing amino acid substitution) reflects the intensity of positive or negative Darwinian selection
(Chapter 7) does not always apply to the evolution of RNA viruses. The reason is that the RNA
genome itself may be part of the phenotype of the virus because of biological functions other
than the protein-coding role. Silent base exchanges introduced into RNA genomes need not be
neutral, as evidenced by selection pressure to produce revertants or pseudorevertants. Silent
mutations in the replicase gene of phage QP were lethal even though the replicase produced
showed normal activity (Mills et al, 1990). The same concept was dramatically illustrated in
the reversion of a mutation associated with the temperature sensitive phenotype of poliovirus.
In independent transfection experiments (generation of infectious virus following uptake of
naked viral RNA into cells), in addition to the reversion of the phenotypically relevant, se-
lected, nonsynonymous mutations, a number of synonymous replacements that had been intro-
duced in the viral genome reverted as well (de la Torre et al, 1992). The synonymous replace-
ments had been introduced into the poliovirus genome to provide restriction enzyme recognition
sites to manipulate DNA copies of the genome, a common practice in molecular genetics, and it
was completely unexpected that reversion to wild type would be selected frequently at these
sites.

Computation of synonymous versus nonsynonymous mutations in comparisons of related
genes often (but not always for viral genomes) results in a dominance of synonymous muta-
tions. This was one of the arguments three decades ago to support the neutral theory of molecular
evolution expounded by Motoo Kimura (Kimura, 1983). But there are many examples of
short-term evolution of RNA viruses in cell culture which result in dominance of nonsynonymous
versus synonymous mutations (Domingo and Holland, 1994). In these cases it cannot be ex-
cluded that in a coding region, silent changes may disrupt a function embodied in the RNA
itself. Such silent changes may turn out to be more disruptive for the RNA structure than
nonsynonymous changes disruptive for the functionality of the encoded protein. That is, a
“silent” mutation need not be selectively neutral (Domingo and Holland, 1994).

Molecular Recognition of Nucleic Acids, and Selection for Nucleic

Acid Structures—Compensatory Mutations

A crucial step in genome replication and gene expression is the recognition of key signals
contained in nucleic acids. We mentioned previously that the structure of DNA allows the coding
of any nucleotide sequence. This is not entirely correct. Arguments similar to those given in the
preceding section on the phenotypic features contained in RNA genomes apply also to some
extent to DNA. As in computer programs, there are restrictions in using key words that are
reserved for a special purpose, e.g., a command. DNA does not only contain “extrinsic” informa-
tion that can be expressed in proteins via RNA; it contains also intrinsic information: sequences
that are recognized by regulatory proteins, enzymes or processors. For example, the long terminal
repeat (LTR) of the immunodeficiency lentiviruses contains an array of signals for the recognition
of host transcription factors or effectors encoded by the virus itself. When integrated as proviral
DNA into the cellular DNA, these signals turn out to be essential for transcription of viral RNA
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as the first step to trigger the replication cycle of the virus (Coffin et al, 1997; Levy, 1998). The
same and other signals in cellular DNA are needed for the regulated expression of cellular genes,
and these signals (specific nucleotide sequences) must occupy defined positions in the DNA.

The recognition mechanisms for DNA-protein interactions follow some rules: different
base-pairs have cognate residual hydrogen donor and acceptor groups in the large and the small
grooves of the B-structure. Particularly, the contacts in the large groove are accessible to bulky
protein structures like an o helix and allow an unequivocal identification of a base-pair. The
base-pairs are not disrupted, and the basic structure of the DNA double helix is merely dis-
torted by the interaction. Because of such recognition of base pairs, there are usually clearly
defined consensus sequences for protein recognition on the DNA. Such sequences are not
necessarily contiguous and may be interrupted by spacers of a random sequence, but with a
defined chain length.

The recognition of RNA may be quite different. Often the protein or the enzyme makes
contacts with hydrogen bond donors and acceptors that have a clearly defined distance. Because
of the large number of possibilities of single strands to supply these contacts, it is usually
difficult to identify a consensus sequence for RNA-protein interactions, even though the rec-
ognition may be highly specific. Examples of consensus sequences, e.g., the ribosome binding
sites of prokaryotic messenger RNAs, or the termini of introns to be removed by splicing,
usually involve processors that are ribonucleoproteins. In these examples the processors are
ribosomes or spliceosomes, and the existence of consensus sequences are the consequences of
Watson-Crick base-pairing between the processor and the target RNAs. Another revealing
example is the IRES, a highly structured RNA region of about 450 residues comprising mul-
tiple stem-loops, bulges, and probably tertiary structures which have not yet been defined
(Fig. 3.4). Several cellular proteins bind to viral IRES and contribute to efficient initiation of
protein synthesis (Belsham and Sonenberg, 1996). When IRES from related viruses are com-
pared, say among the picornaviruses (Chapter 2), differences in nucleotide sequences are abun-
dant but structural conservation is striking. Often compensatory mutations have occurred which
preserve a stem-loop structure attained with different primary sequences. In these cases the
functional structure, and not the specific nucleotide sequence with which the structure is attained,
is selected. Evolution has considerable room to act, but again negative selection will operate
whenever mutations fail to produce specific shapes needed for IRES activity.

Most alterations of IRES elements that have been introduced by site-directed mutagenesis
have resulted in reductions of translation-initiation activity. One exception was a mutation in
the IRES of the picornavirus foot-and-mouth disease virus (FMDV) which resulted in a mod-
est increase of activity. The mutation was a U — C transition at the base of loop 3, one of the
major IRES structures composed of several subloops, stem-loops and bulges. Interestingly this
mutation was selected in FMDV after prolonged persistence in cell culture, and probably con-
tributed to the increased virulence of FMDV selected during persistence (Martinez-Salas et al,
1993). This modified IRES, derived from an evolving viral quasispecies, is now used in construc-
tions for gene expression due to its enhanced activity in directing protein synthesis in a
cap-independent manner. In protein-RNA interactions the situation may be even more com-
plex than suggested in preceding paragraphs, since shapes as well as recognition of specific
sequence are likely to play a role. Different types of protein-RNA interactions have been
recognised for basic peptide chains and for nucleocapsid viral proteins (Patel, 1999).

Structure and Catalytic Properties of Proteins

Proteins are linear chains of 20 canonic alpha-amino acids connected by peptide bonds
produced by the condensation of the amino group of one amino acid and the carboxyl residue
of the preceding amino acid. Therefore each condensed chain, contains an amino and a car-
boxy terminus. The chain lengths range from short oligopeptides up to long chains built by a
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few thousands amino acids. The shape and the properties of a protein are a function of its
amino acid sequence in the chain, and we thus see an important advantage of such polymers: if
the sequence of the amino acid chain can be built reproducibly from the monomers, an enor-
mous repertoire of different sequences and shapes can be created: of an average protein with a
chain length of 400, 2049 (or 10°2%) different molecules can be produced. These numbers are
not only far beyond our imagination, they are also hyperastronomical: even if the whole uni-
verse were to be densely packed with a random library of proteins of chain length 400, the
chance to find in it any specific chosen sequence would be vanishingly small. Together with the
long range interactions of the monomers that cause the specific shape of a polypeptide with a
certain sequence, one can build surfaces of almost any desired shape.

While nucleic acids have adequate properties to act as a repository of genetic information,
proteins are ideally suited for catalysis and structure building. Amino acids provide a rich
repertoire of polar, nonpolar, charged and electrically uncharged side chains, shapes and a wide
range of hydrophylic and hydrophobic domains (Fig. 3.5). With the exception of proline,
which is a planar imino acid, the different amino acids differ only in their side groups. The
peptide structure forms the “backbone” of the protein structure from which the side groups
protrude. The side groups may be hydrophilic or hydrophobic. As mentioned the hydrophobic
part may form a solid core. While the backbone itself is polar, it may still be tolerated in a
hydrophobic domain if the polar groups are saturated by intramolecular or intermolecular
hydrogen bonding to other parts of the backbone. Two such structures of the backbone are
predominant: the alpha helix and the beta sheet, the latter in a parallel or antiparallel confor-
mation. Some amino acids have a positive or negative charge; they are normally hydrated and
surrounded by counterions, but even these residues may occur in a hydrophobic domain, if
two oppositely charged amino acids form a “salt bridge” that is additionally stabilized by hydrogen
bonding. Even single water molecules may occur in hydrophobic pockets if their polar groups
are saturated by hydrogen bonds to other groups.

In spite of the adequacy of nucleic acids for storage of information and of proteins for
catalysis, these roles are not exclusive for each kind of polymer. RNAs can act as catalysts
(Cech, 1986), and oligopeptides can act as templates for their own synthesis (Severin et al,
1997). It is not easy to propose specific models for the participation of these atypical capabili-
ties of some RNAs and oligopeptides in the early evolution of life (Schuster and Stadler, 1999).

The structure of thousands of polypeptides have been investigated by X-ray crystallo-
graphy or by nuclear magnetic resonance (NMR) studies, and the coordinates of their atoms
are deposited in data banks. This is remarkable, since the number of degrees of freedom in
folding a chain are of course at least as hyperastronomical as the number of alternatives in
combining the monomers. Nevertheless, proteins fold rapidly during synthesis into a defined
form and generally do not produce mixtures of different structures. However, X-ray crystallo-
graphy studies have shown that the coordinates of some atoms, in particular those of hydro-
phobic cores, are precisely fixed while those of others, preferentially those in contact with the
solvent, may vary within a rather limited radius. Some portions of the chain are folded into a
rather rock-solid “domain” while other parts of the sequence are flexible hinges which allow
changes in the conformation (for review of protein structure see Creighton, 1993 and Kyte,
1995).

Protein structures can become disrupted in a process called “denaturation”, e.g., by heat or
by nonpolar solvents. The energy gain produced by the intramolecular bonding has to be
overcome for that reaction, thus making it a strongly endothermic one, but there is a large gain
in entropy since the denatured protein is no longer in a defined ordered structure. It is surpris-
ing that for some small proteins the correct folding can be restored by a slow “renaturation”.
Therefore, the correct form is also the thermodynamically most stable one. Energy calcula-
tions, on the other hand, indicate there is not a single predominant energy minimum, but
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Fig. 3.5. Classification of amino acids with a side chain other than hydrogen. In each box the main contour
feature of each related side-chain is indicated. Amino acid contours have been drawn based on the program
Chem 3D Plus™. Orientation is chosen so as to produce the maximum silhouette after erasing hydrogens
and drawing all other atoms in black. Glycine (Gly, G) would classify as aliphatic, but it has been excluded
because its side chain is an hydrogen atom. The outlines have been drawn based on Fig. 4-16 of Kyte (1995).
(With permission from Garland Publishing, Inc. New York and London).
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rather several isolated local minima of similar energy. How can then the molecule find its
proper folding? Why does the structure of some molecules not get trapped in local minima?
Obviously, if only the thermodynamic energy contributions played a role, it would be almost
impossible for a protein to find its energertically most-favored structure in a finite time. Rena-
turation must thus be accelerated by kinetic guidance: at the very beginning, a few particularly
strong interactions are formed that seriously reduce the number of degrees of freedom, and
lead to a rather defined renaturation pathway. Stabilization is also facilitated by cross-linking
with S-S bridges between cysteine residues in the polypeptide chain or by other specific inter-
actions (Kyte, 1995). It is conceivable that evolution has gradually selected proteins also for
their ability to acquire efficiently their defined, functional structures. Denaturation require-
ments vary strongly from protein to protein; even sequentially related proteins usually dena-
ture at different temperatures. Proteins from organisms adapted to live at high temperatures or
“thermophiles” are particularly adapted to resist denaturation at these conditions. They are the
source of thermostable DNA polymerases which are routinely used for amplification of genetic
material in vitro since they tolerate temperatures needed for sequential annealing and melting
of primer-template pairs (Chapter 8). In viruses, a lower probability of denaturation (when the
latter implies functional losses) of virion proteins must be a trait selected in their long-term
evolution, as viruses must survive as free infectious particles throughout many transmission
events. Indeed, the resistance of virus to denaturating agents depends on their infection mode:
the enterovirus group of picornaviruses is much more resistant to acid than the rhinoviruses,
because enteroviruses have been selected to survive the passage through the stomach.

Quaternary Structures

Long-range interactions to create structures and hydrophobic cores are not restricted to
atoms within the same polypeptide chain. Often such interactions make stable quaternary
complexes between a number of molecules of the same or of other sequences. Many enzymes
contain several polypeptide subunits. The protein capsids of viruses are defined quaternary
structures with many subunits. Many nonenveloped viruses are in fact a single molecular
complex with a defined quaternary structure in which each atom has a rather strongly defined
coordinate. Many of these viruses have been crystallized and their structures determined by
x-ray crystallography.

Most biochemical reactions are catalyzed by proteins: the enzymes. A catalyst is defined as
a component that increases the rate of a chemical reaction without being consumed. In the
simplest formulation of Michaelis and Menten, an enzyme binds reversibly to a substrate. The
enzyme-substrate complex is then transformed into a product, releasing the free enzyme. Many
enzymes catalyze more complex reactions than just the transformation of a substrate molecule
into a product. Furthermore, a number of proteins exist as multifunctional enzymes. This
occurs in the case of several enzymes involved in nucleic acid replication (described in follow-
ing sections). Enzymes can accelerate a chemical reaction by factors of 10° up to 10'. In many
cases, in particular in reactions involved in expression of genetic information, the acceleration
factor cannot even be determined because the reaction rate in the absence of the catalyst is
immeasurably slow. The increase of reaction rate involves several mechanisms. The collision of
two appropriately-aligned reactants can be favored by their simultaneous binding to aligned
enzyme sites, thus increasing their effective concentrations. The binding energy is used to dis-
tort the conformation of a reactant towards its transition state structure. Groups of one reac-
tant may be transferred to groups of the other reactant. Acid-base catalysis is a particular com-
mon example: less energy is needed to transfer protons to side chains of enzyme amino acids
such as histidine than to water. Sometimes the distinction between a catalyst and a reactant is
not obvious. A coenzyme may sometimes work as a coreactant, but it may be recycled by a
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second, independent reaction. The entire metabolism of a cell may be viewed as a network of
many such interconnected reaction cycles producing functional “pathways”.

Evolution has probably shaped catalytic reactions to maintain/express pathways that are
very slow in the absence of biocatalysts. This is, of course, achieved by mutation/selection of
nucleic acid sequences in genomes. Spontaneous reactions that could interfere with the normal
development of biological activities had to be suppressed. This may be why biological reactions
involving phosphate are common, since a high energy of activation is needed to obtain a trigo-
nal bipyramidal transition state (Westheimer, 1987). In a few cases, slow modifications of the
genome occur without biological catalysis. An example is methylation of bases by
S-adenosylmethionine. The modification may be reversed by an enzyme-catalyzed reaction in
DNA, and possible mutagenic consequences for RNA viruses must be tolerated. Enzymes can
obviously be modified in their catalytic constants and specificity. In nature, enzymes encoded
by cells and viruses are subjected to processes of mutation, competition and selection. “Test
tube” modification of enzymes to derive enzymes with new catalytic activities is an important
part of a growing field of research termed evolutionary biotechnology (Chapter 8).

Replication Enzymes

Essential to all modern life forms is the existence of a protein machinery capable of copy-
ing nucleic acid chains into mutually complementary sequences. For single stranded viral RNA
genomes, the complementary RNA is a replicative intermediate which serves in turn as the
template to synthesize new progeny RNA genomes. Nucleic acid synthesis (replication) is the
means for maintaining the genetic information encoded in the nucleotide sequence of any
genome and for spread of progeny copies with the same (or very similar) information. The mono-
meric precursors are nucleoside 5'-triphosphates from which one nucleotide complementary to
the nucleotide in the template is transferred to the 3'-terminus of the growing chain, releasing
free pyrophosphate as the leaving group. Nucleic acid synthesis in the growing chain proceeds
in the 5'-3" direction, as a result of copying the template from the 3' to the 5" direction. Several
types of enzyme designs have been shaped by viral evolution to achieve template recognition
and polymerization of monomeric nucleoside triphosphates (phosphodiester bond formation).
Two major categories have been recognized: enzymes made solely of proteins encoded by the
viral genome, and enzymes made of virus-coded proteins together with proteins encoded by
the host. The best characterized enzymes of the first category are the retroviral reverse tran-
scriptases (RT) (Skalka and Goff, 1993; Coffin et al, 1997), in particular the RT of human
immunodeficiency virus type 1 (HIV-1), an enzyme that has been the object of intense inves-
tigation over the last decade, in part due to the pressing need to design specific inhibitors of RT
as anti-HIV-1 agents (Levy, 1998; Jonckheere et al, 2000). This enzyme is a dimer composed
of a catalytic subunit of 66 kDa and a 51 kDa subunit which is derived from the large 66 kDa
subunit by proteolytic cleavage. It is a multifunctional enzyme in that it is capable of copying
both RNA and DNA into DNA, and it contains also a ribonuclease H (RNase H) domain at
the carboxy-side of the 66 kDa subunit. The RT of HIV-1 has been crystallized in several
laboratories as a complex with a variety of ligands, and this has allowed structural studies with
the different domains involved in nucleic acid binding and polymerization functions. A
combination of biochemical and structural approaches is currently serving to define the
molecular basis of substrate recognition and of the copying fidelity of RT (Skalka and Goff,
1993). It appears from recent results that fidelity of substrate recognition is not a fixed property
inherent to the catalytic activity of the enzyme, but rather, one which can be modified by subtle
structural alterations around the catalytic site (see section on Fidelity of RNA and DNA poly-
merases, later in this Chapter).
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A well known example of a viral polymerase composed of virus-coded as well as host
proteins is the QP replicase, which can be purified from bacteriophage Qf-infected Escherichia
coli cells. This enzyme provided the basis for the first in vitcro RNA replication system capable
of catalyzing the test tube synthesis of infectious viral RNA from nucleotide substrates under
the required ionic conditions. This work was initiated by Sol Spiegelman and associates, and
then followed by the groups of C. Weissmann, D.R. Mills, ER. Kramer, C. Biebricher, and
others. Q replicase can amplify infectious QB RNA in vitro via a complementary strand, and
it can also replicate small variant RNAs of a few hundred nucleotides in length. Studies with
small variant RNAs have been instrumental in defining the molecular mechanisms of replica-
tion and in the development of concepts of high mutability, competition and selection as
essential features of RNA genetics (Biebricher and Gardiner, 1997) (see also Chapters 6, 7 and
8). The QP replicase which is described in detail in following sections is composed of a
virus-coded subunit and three host subunits. It provides the ultimate example of molecular
parasitism because host proteins which perform important functions for protein synthesis in
the uninfected Escherichia coli cell are coopted, sequestered and assembled together with a viral
protein to ensure multiplication of the invader phage. Other virus groups use an amazing
variety of protein resources to ensure replication of their genetic material (Coen, 1996). For
example, multiple proteins, including a DNA-dependent DNA polymerase, are encoded in the
highly complex genomes of herpes simplex virus, the related varicella-zoster virus, and cytome-
galovirus. In these cases several viral-coded protein are involved in viral DNA replication.

In spite of the great diversity of biological approaches which have evolved to achieve rep-
lication of DNA and RNA (Table 3.1), the comparison of the three-dimensional structures of
cellular and viral DNA polymerases (for example, the DNA polymerase of Escherichia coli, the
retroviral RT, and the poliovirus RNA-dependent RNA polymerase) show a number of com-
mon features (Sousa, 1996; Hansen et al, 1997). One of them is a conserved general shape with
nearly identical residues and domains involved in catalysis. Such structural comparisons have
also revealed an important feature of RT and viral RNA-dependent RNA polymerases: the
absence of a 3'-5" exonucleolytic activity needed for proofreading of misinserted nucleotides,
an activity present as a distinct domain in several cellular and viral DNA polymerases, such as
those of bacteriophage T4 or herpes simplex virus (Sousa, 1996; Hall et al, 1996). The lack of
proofreading and repair activities contributes to the elevated error rates of viral replicases and
reverse transcriptases since when such error-correcting mechanisms are suppressed in cellular
DNA polymerases, these enzymes reach error levels typical of RNA viruses. Thus the absence
of proofreading-repair activities is one of the biochemical bases of error-prone replication, a
hallmark of RNA genetics. Structural studies with nucleic acid polymerases have also provided
evidence for a modular origin of such enzymes, with distinct functions associated with particu-
lar structural domains (Sousa, 1996).

DNA-Dependent DNA Polymerases

The DNA-dependent DNA polymerases are key enzymes in three important genetic pro-
cesses: DNA replication, DNA repair, and DNA recombination. They are usually specialized
for one specific purpose. Nevertheless, their basic characteristics are quite similar. They use as
precursors the magnesium complexes of nucleoside triphosphates, and can only fill gaps in the
5" — 3" direction. Chromosomal DNA replication starts at one or several unique sites termed
the origins of replication. DNA synthesis may proceed in one or both directions from the
origin. Usually one strand is synthesized continuously and the other discontinuously. Many
replication proteins which can be viewed as a multienzyme complex assemble at the origin of
replication or at the replication fork to participate in nucleotide polymerization. For example,
the DNA polymerase I1I holoenzyme of Escherichia coli is made of at least ten polypeptides,
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Table 3.1. Properties of DNA and RNA polymerases

Enzyme Template  Product Primer- Sequence-  Role in Vivo Source
dependent?  specific?

DNA ss-DNA ds-DNA Yes - DNA repair all

polymerase  cs and replication organisms
transcription

RNA ds-DNA ss-RNA No + - transcription all

polymerase  rc organisms

Reverse ss-RNA RNA:DNA Yes - virus retroviruses,

tran- ss-DNA Yes - replication retroelements

scriptase cs ds-DNA

RNA ss-RNA ss-RNA No ++ virus levivirus
infected

replicase rc replication bacteria

Chemical ss-RNA ds-RNA Partial - none artificial

cs

Notes: cs-template consumed; rc-template recycled; ss-single-stranded; ds-double-stranded. In
template-instructed chemical polynucleotide synthesis experiments (reviewed by Orgel, 1987), the
primer requirement and the sequence specificity were found to vary depending on the templates and
the conditions used. The + — notation for RNA polymerase indicates the sequence-specific initiation
at a promoter site followed by nonspecific elongation; the + + notation for RNA replicase indicates
sequence specificity for both initiation and elongation, and the — — notation for DNA polymerase
indicates lack of sequence specificity for both.

and additional proteins participate in the different steps of initiation, elongation and termi-
nation of DNA synthesis (Kornberg and Baker, 1992; DePamphilis, 1996). Among others,
single-stranded DNA binding proteins prevent base pairing and maintain DNA chains in an
extended conformation at the replication fork, DNA topoisomerases release torsional stress,
and DNA ligase links discontinuous DNA fragments. DNA helicase mediates the unwinding
of the double helix to provide single stranded template regions at the replication fork. Unwind-
ing requires much energy for the rotation of the double helix around its axis. The 3' — 5'
proofreading exonuclease activity is an activity associated with the polymerase III holoenzyme.

Contrary to RNA synthesis, DNA synthesis requires a preexisting primer for initiation.
Several types of primers are used (Salas et al, 1996): terminal 3'-OH ends of DNA, the 3'-OH of
t-RNA molecules (such as in initiation of reverse transcription of retroviral RNA), nascent tran-
scribed RNA chains, and a deoxyribonucleoside monophosphate covalently linked to a Ser, Thr
or Tyr residue of a protein. This is the case for ¢$29, the adenoviruses or hepatitis B virus, among
others. For bacterial DNA synthesis, a primase synthesizes a short RNA transcript which serves as
primer for deoxynucleotide polymerization. The lagging strand—which elongates away from the
direction in which the replication fork is proceeding—requires synthesis of multiple RNA prim-
ers for the synthesis of short DNA fragments termed the Okazaki fragments. In eukaryortic cells,
DNA replication is triggered by multiple signals with mechanisms which are not well under-
stood. DNA replication is also one of the processes involved in repair of DNA damage. For
example, following the excision of damaged DNA, the eukaryotic DNA polymerases 8 and o
may fill the gap by synthesizing DNA. Structural and biochemical studies with a number of
DNA-dependent and RNA-dependent DNA polymerases (reverse transcriptases) are currently
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contributing to define mechanisms of nucleotide incorporation and copying fidelity (Steitz,
1993, 1999).

Because of the complexity of DNA replication it is perhaps not surprising that until very
recently it has not been possible to use an in vitro DNA replication system able to attain large
amplification of specific DNA segments. This now has been achieved with the “polymerase
chain reaction” (PCR) using thermostable DNA polymerases and specific sets of primers.

RNA Replication

RNA-dependent RNA polymerase activities have been detected in some plant cells, but
are apparently absent in animal or bacterial cells. These activities are typically associated with
the replication of RNA viruses (strategy 1 of Fig. 2.3). An in vitro amplification of template
RNA has been described only for the plant virus cucumber mosaic virus (Hayes and Buck,
1990), and for the leviviridae, RNA bacteriophages infecting several enterobacterial species
(Zinder, 1975). Because of its stability, the replicase of coliphage QP has been extensively
studied and used as a model system in studies of the mechanism of RNA replication and in
vitro evolution (Chapter 5).

When a single Qf RNA strands invades a host cell, it encounters about 103 strands of
mRNA, 104 copies of ribosomal RNA (rRNA) and 10° molecules of transfer RNA (tRNA). A
broad-range RNA replicase in the cell would thus lead to a disorganized RNA amplification
with little, if any, production of progeny virus, a condition sine qua non for being a virus. All
RNA replicases that have been studied have been found to be highly specific for their cognate
viral RNA, ignoring largely the RNA from the host.

Replication of Qf RNA starts with the production of a complementary minus strand
(Weissmann, 1974), often isolated from infected cells to be associated with the viral RNA
strand to form an antiparallel Watson-Crick type double helix. Careful studies have revealed
that the double strand is an isolation artefact: the minus strand is separated during the synthe-
sis from its template and liberated in single-stranded from. The minus strand serves as a tem-
plate for synthesis of full-strand plus strand.

In contrast to the sophisticated DNA replication apparatus, the RNA replication system is
very simple: a single enzyme catalyses, together with a host factor is able to perform, all replica-
tion steps. The replicase has been purified to homogeneity (Kamen, 1970; Kondo et al, 1970).
It contains four subunits, only one encoded by the virus while the others were identified as the
ribosomal protein S; and the protein biosynthesis elongation factors (EF)Tu and (EF)Ts. The
viral subunit seems to provide the active center for phosphodiester bond formation (see also
Fig. 2.5 in Chapter 2).

A number of short-chained RNA species that are efficiently amplified by Qf replicase
have been isolated and characterized. Because of their high template efficiency and their easy
handling, these RNA species were used to investigate the replication mechanism and to study
in vitro evolution of RNA (Chapter 5).

Reverse Transcriptase

Reverse transcriptase (RT) or RNA-dependent DNA polymerase is encoded in the genomic
RNA of all retroviruses (Skalka and Goff, 1993; Arts and Le Grice, 1998), in a number of
cellular retroelements, and also in the hepadnavirus po/ gene. There is considerable diversity in
the subunit composition of RT from different retroviruses and from other origins. The murine
leukemia virus RT consists of a single protein subunit which includes both a polymerase and
an associated RNase H activity. RNase H degrades RNA when present in an RNA-DNA hybrid.
In contrast, both the avian sarcoma-leukosis viruses (ASLV) and the human immunodeficiency
viruses (HIV) assemble an RT made of two subunits of different size the smaller one being a



42 Quasispecies and RNA Virus Evolution: Principles and Consequences

part of the larger one. In the case of ASLV the large subunit includes also an integrase activity
which in the other retrovirus groups is present in a separate protein. The integrase is an enzyme
that mediates the integration of a DNA copy of the retroviral genome into the chromosomal
DNA of the host cell, an essential step in retroviral replication (Fig. 2.9).

The organization of the po/ genes which encode these different enzymes illustrates not
only how different modules have been combined, but also how these modules relate to viral
replication strategies. The po/region of HBV does not encode a protease function but it encodes
the terminal protein required for initiation of viral DNA replication. It does not encode an
integrase-nuclease function either, and this could be anticipated from the fact that integration
into the cellular DNA is not part of the standard replication cycle of this virus. Both retroviruses
and hepadnaviruses have been selected to include some viral nucleic acid reservoir in a form
that may trigger viral expansions. Reservoirs consist of integrated DNA in the case of HIV-1,
and of covalently closed circular DNA molecules (maintained in the cell nuclei in episomal
form, without integration) in the case of HBV. These viral DNA reservoirs contribute to viral
persistence in the host, and represent a means for potential new particles to elude defensive
responses of the host, or to hide from damaging environmental alterations such as the presence
of antiviral agents. Alternative molecular strategies leading to latency, chronicity and persis-
tence are displayed by other viruses (Chapter 6).

RT is found in, and exerts its copying activity within, the nucleocapsid of retroviral par-
ticles which include two copies of genomic RNA. It initiates minus strand DNA synthesis on
a t-RNA primer annealed near the 5'-terminus of one genomic RNA molecule. After copying
into DNA, the copied RNA is degraded by the RNAse H associated with the RT. Then the
enzyme with the nascent DNA is transferred to the homologous region at the 3' end of the
second genomic RNA (first strand transfer). The minus strand DNA is completed and the
RNA template is degraded by the RNAse H. A RNase H-resistant polypurine tract serves as
primer for the synthesis of positive strand DNA. Following the RNase H-mediated cleavage of
the primer t--RNA, a second strand transfer permits completion of the double stranded DNA.
This can then integrate into the host DNA and replicate as provirus with the cellular DNA.
The productive replication cycle is initiated by transcription of the integrated provirus cata-
lyzed by the cellular DNA-dependent RNA polymerase II and mediated by a number of cellu-
lar transcription factors and viral regulatory elements.

One important observation made in recent years from the analysis of RT of HIV-1 from
patients undergoing treatment with RT inhibitors is the surprising tolerance of this enzyme for
amino acid replacements around the catalytic domain while retaining function (see Chapter 8
for specific examples and references). This has been one of the most disappointing findings for
the treatment of AIDS. Furthermore, contrary to the initial expectations of a more limited
tolerance to substitutions in the HIV-1 protease due to its smaller size, mutations that render
the protease insensitive to inhibitors also occur with high frequencies. These observations
have forced modification of the belief that viral enzymes would tolerate far fewer amino acid
substitutions than structural proteins such as capsid or surface proteins of viral particles.
However, in a comparison of the mutation frequencies of gag, env and pol of HIV-1, mutation
frequencies in env were found to be at most two- to three-fold larger than in po/ (Quifiones-Mateu
et al, 1996) (see also Chapter 8). Even considering selective constraints on highly essential
domains of catalytic viral proteins, viruses may find ways (through specific second-site muta-
tions, constellations of compensatory mutations, etc.) to overcome such constraints. This is
why antiviral strategies based solely on inhibition of viral functions are likely to fail unless
resistant mutations entail viral extinction. After all, viruses have been selected to overcome
such inhibitory activities which occur naturally in the hosts that they parasitize. Unavoidably,
an equilibrium had to be attained that resulted in survival of both the viruses and their hosts.
This is why viruses still exist, and some of their hosts can still write about them.
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Fidelity of RNA and DNA Polymerases and the Survival of Defective

Genomes

The absence of a 3'-5" proofreading exonuclease activity and of other post-replicative
repair mechanisms which operate on double stranded DNA (Friedberg et al 1995) is believed
to be one of the major influences underlying the error-prone nature of RNA genome replica-
tion (see also Chapter 4). Cellular DNA-dependent RNA synthesis (transcription) is also inac-
curate since cellular RNA polymerases appear to be deficient in error-correcting mechanisms.
However, a 3' = 5" nuclease activity of human RNA polymerase II shows proofreading in vitro
(Thomas et al, 1998). It is not clear what might be the role of such correcting activity in vivo.
In transcription the reading accuracy of nucleotides as dictated by their chemical nature may
suffice, since errors are neither propagated to other RNA molecules nor transmitted to off-
spring of the cell. Similar arguments apply to translation errors. What is needed is a minimal
amount (a very high percentage) of functional RNA and protein molecules compatible with
metabolic activity. Presumably, there is no strong selection favoring error-correcting mechanisms
during transcription or translation, as there is for DNA replication. When RNA itself is repli-
cated, however, error propagation has serious consequences. RNA viruses have to live with this
limited replication accuracy, and they are also able to exploit it for adaptation. The amount of
information that RNA viruses can transmit, and thus their chain lengths, are constrained by
replication errors. Once the constraint is accommodated, errors serve for adaptation to
changing host environments.

Can fidelity of viral replicases be modified? Early work on genetics of bacteriophage T4
suggested that some phage polymerase mutations increased while others decreased mutation
frequencies, and the proofreading 3'-5" exonuclease activity contributed to copying accuracy
(Drake etal, 1969; Muzyczka et al, 1972; Reha-Krantz, 1994; Goodman and Fygenson, 1998).
Genetic studies with RNA viruses suggested that mutation rates can vary among individual
viral clones (Pringle et al, 1981; Suarez et al, 1992). It is also known that different enzymes,
ionic environments and template sequences may lead to considerable variations in copying
accuracies in vitro (Ricchetti and Buc, 1990; Goodman and Fygenson, 1998). Recent results of
site-directed mutagenesis of the RT-coding regions have indicated that some amino acid sub-
stitutions around the catalytic domain of this enzyme may enhance its copying fidelity, while
other substitutions may lower its fidelity (Wainberg et al, 1996; Martin-Herndndez et al, 1996).
Thus, there is now evidence that the fidelity of viral polymerases may be amenable to modifi-
cation, even in the absence of a 3'-5" exonuclease activity which could modulate overall accu-
racy. The recent results imply that copying fidelity of viral replicases or retrotranscriptase may
be modified by externally applied influences (drugs that may distort the catalytic domains, or
the like). This is not without consequence in considering alternative antiviral strategies that
avoid viral inhibition as their central mode of action (Chapter 8).

It must be emphasized that because of multiple environmental factors that can affect
mutation rates in vitro, it is difficult to compare results of different fidelity assays, and even
similar assays performed in different laboratories. Not surprisingly, mutant RTs displaying in-
distinguishable misincorporation fidelity using a specific test, produced different overall
mutational spectra in progeny nucleic acids (Drosopoulos and Prasad, 1998).

In contrast to cellular genomes, viral genomes are not confined to different compartments
after each duplication step. Late in an infection cycle many copies of the RNA genome are
present together with their expression products. In this case, selection pressure acts on the
whole genome distribution, since some mutants unable to establish a successful infection on
their own can still be amplified in a cell. Unfit (or even completely defective) mutants can
survive by complementation, that is, by the supply of biologically active proteins by a compe-
tent (often called helper) infectious virus. Debilitated or defective mutants can survive several
infection cycles if cells are infected with high numbers of particles per cell to ensure
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complementation (see section on Defective Viral Genomes in Chapter 2). Recloning and selec-
tion for the full information of the individual genome is observed only when a single virus
invades a new cell. This “swamping” effect also favors genetic variability and allows “hitch-hiking”
of newly introduced mutations. Thus, limited replication fidelity can cause a substantial pro-
portion of viral genomes to be defective because of highly deleterious genetic lesions: point muta-
tions, insertions, deletions, homopolymeric extensions, rearrangements, etc. Quasispecies act as a
unit of selection and complementation among viruses of unequal fitness may also occur.

References

1.

10.

11.

12.

13.

14.

15.

16.

17.

18.
19.

20.

21

23.

Arora R, Priano C, Jacobson AB, Mills DR. Cis-acting elements within an RNA coliphage genome:
Fold as you please, but fold you must!!! ] Mol Biol 1996; 258:433-46.

. Arts EJ, Le Grice SFJ. Interaction of retroviral reverse transcriptase with template-primer duplexes

during replication. Progress in Nucl Acid Res 1998; 58:339-93.

. Belsham GJ, Sonenberg N. RNA-protein interactions in regulation of picornavirus RNA transla-

tion. Microbiol Rev 1996; 60:499-511.

. Biebricher CK, Gardiner WC. Molecular evolution of RNA in vitro. Biophysical Chemistry 1997;
66:179-92.
. Cech TR. RNA as an enzyme. Sci Am 1986; 255:76-84.

. Coen DM. Viral DNA polymerases. In: DePamphilis ML, ed. DNA replication in eukaryotic cells.

New York: Cold Spring Harbor Laboratory Press 1996:495-523.

. Coffin J, Hughes SH, Varmus HE, eds. Retroviruses. New York: Cold Spring Harbor Laboratory
Press, 1997.

. Creighton TE. Proteins. Structures and molecular properties. New York: W.H. Freeman and Com-
pany 1993.

. de la Torre JC, Giachetti C, Semler BL et al. High frequency of single-base transitions and extreme

frequency of precise multiple-base reversion mutations in poliovirus. Proc Natl Acad Sci USA 1992;
89:2531-2535.

Deiman BALM, Pleij CWA. Pseudoknots: A vital feature in viral RNA. Seminars in Virology
1997; 8:166-175.

DePamphilis ML. DNA replication in eukaryotic cells. New York: Cold Spring Harbor Laboratory
Press, 1996.

Domingo E, Holland JJ. Mutation rates and rapid evolution of RNA viruses. In: Morse SS, ed.
The Evolutionary Biology of Viruses. New York: Raven Press 1994:161-84.

Drake JW, Allen EF, Forsberg SA et al. Genetic control of mutation rates in bacteriophage T4.
Nature 1969; 221:1128-32.

Drosopoulos WC, Prasad VR. Increased misincorporation fidelity observed for nucleoside analog resistance
mutations M184V and E89G in human immunodeficiency virus type 1 reverse transcriptase does not
correlate with the overall error rate measured in vitro. ] Virol 1998; 72:4224-30.

Friedberg EC, Walker GC, Siede W. DNA repair and mutagenesis. Washington DC: ASM Press,
1995.

Goodman MF, Fygenson DK. DNA polymerase fidelity: From genetics toward a biochemical
understanding. Genetics 1998; 148:1475-82.

Hall JD, Orth KL, Claus-Walker D. Evidence that the nuclease activities associated with the herpes sim-
plex type 1 DNA polymerase are due to the 3'-5' exonuclease. ] Virol 1996; 70:4816-18.

Hansen JL, Long AM, Schultz SC. RNA polymerase of poliovirus. Structure 1997; 5:1109-22.
Hayes R], Buck KW. Complete replication of a eukaryotic virus RNA in vitro by a purified
RNA-dependent RNA polymerase. Cell 19905 63:363-8.

Jonckheere H, Ammé J, De Clercq E. The HIV-1 reverse transcription (RT) process as target for
RT inhibitors. Med Res Rev 2000; 20:129-54.

. Kamen IR. Characterization of the subunits of Qp replicase. Nature 1970; 228:527-533.
22.

Kimura M. The neutral theory of molecular evolution. Cambridge: Cambridge University Press;
1983.
Kyte J. Structure in protein chemistry. New York and London: Garland Publishing, Inc. 1995.



Molecular Recognition and Replication Enzymes 45

24.
25.
26.
27.
28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

39.

40.

41.

42.
43.

44.

45.

46.

47.

48.

49.

50.

Kondo M, Gallerani R, Weissmann C. Subunit structure of QP replicase. Nature 1970; 228:
525-527.

Koop BF, Rowan L, Chen WQ et al. Sequence length and error analysis of sequenase and automated 7ag
cycle sequencing methods. Biotechniques 1993; 14:442-447.

Kornberg A, Baker T. DNA replication. New York: WH Freeman, 1992.

Levy JA. HIV and the pathogenesis of AIDS. Washington D.C.: ASM Press, 1998.

Lundberg KS, Shoemaker DD, Adams MW et al. High-fidelity amplification using a thermostable
DNA polymerase isolated from Pyrococcus furiosus. Gene 1991; 108:1-6.

Martin-Herndndez AM, Domingo E, Menéndez-Arias L. Human immunodeficiency virus type 1
reverse transcriptase: role of Tyr-115 in deoxynucleotide binding and misinsertion fidelity of DNA
synthesis. EMBO ] 1996; 15:4434-42.

Martinez-Salas E, Sdiz JC, Ddvila M et al. A single nucleotide substitution in the internal ribosome
entry site of foot-and-mouth disease virus leads to enhanced cap-independent translation in vivo. J
Virol 1993; 67:3748-55.

McKnight KL, Lemon SM. The rhinovirus type 14 genome contains an internally located RNA
structure that is required for viral replication. RNA 1998; 4:1569-84.

Mills DR, Prisno C, Merz PA et al. QP replicase: Mapping the functional domains of an
RNA-dependent RNA polymerase. ] Mol Biol 1990; 205, 751-764.

Muzyczka N, Poland RL, Bessman M]J. Studies on the biochemical basis of mutation. I. A com-
parison of the deoxyribonucleic acid polymerases of mutator, antimutator, and wild type strains of
bacteriophage T4. ] Biol Chem 1972; 247:7116-22.

Nowakowski J, Tinoco I. RNA structure and stability. Seminars in Virology 1997; 8:153-65.
Olsthoorn RCL, van Duin J. Random removal of inserts from an RNA genome: Selection against
single stranded RNA. ] Virol 1996; 70:729-36.

Orgel LE. Evolution of the genetic apparatus: A review. Cold Spring Harbor Symp Quart Biol
1987; 52:9-16.

Patel DJ. Adaptive recognition in RNA complexes with peptides and protein modules. Curr Op
Struct Biol 1999; 9:74-87.

. Pringle CR, Devine V, Wilkie M et al. Enhanced mutability associated with a temperature sensi-

tive mutant of vesicular stomatitis virus. ] Virol 1981; 39:377-89.

Quifiones-Mateu ME, Holguin A, Dopazo ] et al. Point mutant frequencies in the po/ gene of
human immunodeficiency virus type 1 are two- to three-fold lower than those of env. AIDS Res
Hum Retroviruses 1996; 12:1117-28.

Reha-Krantz L. Genetic dissection of T4 DNA polymerase structurefunction relationships. In: Karam
JD ed. Molecular biology of bacteriophage T4. Washington DC: American Society for Microbiol-
ogy 1994: 307-12.

Ricchetti M, Buc H. Reverse transcriptases and genomic variability: the accuracy of DNA replica-
tion is enzyme specific and sequence dependent. EMBO ] 1990; 9: 1583-93.

Saenger W. Principles of nucleic acid structure. New York: Springer-Verlag, 1984.

Saiki RK, Gelfand DH, Stoffel S et al. Primer-directed enzymatic amplification of DNA with a
thermostable DNA polymerase. Science 1988; 239:487-491.

Salas M, Miller JT, Leis J et al. Mechanisms for priming DNA synthesis. In: DePamphilis ML, ed.
DNA replication in eukaryotic cells. New York: Cold Spring Harbor Laboratory Press 1996: 131-75.
Schuster P, Stadler PF. Nature and evolution of early replicons. In: Domingo E, Webster RG,
Holland JJ, eds. Origin and evolution of Viruses. San Diego: Academic Press; 1999:1-24.

Severin K, Lee DH, Granja JR et al. Peptide self-replication via template directed ligation. Chem-
istry 1997; 3:1017-24.

Skalka AM, Goff SP. Reverse Transcriptase. New York: Cold Spring Harbor Laboratory Press,
1993.

Sousa R. Structural and mechanistic relationships between nucleic acid polymerases. Trends Biochem
Sci 1996; 21:186-90.

Steitz TA. Similarities and differences between RNA and DNA recognition by proteins. In: Gesteland
RF, Atkins JF, ed. The RNA world. New York: Cold Spring Harbor Laboratory Press 1993; 219-37.
Steitz TA. DNA polymerases: Structural diversity and common mechanisms. ] Biol Chem 1999;
274:17395-17398.



46

Quasispecies and RNA Virus Evolution: Principles and Consequences

51.
52.
53.
54.
55.
56.
57.
58.

59.

Suarez P, Valcarcel J, Ortin J. Heterogeneity of the mutation rates of influenza A viruses: Isolation
of mutator mutants. ] Virol 1992; 66:2491-94.

Thomas M]J, Platas AA, Hawley DK. Transcriptional fidelity and proofreading by RNA polymerase
I1. Cell 1998; 93:627-37.

Wainberg MA, Drosopoulos WC, Salomon H et al. Enhanced fidelity of 3TC-selected mutant
HIV-1 reverse transcriptase. Science 1996; 271:1282-85.

Watson JD, Crick FHC. A structure for deoxyribose nucleic acid. Nature 1953; 171:7373-78.
Weissmann C. The making of a phage. FEBS Letters 1974; 40:S10-S12.

Westheimer FH. Why nature chose phosphates. Science 1987; 235:1173-78.

Wyatt JR, Tinoco I. RNA structural elements and RNA function. In: Gesteland RF, Atkins JF,
eds. The RNA world. New York: Cold Spring Harbor Laboratory Press 1993:465-96.

Xiang WK, Paul AV, Wimmer E. RNA signals in entero-and rhinovirus genome replication. Semi-
nars in Virology 1997; 8:256-73.

Zinder ND, ed. RNA phages. New York: Cold Spring Harbor Laboratory, 1975.



CHAPTER 4

Quantitative Molecular Evolution
Autocatalytic Growth

arwinian evolution, instrumental in the qualitative description of many phenomena

in Biology, can and should also be formulated quantitatively. Darwin himself cited

the population growth law described by Thomas R. Malthus in An Essay on the Prin-
ciple of Population Growth as it Affects the Future Improvement on Society: Unrestricted growth
behaves as a geometric series; the population increases exponentially. The potential for expo-
nential growth is indeed a prerequisite for Darwinian evolution, independent of the reproduc-
tion mechanism, for mother organisms reproduce at a rate proportional to their number. When
describing Mendelian populations and sexual reproduction, only the number of females need
be taken into account, assuming that enough males are present to fertilize the females.

Quantitative measurements are particularly easy for microorganisms or viruses. Let us con-
sider the growth of a bacterial culture in a nutrient broth. Bacteria have a simple reproduction
mechanism: The cell volume increases by taking up and metabolizing nutrients until the cell
eventually divides into two identical daughter cells; the daughter cells mature to mother cells and
then divide again.

The simplest measurement is field observation of duplication times (Fig. 4.1): We observe
an immobile bacterium under the microscope. After a certain time period, the bacterium has
divided and two daughter cells are present; after a further time period another division occurs.
The elapsed times T between two consecutive divisions are roughly equal, the recorded values
scattering around the average value. By the third or fourth division all synchronization is lost:
The bacteria no longer divide simultaneously. On the other hand, if we measure a larger bacte-
rial population by plating, i.e., we distribute an aliquot of the solution on the surface of a solid
nutrient medium and count the number of colonies that have developed after incubating the
plate, we find that the duplication times T are quite reproducible: After 7 divisions, the popu-
lation has increased according to N(z) = V(0)- 2, or after the time %

N@) = N0)- 2¢° (4.1

If the starting population were perfectly homogeneous and the growth perfectly synchro-
nous, the law would require integer divisions of #/1, giving a staircase growth curve. In the
experiment, the synchrony is lost after a few divisions and continuous exponential growth is
observed; a stable age distribution has been formed wherein all age classes show coherent expo-
nential growth.

The division time T depends on a number of environmental influences such as nutrient
composition, oxygen tension or temperature. Constant growth conditions can be established
by using a medium rich in nutrients, so that nutrient consumption does not diminish the

Quasispecies and RNA Virus Evolution: Principles and Consequences, by Esteban Domingo,
Christof K. Biebricher, Manfred Eigen and John ]J. Holland. ©2001 Eurekah.com.
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Fig. 4.1. Bacterial growth in solution. The points describe coherent growth; the lines show values for a fully
synchronized growth; and the filled circles represent observed bacterial counts.

medium composition; vigorous stirring ensures that all bacteria have the same oxygen tension.
The concentration ¢B of the bacterial population can be conveniently determined by measur-
ing the turbidity of the culture medium. Accurate T values can be obtained by using a math-
ematical trick: The logarithm of the bacterial concentration plotted against time gives at first a
straight line, followed later by levelling off to a maximum value. The T value is the inverse slope
of the initial linear increase increase Alog(cB)/Ar divided by e.

Dynamical processes are described by ordinary differential equations. The rate of concen-
tration change of a growing population is directly proportional to the number of parents, in
our case proportional to the bacterial concentration. In mathematical symbols this is

dN/dt = KN or dcB/dt = KcB, (4.2)

where the proportionality constant K is the specific growth rate. As long as ¥ is a constant,
which is true for low bacterial concentrations, this differential equation corresponds to the
formulas

N(#) = N(0)e* or ¢(?) = c(0)e** (4.3)

By comparing equations 4.1 and 4.3 we obtain T = In2/k.
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We have discussed this growth law in detail because it shows the value of a theory: Quan-
titative relationships are established by an equation derived by plausible argumentation from
observations. However, the observed growth curve shows the limitation of the theory: The law
is only valid when special conditions are provided by the experimental setup. At higher bacte-
rial concentrations the deviation from linearity becomes more and more noticeable as kK becomes
dependent on the bacterial concentration; as the bacterial concentration increases, the oxygen
tension of the solution and the growth rate decrease (Moser, 1957).

An empirical equation which fits the whole curve shown in Figure 4.2 can be derived by
adding a negative term describing the levelling off at the maximum bacterial concentration ¢y

d ¢B/dt=x(1 — cBlcyay) cB (4.4)

When the bacterial concentration is small, the deviation from the exponential growth law
is negligible, while the growth rate goes to zero when the concentration reaches its maximum.
Equation (4.4) is empirical, not derived from theoretical argumentation and can not be used to
draw theoretical conclusions.

It is possible to prolong the exponential growth phase by using a continuous flow reactor,
feeding in fresh nutrients at the constant rate ¢ (Novick and Szilard, 1950a; Monod, 1950).
The volume of medium V is kept constant by compensating the nutrient inflow by an equal
outflow from the culture. Equation 4.3 becomes

dcB/cBdt= (k- ®) (4.5)

The exponential growth rate is slowed down by the flow; when the flow loss is higher than
the growth rate, the difference in equation (4.5) is negative, resulting in the wash-out of the
bacteria. What happens when flow and growth rates are exactly equal? The equation predicts a
growth rate of zero and thus a constant bacterial concentration. If we try to verify this predic-
tion experimentally, however, we obtain a puzzling result: The bacterial concentration makes
irreproducible fluctuations in time, and after sufficient time spans the population dies out by
an accidential washout.

How do we explain this result? We must take into account that in finite populations
statistical fluctuations of the K values are inevitable, leading to concomitant concentration
fluctuations. Certain mutations may also affect k values (see 4.8 below). Since ¥ is concen-
tration-independent, fluctuations are not compensated.

For this reason, fermentors with constant nutrient feed rates are operated at concentra-
tions where the growth rate is slightly concentration dependent. The combination of equations

4.4 and 4.5 leads to:
d cB/dt= (K — ®) (1 — cBlcmay) cB (4.6)

Now the feedback provided by the quadratic term holds the bacterial concentration con-
stant, because fluctuations reducing the concentration speed up the growth while fluctuations
increasing the concentration retard it.

Equation 4.3 can be applied to all sorts of organisms, for example lytic bacteriophages.
The number of infective units in the population are determined by a plaque assay assuming that
host cells are always in large excess. After an average eclipse time T, an average burst of 4 mature
viruses is released that infect new host cells. The specific growth constant is then k = Inb/t. What
was noted above about synchrony also applies to this population. Because the phages multiply
much faster than the hosts, some form of a flow reactor is required to keep the phage concen-
tration at the exponential growth level. One apparatus used feeds a bacterial host solution into
a reactor at a constant rate (Husimi et al, 1982; Biebricher et al, 1987). On the other hand,
application of the equation 4.3 is not possible for eukaryotic viruses that infect multicellular
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Table 4.1. Definitions of the parameters used to describe bacterial growth

N; Number of individuals of type i in the population

Cp Bacterial concentration in a fermentor [L7]

T Average time between two bacterial divisions of type i [s]

Ki Experimentally measured growth rate of type i in [s7]
the exponential growth phase

K Growth rate of the total population [s"]

i Fraction of type i in the total population (type frequency);

% Mutant frequency of type i in the quasispecies distribution
Qjj Probability of producing type i per division of bacterial type j
Qii  Probability of producing a correct copy of type i

Fi Relative fitness of type i, given by Fi=Ki—K

tissues; the complicated diffusion rates must be taken into account, and generally applicable
growth equations are not yet available (parameters used in this section are defined in Table 4.1).

Selection of the Fittest

Equation 4.3 also applies when there are different types of bacteria in the population.
Individuals that are indistinguishable by the experimental method in use are said to belong to
the same “type”. Depending on the experimental conditions, the types could be different spe-
cies, or subspecies, or mutants. Again an experimental setup to keep the growth conditions
constant must be used and no interactions between individuals of the population should take
place. Furthermore, conversions from one type to another must be excluded. At high nutrient
concentrations and low population densities, interactions become negligible and different types
will grow independently of one another, i.e., each type grows as if others would not be present.
The growth constant values K; are then characteristic for type 7. The composition of the popula-
tion will change with time if the k; differ from one another. For describing the population we

introduce relative concentration variables x(2) = c(#)/ £% -1k . One obtains from Equation 4.3
dxi(2) = {Ki() — x()}xi(®) (4.7)

where K (#) = 24 K, x4(#) represents the weighted average of all growth rate coefficients at time z.

The inherently nonlinear form of equation (4.7) (because changes with time) describes a
selection process. Types with specific growth rates &, smaller than the average Khave negative
growth rates and will be depleted in the population, while the population becomes enriched in
types having rate coefficients larger than K. Concomitant with this change of the population
composition is an increase of the average growth rate, and more and more types fall below the
average, until eventually the population reaches a maximum growth rate with only type s, i.e.,
the type with the maximal growth rate, surviving. Hence we have an extremum principle con-
forming to the expressions

K = Kot Xp —> 1t Xjyy = 0 (4.8)

The self-ordering process described by equation (4.8) is natural selection, and an immedi-
ate consequence of autocatalytic reproduction. Equation (4.8) is a quantitative description of
natural selection and survival of the fittest, correlating the fitness of a type with its reproduc-
tion rate and its survival (x7 — 1) with the maximum reproduction rate.
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Fig. 4.2. Bacterial growth profile for Escheri-
chia coli grown in rich medium under good
° aeration.
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The validity of equation (4.8) can be tested by fermentor experiments. There are experimen-
tal difficulties: The times leading to final selection are long and one must introduce nutrient flux
in order to ensure that the culture remains in the exponential growth phase. A constant flux is
impossible, because the growth rate of the total population is changing. Monod (1950), and
Novick & Szilard (1950a) independently invented such an apparatus, the turbidostat, to keep
the total bacterial concentration constant.

While experimental evidence supports equation (4.8), it is often not adequate to describe
natural selection: Darwinian behavior involves two forces, one that reduces the number of
types in the population, selection, and another that increases the number of types, mutation.

Mutant Spectra and Sequence Space

Phenotypic Mutations

For a long time the only way to observe mutation was as emergence of new phenotypes.
Nevertheless, Luria and Delbriick (1943) succeeded to show, in a quantitative experiment, that
Darwin was correct in postulating an undirected mutational force. They measured the statistics
of the emergence of bacterial mutants resistant to the bacteriophage T1 (phenotype 7o7). There
were two types: The sensitive (wild type) s and the resistant mutant ». Luria and Delbriick
recognized that it is not correct to restrict the appearance of mutants to mutation alone: Mutants
also reproduce and one must always take into account the differing selection among different
mutants. If the “wild type” is far in excess, back mutation is unimportant and it is only neces-
sary to consider the competition between wild-type and mutant. Under normal growth condi-
tions the 7oz phenotype is neutral, i.e., the specific growth rates of both mutant and wild-type
are equal. According to equation (4.8), the change in the population composition by selection
can therefore be neglected. Luria and Delbriick could show that the number of 701 progeny of
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awild type bacterium scattered widely, depending on when the early mutation occurred, because
the mutation is propagated to its progeny (Fig. 4.3).

Let us quantify and generalize the results of Luria and Delbriick. Mutations are not neces-
sarily neutral: Most are detrimental, or even lethal, and negative selection rapidly limits their
numbers. In a few cases, the mutation is advantageous and, once formed, the mutant is selected.
We thus have to introduce into equation (4.8) an additional term reflecting mutation. Equa-
tion (4.8) associates selection with a deterministic parameter, fitness, while mutations inher-
ently appear stochastically, regardless of their fitness. The wild-type s will produce mutant r
(e.g., phenotype 7on) with a certain probability during its reproduction. When considering
large populations and high mutant production probabilities, we may use a deterministic spe-
cific mutation rate Qrs and obtain:

dwr / dt = {Qrr KK }x, + Qp x; (4.9)

When considering the growth parameter of type 7, we must take into account that type r
only makes correct progeny with the quality parameter Qr7. In the Luria and Delbriick case we
only have two types, and so Qrr =1 — Q,,.

As long as the xr-values are small the murtation term prevails and one can (Figure 4.4)
determine the mutation rate Q,, from wild type to the 707 phenotype and also—by starting
with a 7on phenotype—the reversion rate Q,; (Novick & Szilard, 1950b). The linear increase of
Ton-phenotypes showed that—under the conditions used—the mutation was neutral, i.e., the
K values of mutant and wild type were equal, and that the forward mutation occurred at a
frequency about three orders of magnitude higher than reversion to the wild type. It was
deduced, correctly, that the altered phenotype was caused by loss of a function; i.e., many
mutations lead to the 707 phenotype while only one or at most a few mutations result in the
reversion to wild type. Likewise, mutants with the 707 phenotype may themselves acquire
additional disadvantageous or adavantageous mutations.

In chemostat cultures the emergence of phenotypic mutations could be followed for sev-
eral weeks (Novick and Szilard, 1950b; Dykhuizen and Hartl, 1983). Erratic patterns appeared,
with periods in which relative mutant concentration xr was increasing linearly and other periods
where the relative mutant concentration decreased. The linear increase of the mutant concentra-
tion can be clearly interpreted with equation (4.9). In an almost homogeneous wild type popu-
lation, mutants accumulate at a certain rate and as long the relative mutant population remains
small, reversion can be neglected. But how can one explain the periods of decrease? This result
is incompatible with our analysis, again because the model is too simplistic: There are not just
two types in the solution. During the continuous growth of bacterial population, a large collec-
tion of mutants that do not show the 707 phenotype were formed, most of them disadvanta-
geous, some of them neutral, but occasionally one that was advantageous. The advantageous
mutants will be enriched in the population and eventually replace the old wild type, which
goes extinct together with its mutation progeny. A set of mutants, some with the 707 pheno-
type is then rebuilt from the new dominant type. Likewise, mutants with the 707 phenotype
may themselves acquire additional disadvantageous or advantageous mutations.

It may seem paradoxical that advantageous mutations can be found for a bacterium that
had billions of years to evolve. Bacteria are adapted to a natural habitat that undergoes environ-
mental changes all the time. The situation in a fermentor is quite different: There are no other
competitors, and the medium is unnaturally rich. Biosynthesis of many important metabolites is
thus dispensible and a loss of the genes required for synthesis saves the metabolic costs of intra-
cellular production. Indeed, the Escherichia coli strains used in the laboratory are so ‘domesti-
cated’ that they cannot survive in their natural habitat, the gut of warm-blooded animals.

Comparison of the properties of selected bacteria showed that their selective advantages
were very small: The shape of their growth curves did not change noticeably. Equation (4.9)
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Fig. 4.3. Mutation experiment of Luria and Delbriick. Several samples of single bacteria were grown in
nutrient broth, in absence of selection pressure, and the proportion of the 7on phenotypes (filled symbols)
in the different populations were determined. The relative amount of 7on phenotypes scattered strongly,
depending on when mutations occurred. In the scheme, the mutation frequency is greatly exaggerated to
illustrate the principle.

tells us that tiny differences in the growth rate will suffice if the time spans are long and the
populations high. In small populations, however, the growth rates scatter, and small differences
in growth rate vanish in the scatter; i.e., the population composition seems to drift statistically.
This neutral drift (Kimura, 1983) is thus a concept important for limited populations and
variable environments, but not applicable if time spans and population sizes approach infinity.

Figure 4.4 shows that it is possible to calculate mutation rates, but the measurements are
difficult: small differences in selection values make significant deviations from linearity unless
the x; values are very small. On the other hand, we need a large population to start the experiment:
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Fig. 4.4. The build-up of mutants in a population with time. The relative mutant frequencies of neutral
mutants (®), advantageous mutants (A), disadvantageous mutants (V) and lethal mutants (+) are plotted
against time. Note that at very small mutant frequencies (i.e., in a homogeneous population of the master),
the mutation rate can be determined from the slope. Only for neutral or nearly neutral the mutation
frequency can be easily measured.

How should we then avoid having a population that already contains the mutants to be mea-
sured? A genetic trick solves the problem: Error propagation is avoided when we start with a
type having a selection value of zero; then mutation can be measured in the absence of selec-
tion. Selection values of zero mean lethal mutations: How should we then prepare the popula-
tion or analyze the phenotype? The solution is to use conditionally lethal mutants: While the
mutants indeed do not grow under the conditions of the mutation experiment, they do so
nearly normally under different conditions.

Benzer (1959, 1961) employed this technique to locate the mutant loci within a gene,
obtaining a detailed mutation topography. For his measurements he used the so-called rlI
mutants which do not form infection plaques with the host E. co/i strain K12 (containing the
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Fig. 4.5. The mutant topography of cistron b of the rII gene of the bacteriophage T4. Spontaneous muta-
tions were crossed with other mutants and mapped according to the recombination probabilities. Mutants
that could not compliment one another were considered identical. The locus of each mutation found is
shown; the number of ® indicate the mutant frequency found. At mutants that occurred at high frequencies,
the mutant frequency number found is listed (disregarding the ¢ symbols). Loci that originated from
chemical mutagenesis not found in the spontaneous mutant spectrum are indicated by -.

prophage M), but give normal plaques with £. co/i B cells. A large variety of such rlI mutations
could be prepared and their distance on the gene map determined. In pairwise double infection
experiments with two different mutants, wild type progeny results from recombination between
the mutants. Ordering the different pairs according to their recombination rate to wild type
gave a rather precise map of the gene, which could be further refined by assuming that the
recombination rates are inversely proportional to the distance of the mutation loci. Mutants
not able to produce the wild type by recombination must be identical, and Benzer thus also
obtained mutant frequencies, i.e., the number of mutants in the population. Benzer noted that
the mutant frequencies differed widely for different loci on the Il gene, and he called the loci
with particularly high mutant frequencies “hot spots” (Figure 4.5). This name seems to imply
that the mutation frequency is enhanced at these points, and indeed that is the most plausible
explanation, but a careful interpretion of the result reveals that other factors may also contribute
to the mutant frequency. Benzer recognized some of the possible error sources and explicitly
excluded “leaky” mutants, i.e., mutants that have a reduced but still measurable growth rate
under nonpermissive conditions. On the other hand, unequal rates of recombination would not
alter the mutant frequencies, but would cause merely distortions in the distance scale of the gene.

Sequence Heterogeneity

The prevalent feeling among microbiologists has been that species that grow vegetatively
are genetically quite uniform, while sexually reproducing Mendelian species have high genetic
diversity, their “gene pool”. In 1977, this assumption was shattered by a genotypic investiga-
tion of virus populations (Domingo et al, 1978) and, independendly, by a theoretical analysis
(Eigen and Schuster, 1977). The shortcomings of phenotypic analysis are apparent: Most
mutations do not change any phenotypic property. Mutations occur at the genotypic level,
however, and all of them become apparent only upon examination of the nucleotide sequences
of individual members of the populations.

The first genome sequenced was that of levivirus MS2 (Fiers et al, 1976). The nucleotide
sequence was clearly defined, and when the RNA genome was digested with base-specific
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nucleases, a highly reproducible electrophoretic “fingerprint” pattern that could be used to
identify the RNA unambiguously was obtained. As the sequence analysis of another levivirus,
QP, progressed in the laboratory of Charles Weissmann (Billeter et al, 1969), the researchers
became aware that the sequence might “drift” during growth passages of the virus. It was de-
cided to reclone the phage for further sequencing studies. The result was shocking: The finger-
print pattern showed several alterations. Was it just bad luck of isolating a mutant by chance?
Careful analysis of many clones showed that it was by no means a rare accident: Most clones
had a few sequence deviations from the wild type, but the deviations appeared at different
nucleotide positions. Multiple amplification passages of the virus, however, resulted in reap-
pearance of the “wild-type” fingerprint. The Qp population is thus highly heterogeneous, and
the wild type is — even though by far the most frequent genotype — a minor fraction of the
population. Other mutants average each other out, resulting in a defined wild-type sequence.

Eigen and Schuster (1977) came to the same conclusion by theoretical considerations.
They started with an equation similar to equation (4.9), generalized for a large number of
different mutants:

dxi/ de = (Wy— E (D)) + SWipen (4.10)
k=i

where W, the mutation frequency, is the rate by which a daughter of type & is produced by

the mother m, and E is the relative net increase of the total population. x7 is the frequency
(proportion) of mutant 7 in the population. The first sum term of equation (4.10) is the selec-
tion rate value; the second is the mutational backflow gain, i.e., the production of species 7 by
mutational reproduction from all other genotypes.

Eigen and Schuster argued that for large population sizes, and after long growth times, a
steady state is formed where each mutant (including the wild-type) occupies a constant part ;
of the population, i.e, d ¥;dz = 0. They called this complex population—which is equivalent to
the “equilibrium population” obtained after several growth passages in the experimental work
(Domingo et al, 1978)—a “quasispecies” and proposed that for the estimated low fidelities of
the QP RNA replicase the “master” sequence, which has the maximum selection value and is in
most cases the most frequent type, was present only as a small fraction of the quasispecies
population. This prediction agreed with experimental findings with Qp (Domingo etal, 1978),
and it has been amply confirmed with many RNA replicons (Chapters 6 and 7). They showed
also that the defined wild-type (consensus) sequence is an average of the total population,
which coincides in most cases with the sequence of the master, which has the maximum selec-
tion value. Further analysis predicted that the chain length of the viral RNA contains the
maximum information that can be stably maintained with the fidelity levels displayed by the
replicase. This “error threshold” plays an important role for the genetic organization of viruses
and for new antiviral strategies, and will be revisited in more detail later (later in this Chapter
and in Chapter 8).

The Sequence Space

The large sequence heterogeneity of RNA viruses has been seen in all RNA viruses inves-
tigated (see Chapter 6). Normally, “mutant spectra” are described by aligning the mutant
sequences with that of the “wild type” (or zero mutation class). The spectrum contains many
one-error mutants, but also others which have more than one base exchanges, expressed as a
larger Hamming distance . Normally, a Hamming distance (Hamming, 1980) is defined for
genetic analysis as the number of nucleotide differences between two sequences; it would be
appropriate to refine it by a weighting function that takes into account differences in mutation
probability, e.g., to distinguish base transversions from base transitions.
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Some mutants may have high Hamming distances from the wild type. It is unlikely that
such mutants have been formed directly from the wild-type in a single replication cycle. Instead,
such sequences contain information about the kinship of the mutants. A topography to illus-
trate this kinship is the sequence space (Eigen, 1992). How can such a space be represented? A
plane suffices to represent sequences of length two, a cube for representing sequences of length
three. One-error mutants are then connected by an edge, two-error mutants by diagonals across
planes, and the three-error mutant at the opposite corner of the cube. Continuing beyond
chain length three requires a v-dimensional hypercube, which surpasses our steric imagination.
However, three essential features of the high-dimensional point space are apparent. (For sim-
plicity, we consider only a sequence space of binary symbols; the space can be expanded to
accomodate the four symbols of the genetic alphabet):

* The storage capacity, i.e., the number of corners of the hypercube, increases rapidly
with increasing dimension, i.e., as 2v. A 360-dimensional space (representing a nucleic
acid sequence with 180 positions) would suffice to map the whole universe (viewed as
a sphere with a diameter of about 10 billion light years) with a resolution in the A3
range, assuming as volume of the universe 10198 A3, Realistic genome lengths imply
hyperastronomically large numbers.

* Despite the large capacity, the shortest path to any point in the space is short indeed: v
steps suffice to reach the farthest point. If each step is unguided, however, the chance
of reaching a distant target by a random walk is practically nil.

* The large connectivity among all points of the v-dimensional hypercube, is intuitively
obvious. In av-dimensional space every point has v nearest neighbors, and | 4 | neighbors
within a distance 4. In the above-described space, every member has 10° neighbors within
a distance of 5 paces.

We now use the concept of sequence space for deepening our understanding of the
quasispecies.

The Quasispecies

No dimension in the sequence space is “favored”, so we could have used our above argu-
ments just as well for a v-dimensional plane. A vertical coordinate can be used to represent the
selection value, which provides a force directing a walk in sequence space. In this way a “fitness
landscape” is obtained. While gravity would guide the walk towards lower heights, the selec-
tion force drives the walk uphill. If random heights were assigned to the different points on the
sequence plane, a natural landscape would not be obtained. The distribution of heights in a
natural landscape is not random; the altitudes of near-neighbor points usually are not very
different.

However, while models are useful for testing possible properties of a phenomenon, it is
indispensable to show that the inferred property is indeed observed. This applies to the fitness
landscape. It is certainly much more rugged than a natural landscape, because it is not continu-
ous. By far the largest parts of the fitness landscape are lowlands with height zero; it is extremely
improbable to hit an elevated point by chance. On the other hand, natural populations contain
many few-error mutants that are viable or even (almost) neutral, i.e., they occupy elevated
points in the fitness landscape, the highest peak of which corresponds to the master sequence
for a defined environment. By directed mutation experiments, it can be shown that the further
we protrude from the master into the surrounding sequence space, the more difficult it becomes
to hit a success. Experimentally, the cross-section through a fitness mountain is by no means
anything as simple as a Gaussian function. A typical tour in the fitness landscape from the
lowlands to the master peak would thus not be a monotonous ascent, but would require ascents
and descents.
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Fig. 4.6. The target of natural selection. The phase transition-like character of natural selection is demon-
strated in this computer simulation (data from Swetina J, Schuster P. Self-replication with error—a model
for polynucleotide replication, Biophys Chem 1982; 16:329-345). Assumed is a binary sequence of com-
plexity v = 50. Mutants in the same error class are assumed to have degenerate selective values. The master
{0} has the highest selective value W, the (single) 50-error mutant {50} has 0.9 x Wj, the 50 different 49-
error-mutants have 0.5 x Wj, all other mutants have 0.1 x W, In the simulation, the relative population
numbers of the different error classes x, (obtained by summing over all x;-values of their N; members) are
plotted against the error rate. In the lower plota semilogarithmic plot is shown to show small contributions.
Two phase transitions are seen. At low mutation rates 1— g the sequence {0} is the winner of the competition;
the relative concentration of the near-neutral {50} competitor is very small. With increasing error rate, all
mutants increase at the cost of {0}. Ata certain error rate, there is a sharp ‘phase transition’ where the slightly
inferior sequence {50} takes over by virtue of its better mutant environment and x drops to very low value.
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It is interesting to inquire how a quasispecies is populated. To do so, another landscape on
the sequence plane must be constructed using absolute or relative population values as heights.
In contrast to fitness, which is an intensive quantity, population is an extensive quantity. Popu-
lation space can be studied experimentally far more easily than any fitness landscape; indeed,
the previously described sequence heterogeneity measurements (Domingo et al, 1978) as well
as Benzer’s experiments derived all their conclusions from investigating population landscapes.
Full analysis of a real population landscape would require the sequence analysis of a statistically
significant number of mutants, a task still not feasible with normal resources. However, the
experiments described in the next Chapter and many other data allow us to draw some conclusions.

* W see clearly that the population landscape and the fitness landscapes are not congru-
ent! Therefore, Darwin’s theory is not a trivial tautology boiling down to survival of
the survivors. A second trivial assumption is also clearly refuted: The population land-
scape is poorly correlated to mutation rates, and it is not possible to derive mutation
rates from mutant frequencies. Equation (4.10) clearly tells us that we have three cor-
related parameters: relative population (mutant frequency), fitness (selection rate value)
and mutational gain (mutation rates) and two of them must be known to calculate the
third.

* Comparison of the fitness landscape and the population landscape reveals that the
fitness landscape is much more “rugged”: a single step may lead precipitously to zero
height, while a second, compensating step may lead to a comparable fitness. On the
one hand, the population landscape is less rugged because the mutation term smoothes
it; there is no nonpopulated locus in the immediate neighborhood of a highly popu-
lated one. On the other hand, relatively small positional differences in the fitness land-
scape can cause dramatic effects in the population landscape.

* The population space does not monotonously decrease progressing away from the
master sequence. As in a natural landscape on earth, there are hills with smaller eleva-
tions grouped around the highest peak. These hills are the equivalent of a clan in a
normal population, because they comprise individuals of close kinship. The quasispecies
is thus divided into subpopulations that compete normally one with another, and the
mutation terms in equation (4.10) are dominated by contributions from members of
the same clan.

* The highest mountain peak in the fitness landscape is the master. It is not necessarily
the highest peak in the population landscape because of the contributions of the near-
est neighbor. The wild type consensus or average sequence is the gravity center of the
mountain in the population landscape which also does not necessarily share the same
locus in sequence plane with the master or the most populated mutant.

How should we visualize a quasispecies distribution (Domingo et al, 1995)? One way is to
imagine it as a continuous cloud in sequence space, denser in the interior, thin and fuzzy at the
rim of the cloud. The edges are irregular: Some parts protrude far out, while in some directions
the void begins after a few steps. This cloud in sequence space may not be the only one; many
different species of similar genome length may thrive in the same regions. The clouds are not

The logrithmic plot (lower part) emphasizes the sharp transition and the strong selection. Further increases
of the error rate lead to a drop of s in favor of its mutant spectrum, until eventually a second (and final)
error threshold is surpassed where the selection forces do not suffice anymore to stabilize any master. All
members of the sequence space are then equally represented (x; = 27%). Since Nas (the number of individual
sequences with a Hamming distance 25) is highest of all NV (Table 4.2), x,5 dominates. Selection hence may
be viewed as a kind of condensation of information in sequence space: Exceeding the error threshold means
that the information volatilizes through an error catastrophe, the error threshold being an analogue of an
evaporation temperature. (Courtesy of Drs. Shcuster and Setina).
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Table 4.2. Definition of parameters used in this Chapter

Vi The genome length of type i or the sequence complexity.

djj The Hamming distance between two sequences i and j, i.e., the number of positions at
which the genomes differ.

il The number of different symbols in the sequence (4 for nucleic acids).

q The fidelity, i.e., the probability of inserting the correct nucleotide.

1-qg The error rate, the probability of misincorporation .

Qa4  The relative frequency of misincorporation into a sequence of length v.
Ng  The number of different copies in the d-error class.

Qj  The probability of producing type i by reproduction of type j.

Qjj = Qé/Ng = q" {(q"-D/(p-1)}4

uniformly distributed in sequence space as a phylogenetic kinship of many species; instead, the
clouds are separated by large void distances, and the sequence barrier thwarts any possibility of
transfer from one cloud to another. There are large numbers of mountainous regions in the fitness
landscape, where the population landscape has no equivalent: some species are extinct and others
not created yet.

Exploration of sequence space is more efficient for RNA viruses than for cellular organ-
isms. Let us illustrate it by an example: The phenotypes of different species of the Leviviridae
family or of the rhinoviruses are practically indistinguishable one from another: Host range,
gene organization, plaque morphology, reproduction rates, electron-microscopical appearance
and the properties of the proteins are very similar. It is thus likely that they evolved from one
ancestor. Nonetheless, their genotypes are so different that even an alignment of genomic
sequences from different representatives is often difficult. This is in sharp contrast to cellular
organisms, where the phenotypes differ enormously while the genotypes show considerable
sequence conservation. The fitness landscape of Leviviridae is much more extended than the
population landscape: their phylogenetic inheritance demands that there is a wide mountain-
ous region in the fitness landscape connecting all Leviviridae genotypes, while the actual popu-
lation of a virus clone occupies but a tiny fraction of them. In the laboratory the wild types of
phage isolates can be amplified for many generations without much genetic drift, indicating a
defined fitness peak under normal laboratory conditions (cf. “punctuated equilibrium” Gold
and Eldredge, 1977). Environmental conditions vary more in the natural habitats, and the
sequence drift observed in geographically different isolates of one virus reflects these altered
conditions (Chapter 6).

Speculations are useful, but to make a speculation scientifically interesting, it must be free
from inherent contradictions and in agreement with observations. The more speculative a pro-
posal is the scarcer are the possibilities to test it by experiments. However, theories do provide
tools that can expose inconsistencies; one can use mathematical laws, add plausible assump-
tions to simplify them, and perform computer simulations. While neither computer simula-
tions nor experimental evidence can deliver the ultimate proof of a theory, both help to exclude
alternative explanations, raising the probability considerably that a proposed theory will stand
the test of time. Regarding quasispecies and fitness variations, an increasing wealth of experi-
mental evidence (discussed in Chapters 5-7) supports the theoretical concepts expressed math-
ematically in previous paragraphs. Table 4.2 summarizes the parameters used in this section.

The Error Threshold

In Chapter 3 we described the fidelity of template-instructed replication, and explained
how it can be measured. In cellular organisms, with their very long genome chain lengths, in
vivo fidelity is orders of magnitude higher than in vitro, because there is a large post-replication



Quantitative Molecular Evolution 61

apparatus that finds and corrects errors or chemical damage in the DNA. “Hot spots” with
high DNA mutation rates are thus often caused by a failure of the “repair” systems to find and
correct errors at specific loci. RNA viruses are usually single-stranded and post-replicative repair
is not possible. The mutation rates during replication in vitro and in vivo are roughly in agree-
ment. The use of uniform mutation rate values allows the calculation of mutation spectra
according to the Poissonian distribution:

The numbers calculated (Eigen and Biebricher, 1988) tell us that Qj; (see Table 4.2 for the
meaning of different symbols) drops sharply with increasing Hamming distance and increas-
ing sequence length, while Qy is nearly independent of the sequence length and moderately
dependent on the Hamming distance. In a normal laboratory sample containing 10'? viruses,
mutants can be found with Hamming distances of up to 15. However, to find just one specific
sequence with 10 positions out of 3000 altered would require a population of some 10°° viruses,
corresponding to 17 million metric tons of viral RNA.

The higher the error rate per nucleotide and the chain length, the smaller is the probabil-
ity to get offspring that are identical to the parent and to find the master sequence in the
population. Eventually, the dispersing force of mutation takes over and can not be compen-
sated by the focussing force of selection. There is an “error threshold” where the genotype and
its information content can no longer be stably maintained (Eigen, 1971).

vmax < Incy/(1 — q) (4.11)

In this relation, the maximum chain length of a genome that can be maintained, v, is
inversily proportional to the average error rate per nucleotide and replication round, 7. The
factor 0y gives a measure for the average selective advantage of the master in relation to its
mutant competitors. Obviously, this quantity must be larger than unity, because selection is
needed to filter out correct copies. Computer simulations (Swetina and Schuster, 1982) show
that the mutant spectrum gets broader with increasing error rate until an error catastrophe at a
critical error rate causes information to evaporate. Measurements of the chain lengths and the
replication error rates of RNA viruses show that the genome lengths of RNA viruses are close to
the maximum that can be maintained at the error rates measured for RNA replication. The fact
that the majority of RNA virus particles are not infectious even though physical defects of the
nonviable viruses can not be detected suggests that viral populations operate near to the error
threshold (see also Chapter 8). The inequality (4.11) also shows that parts of the genetic infor-
mation that do not contribute to the selection will eventually degenerate.

Measurements of error rates have shown that while RNA viruses are unique in their
requirement of very short genomes, they share with the majority of organisms the fact that they
thrive right at their predicted error threshold. Only bacteria and some DNA viruses seem to be
exceptions; their measured replication fidelity apparently is higher than expected from their
genomic complexity. However, bacteria often have to survive harsh conditions with high chemical
mutagenesis. It is known that under stress, e.g., when the genome is damaged, the fidelity of
bacterial replication drops by several orders of magnitude. Some DNA viruses usurp for their
own replication the host replication apparatus, which is adapted to a much higher genome
length. Other, more complex DNA viruses encode their own DNA polymerases, usually also
including a proofreading activity (Chapter 7). It is not clear yet whether some complex DNA
viruses develop additional devices to increase their genetic diversification rate, e.g., by coding
for nonspecific recombination enzymes, or by interfering with cellular repair functions.

The fitness of a type defines its evolutionary success, i.e., the trend in which its population
size may develop. Equation (4.11) shows the many contributions to this quantity. Computer
simulations show clearly that—at error rates near to the error threshold—it is not necessarily
the individual with the highest selection value that is selected (Swetina and Schuster, 1982;
Eigen, 1986). The selection values of close kinship also contribute, and a small clan with an
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isolated highly fit leader is usually at a disadvantage compared to a large clan with smaller but
more broadly distributed selection value. If, in this simulation, the error rate is ceteris paribus
continuously decreased, a second “phase transition” is observed at a defined error rate below
which the small clan with the higher singular selection value is favored (Swetina and Schuster,
1982). A number of studies on fitness variations of RNA viruses both in cell culture and in vivo
are extensively discussed in Chapter 7.
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CHAPTER 5

Darwinian Evolution of RNA in Vitro
Extracellular Darwinian Experiments

Darwinian evolution in action. Simplifications and abstractions were required, and

experimental systems in which reproducible and constant environmental conditions can
be established are of great value. An ideal system should have only a few biochemical steps for
translating a genotype into a phenotype and a short genome for keeping the sequence space
small and for conveniently sequencing the entire genome, to define the genotype unambigu-
ously. Finally, one needs a high mutation rate to observe evolution at laboratory scale time
periods. Table 5.1 summarizes key parameters of a number of biological systems that have been
employed to approach evolutionary problems, starting with the garden pea used by Mendel,
progressing to the Drosophila system used in the first half of the XXth century, and onward up
to bacteria, viruses and finally RNA molecules.

The first and still one of the best-suited experimental systems for studying evolution in
vitro was devised by Sol Spiegelman (1971). Soon after discovering a procedure for replicating
RNA in vitro (Spiegelman etal, 1965), he began to exploit its potential for the study of molecular
evolution. In 1967 he and his coworkers (Mills et al, 1967) published a classical work entitled
“An extracellular Darwinian experiment with a self-duplicating nucleic acid molecule”. They
wrote: “It is of great interest to design an experiment which attempts an answer to the follow-
ing question: “What will happen to the RNA molecules if the only demand made on them is
the Biblical injunction, multiply, with the biological proviso that they do so as rapidly as pos-
sible?””. They started their experiment by providing a growth medium containing the monomer
precursors and QP replicase as the enzyme to replicate infectious QB RNA. After a few min-
utes the reaction would stop because as RNA had accumulated the precursors were consumed;
to circumvent this, they serially transferred aliquots of RNA into fresh growth medium. Under
these conditions, because RNA was neither translated nor packed into virions it was plausible
that much of the genome information was dispensable. Indeed, after just 5 transfers the syn-
thesized RNA was already no longer infectious. The rate of RNA synthesis increased after a few
transfers, and the incubation periods for the transfers could be shortened. After 75 transfers,
the RNA was analyzed by the techniques then available. From the sedimentation rates it was
estimated that the final replicating RNA had retained only about 17% of the chain length of
viral Qf RNA, yet it showed a 2.6-fold enhanced nucleotide incorporation rate. Therefore, the
replication rate per RNA molecule was estimated to be about 15-fold compared to Qf RNA.
Its base composition differed significantly from that of viral RNA; its A:U and G:C ratios
differing from unity indicated a single-stranded product, which was confirmed by its sensitivity

I n the previous Chapter we described how quantitative measurements have led to studies of

Quasispecies and RNA Virus Evolution: Principles and Consequences, by Esteban Domingo,
Christof K. Biebricher, Manfred Eigen and John ]J. Holland. ©2001 Eurekah.com.
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Table 5.1. Some biological systems used in evolutionary research

Species name Genome Generation Typical Mutation rate
size [bases] time [s] size population size  (subst./nucleotide)

Pisum sativum 1x10" 3.15x 107 5x 102 10° 107"
Drosophila melanogaster 2.6 x 10° 1.2 x 10° 5x10° 10°-107°
Escherichia coli 3.4 x10° 1.0x 10° 10" 10%-108
Phage QB 4.2x10° 240 10™ 3x10*
MNV11 RNA 86 40 10" 3x10*

to ribonucleases. Spiegelman and colleagues concluded that a new RNA “variant” had gradu-
ally evolved from the Qf RNA.

Experiments starting with Q3 RNA, or one of the variants, and applying different selec-
tion pressures “revealed an unexpected wealth of phenotypic differences which a replicating
nucleic acid can exhibit”, e.g., growth at low or strongly biased nucleotide precursor level or
resistance against replication inhibitors (Levisohn and Spiegelman, 1969; Safthill et al, 1970).
New phenotypic properties were shown to be passed on to descendants grown in the absence of
the selection pressure, which can only be explained in terms of mutation and selection. The
selection conditions and the products are compiled in Table 5.2

Spiegelman’s experiments were a milestone in the study of evolution, showing for the first
time that molecules able to sustain self-reproduction show Darwinian evolution just as living
organisms do. Previously, phenotypic alterations were supposed to be expressed only by altered
proteins. The isolation of adapted RNA mutants under conditions where the replicase could
not be altered shows that modification of an RNA interacting with a preexisting protein is an
efficient alternative strategy of evolution (Orgel, 1979).

Unfortunately, the limited knowledge at that time of the RNA replication system and the
lack of defined homogeneous replicase preparations prevented a clear-cut interpretation of
what was happening at the molecular level. Indeed, many results were puzzling and difficult to
reconcile with a gradual evolution (Biebricher, 1983):

¢ Different independent isolates of the variant RNAs had indistinguishable properties, e.g.,
the same molecular weight and the same base composition. Mutations, being stochastic
and irreproducible events, should lead to different emerging variants.

* Sequence homologies or hybridization between Qf RNA and the variant RNAs were not
established. It could not be excluded that the variants orginated by another event or from
another source, since replicase preparations at that time were partially fractionated, crude
extracts from infected bacteria.

It is a pity that such a central experiment has not been repeated under more stringently
defined conditions and with careful investigation of the evolution intermediates. Spiegelman
and colleagues suggested it, remarking: “The experimental situation provides its own paleology;
every sample is kept frozen and can be expanded at will to yield the components occurring at
that particular evolutionary stage.” (Mills et al, 1967).

Spiegelman’s experiments provoked mixed reactions, ranging from enthusiasm to irrita-
tion. Some virologists considered the experiment “the search for the most beautiful carcass”
and the resulting variants as “nonphysiological”. This is of course true, because the resulting
variant has lost infectivity, together with most other capabilities of the viral RNA. As with
genetic experiments using bacteria, the observed evolution is essentially degenerative. How-
ever, evolution experiments in vitro abstract from the enormously complicated networks acting
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Table 5.2. Properties of variants of Q3 RNA

Variant Precursor Number of Fail Conditions Phenotype

transfer
V-1 QB 74 12 standard fast growth
V-2 *QP 17 10%-10%  standard could be cloned
V-3 V-2 ? ? 16 uM CTP grows at limiting [CTP]
V-4 B 10 10°-10"" 16 uM CTP indistinguishable

from V-3

V-6 V-4 40 10* 5 uM CTP as V-4
V-8 V-6 16 10* 12 UM NTP grows at limiting [NTP]
V-9 V-8 19 10* 240 pM TuTP resistant to tubercidin
V-40 V-2 108 11 40 pg/ml EtBr resistant to EtBr

in vivo to focus attention on one basic step, RNA replication. The phenotype is thereby clearly
defined as the ability of an RNA to direct the replicase to replicate it; there is no need for gene
expression by translation and for regulated synthesis of precursors. Darwinian evolution is not
necessarily associated with higher complexity of the product of evolution; it does not have an
inherent teleology.

In order to carry out quantitative RNA evolution experiments in vitro the following con-
ditions must be met:

1. The replicase and the substrates must be meticulously pure, in particular, free of con-

taminating templates.

2. A defined replicating RNA species, if possible, of short chain length, must serve as

template.

3. During the experiments, evolution intermediates must be isolated and characterized.

4. The genotypes of the starting templates, the evolutionary intermediates and the selected

product must be compared. An unequivocal sequential kinship of these RNAs must be
shown.

Spiegelman and coworkers were able to isolate and characterize an RNA species that
was suitable for evolution experiments under defined conditions (Mills et al, 1973). It was
named “midivariant” or MDV-1, because they assumed that the sequence was derived from
the QP genome itself. With a chain length of 221 nucleotides, it was larger than many other
replicating RNA species but shorter than the variants listed in Table 5.2. Sequence analysis
of MDV-1 RNA indeed revealed sequence relationships with QP viral RNA; however, since
about as much or even higher homologies can be found to other RNA sequences, that
homology is inconclusive.

A large variety of short-chained RNA species have been isolated—essentially by incubating
replicase with substrates in the absence of extraneously added template—and sequenced
(Schaffner et al, 1967; Biebricher and Luce, 1993). Their chain lengths range from 25-250
nucleotides. We shall discuss their origin later, and consider first the chemical kinetics of the
replication process itself.

The Kinetics of RNA Replication

For quantitative studies of RNA evolution a mathematical description is indispensable.
For more complex replicons such as viruses, discussed in following Chapters, kinetic parameters
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are difficult to define and to express in mathematical terms. The parameters used in the follow-
ing sections are given in Table 5.3.

RNA Growth Rates

Quantitative replication rate studies have been done by measuring the rate of incorpora-
tion of nucleotides into RNA. A typical incorporation profile is shown in Figure 5.1. Three
phases of replication can be distinguished:

1. An exponential growth phase, where enzyme is in excess relative to the template, and

the RNA concentration is amplified exponentially.

2. A linear growth phase during which the replicase is saturated with template.

3. Eventually, for reasons similar to those governing bacterial growth curves, the RNA
concentration levels off to a maximum value.

Kinetic studies of the replication process support the replication mechanism described in
Chapter 3. The RNA template binds specifically at its 3" terminus to the replicase enzyme, and
the replicase synthesizes a complementary antiparallel replica strand. After the replicase reaches
the 5' terminus of the template, the replica is polyadenylated at its 3' terminus and released.
The remaining inactive template-replicase complex dissociates slowly into its components; this
step is usually the slowest step in the cycle. In the linear phase, recycling of the replicase is
rate-limiting, while excess replicase is always available in the exponential phase (Biebricher et
al, 1983).

Several consequences of these features have to be considered when interpreting the selec-
tion of self-replicating RNA species:

e RNA molecules do not replicate strictly autocatalytically; there are two complemen-
tary RNA strands that replicate one another cross-catalytically. A mutation in one
strand results in a corresponding mutation in its complementary strand. Hence, the
genotype comprises both complementary sequences.

* Because the template is released much later than the replica, the duplication kinetics
are not as simple as with dividing bacteria. The growth characteristics are more closely
analogous to Fibonacci’s two-step growth system, illustrated by the increase in the
number of rabbits reproducing and maturing over equal time intervals. At large popu-
lation sizes, the series of Fibonacci numbers grows exponentially (Eigen et al, 1991).
Because excess replicase is always available in the exponential phase, the overall rep-
lication rate in the exponential phase is higher than in the linear phase, where recy-
cling of the replicase is rate-limiting.

e Single strands fold to complicated secondary and tertiary structures that strongly
influence the rates of the initiation, elongation and termination steps. For evolution
studies, this is highly advantageous, because all parts of the sequence are important for
selection. If only parts of the sequence (e.g., initiation signal sequences) would deter-
mine the replication rates, selection degeneracy in the other sequence parts would
result, and a stable mutant distribution could not be built.

The steps involved in RNA replication have been described in Chapter 3. We can choose
conditions which allow the reaction dynamics to be described in simplified form. Mutations are
disregarded, and saturating, buffered monomer concentrations and high enzyme concentrations
can be assumed. Under those conditions, all steps required for replica synthesis may be com-
bined into a single first-order elongation step. If all steps are considered to be irreversible, the
cross-catalytic cycle depicted in Fig. 5.2 is obtained. If plus and minus strand cycles behave
similarly, the mechanism reduces to a single effective autocatalytic cycle. Indeed, optimized
fast-growing RNA species are observed to have about equal concentrations of plus and minus
strands, suggesting similar rate constant values for the complementary cycles.
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Table 5.3. Definition of the parameter used for RNA replications studies

Concentrations

[ Concentration of free single-stranded RNA of type i [mol/I]*
['EIl Concentration of active replication complexes with
template of type i [mol/l]
[E] Concentration of inactive replication complexes with
template of type i [mol/l]
[E] Concentration of free enzyme [mol/l]
[Ed Total concentration of template strands of type i
complexed to enzyme; [Ec = ['EN] + ['E] [mol/I]*
[Eo)] Total concentration of enzyme; [Eo] = [E] + 3 [’E.]; standard value
2x107 [mol/I]**
[1,] Total concentration of template strands of type i; o) = [ + ['Ed [mol/I]*
Rate constants
Ki Experimentally measured growth rate of type i in [s7]
the exponential growth phase
Pi Experimentally measured relative rate of RNA synthesis per [s]*
template strand of type i bound to replicase, including miscopying;
pi= dl1,J([Ecldr)
ka Rate constant for replication complex formation in an RNA [I/mols']*
between strand of type i, with replicase; standard value 107
ke Rate constant for synthesizing and releasing a replica from [s7]
a replication complex of type i, leaving behind an inactive complex;
standard value 10!
kp Rate constant for dissociation of the inactive complex of type i, [s]*
dissociating into free RNA and replicase; standard value 102
ik gs Rate constant for double strand formation between one strand [I/mols']*
of type i and the complementary strand of type j; for i = j homo-
duplex, for i = j heteroduplex formation; standard value 5 x 10*
A Relative rate of RNA synthesis, miscopying included, for a homo- [s7"]
genous population of type i, leaving as template; A; = 'kg['EI]/[l,]
D; Relative template loss rate; mainly governed by double strand [s7]
formation; D; = [11/[1,] Zﬂ%[ﬂ]
Ei Relative net excess RNA prodution rate with type i as template, [s7']*
including miscopying; E;= A;— D;
E Relative next excess RNA production rate for all RNA types; E=3Ex; [s7']**
’,-,E E;, E in the quasispecies steady state [s7]*

kK

Quantities that can be measured;
quantities that are easy to measure.
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Time/min

Fig. 5.1. Incorporation profiles of QP replicase. The mix contains buffer, Mg?* ions and the four nucleoside
5'-triphosphates, one of them radioactively labeled. The acid-insoluble radioactivity is measured and the
amount of RNA produced per enzyme molecule calculated. The overall re]i)lication rate in the linear growth
phase, p, is determined from the slope of the linear part of the profile, %! /d¢ . The overall replication rate
in the exponential growth phase, K, is determined from recording the %Fg)ﬁle at different dilutions F; of
the template RNA (in the above profiles 102 and 10~%) and determining the rate from the displacement
of the curve on the time axis At. K = /nFy/At. From the profile shown here, p = 6.1 x 102 and k =
1.6 x 1072571, See Biebricher, 1986 for more details.

The basic rate equations can be derived in a straightforward way. Let [#/] be the molar
concentration of unbound RNA species 7. Free 71 binds to replicase E with second-order rate
constant 724 to form the active replication complex 7EI, which synthesizes and liberates the
replica RNA strand with first-order rate constant 7¢E. The remaining inactive complex 7EI
must dissociate into its components with first-order rate constant 7D before the enzyme can
again serve as replicase. The template-enzyme complexes as well as the free complementary
strands constitute replication intermediates analogous to different development groups or
age groups of organisms; the sum [/Ec] = [ZEI] + [/IE] represents the total concentration of
replication intermediates, and the sum [I] + [EI] + [/IE] corresponds to the total popula-
tion of RNA species 7, [4l,].

The rate equations are:

d[EX]/d¢ = "k4[E] [1] — "k£[E]

d[IE]/ds = *kg[E1] — ‘kp['El]
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Fig. 5.2. Simplified mechanism of RNA replication by QP replicase. On the left, the simplified cross-
catalytic cycle is shown, which can be further simplified to an autocatalytic one (on the right). RNA template
(I) binds with the rate 44 to replicase (E) to form the active complex EI. A complementary strand is
synthesized and released with the rate 4g. The remaining inactive complex IE dissociates with the rate 4p
into its components. See Biebricher et al, 1983 for a more detailed mechanism.

d['E,)/d¢ = *k4[E] [1] - “kp[IE] = —d[E]/dt
d[1)/d¢ = *k['E1] + “kp[lIE] = —k4[E] [T]

d[1,)/dz = kg[’EL] (5.1)

It is often useful to describe the relative population change, and we obtain

(Al =i (B0 (5.2)
["To)de ["To]

This equation, well known in population mathematics, states: The relative rate of popula-
tion gain is equal to the proportion of the population in the reproducing age times its birth
rate. We may define 4; as relative growth rate of species 7 for the exponential growth phase
A; = 'k, where 'k is the overall exponential growth constant of species 7.

In animal populations, newborn individuals undergo long maturation periods before they
reach reproductive age, while the time interval between deliveries in breeding adults is much
shorter. In RNA reproduction, the opposite is the case: Nascent free replica strands bind rap-
idly to enzyme and immediately begin to reproduce, while the parent template requires a long
period until it is recycled and ready to reproduce again (Biebricher et al, 1991).

How can we determine the proportion [EIN/['L,)? It can not be measured directly, so
indirect ways are needed to calculate it from quantities which can be measured. As shown
initialy by Fisher, a growing population will have, after an equilibration period, a stable age
distribution, leading to coherent growth of all intermediates:

A oA _ dED _ dPIE) _ dOL) i (5.3)

j=E ==
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In the linear growth phase, after an equilibration period, a steady state is established in
which the concentrations of the replication intermediates do not change and the flux through
each step is equal to the reaction velocity »:

v ="kal'T] [E] = "k:'EI] = "kp['E] = ‘p[E] 6.4)
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Because the dissociation rate £p is rate-determining, and the concentration of free enzyme
very small, O[EJ] = p[lE,] , where [E,] is the total replicase concentration, bound and free,
both “ and ’p are thus functions of "y, g and “kp. At replicase concentrations in excess of
100 nM, template binding is found to be much faster than the two other steps. Under these
conditions, 'k and ‘p are to a good approximation functions of %p and £ alone. ‘k and p can be
readily determined as shown in Figure 5.1, and the "k and 'k values can be calculated from them.

In the exponential growth phase, 4; is constant. In the linear growth phase, however, it
varies because the fraction ['E.]/['L,] changes with time. We can define an apparent (steady
state) enzyme binding constant

e [E] —i/?A_%J

that allows the calculation of the fraction Z'[Ef]_/ IL,] ; note that [I,] = ['E] + [I]. In the linear
growth phase, ['E.] = ['E,] and thus ['I] [E] = ‘Kz [E,].

Double Strand Formation

At high concentrations of free RNA, the two complementary strands can react with one
another to form double strands with the rate constant 4. The double strands are found to be
inactive as templates, and this reaction therefore leads to a loss of reproductive individuals
(Biebricher et al, 1984, 1991). We assume in the following that double strands neither inhibit
nor enhance replication of single-stranded RNA, an assumption which is not entirely realistic
because double-stranded RNA does bind to enzyme and thus inhibits the replication process.
Ignoring this effect, the relative population change due to destruction or death of individuals
oftypeiis D;, D;=2 W[ [T)/[L,] or—Ffor equal concentrations of plus and minus strands—
D; = 1/2%%,4[1)*/['1,]. Destruction by other reactions, e.g., by hydrolysis, is negligible under
normal experimental conditions.

Incorporation profiles (Fig. 5.1) do not show this destruction, and additional product
analysis is required to measure the loss rate. In the exponential growth phase, newly-formed
single strands are quickly complexed by replicase and thus protected against double strand
formation. With most optimized RNA species, double strand formation in the exponential
growth phase is not observed; however, during the replication of species having weaker sec-
ondary structures, replica and template may combine before the replica is released. A certain
fraction of templates is thereby lost, a heavy disadvantage that favors selection of mutants
where this does not happen. For optimized RNA species, we may neglect this reaction path.

The dynamic behavior can be summarized as follows: In the exponential growth phase,
the dominant intermediates are bound to enzyme ((E.)). In the linear growth phase, the
enzyme is mostly complexed and free strands accumulate. With growing concentration of
free strands, destruction by double strand formation becomes important, and soon a steady
state is established where synthesis of new strands by replication is balanced by loss through
double strand formation and the net relative production of RNA vanishes (£;... A;— D; — 0).
In this growth phase, (denoted with a tilde), only the concentration of double strands increases,
with d[I1])/d¢ = 1/2°p[E,], and the steady state concentration of free strands is

[T} 2LE) ik, (5.5)

Selection Among RNA Species

When two or more RNA species are present in the template population they compete
with each other. As long as the sequences and the physical properties of the species differ, the
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outcome of the competition can be easily followed (Fig. 5.3). In this case, “type” is classified as
all forms of the RNA strands belonging to the species, and mutation can be disregarded, because
interconversion from one type to another is prohibited by the species barrier. Interpretation of
the population dynamics is simplest in the exponential growth phase under conditions of small
populations, when all resources required for amplification are present in excess. Under these
conditions, each species grows with its characteristic rate; the population is enriched in the
species with the higher growth rate and depleted in the species that grow more slowly. The
fitness of each species is then characterized by its fecundity (Biebricher et al, 1985, 1991). The
quantitative change of the population composition is determined by the growth constants:

(Do) = [To] (1k-2k)
oy ok, (5.6)

The population composition changes exponentially, and very small differences in growth
constants imply large composition changes at long times. When the k differences are large,
selection is dramatic: Suppose that an RNA species with a  value 1/10 of that of an optimized
species has to be amplified by a factor of 10. During that time a single strand of the optimized
species is amplified by a factor of 10", i.e., to macroscopic appearance! When small popula-
tions containing several species are amplified, the slower species usually escape detection. For
example, in an experiment where viral receptors were picked and sequenced (Domingo et al,
1978), only neutral or nearly neutral mutants were detected; seriously disadvantaged viruses
will not have formed a visible plaque in the time period needed to amplify the faster ones to
plaque size.*

For describing RNA evolution clear definitions and parameters that can be readily mea-
sured are required. Random effects may be neglected by assuming large populations. We define
a selection value that describes the relative change of the relative population as follows:

S;= fjé’f’k (5.7)

In the exponential phase, g is constant and equal to the growth rate constant. In the linear
growth phase, RNA selection is quite different: Often species with lower replication rate con-
stants are selected (Fig. 5.3). In the linear growth phase, a resource—the replicase—is limiting,
and the species that binds to a released replicase molecule most quickly will be selected, what-
ever its replication rate may be. Under these conditions, quantitative description of the selec-
tion process is more complicated because the selection value is a function of both type 7 and its
competitors. The outcome can be determined most conventiently by computer simulations:
The rate equations for competing species are set up to express sharing of resources. Calculated
profiles again matched the experimental results with appropriate values taken for the rate con-
stants. A typical example of a selection experiment, starting with two RNA species (MNV-11
and MDV-1) and its computer simulation is shown in Figure 5.4.

*What happens if both species grow at exactly the same rate? One would assume that then the composition

does not change. However, as described in the previous Chapter, there are always growth fluctuations in
finite populations. If no mechanism corrects the fluctuation, the population also fluctuates. Furthermore,
in all selection events, the effects of fitness may be overcome by other events that work more or less at
random. For example, in a serial transfer only a part of the population is taken for further breeding. If the
aliquot and the population are small, individuals are selected mainly at random. If the contributions of
fitness differences are smaller than those of such random events, a “neutral drift” could be observed.
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Fig 5.3. Competition between the RNA
species MNV-11 and SV-11 in the expo-
nential (top) and linear (bottom) growth
phases. The serial transfer experimentstarted
with equimolar amounts of both species.
Serial transfers in the exponential growth
phase were diluted 1000-fold into fresh
medium after incubation for 5 minat30°C,
in the linear growth phase diluted 50-fold
after incubation for 30 min. The radioac-
tively labeled species were separated by
polyacrylamide gel electrophoresis and de-
veloped by autoradiography. The double
band with the lowest mobility are hybrid
partial double strands between MNV-11
and SV-11, the nucleotide sequences of
which are strongly related one to another;
the other bands are the single and double
strands of MNV-11 and SV-11. Plus and
minus strands of MNV-11 single strands
are separated under these conditions. In the
exponential growth phase, MNV-11 is se-
lected due to its higher overall growth rate,
while SV-11 is selected in the linear growth
phase due to its faster replicase binding rate.
After Biebricher and Luce, 1992.

In the late linear growth phase, loss by double strand formation must also be taken into
account in modeling the selection process. When the RNA sequences differ significantly, the
formation of heteroduplexes is negligible. Species with low concentrations of free single strands
are favored by low loss rates through double strand formation; eventually the population will
reach a steady state where its relative composition, aside from the growing double strand con-
centration, will not change anymore: A stable ecosystem has been formed (Fig. 5.4). The value
of the model system is illustrated by the fact that the homologous phenomena observed in
organismic evolution—selection by fecundity, by competition for resources or by death rate
reduction—not only occur in this system, but can be clearly quantified (Biebricher et al,
1985, 1991).

Mutation in Replicating RNA

For describing the interplay of mutation and selection we have to define as type 7 the
mutants of an RNA species. As noted in the previous Chapters, the experimental challenge is
great, because the types have to be distinguished by their genotypes and because the only
rigorous way of determining the muration rate is to avoid selection by restricting growth to a
single generation. In RNA synthesis, this is rarely possible, and we thus must nearly always
consider contributions both from mutation and selection. From in vitro (Batschelet et al, 1976)
and in vivo studies (Drake, 1993; Drake and Holland, 1999), average error rates per nucleotide
incorporated are estimated to be of the order of 10~%. This implies that while the majority of
phage RNA progeny are mutants, for the much shorter sequences used in in vitro experiments
the majority of the replicas should have the same, i.e., correct, sequence.
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Fig. 5.4. Simulation of the competition between two RNA species. Standard rate parameters for the species
were used, except for 2k, = 4 x standard and %kp, = 1/4 standard values. "y = 22k = 5 x 10471, Initially
both species are present at concentrations of 1 pM. In the exponential growth phase (0-8 min), the smaller
2kp value is detrimental: species 1 (filled symbols) grows more rapidly to saturate the enzyme and enter a
steady state of double strand formation (8-12 min); its net synthesis £ vanishes. Species 2 (open symbols)
continues to grow exponentially with a lower rate. Macroscopic selection in the linear growth phase takes
place when species conquers the majority of the enzyme due to its higher enzyme binding rate ' 4 (12-40 min).
Eventually, an ecosystem is formed where £}, £, and E disappear. After Biebricher et al, 1985.
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The experimentally determined mutant spectrum of the replicating RNA species MNV-11
(Rohde et al, 1995), however, was surprisingly different: After many serial transfer passages
under constant conditions to reach population equilibrium, a broad mutant spectrum was
found (Fig. 5.5). Mutant spectra of populations produced by growth under slightly different
conditions were significantly different fom one another, and the implications of the quasispecies
concept described in the previous Chapter were fully confirmed. For the analysis of the sequence
and the properties of the mutants, a representative collection of mutants was cloned under
conditions where the mutant spectrum was not distorted by selection bias and error multiplica-
tion. This was achieved by cloning the RNA into DNA and sequencing a representative number
of the cDNA clones. The RNA genotype that initiated the clone could be readily (and accu-
rately!) reproduced by transcription from the DNA clones. This may seem implausible because
the fidelities of transcription and replication are about equal. However, transcription uses
exclusively the original (DNA) template, thus avoiding error propagation, while replication
also uses the copy as template.

The mutant spectrum of MNV-11 (Fig. 5.5) was found to be broad. The master sequence
was the most frequent genome, but it represented always a minority of the quasispecies popula-
tion. Some positions of the sequence were highly conserved while others varied. Base transitions,
base transversions, base deletions and base insertions were found, in one case a duplication of a 7
base motif. Mutations are independent events, and if mutations were predominantly responsible
for the mutant frequency landscape, one would expect to find a high frequency of one-error-mutants
and much smaller frequencies of two-error- or multi-error mutants. This was not the case, and
mutants with up to 10% of the positions altered were observed. Therefore, the mutant fre-
quency landscape is predominantly shaped by the selection values, and indeed the analysis of
isolated mutants showed that they are neutral or nearly-neutral. In the linear growth phase,
selection is dependent on many parameters, and the master was the best compromise in repli-
cation speed, competing for replicase and minimizing double strand formation.

Experiments suggested that RNA structural elements are crucial for maintaining the rep-
lication efficiency (Zamora et al, 1995). Mutations that disturbed the secondary structure could
often be compensated by further mutations restoring their replication efficiency. Directed
mutations of the Qf genome were also shown to result in compensating pseudorevertants
(Olsthoorn and van Duin, 1996; Klovins et al, 1997).

Of particular interest is evolution in the exponential growth phase, because the selection
values are then equal to the overall replication rate constants. Therefore, there are fewer con-
straints than in the linear growth phase, and as a consequence, the master sequence was found
to be degenerate (Fig. 5.5). Remarkably, the master sequence of the linear growth phase was
not detectable in these experiments.

Adaptation of RNA in Vitro

When conditions for replication of MNV-11 were changed, e.g., by increasing the ionic
strength or adding replication inhibitors, a rapid replacement of the mutant spectrum by a new
one was observed (Fig. 5.5). In agreement with the theoretical results of the quasispecies, the
first step in evolution is the selection of the most adapted mutants already present in the
quasispecies, and not—as previously assumed—the generation of new mutants. When the
concentration of the adapted mutants rises, new mutations are formed with a higher probabil-
ity, and the mutant frequency landscape floats in the sequence plane to the positions dictated
by the fitness landscape. Eventually, a new stable equilibrium mutant spectrum is built up
around a new master sequence.

The adaptation of RNA species to new phenotypes has been the subject of many qualitative
and quantitative studies. The speed of adaptation is strongly dependent on the population size.
In small populations, many steps are required to reach a new equilibrium, and each of them
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Fig. 5.5. Sequence determination of representative subclones of quasispecies populations of MNV-11 grown
in the linear growth phase (upper part) and exponential growth phase (lower part). Populations are indicated
by letters: m, 5 h incubation in the linear growth phase; n,p, after 2 h incubation in the linear growth phase
the strands are melted and separated into plus (p) and minus (n) strands; x, 8 h. Incubation in the linear
growth phase in the presence of 50 mM (NHy4),SO4. Numbers indicate the mutant isolate. All mutants
occurred only once, the wild type (wt) occupied about 40% of the population. The number in the last
column is the number of deviations from the wild type sequence. The population 1 was obtained by
10°°-fold amplification in the exponential growth (10 serial transfers with dilution factors of 1000 and
incubation of 6 min). The master sequence was degenerated (N in the last columns indicates the absolute
mutant frequency). The wild type of the linear growth type was not found in this population. After Rohde
etal, 1995.

must have a small selective advantage of its own. Small populations and “rugged” fitness land-
scapes usually result in irreproducible pathways through the sequence plane and different out-
comes of evolution experiments under otherwise identical conditions (Biebricher, 1983). The
chance to populate a position with a high fitness in a Hamming distance of a few steps depends
on the Hamming distance itself, the number of possible routes to reach it, and on the the
deepness of the ditches that have to be crossed. If one of the steps leads to a lethal mutant that
can not replicate, this position in sequence space must be crossed with a jump, i.e., by simulta-
neous mutations in more than one position.

The first quantitative adaptation experiment reported was the adaptation of the species
MDV-1 to small concentrations of ethidium bromide (Kramer et al, 1974). The adapted
sequence (averaged over the RNA population) was altered at three positions, which had to be
selected step by step, because the transfers started with a population of only 10° strands. The
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single-error mutant was already in the quasispecies population, and the next mutations occurred
in the 7th and 12th transfer, respectively. As expected, the adapted mutant was slightly inferior
in the absence of ethidium bromide. However, the selection was difficult to interpret, because
of the small populations and the strongly changing selection pressure when going through the
different growth phases.

Eigen and collaborators (Schober et al, 1995) have developed a machine that avoids these
disadvantages. It keeps the species in the exponential growth phase, because real time RNA
concentration measurements trigger the next serial transfer before the enzyme is saturated.
Furthermore, RNA populations never drop below 10'!. Using this device, a variant MNV-11
resistant against RNaseA has been selected. The sequence of the final product has been deter-
mined, but the route through sequence space is unknown.

Recombination Among RNA Molecules

In organisms with large DNA genomes the high DNA replication fidelity makes large jumps
impossible and adaptation via mutations extremely slow. Adaptation involving larger changes of
the genotype is only possible via the alternative route of recombination. Recombination in most
RNA viruses has been documented only over the last two decades because it is often rare and
thus difficult to detect (Lai, 1993; Palasingam and Shaklee, 1992; Weiss and Schlesinger, 1991).
Several alternative mechanisms of recombination have been proposed, the simplest and most
plausible being “copy choice”, i.e., the replicase switches templates during a replication round.
RNA recombination is usually only detected when an advantageous product is formed, e.g., by
restoring wild type from two different, seriously handicapped mutants (see also Chapter 6).

In the Qp-replication system an RNA species replicated by Qp replicase was isolated
which appears to be a recombinant between part of the replicase gene of Qf and a tRNA
(Munishkin et al, 1988). RNA recombination by Qp replicase in vitro has also been observed
(Biebricher and Luce, 1992). In the evolutionary optimization of RNA species in vitro, RNA
duplications produced by RNA recombination, followed by mutation, seem to be an impor-
tant pathway to increase sequence complexity (Biebricher, 1983; Biebricher and Luce, 1992,
1993). Due to the rarity of RNA recombination in some viruses, its importance in virus evolu-
tion is difficult to assess, but it may have been underestimated for a number of viruses (Chap-

ter 6).

Can Biological Information Be Generated De Novo?

All experiments described so far showed Darwinian adaptation to the environment, i.e.,
optimization of a preexisting biological function. Evolution, however, is able not only to adapt
but also to create. Is it possible to obtain a replicating RNA in the absence of a template?

Such a proposal might seem tantamount to a relapse into old, erroneous theories of de novo
synthesis of vermin organisms from organic waste. On the molecular level, the circumstances are
different: Recently many experimenters succeeded in selecting RNA with entirely new func-
tions from random RNA sequences (Chapter 8). Nobody is troubled by these experiments,
because the human ingenuity behind them is recognized as a potent driving force. Natural
selection can do the same, however, even though the probability of finding a useful locus in the
vast sequence space is extremely low. On the other hand, we have seen in the previous Chapter
that it is not necessary to hit a particular locus: It suffices to hit a mountainous region in the
fitness landscape. The route to the peak(s) is then guided by evolutionary forces. In other
words, the large number of total losers in the lottery is compensated in part by the large num-
ber of minor wins.

Indeed, it has been possible to create novel replicable RNA species. Two basic strategies
have proved successful:
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1. In one procedure winners are selected from a huge library containing randomly assembled
sequences (Biebricher and Orgel, 1973; Brown and Gold, 1993).

2. In the other, very pure RNA replicase at high concentrations is incubated with high nucle-
otide triphosphate concentrations. After long incubation periods, replicable RNA was pro-
duced (Sumper and Luce, 1975). As one would expect from such experiments, different
RNA species were selected in each experiment (Biebricher et al, 1981a; Biebricher, 1988),
even if they were produced under completely identical conditions (Fig. 5.6).

The features of this remarkable reaction have been described (Biebricher et al, 1981a,b,
1986, 1993; Biebricher, 1987; Biebricher and Luce, 1993). The reaction kinetics is fundamen-
tally different from template-instructed replication (Biebricher et al, 1981b); it requires special
conditions to take place. Initially, nucleoside triphosphates are condensed at a rate five orders
of magnitude more slowly than template-instructed incorporation in a more or less random
manner (Biebricher et al, 19806) to oligo- or polynucleotides with chain lengths from 5-50. The
first replicable RNA products that can be isolated have short chain lengths (25-40 nucleotides)
and are rather inefficient templates (Biebricher and Luce, 1993). Their primary sequences are not
related to one another, but their secondary structures are (Fig. 5.6) (Biebricher and Luce, 1993).
The reaction is suppressed by the presence of nucleic acids; when these are present, the only
RNA produced is derived from the input RNA (Avota et al, 1997). It is remarkable that the de
novo generation of replicable species succeeds even with DNA-dependent RNA polymerases that
have no natural RNA templates. RNA templates replicated by T7 RNA polymerases (Biebricher
and Luce, 1996) and by RNA polymerase from E. coli (Biebricher and Orgel, 1973; Wettich,
1999) have been isolated and characterized. The mechanism of RNA amplification by these
enzymes is very similar to that described for Qp replicase. The templates are strictly specific to
their amplifying enzymes, i.e., a template replicated by QP replicase can not by amplified by
RNA polymerase from T7 or E. coli and vice versa.

The first inefficient products of template-free synthesis rapidly undergo an (irreproducible)
optimization process by recombination and mutation, thereby enhancing their sequence
complexity.

Conditions for Replication

The fitness phenotype of a replicating RNA is its efficiency to direct the replicase to
amplify it. It would be highly desirable if the phenotype could be directly derived from the
genotype, or if one could design RNA genotypes with suitable phenotypic properties. A pos-
sible approach to solve this problem is to compare the genotypes of the large number of repli-
cating species that have been isolated. The most conspicuous properties are the invariant ends:
at the 5" terminus pppGG(G), at the 3' end CCA. All tRNA sequences have the same end;
however, enzymes tested that recognise tRNAs, e.g., tRNA CCA pyrophosphorylase or an
amino acyl tRNA synthetase, do not accept Qf templates (Biebricher, unpublished). The
invariant ends are a necessary property but not a sufficient one for replication because many
RNA sequences with this sequence requirement turn out not to be accepted by replicase.

Visual comparison and sequence alignment programs do not reveal further consensus
motifs in the primary sequence. However, comparison of the secondary structures indeed showed
astriking coincidence: the 5' termini of the calculated structures were involved in a double-helical
stem, while their 3' termini were unstructured (Fig. 5.7) (Biebricher and Luce, 1993). There is
evidence that these structural features also apply for apparent exceptions (Zamora et al, 1995).
In one example (species SV-11), the genotype is only replicable in a metastable structure.
When the metastable structure is converted into the stable one, template activity is lost (Biebricher
and Luce, 1992). The constraints to meet the structural requirements are stricter than one
would think, because they apply to both complementary strands. Were the base-pairing restricted
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Fig. 5.6. Template-instructed and template-free synthesis by Qf replicase. species MDV-1 was serially
diluted and the number of strands indicated were used to inoculate an RNA replicase mixture containing
140 nM QP replicase and incubated for 16 h at 30°C. The average number of strands required to trigger
template-directed growth was reproducibly found to be about 20; the reason is still unknown. At lower
concentrations or without addition of template, small and irreproducible products were detected after long
lag times. (After Biebricher, 1987).

to the Watson-Crick type, a stem in the 5' terminus of one strand would lead to a 3" terminal
stem in the complementary strand. Noncanonical base-pairing and helix imperfections are
found in the sequences to obtain the desired structure. Converting these to the canonical base
pairs destroys the template activity (Zamora et al, 1995). Design and synthesis of RNA strands
that meet this criterion resulted in replicable species, although the replication efficiency was
low and was improved by evolutionary adaptation during the experiment. Additional features
are probably required to improve the efficiency. Pyrimidine clusters improve binding (Brown
and Gold, 1996) but binding and replicability are poorly correlated. The helix imperfections
required by the criterion lead to the existence of suboptimally folded structures with similar
structural energies. It is conceivable that the RNA undergoes a structural change when binding
to replicase. However, dynamic effects are very difficult to study. A partial exploration of the
“shape space” (Schuster et al, 1994) for template activity could bring further insight.

Ongoing research with many RNA viruses is providing a picture of mutation, competi-
tion and selection in fitness landscapes which is conceptually remarkably close to the view
derived with simple RNA replicons. In the next Chapters these processes of movement of RNA
viruses through sequence space and fitness landscape are reviewed.
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Fig. 5.7. Primary and (tentative) secondary structures of short-chained replicable RNA species. Note that
the 5' termini are involved in a stem structure while the 3' termini are not. See Biebricher and Luce, 1993
and Zamora et al, 1995 for more details.
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CHAPTER 6

Experimental Studies on Viral Quasispecies

previous Chapter, multiplication of infectious virus necessitates a concatenation of steps

from entry into a cell until the release of progeny particles (Chapter 2). Each of the specific
steps in the virus life cycle may be influenced by the occurrence of mutations, competition, and
selection for more efficient performance. In this Chapter we examine mechanisms of genetic
variation of RNA viruses and the quasispecies dynamics in RNA virus populations.

I n contrast to replication of simple, noninfectious RNA molecules in vitro analyzed in the

Molecular Mechanisms of Genetic Variation of RNA Viruses:
Mutation, Recombination and Genome Segment Reassortment

Mutations, Replication Rounds, and Their Effects on Viral Quasispecies

RNA viruses use all mechanisms of genetic variation known to operate in cellular DNA:
mutation, homologous and nonhomologous recombination and genome segment reassortment
(Fig. 6.1). Mutation rates during replication and retrotranscription of RNA genetic elements
have been estimated in 10 to 10~ misincorporations per nucleotide copied. These values are
approximately 10%-to 10°-times higher than those normally operating during cellular DNA
replication (Eigen and Biebricher, 1988; Drake, 1991, 1993; Domingo and Holland, 1994;
Drake et al, 1998; Drake and Holland, 1999) (Fig. 6.2.). Mutation rate refers to the occurrence
of mutations during a single round of template copying. Therefore it describes a biochemical
event independent of the competitive ability of the parental genome and of the mutant ge-
nomes that are produced. Mutation rate must be distinguished from the mutation frequency
which is the proportion of mutations in a genome population. The term mutant frequency is
sometimes used to refer to the frequency of a specific type of mutant (resistant to an antibody,
drug, etc.) in a population of viral genomes (Table 6.1). Mutation frequency is a population
number which will be influenced by the competitive replication ability of the mutant genomes
relative to the parental genomes. A mutant may be generated with a high rate, but its frequency
may soon become very low if the mutation decreases the relative replicative capacity of the
molecule harboring it (Fig.6.3). A significant example is provided by measles virus, which
shows a considerable antigenic and genetic stability in the field. Yet it has been estimated that
it mutates at a rate of 9 X 10~ substitutions per base copied (Schrag et al, 1999), a value which
is within the range displayed by highly variable RNA viruses (Drake and Holland, 1999).
Long-term antigenic stability is not necessarily related to mutation frequencies at the antigenic
sites of viruses. Among the family of Picornaviridae, the cardioviruses, poliovirus, foot-and-mouth
disease virus, and rhinovirus comprise 1, 3, 7, and more than 100 serotypes, respectively. In
spite of these logarithmic differences among serotypes, the frequencies of monoclonal
antibody-resistant mutants were in the range of 10 to 107 in all cases, without any trend
towards higher frequencies for rhinoviruses (Domingo and Holland, 1994).

Quasispecies and RNA Virus Evolution: Principles and Consequences, by Esteban Domingo,
Christof K. Biebricher, Manfred Eigen and John J. Holland. ©2001 Eurekah.com.
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Fig. 6.1. Schematic representation of the process of mutation, hypermutation, recombination, and genome
segment reassortment. Genomes are represented by empty or filled thin bars. Symbols on the bars represent
mutations. Hypermutated genomes often include a dominance of some specific types of mutations.

In 1979, an avian influenza HIN1 virus crossed the species barrier and infected pigs
showing higher evolutionary rates than classic swine or human influenza viruses. Although
initially the occurrence of a “mutator” mutation in the newly established swine influenza virus
was postulated, the estimates of amantadine-resistant mutants of a H2N2 and the HIN1 did
not provide evidence for the presence of the “mutator” mutation (Stech et al, 1999).

It must be stressed that mutation rates are known to vary with a number of environmental
influences, and that, in consequence, they cannot be taken as absolute values. For example,
even for a given template, a specific position, and a defined copying enzyme, the misincorporation
rate may vary with metal ion concentration, and with the relative concentrations of the four
nucleotide substrates. Intracellular substrate concentrations may be dependent on the cell types,
and their metabolic state. The effects of substrate concentrations on misinsertion frequencies
have been documented in cell culture and also in cell-free systems, with purified viral replicases
and reverse transcriptases (Meyerhans and Vartanian, 1999). Human immunodeficiency virus
type 1 (HIV-1) mutation rates in vivo are about one order of magnitude lower than estimated
with purified reverse transcriptase in vitro. This difference may partly be due to the presence of
Vpr (a regulatory protein encoded by HIV-1) in virus particles (Mansky, 1996). Even assuming
identical environmental conditions in all respects imaginable, there will be a quantum me-
chanical uncertainty regarding when a misincorporation event might occur. In spite of the
indeterminacy concerning precise mutation rate values at each genomic nucleotide and the
stochastic nature of mutation occurrence, the continuous generation of virus mutants in cell
culture and in infected organisms has been amply documented, and it is currently regarded as
a key adaptive strategy of RNA viruses.

With an average RNA virus mutation rate of approximately 10# substitutions per nucleo-
tide copied, the progeny viral RNA (or cDNA) synthesized in an infected cell will contain on
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Fig. 6.2. Mutation rates and frequencies for RNA and DNA genomes. The range of values have been
estimated by geneticand biochemical methods which are summarized in the text. Cellular DNA may display
high mutation rates induced by a variety of mechanisms which are not well understood (arrow).

average approximately one mutation per RNA (or cDNA) molecule. Therefore, most progeny
genomes will differ from their parental templates. If the mutation rate were one order of mag-
nitude lower, approximately ten rounds of genome replication would be needed to produce on
average a genomic molecule with one mutation. A typical infection of one BHK-21 cell with
one infectious foot-and-mouth disease virus (FMDV) particle yields 2 x 10 physical particles
(of which about 200 are infectious). Since more than 50% of the physical particles contain one
genomic RNA molecule, this means that the viral genome underwent an equivalent of 21
doublings in a single cell (although it is not known how many of the intermediate minus
strands—which are a minority with respect to plus strands—are active as templates for plus
strand genomic RNA synthesis). Typically, in a standard cell culture experiment, 10° cells are
infected with FMDV; and in experiments intended to reach high population sizes, up to 10
cells have been infected. This means that 2 X 10° rounds of genome replication (and mutation
testing!) occur in a single cell culture bottle infected at high multiplicity of infection with
FMDV. Of course, for some viruses, genome multiplication is not so exuberant. It has been
estimated that cells infected with Borna disease virus—a virus first identified as a disease agent
of horses at the beginning of the 20% century, and later found to infect a number of animal
hosts—only about 0.5 infectious units can be detected from each cell. This may reflect low
numbers of replication rounds, and may contribute to the limited genetic diversity among
independent Borna isolates, in spite of the virus encoding a polymerase which is related to that
of other negative strand RNA viruses.

For other viruses, the multiplication potential is even orders of magnitude larger than for
FMDV. This is the case for bacteriophage Qp or vesicular stomatitis virus (VSV) with titers of
up 10" or 10'? infectious units per ml, attained in standard cell culture infections. Yet if
sequential samples of genomic RNA of FMDV, Qf or VSV are analyzed, the number of muta-
tions seen in their consensus genomic sequences is modest. Why? What prevents mutations
from accumulating? This is a key issue since the same question transferred to the in vivo repli-
cation of viruses bears on the maintenance of virus identity through rounds of natural infec-
tions, transmissions, etc.
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Table 6.1. Mutation rate and mutation frequency’

Definition of These Concepts as Used in Virology

MUTATION RATE is the frequency of occurrence of a mutation event during genome replication.
It is a biochemical event dependent on a number of factors (the nature of the enzyme involved in
replication, template, ionic environment, temperature, etc.). It is independent of the relative fitness
of the genomes with or without mutations introduced as a result of such biochemical event.
(Fitness describes the adaptation of an organism to its environment. For viruses, relative fitness
values are quantitated as their capacity to produce infectious progeny relative to a reference virus
in a defined environment; see Chapter 7.)

MUTATION FREQUENCY is the proportion of mutations relative to the consensus sequence found
in a genome population. If applied to a specific mutation it is sometimes termed mutant frequency.
It is a population number, dependent on the relative fitness of the genomes harboring the different
mutations.

HOT SPOT is a sequence position with a particularly high mutation frequency.

dAn example which illustrates the difference between mutation rate and mutation frequency is
depicted in Figure 6.3.

The answer to this question relates to the very essence of the quasispecies structure of
RNA viruses as discussed in preceding Chapters. Once generated, mutants are subjected to a
process of competition for replication. In a cell culture dish this can be easily visualized since
those viruses which first complete their replication and exit the cell will have a higher probabil-
ity of infecting another cell, either in the same dish or in the dish of the next infection. These
“rapid” viruses may be so because they enter a cell more rapidly than others, or because they
uncoat more effectively, or because their RNAs are translated more efficiently, or they replicate
RNA more rapidly, or mature new infectious particles more rapidly or, in short, because they
perform better than their competitors in a rate-limiting step in the viral replication cycle (Chapter
2). Unfit mutant genomes are eliminated in this continuous competition, in a process that is
called negative or purifying selection (see also Chapters 5 and 7). Mutations do not accumulate
blindly in a replicating genome because many of the variant genomes that would accumulate
debilitating mutations (or combinations of very slightly debilitating mutations) are never seen.
They are either eliminated or kept at such low levels that they do not affect the average or
consensus nucleotide sequence (compare this discussion with that on quasispecies in Chapter
4). Itis worth noting once again that the reason why an RNA genomic region may be subjected
to negative selection when mutations are introduced need not be related to its protein-coding
potential. An RNA stretch, for example a foreign RNA inserted into an engineered clone, may
not tolerate mutations because it plays a role in RNA secondary or tertiary structure or as a
spacer in the newly generated replicon (Chapter 3).

Several types of mutations can be distinguished according to the nature of the modifica-
tion in the nucleic acid, or the consequences for the encoded proteins, or their effect on viral
fitness. They are summarized in Table 6.2. Some of the statements made in this Table are
important to an understanding of RNA virus evolution, although they may seem obvious to
molecular virologists. Most notably, a silent mutation need not be neutral, and neutrality can
only be defined in a particular environmental context. This will become more apparent in the
discussion on fitness variation in the next Chapter. Yet the assumption that silent mutations are
selectively neutral has often strongly influenced population genetics during several decades.



86 Quasispecies and RNA Virus Evolution: Principles and Consequences

104 — A" 10

MUTATION
RATE

--"-.C e .- -
. . PEEEEN LI
e T AL

3 MUTATION 5
10 FREQUENCY 10

Fig. 6.3. Illustration of one example of a difference between mutation rate and mutation frequency. An A
residue on a template is miscopied into C or A (instead of U) once every 10,000 times that the residue is
copied. The complementary strand (discontinuous line) containing C is much more efficient that the strand
containing A with regard to binding of a protein factor (P) required for further replication. The result will
be a higher frequency of products with G than U. Mutation rates cannot be inferred from mutation
frequencies (see text).

Fitness and neutrality are necessarily relative concepts, and values for the same biological entity
often change in space and time.

A numerical example regarding mutation frequencies (or mutation rates if we assume that
the particular mutations produced are perfectly accepted in progeny RNA) may clarify the
biological impact of mutations for RNA viruses. A mutation rate of 10 substitutions per
nucleotide copied (s/nt/rc) operating during replication of a 10 Kb genome would on average
produce one mutation for each one hundred progeny RNA. If the average mutation rate were
107, as in most estimates of mutation rates for RNA viruses, then one mutation would be
present on average in each progeny genome. The difference is that to produce a selectively
important mutation (for example an antibody-escape mutant which we assume needs only one
mutation and the corresponding amino acid substitution) one hundred more progeny virus
would be required in the former case than in the latter. This may not be an important differ-
ence in natural infections attaining high viral loads and rapid virion turnovers (in the range of
10" to 10'? virions produced per day, as in HIV-1 or hepatitis B or C infections), but the
difference may have great significance in some types of chronic or persistent infections involv-
ing limited numbers of infected cells, or limited permissivity of cells to the virus (Borna virus,
for example). We may say that in these cases the exploration of sequence space by the virus, and
consequently its evolutionary potential, and its long-term survival potential, are diminished.
Therefore, the impact of a basal rate of mutation or recombination varies according to the rate
of genome replication, turnover of virus and of susceptible cells, population size of the virus
and of the potential target cells in the host organisms, migration of virus from one site of an
organism into another, inflammatory and immune responses, and many other influences.
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Table 6.2. Types of mutations in RNA evolution

TRANSITIONS are the mutations that result in the replacement of a purine by another purine
(G—A or A—=G) or of a pyrimidine by another pyrimidine (C — U or U — Q).

TRANSVERSIONS are the mutations that result in the replacement of a purine by a pyrimidine
(A—=C, A—=U, G—C, G—U) or of a pyrimidine by a purine (C—A, C—=G, U—A, U—=QG).
INSERTIONS, DELETIONS (sometimes abbreviated as "indel" mutations) are modifications of the
genetic material consisting in the addition (or deletion) of one or several nucleotides. In open-
reading frames (ORFs) insertions or deletions that do not involve a number of nucleotides which is
a multiple of three will result in frame-shift mutations.

SYNONYMOUS (or SILENT) mutations are those that do not give rise to an amino acid
substitution, due to the degeneracy of the genetic code (depicted in Fig. 3.3, Chapter 3).
NEUTRAL mutations are those that do not affect fitness in a given environment. SILENT mutations
need not be selectively neutral.

SELECTIVE mutations are those that affect fitness (positively or negatively) in a given environment.
(It is often used to refer to positive effects on fitness).

Recombination and Reassortment as Promoters
of Large Evolutionary Jumps

Genetic recombination has often served to describe any event leading to new combina-
tions of genetic material regardless of the underlying mechanism. In virology, recombination
has been distinguished from genome segment reassortment (Fig. 6.1). A recombinant RNA
genome is one in which a covalently linked genome has been generated from two or more
segments belonging to different parental genomes. In contrast, a reassortant RNA genome is
one in which an entire genome segment (or several segments) of a multipartite genome has
been replaced by the corresponding segment(s) of a different parental virus. In this process no
covalent attachment of parts of distinguishable RNA genomic molecules occurs. Genome seg-
ment reassortment has a conceptual parallelism with chromosome sorting during sexual repro-
duction. Reassortment is restricted to viruses with segmented genomes (typically the influenza
viruses, but also a number of multipartite bacterial, animal and plant viruses described in
Chapter 2). The diploid retroviral genome lends itself to formation of viral particles with two
nonidentical RNAs, for example if one of the two copies has undergone a mutational event.
Unequal diploid genomes are in this case a step in the process of formation of recombinant
genomes through strand transfers during reverse transcription. Recombination in RNA viruses
is most frequently the result of a copy-choice (or template switching) during RNA or cDNA
synthesis (Kirkegaard and Baltimore, 1986; Lai, 1995; Nagy and Simon, 1997). This implies that
at least one of the parental coinfecting genomes must replicate in the cell for recombination to
occur. Recently A. Chetverin, V. Agol and colleagues have obtained evidence that nonhomologous
recombination between nonreplicating bacteriophage Qf or poliovirus RNA genome regions
can also occur. In the Q system, cell-free recombination was observed between the 5' and 3'
fragments of a replicable RNA, probably guided by RNA secondary structure (Viebricher and
Juce, 1998; Chetverin et al, 1997). Some of these recombination events have been attributed to
ribozyme hammerhead-like structures that may form with low frequency in viral RNA mol-
ecules. However, the impact of these new recombination mechanisms in natural recombina-
tion of RNA viruses is not yet known.

Some viruses (alphaviruses, HIV-1, certain bacteriophages) engender a phenomenon known
as superinfection exclusion. It is due to molecular interferences acting in such a way that when
the cell is engaged in active replication of one virus, it cannot start efficient replication of a
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second, (usually somewhat related) superinfecting virus. This exclusion limits the possibilities
of recombination that in these cases requires the simultaneous, synchronized coinfection with
the two parents. For this, and also for other reasons, RNA viruses vary tremendously in their
capability to yield recombinant genomes.

Homologous recombination occurs at high frequency in many positive strand RNA vi-
ruses both in cell culture and in vivo. Intertypic (among viruses of different serotype) and
intratypic (among viruses of the same serotype) poliovirus recombinants are often rescued from
vaccinees as a result of replication of attenuated vaccine strains in the gut (Minor, 1992). (Patho-
genic viruses such as poliovirus are often divided into several serological types according to
their cross-reactivity with the antibodies that they induce in host animals). Recombination is
also quite active in retroviruses, and it has acted as a major evolutionary force in the expansion
of immunodeficiency viruses (Sharp et al 1994). Some natural isolates of viruses such as sub-
type E HIV-1, or the alphavirus Western equine encephalitis virus (WEEV), appear to have
been generated as a result of recombination events. Nucleotide sequence comparisons identi-
fied viruses related to Eastern equine encephalitis and to Sindbis virus as the likely ancestor
genomes of WEEV (Strauss, 1993). Homologous (viable) recombination is very infrequent
among the nonsegmented negative strand RNA viruses such as the rhabdovirus VSV. The fact
that VSV has been highly successful in infecting mammalian hosts, and as an arbovirus, sug-
gests that frequent recombination is not a general requirement to ensure adaptability and
long-term survival of a virus group. The reasons why homologous recombination is rare in
some viruses and common in others are not well understood, but they may relate to the
processivity properties of the replicase (the ability to proceed end-to-end while copying one
strand without falling off the template), the requirement of ¢is-acting versus frans-acting func-
tions during replication, the microenvironment in which individual replicating complexes are
located, and other influences. Because of the wide differences in recombination rates among
different viruses, and the very variable recombination values for cellular DNA (due to different
cell systems and tests used) found in the literature, it is not possible to compare recombination
frequencies for RNA viruses and for DNA organisms, nor the relative impact that recombina-
tion may have in their evolution.

Recombination between parental genomic molecules with completely different nucle-
otide sequences is termed nonhomologous recombination. It has been described between some
RNA virus genomes and cellular RNAs such as ribosomal RNA, tRNAs or messenger RNA.
The chimaeric RNAs formed may be defective (Monroe and Schlesinger, 1983) or viable.
Cytopathic forms of bovine viral diarrhea virus (BVDV) or virulent influenza virus have been
described that had incorporated in their genomes foreign RNA stretches via nonhomologous
recombination (Meyers et al, 1989; Khatchikian et al, 1989). The cytopathic forms of BVDV
can be the result not only of recombination events but also of point mutations in a viral protein
(NS2) resulting in the expression of a proteolytic activity (NS3) (Kiimmerer et al, 1998).
Nonhomologous recombination has probably occurred between viruses of a different family.
One example is the acquisition by some coronaviruses of a messenger RNA segment identified
also in influenza virus type C (Luytjes et al, 1988). This acquired segment provided this
coronavirus group with an additional protein for attachment to cells. Most frequently, chimaeric
viral genomes produced by nonhomologous recombination are either defective or attenuated
in a variety of biological environments. Their isolation during natural infections appears to be
facilitated by a singular gain of fitness in a very particular environment. Variations in fitness of
RNA viruses can be large and rapid but also transient (Chapter 7). This means that viruses can
explore and adapt to different biological and physical environments within short time periods.
Consider the conflicting requirements imposed on the viral capsid or envelope to protect the
viral genome outside the cell, and to introduce it efficiently into the cytoplasmic milieu (Chapter
2), let alone the variety of cell types, defensive responses, etc. confronting a virus during its mul-
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tiplication in differentiated organisms. Too much adaptation to a particular set of environmental
conditions may render the virus unable to multiply in other, related and frequently-ecountered
environments. In terms of Wrightian fitness landscapes (Chapter 7) this specialized adaptation
may be viewed as a virus being at the top of an isolated fitness peak in a constant environment. To
reach other peaks the virus must descend to a valley and then search for new routes to high
fitness peaks. The best situation for a virus is to find itself at a peak belonging to an extensive
mountain range with many peaks accessible without the need to descend to low valleys.

The contribution of RNA recombination to the evolution of RNA viruses has been inter-
preted in two opposite ways. In one scenario it has been regarded as a means to promote large
evolutionary jumps among RNA genomes. Many nonhomologous recombination events must
be unsuccessful evolutionary trials. A few, however, such as the case of WEEV discussed in
preceding paragraphs, may lead to the emergence of a new RNA pathogen. In fact, a good
proportion of the emerging and reemerging viral diseases (Chapter 8) are associated with RNA
viruses showing active recombination. A second, differing interpretation, is that recombina-
tion allows for the rescue of viable, fit genomes from defective or highly debilitated parents. In
both interpretations, successful RNA recombination may be regarded as promoting an evolution-
ary jump which takes a virus to a new fitness peak.

One important question which applies to mutation, recombination and segment reassort-
ment is whether they occur at random or rather preferentially at some genome sites, or if they
are subjected to some type of regulation. Evidence for mutation is that it is not entirely random
since some mutational “hot-spots” (Table 6.1) have been documented both in vivo and in
vitro. However, selection among the many primary mutants generated during genome replica-
tion appears to be the major process that determines the repertoire of variants that we can
identify in viral populations. Probably, similar arguments apply to recombination, although
the degree of nonrandomness may vary from one viral system to another (compare Banner and
Lai, 1991; Rowe et al, 1997; Anderson et al, 1998). Finally, this question has not been settled
for genome segment reassortment, and the two extreme models are that grouping of genomes
is carefully regulated to ensure the required genetic complement, or that it occurs at random
and only the valid combinations can initiate a productive infection.

Rate of Accumulation (or Fixation) of Mutations, and Its Lack
of Regularity

The rate of genome evolution in nature, that is, how the genetic composition of a virus
population changes with time, can be measured to a first approximation as the rate of accumula-
tion of mutations in the viral genome consensus sequence with time (Table 6.3.). Determina-
tion of the rate of evolution involves comparing consensus genomic sequences of sequential
isolates (for example hepatitis C virus from successive isolations of a chronically infected pa-
tient) or of independent isolates belonging to the same evolutionary lineage (for example iso-
lates of the same virus from several infected hosts from one geographical area at year-long
intervals). Needless to say that, as documented several years ago with the important pathogen
foot-and-mouth disease virus (FMDV) (Sobrino et al 1986), rates of fixation of mutations can
exhibit an impressively large range of values even within a single disease episode. They vary
depending on the particular viral gene or gene segment considered, and also on the particular
time span of the observations. Many viruses display periods of rapid evolution with interven-
ing periods of genetic stasis (“punctuated equilibrium”). In FMDV rates as low as < 4 x 10,
and as high as > 10 substitutions per nucleotide position per year, have been measured de-
pending on the genomic segments and time periods considered (Sobrino et al, 1986). More-
over, for the capsid protein VP1-coding region of FMDYV, estimated rates of evolution were 1.9
x 107 substitutions per nucleotide position per year, and 4.6 X 102 substitutions per nucleotide
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Table 6.3. Rates of evolution for RNA viruses

VIRUS

GENOMIC REGION

SUBSTITUTIONS PER
NUCLEOTIDE PER
YEAR

REFERENCE

Foot-and-mouth
disease virus

Poliovirus

Enterovirus 70
Eastern equine
encephalomyelitis
virus

Hepatitis C virus

Hepatitis G virus

Hepatitis delta virus

Hemorrhagic
septicemia virus
(fish rhabdovirus)
Influenza virus,
Type A

Influenza virus,
Type B

Visna virus
Visna-related

Average over genome

VP12

VP1

VP1

Average over genome
vpP1P

VP1

265 RNA
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Table 6.3. continued

VIRUS GENOMIC REGION SUBSTITUTIONS REFERENCE

PER NUCLEOTIDE

PER YEAR
Human immuno- env 3.2x107-1.6x10 Hahn et al 1986
deficiency virus gag 3.7x104-1.8x10°7
Simian immuno- gp1208 8.5x107 Burns and
deficiency virus Desrosiers 1991
Equine infectious Envh 107102 Clements et al 1988
anemia virus
HTLV-II LTR! 1x10-3x10° Salemi et al 1998
Canine parvovirus VP1-VP2 1.7x10™ Parrish et al 1991
Polyomavirus JC Intergenic region 1x107-3x107 Sugimoto et al 1997
Papillomavirus E6 3x108 Van Ranst et al 1995
Cellular genes 10810 Britten, 1986
of hosts Weissmann and

Weber, 1986

4 Persistent infection established experimentally in vivo
Synonymous mutations; immunodeficient patient

€ Human isolate administered to chimpanzee

d Intrapatient evolution

€ Average of many patients coinfected with HIV-1
Immunodeficieny child persistently infected with IV

8 Infections with a molecular clone of SIV

"' Chronically infected ponies

" Drug users

position per year, when measured over a nine or a two year interval, respectively. This broad
range of values spanning two orders of magnitude was calculated by comparing viral isolates
from acutely infected animals. In experimental, persistent infections of cattle established with
a biologically cloned FMDV, the values within individual animals ranged from 6.9 X 107 to
1.4 x 1072 substitutions per nucleotide per year (Gebauer et al, 1988). Likewise, in a number of
studies with human influenza virus type A, rates of fixation of mutations ranging from 8 x 104
to 2.4 x 1072 substitutions per nucleotide per year have been measured for different hosts and
different biological environments (Table 6.3.). Furthermore, for the hemagglutinin gene of
influenza B virus, the rate of fixation of mutations was calculated to be 4 x 10 substitutions
per nucleotide position per year with viruses isolated over a ten year period (Rota et al, 1990)
and 1 % 107 substitutions per nucleotide position per year over a 47 year period (Yamashita et
al, 1998). Low rates have been estimated for influenza A viruses that colonize natural bird hosts
without causing pathology (Webster et al, 1995). This provides an example of evolutionary
stasis in nature that contrasts with the rapid evolution of the same types of influenza viruses
when they infect humans (Table 6.3). Birds and swine are important reservoirs of influenza
viruses with the potential danger that they may become human pathogens, cither as they are
found in these animals, or after genome segment reassortment with circulating human viruses.
A phylogenetic analysis of the surface glycoprotein of the fish rhabdovirus viral hemorrhagic
septicemia virus revealed two phases of evolution (Benmansour et al, 1997). A rapid evolution-
ary phase with rates of fixation of mutations of 4.5 X 10 substitutions per nucleotide position
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per year, and a slow phase (genetic stasis) with rates of 1.6 x 10 substitutions per nucleotide
position per year. It must be pointed out that in RNA virus evolution, genetic stasis (as ob-
served in the case of this fish rhabdovirus or with some arboviruses) is often represented by
rates of evolution in the range of 104 substitutions per nucleotide position per year, still many
orders of magnitude higher than the rates that have been estimated for cellular genes (Table 6.3).

In a patient chronically infected with HCV, the average rate of fixation of mutations was
estimated to be 2x107 substitutions per nucleotide position per year (2.5% nucleotide differ-
ences in a 13 year period), but in a 39-nucleotide stretch of the NS1-coding region the difference
amounted to 28% of nucleotides (Ogata et al, 1991). A striking absolute conservation in the 3'
NC and 3D (polymerase) gene versus mutation frequencies of about 107 substitutions per
nucleotide position elsewhere in the genome have been detected during persistent infections of
FMDYV in cell culture (Toja et al, 1999).

From the data summarized in preceding paragraphs, and also supported by a variety of
studies compiled in Domingo and Holland, 1994; Meyerhans and Vartanien, 1999; Suzuki et
al, 2000, and in Table 6.3, it must be concluded that rates of evolution for RNA viruses are
generally rapid but quite variable and irregular, and they cannot serve accurately to infer times
of divergence of related viruses, nor the time at which a particular type or strain of virus origi-
nated. When there appears to be some kind of “molecular clock” (a steady accumulation of
mutations as a function of time) it is probably often fortuitous. Rapid rates of accumulation of
mutations may often have very limited meaning except for short, defined time periods in which
they may reflect divergence from a focal origin or a directed selective pressure applied to a
replicating viral population. For example, they may indicate rapid variation of an antigenic site
as a reflection of positive immune selection, or rapid variation of a viral enzyme as a result of an
antiviral intervention with inhibitors directed to that particular enzyme. Differing applications
of phylogenetic techniques to date the origin of viruses has created (and is still creating) consid-
erable confusion. Let us just mention, for example, the proposal that HIV-1 may have diverged
from HIV-2 only 50 years ago (Smith et al, 1988), or 200 years ago (Querat et al, 1990), while
application of recently developed procedures based on statistical geometry gives about 1000
years for the same time point of divergence (Eigen and Nieselt-Struve, 1990). RNA genetics
differs in a number of respects from classical population genetics as applied to differentiated
organisms, and the lack of a dependably steady accumulation of mutations is one of them. This
does not mean that there is agreement on the existence of a dependably regular molecular
evolutionary clock for differentiated organisms. Since this concept was first proposed by
Zuckerkandl and Pauling (1965) evidence against it has abounded in the literature. However,
it must be stressed that for RNA viruses, the very nature of their replication mode at the
population level, renders very unlikely the existence of a regular molecular clock regarding
consensus sequences, at least for extended time periods.

A number of comparisons of animal and plant genes and gene families suggest rates of
evolution in the range of 10 to 10™ substitutions per nucleotide position per year. The rapid
evolution of RNA genomes, as compared with DNA genetic elements was remarkably illus-
trated by the million-fold greater rate of accumulation of mutations of the v-70s gene of Moloney
murine sarcoma virus (1.3 X 107 substitutions per nucleotide position per year) than its cellu-
lar counterpart, c-mos (Gojobori and Yokoyama, 1985). Another example is provided by
HTLV-1 and HTLV-1I, two relatively static human retroviruses. In HTLV-1 the available
evidence suggest viral amplification by clonal expansion of T cells bearing integrated provirus,
with limited virus particle formation (Wattel et al, 1995; Wain-Hobson, 1996). This virus has
attained a maximum genetic divergence of merely 7% of its genomic nucleotides, and viral
sequences have served to trace human migrations (Gessain et al, 1995). For HTLV-II, rates of
virus evolution among drug users appear to be about one order of magnitude slower than the
average values commonly estimated for RNA viruses (Salemi et al, 1998). A number of evolu-
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tionary rates for DNA viruses are included in Table 6.3. They are closer to the rates estimated
for cellular genes than for RNA viruses. It has been suggested that some of these viruses, such
as the polyomavirus JC, are more adequate to trace human migrations than mitochondrial
human DNA, since variability of the latter may obscure the tracing of human lineages (Sugimoto
etal, 1997).

Population Equilibrium: Stasis in the Face of High Mutation Rates

It is generally accepted in genetics that the probability of any mutation being detrimental
is larger for organisms well adapted to their environment than for organisms that are poorly
adapted. In the case of viruses, let us assume that a viral genome has been replicating in the
same environment for a large number of generations. This was to some extent what happened
to bacteriophage Q since its isolation in Kyoto in 1961. At that time scientists were not aware
of the likely genetic changes that a virus may undergo upon passage, and it was common to
routinely passage viruses or bacteria to produce new stocks as needed. Bacteriophage Qf was
passaged many times in the laboratories of Watanabe (Tokyo), Spiegelman (Urbana) and
Weissmann (New York and Ziirich). In all cases the host for Qf was E. coli, and although there
might have been minor environmental variations (of E. coli strain, composition of the culture
medium, or even in temperature due to faulty calibration of thermometers...) it is fair to
assume that the environment was reasonably invariant. The successive passages of bacteriophage
QP conformed to an unintended long-term evolution experiment. A sampling of nucleotide
sequences of clonal QP preparations as well as of multiply passaged populations indicated that
phage populations were genetically heterogeneous and consisted of a mutant spectrum with
individual component genomes carrying an average of one to two mutations relative to the
consensus. In other words, the invariant QP genomes (or the zero mutation class) amounted to
only about 15% of the population, the remaining genomes deviating in one or more mutations
from the zero mutation class (Domingo et al, 1978). Yet, in spite of this remarkable heteroge-
neity which in fact provided the first experimental indication of the quasispecies structure of an
RNA virus, the average or consensus nucleotide sequence of the Qf genome remained invari-
ant for many generations, in a number of controlled, serial passage experiments. This means
that despite mutant genomes arising at a high rate [as documented by the rich mutant spec-
trum and by a measurements of mutation rate for a specific base transition (Batschelet et al,
1976)], none of the individual variants increased its amount sufficiently to modify the average.
This situation of invariance of a consensus or average genomic nucleotide sequence in spite of
continuing replication and mutant generation is termed population equilibrium. At equilib-
rium, an RNA virus exists as a weighted average of many related sequences that constitute the
mutant spectrum of the viral quasispecies (this is in conformity with the mathematical formu-
lation in Chapter 4).

The average or consensus nucleotide sequence of an RNA genome population represents
the result of rating the competitive fitness of a large number of mutants that arise and compete
as they complete infectious cycles. When a virus is well adapted to a biological and physical
environment, replication will produce variant genomes but each specific variant will remain at
low frequency because the entire ensemble of mutants (the unit of selection) is nearly optimal
under those circumstances. Negative selection is a factor in genome stability. It is the force that
maintains a dynamic mutant spectrum leading repeatedly to the same average genomic se-
quence. Therefore an invariant (or slowly evolving) consensus sequence in vivo or in cell
culture does not mean that a mutant spectrum and a dynamic quasispecies are absent. Ex-
amples of evolutionary stasis, defined by an invariant or slow-evolving replicating virus, will
generally be due to population equilibrium rather than to the absence of a high mutation rate.
The alternative possibilities are that the genome pool is either not replicating (or replicating
very slowly) or its replication is mediated by a high-fidelity replication or repair machinery, a
situation that has, as yet, never been documented for RNA viruses.
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Table 6.4. Some factors promoting population equilibrium and disequilibrium in RNA
virus populations

EQUILIBRIUM

. Constant environment

o Long-term adaptation to an environment

o Limited replication

o Large and rather constant viral population size

DISEQUILIBRIUM
e Within host organisms:

o Inflammation, fever response

. Immune selection (antibodies, CTLs, effectors)

J Altered nutritional status

o Immune debilitation

e External to organisms:

o Changes in temperature and weather

o Administration of inhibitors, vaccines (or other effectors that produce metabolic
alterations)

o Ecological and environmental modifications that alter host and viral traffic?

o Host demographics

* Changes in viral population size

o Random sampling or bottleneck events (within hosts, upon transmission)®

. Size of mutant spectrum (variant repertoire)

These influences are discussed with greater detail in Chapter 8 in connection with
emergence and reemergence of viral diseases.

See also Chapter 7.

Based in Domingo (1996, 1998) and Domingo and Holland (1988, 1992).

Population Disequilibrium: the Trigger of Rapid RNA Genome

Evolution

RNA virus evolution, defined as a change in the average nucleotide sequence of the viral
genome, occurs only when viral populations deviate from a particular population equilibrium.
Factors that contribute to an evolutionary disequilibrium are (i) changes in environment,
(ii) random sampling events and (iii) the stochastic emergence of rare genetic changes with an
evolutionary advantage, be it by mutation or recombination (Table 6.4).

Environmental changes often perturb population equilibrium. As an example, the in-
troduction of neutralizing antibodies directed to one specific antigenic site of a replicating
virus will confer a selective advantage to those components of the mutant spectrum with amino
acid replacements that render the virus less sensitive to the neutralization action of the antibod-
ies. This is an example of population disequilibrium which has been extensively documented
during viral infections in vivo and in cell culture. The perturbation of population equilibrium
is manifested by a modification of the consensus genomic sequence which will now be domi-
nated by variants with diminished sensitivity to the antibodies. Accommodation to a new
environment need not be a single-step process. First a single mutation that renders the virus
partially resistant to the antibody molecules may dominate after very few generations, either
because the critical mutation preexisted in some minority components of the mutant spectrum
or because the mutation may arise readily during replication. In this population enriched with
the single mutant, a second mutation may take place that enhances the selective advantage that
causes a further shift of the mutant distribution. The same two-error mutant could have been
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produced in a single replication event, although at a much lower rate: if the probability to find a
specific one-error mutant is 104, a two-error mutant is found with a probability of 2 x 10, a
three-error mutant with a probability of 4 x 10"? and so on (Chapter 4), provided that the
mutation events are independent one from another. All steps leading uphill in the fitness land-
scape are allowed, but one or even two level steps (or even slightly downhill) are tolerated.
Adaptation to an environment is never complete (as with human happiness or world peace), it
eventually ends at the nearest-by local optimum where a new evolutionary equilibrium is estab-
lished, until this equilibrium is again perturbed. A variety of environmental influences have been
documented to promote population disequilibrium in infections in vivo and in cell culture (Table
6.4).

It is worth noting that the difference between positive and negative selection becomes
blurred as we picture the events leading to an adjustment of the quasispecies following an
environmental change. The dominance of antibody-resistant mutant distributions can be viewed
in two different ways: the positive selection of the fitter mutants or the negative selection of the
invariant ones. Dominance and inferiority are relative, as can be observed for multi-team matches
in sporting events.

A second mechanism of perturbation of population equilibrium is through random sam-
pling events in which only one or a few individuals of a mutant distribution are the ones
allowed to reproduce to form a new distribution. This probably occurs frequently when one or
a few viral particles are transmitted from an infected individual to a susceptible one, via respi-
ratory droplets or other small volumes of infected material. This founder event may be a source
of disequilibrium because even if the environment of the recipient organism were identical to
the environment of the donor (an unlikely assumption) the quasispecies must be rebuilt from
a few founder genomes. If the latter deviated from the previous optimum, it may take several
rounds of replication (walk in sequence space) before a new population equilibrium is reached.
Differences in the fine genetic make-up of the infecting virus, together with physiological and
immunological parameters of the host, are both likely to contribute to the different severity of
viral infections in different individuals.

Population equilibrium cannot be regarded as a steady, permanent situation. This state-
ment is based on the continuous exploration of sequence space by replicating viruses, and the
essentially stochastic nature of mutagenesis as well as the instability of environments. Let us
assume that a virus is replicating in a constant environment and that an equilibrium has been
reached as judged from the invariance of the consensus genomic nucleotide sequence. This
equilibrium has been attained after continuing exploration of sequence space by testing mu-
tant distributions arising from mutation. This sequence exploration is limited for statistical
reasons. Single, double, triple mutants (or perhaps higher order mutants if the replicating popu-
lation size is sufficiently large) can be easily explored upon replication. However, there are
mutants (for example, one that differs precisely at 50 specific sites from the average genome)
that do not appear (negligible probability) during replication in one or a number of infected
hosts. Such unlikely precise combinations of mutations might occur say once every 10° years of
replication, far more than the existence of the host or the virus itself. Yet this potential 50-po-
sition mutant may represent a better optimum than the current distribution. Many 50-posi-
tion mutants of HIV-1 are explored in infected patients! If instead of 50 specific mutations,
only 10 to 20 are needed for a new optimum the occurrence of these rare genomes may be
sufficiently frequent as to be observed as perturbations of equilibrium in spite of a constant
environment. Only with the theoretical assumption of an infinite population or an infinite
number of generations of passage history (in which case all possible genomes could be tested)
could a true, stable population equilibrium be guaranteed (compare with parallel conclusions
with simple RNA replicons in Chapter 5). Thus, viral quasispecies are finite mutant distribu-
tions subjected to perturbations of equilibrium due to selective events and stochastic effects
(Eigen and Biebricher, 1988; Domingo et al, 1985, 1995).
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Unequal Rate of Occurrence of Different Mutation Types

It is important not to extrapolate to the entire genome mutation rates based on determina-
tions for a specific nucleotide site. As discussed in Chapter 3, a number of influences affect
misincorporation rates at specific genome sites. As an example, Sedivy et al (1987), in an
elegant study of poliovirus genetics, calculated a mutation rate of 2 X 10 substitutions per
nucleotide for the reversion of an amber mutant that required a specific transversion within the
polymerase open-reading-frame of poliovirus RNA. They emphasized the unusual low value
estimated by their genetic method and suggested a rather low mutation rate for poliovirus.
However, it was later shown that during replication the poliovirus polymerase introduces tran-
sition mutations with a 50-fold higher frequency than transversion mutations (Kuge et al,
1989). This correction brings the estimated average mutation rate for poliovirus within the
range of values determined for other poliovirus mutations and for RNA viruses using a variety
of genetic and biochemical procedures [reviewed in Drake, 1993; Domingo and Holland,
1994; Drake et al, 1998; Drake and Holland, 1999].

A word of caution is needed before interpreting mutation rates based on repetitive nucleo-
tide sequencing of genomes produced during the development of a plaque (the progeny from a
single genome on a cell monolayer) [values obtained by this procedure were reviewed by Domingo
and Holland (1994)]. Any mutation arising during plaque development which is not at least
neutral will be overgrown by those dominant genomes which will be expanding during the
growth of the plaque. Even if a mutation were strictly neutral it must occur quite early during
plaque development to be scored as a mutation in the sequencing of the population of genomes
sampled from the plaque, or to have a chance to be picked for the next plating or amplification
prior to sequencing (the situation is parallel to that depicted in Fig. 4.3 in Chapter 4 to illus-
trate the classical mutant generation experiment of Luria and Delbriick). In more general terms,
since the majority of newly arising mutants will tend to show lower fitness than their fit (highly
selected) “wild type” parental genomes (Chapter 7), most determinations of mutant frequen-
cies—in which the relative fitness of the mutants intervenes in the final populations being
analyzed—are likely to be underestimates of true mutation rates [this important point was
already emphasized by Domingo and Holland (1994)]. Obviously, neutral mutants may also
lead to overestimates of mutation rates after many replication rounds due to error propagation
and fluctuations in the mutant level due to random drift.

Transitions are generally more frequent than transversions during short-term evolution of
RNA viruses, such as in the expansion of populations from a clonal origin. In these cases, point
mutations tend also to be more frequent than insertions or deletions, probably because of their
increased rate of occurrence as well as for their lower probability of adversely affecting viral
fitness. Again, it must be emphasized that the rate of occurrence of specific types of mutations
must be distinguished from the frequency with which they are found in a viral population.
Some types of mutations may only be observed when certain passage conditions of the virus are
fulfilled. A specific example, discussed in more detail in Chapter 7, is an unusual internal
polyadenylate tract found in foot-and-mouth disease virus (FMDV) populations derived from
serial plaque transfers. Such a tract had never been observed previously in other FMDVs, either
natural isolates or cell culture adapted populations. Yet, the present evidence qualifies the site
of the tract as a mutational hot spot in the FMDV genome—a hot spot which regularly debili-
tates progeny so that this internal polyadenylate is never observed in FMDV multiplying under
usual laboratory conditions or in animal hosts.
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Hypomutation and Hypermutation

Mutation rates of 107 to 107 substitutions per nucleotide copied are average values that
do not necessarily reflect the rates at individual sites of RNA viruses. Because of numerous
effects (Chapter 3), mutation rates at individual sites may be either lower (hypomutation) or
higher (hypermutation) than the average.

Striking cases of hypermutated RNA molecules were identified in defective-interfering
(DI) RNAs of VSV (O’Hara et al, 1984b), and in variant measles viruses persisting in the
central nervous systems of humans, associated with the lethal syndromes measles inclusion
body encephalitis (MIBE) and subacute sclerosing panencephalitis (SSPE). In the brain of
these patients no infectious measles virus is detected. However, defective viruses can be isolated
which contain multiple genetic lesions and defects in gene expression (review in Cattaneo and
Billeter, 1992). Increased frequencies of U — C or A — G transitions were detected in some
genomic regions of the measles variants persisting in the brain. This phenomenon is known as
biased hypermutation. It is thought that such mutation events might contribute to long-term
persistence of deviant measles virus genomes by aborting particle formation and minimizing
exposure of infected cells to immune attack. Hypermutation could either contribute to persis-
tence or be the result of release of functional constraints in those regions of the variant measles
genomes which are concerned mainly with maturation and infectivity, but not with genome
replication.

Several models have been proposed to explain biased hypermutation. One is the active
enzymatic editing of the viral RNA e.g., in the form of a double stranded RNA unwindase that
is able to deaminate and oxidize up to 50% of adenosine residues in double stranded RNA to
produce inosine (the ribonucleoside form of hypoxanthine). Since inosine directs the incorpora-
tion of cytidine phosphate, further viral replication would result in the massive biased muta-
tion events that are observed (Cattaneo and Billeter, 1992). For human immunodeficiency
virus, dislocation mutagenesis (that is, slippage of the primer relative to the template during
reverse transcription) has been proposed to account for G — A biased hypermutation (Vartanian
etal, 1991). A bias in favor of G — A substitutions was also observed in the mutant spectrum
of satellite RNAs of the plant virus tobacco mosaic virus (Kurath et al, 1992).

Hypermutation has been identified in viruses with disparate replication strategies such as
human parainfluenza and respiratory syncytial virus, retroviruses and hepatitis B virus. Al-
though the phenomenon often affects defective genomes, in the case of respiratory syncytial
virus, viable hypermutated genomes have been described for infectious variants that are able to
escape neutralizing antibodies (Rueda et al, 1994).

A number of in vitro hypermutagenesis procedures have been developed to allow insight-
ful and potentially useful exploration of the functional space of nucleic acids and proteins
(Leung et al, 1989; Martinez et al, 1996; Vartanian et al, 1996; Zaccolo and Gherardi, 1999;
see also Chapter 8).

Genetic Heterogeneity of Natural Populations of RNA Viruses

The term genetic heterogeneity of RNA virus populations has been used widely to de-
scribe two quite different sets of values. One is the genetic distance (or Hamming distance,
defined in Chapter 4) when comparing independent isolates of the same virus from different
infected hosts (or geographic regions). The other meaning is the extent of variation (genetic
distance) among the individual genomes that compose a given viral isolate or clone. A general
observation has been that independent isolates of the same virus serotype are often genetically
unique. This was suggested by results of an early study comparing natural isolates of VSV
(Clewley et al, 1977), and in the first series of analyses carried out in Madrid using human
influenza virus and foot-and-mouth disease virus (FMDV) (Ortin et al, 1980; Domingo et al,
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Fig. 6.4. Schematic representation of a viral quasispecies. Genomes are represented by horizontal lines, and
mutations as symbols on the lines. RNA virus populations consist of dynamic spectra of mutants. The arrow
represents the amplification of a single genome from the middle distribution to yield a new quasispecies with
a new average sequence. Note that, depending of the complexity of the distribution (average number of
mutations per genome) the average or consensus genome may not have a physical reality in the distribution
(see text).

1980). In this early study with FMDYV, the extent of genetic heterogeneity among independent
viral isolates from Spain was estimated to be 0.7-2.2% of the genomic nucleotides. Heteroge-
neities ranging from 1-20% nucleotide divergence have been estimated in several studies in
which sequences of independent FMDV isolates from a given geographical area were com-
pared. In the early analyses of FMDV isolates, heterogeneity was also detected among viral
genomes within an infected animal, which led to the proposal of a quasispecies structure for
FMDV in vivo (Domingo et al, 1980). The extent of heterogeneity within this isolate was 1% of
the heterogeneity observed among the consensus genomic sequence of independent isolates.
This intraisolate heterogeneity represented an average of about one mutation per infectious
genome. More recent results suggest that the FMDV genome heterogeneity in an infected
animal was probably underestimated in these early studies (Carrillo et al, 1990).
Examination of individual biological or molecular clones from viruses as they infect their
natural hosts systematically reveals mutations that distinguish the individual genomes which
compose the viral population (Fig. 6.4). The degree of heterogeneity within each isolate is
variable in magnitude. Studies have involved a great number of human, animal and plant
viruses. In recent years, direct nucleotide sequencing after cDNA copying and polymerase
chain reaction amplification (a procedure termed RT-PCR, see Chapter 8) of one or several
genomic regions has become a standard technique. However, several sampling procedures
(T1-oligonucleotide fingerpringint, RNase A mismatch detection, restriction fragment length
polymorphism, heteroduplex mobility assays, etc.) have contributed, and are still contributing,
to document the extensive heterogeneity among independent isolates of the same RNA virus
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or among individual genomes of the same isolate. The reader can find numerous examples of
these types of analyses in most issues of virology journals, and additional examples were re-
viewed in books covering topics of viral evolution (Domingo etal, 1988, 1999; Holland, 1992;
Morse, 1994; Gibbs et al, 1995).

Once different sequences are available either from one or several infected individuals, they
can be analyzed using classical phylogenetic procedures [maximum parsimony, maximum like-
lihood, neighbor joining, split decomposition or other (Huelsenbeck and Rannala, 1997; Page
and Holmes, 1998), available in several computer program packages]. Phylogenetic analyses
have contributed to defining the mode and tempo of viral evolution within infected organisms
and to the establishment of relationships among isolates. This allows a definition of types,
subtypes and clades on the basis of genotypic differences. For example, subtypes of HIV-1 have
been based on env gene sequences using phylogenetic procedures, and HIV-1 subtypes have
been shown to be distributed in a nonuniform way in different geographic locations: subtype B
in Europe and the U.S., D in Africa, C and E in Asia. However, because of human mobility, the
geographic association of HIV-1 subtypes is changing with time. Phylogenetic comparisons
are also useful in molecular epidemiology, to trace the origin of new virus outbreaks. The use
of nucleotide sequencing and phylogenetic methods to study RNA viruses has documented
very high diversity among independent isolates, as well as a continuous process of genetic
diversification within infected hosts.

A few recent examples will illustrate that even viruses traditionally regarded as genetically
stable and serologically monotypic participate in a quasispecies structure, and that genetic het-
erogeneity may have dramatic consequences for the biological behavior of a virus. Rabies virus
has been considered antigenically monotypic, and a classical vaccine derived from the time of
Louis Pasteur has been used successfully for over a century. Many workers have long considered
genetic variation of rabies virus to be of little relevance to its biology. Yet A. Flamand and
colleagues (Benmansour et al, 1992) provided the first evidence of the quasispecies nature of
rabies virus. Sequence comparisons of rabies viruses world-wide have distinguished seven geno-
types, each occupying a rather defined geographical location. The classical vaccine is efficient
for protection against rabies caused by some genotypes but not by others. New, more complex,
multivalent vaccines are currently under investigation. Furthermore, the presence of two ge-
netically and biologically distinct variant rabies viruses has been documented by passage of a
standard challenge strain in BHK cells (Morimoto et al, 1998). The surface glycoprotein of the
two variants differs in ten amino acids, and they exhibit distinct cell tropisms and pathogenic
potential for mice. The variant that dominates the challenge virus standard is more neurotropic
in vivo and in cell culture than the variant selected in BHK-21 cells. It is also more pathogenic
for adult mice, whereas the BHK-selected variant is more pathogenic for neonatal mice. It is
now increasingly likely that variants hidden with the mutant spectra of rabies virus quasispecies
may contribute to changes in host cell tropism, and to the emergence of new forms of this
pathogen. This could be true for silver-haired bat rabies virus, associated with human rabies
cases in North America in the 1990’s (Rupprecht et al, 1995). Also variants differing in neuro-
pathogenicity for mice have been isolated from lactate-dehydrogenase-elevating virus quasispecies
(Chen et al, 1998).

Another example concerns current research on cell receptors for measles virus (MV). Many
studies with MV, including identification of the surface antigen CD46 as the MV receptor,
have been conducted with a vaccine strain of MV called Edmonston. This attenuated strain
had been passaged extensively in monkey kidney cells. Surprisingly, marmosets lacking the
essential CD46 virus-binding motif were nevertheless susceptible to a number of natural iso-
lates of MV but not to the Edmonston vaccine strain (Hsu et al, 1998, and references therein).
It has been shown that a single amino acid replacement (Asn-481 — Tyr) in the surface hemag-
glutinin of the viral envelope allows MV to bind CD46. Tyr-481 is present in the Edmonston
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strain, and Asn-481 is present in most wild type isolates. A second receptor, other than CD46
serves for the binding of MV to B-lymphocytes. It was only due to the occurrence of an amino
acid replacement, presumably during cell culture adaptation of the Edmonston strain, that
CD46 was discovered as a MV receptor, although CD46 may not be the authentic major
receptor for many natural MV isolates. It is paradoxical that such a striking change in receptor
specificity, dependent on a single amino acid replacement, has been unveiled for a virus gener-
ally regarded as genetically and antigenically stable, and for which a classical vaccine has been
successful during several decades. Yet, even for this seemingly invariant agent, a single amino
acid change was sufficient to create a problem regarding identification of its cellular receptor.

The recently discovered flavivirus-like hepatitis G virus shows a quasispecies structure, but it
is overall more conserved than hepatitis C virus (Pickering et al, 1997; Viazov etal, 1997). Yet the
intrapatient rate of evolution of hepatitis G may reach values of 2 X 10 to 4 x 10 substitutions
per nucleotide position per year (Nakao et al, 1997; Gimenez-Barcons et al, 1998), which are
typical of RNA viruses (Table 6.3).

The analyses of both biological clones and molecular clones of RNA viruses converge to
indicate that strictly homogeneous RNA viral populations must be very rare. These same re-
sults also indicate, however, that the extent of genetic heterogeneity may vary up to two orders
of magnitude depending on the viral system and the type and history of the infection. Particu-
larly important is the number of replication rounds undergone by the virus since its last bottle-
neck event (amplification from one or few particles). Average values of one to ten mutations
per genome were estimated by F. Sobrino and his colleagues on replication of FMDV in swine
(Carrillo et al, 1990). Values approaching one hundred mutations per genome have been esti-
mated as the differences among individual human immunodeficiency type 1 genomes present
in infected patients after prolonged infection (Ndjera et al, 1995; Coffin, 1995).

Genetic heterogeneity per se, without prior knowledge of the history of the infection, is
not sufficient evidence for a quasispecies behavior. In some early reports, the identification of
closely related viral genomic sequences in an infected organism was interpreted as being the
result of coinfection with two different viruses, reflecting how reluctant virologists were to
accept mutation as a frequent event during viral replication. When the mutant composition of
a viral population (particularly one generated from a clone) is followed as a function of time,
the dynamics of mutant generation, competition and selection, the hallmark of quasispecies
behavior, has been demonstrated.

Quasispecies Dynamics in Vivo

A quasispecies dynamics in vivo has been documented by following genetic variations in
the course of persistent infections established with biological or molecular clones of viruses. In
an early study by Narayan etal (1977) a persistent infection was established in sheep by inocu-
lating a biological clone of the lentivirus visna virus. Antibodies were raised in the infected
animals. While early antibodies neutralized the virus recovered from animals at early stages of
persistence, they did not neutralize the virus recovered after one year of persistence. The result
implied that mutations had occurred in visna virus that was no longer susceptible to antibody
neutralization. Late antibodies, however, were able to neutralize both early and late virus. Sub-
sequent work amply confirmed, for this and other lentiviruses, the de novo occurrence of
mutations during the course of persistent infections (Clements et al, 1980; Salinovich et al,
1986; Huso and Narayan, 1990; Hammond et al, 2000).

Another early study involved the establishment of persistent FMDYV infections in cattle
employing biological clones of the virus (Costa Giomi et al, 1984; Gebauer et al, 1988).
Genomic nucleotide sequences were determined for the virus shed by the animals for up to
539 days of persistence. Sequential genetic and antigenic changes, as well as evidence of
intraisolate heterogeneity, were documented. Rates of evolution approached 107" substitu-
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tions per nucleotide position per year, an observation which influenced Temin (1989) to state
that “HIV is different but not unique”.

Viruses that depict the more extensive variations in vivo—such as the human hepatitis C
and human (or simian) immunodeficiency viruses—generate heterogeneous collections of ge-
nomes and often rapid evolution upon inoculation of biological or molecular clones into ani-
mal hosts (Table 6.3 summarizes several experiments). In the case of hepatitis C virus, it is
increasingly apparent that high mutant spectrum complexity predicts failure of response to
treatment (with interferon o and the antiviral nucleoside analogue ribavirine) in infections
with some viral subtypes (Pawlotsky et al, 1998). Also, the transition to chronicity as the out-
come of an acute infection with hepatitis C virus has been correlated with evolution of the
quasispecies replicating in the patients (Farci et al, 2000). Therefore, current evidence impli-
cates quasispecies complexity and dynamics in viral disease progression and response to treat-
ments.

Rapid Generation of Variant Genomes in Cell Culture

The first solid evidence for the rapid generation of viral mutants and their competitive
rating was obtained with a number of viral systems in culture pioneered by the work of C.
Weissmann and colleagues with bacteriophage Qp (see also Chapters 2, 3 and 5 for a descrip-
tion of QP replicase and quantitative measurements of variant RNA replication in vitro). These
early studies were instrumental in quantitating mutation rates and generation of genetic het-
erogeneity. That genetic heterogeneity of bacteriophage QP could be rather copious was sus-
pected from the work of R. C. Valentine on the proportion of temperature sensitive mutants in
phage stocks (Chapter 2). The critical development in Ziirich in the early 1970s was the design
of a site-directed mutagenesis procedure that took advantage of the ability of QP replicase to
synthesize minus strand RNA in a step-wise fashion. By excluding one (or more, as needed)
types of nucleoside triphosphate substrates, minus strand synthesis would proceed to a defined
position of the growing RNA product where a mutagenic base analogue could then be inserted.
The completed, modified minus strands served as a template for the synthesis of plus strands,
some of which would include a mutation at the preselected site where the mutagenic base had
been incorporated. This procedure represented the birth of reverse genetics and an early appli-
cation of site-directed mutagenesis that later became the essential tool in genetics used routinely
today (Weber et al, 1979). A mutant of bacteriophage Qf with an A — G transition at position
40 from the 3" end of the genomic RNA was constructed (Domingo et al, 1976). Upon infection
of Escherichia coli, several clones of the mutant virus reverted to the parental, wild-type se-
quence. In growth-competition experiments, the wild type virus displayed a clear selective
advantage over the A = G mutant. By following the proportion of mutant and wild type
sequences in a number of reversion and competition experiments, the rate of the specific tran-
sition G — A was estimated to be about 1074 per genome doubling (Batschelet et al, 1976).
This estimate of a mutation rate, together with the observation of a dynamic mutant spectrum
upon passage of QP clones in E. coli, led the Ziirich group to propose that: “A Qf phage
population is in a dynamic equilibrium, with viable mutants arising at a high rate on the one
hand, and being strongly selected against on the other. The genome of Qp phage cannot be
described as a defined unique structure, but rather as a weighted average of a large number of
different individual sequences” (Domingo et al, 1978). It is noteworthy than when individual
biological clones of the variant bacteriophage QP were subjected to growth-competition experi-
ments with the uncloned “wild type” population from which they were derived, they all showed
a selective disadvantage (Domingo et al, 1978). The fitness of the viral quasispecies as a whole
was thus higher than the fitness of most of its individual components.
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Early evidence also involved detailed studies with VSV in the course of cytolytic and
persistent infections in cell culture. Persistent infections of BHK-21 cells, established with a
cloned stock of infectious VSV, together with defective-interfering (DI) particles, were main-
tained for over five years (Holland et al, 1979). Multiple mutations, far in excess of those
observed for the same virus in cytolytic or acute infections in vivo, were observed. Both the
standard genomes and DIs underwent continuous change during persistence, affecting several
viral proteins (Rowlands et al, 1980). Rapid generation of heterogeneity and multiple types of
genetic lesions were extensively characterized in cytolytic and persistent VSV populations
(Spindler et al, 1982; Holland et al, 1982; O’Hara et al, 1984a,b; Steinhauer et al, 1989). Two
important conclusions reached with both Qf and VSV must be emphasized: extensive genetic
heterogeneity can be attained with either no (or very limited) change in the consensus se-
quence of the evolving genome population (Steinhauer et al, 1989). A second observation
concerns fitness of individual clones relative to the fitness of parental, average viral population.
Measurement of the relative fitness of 98 individual clones, all derived from a clonal popula-
tion of VSV, indicated a normal distribution of fitness values. Again, the majority of the indi-
vidual clones were less fit than the original highly fit parental clonal population as a whole
(Duarte et al, 1994). These observations emphasize two important conclusions pertaining to
quasispecies dynamics: that genetic heterogeneity need not be accompanied by a change in the
average sequence, and that there is an indeterminacy when trying to mimic the evolutionary
behavior of a viral quasispecies with individual representatives of its mutant spectrum; a viral
quasispecies behaves as a unit of selection (Eigen and Biebricher, 1988).

Both generation of genetic heterogeneity and a gradual change in the average nucleotide
sequence were observed upon passage of biological clones of FMDV in cytolytic infections in
cell culture (Sobrino et al, 1983). Independent viral lineages accumulated distinct mutations.
Variation in the average sequences reflected deviation from population equilibrium, probably
as a consequence of the two employed natural isolates of FMDV having a very brief history of
adaptation to cell culture (Sobrino et al, 1983). Each passaged population that was tested was
genetically heterogenous, with an average of two to eight mutations per infectious genome,
relative to the consensus sequence of each parental FMDV population.

Generation of heterogeneous viral populations from a single infectious particle, and their
evolution with serial passage, have now been documented with a large number of viruses in cell
culture or in vivo, adding up to overwhelming evidence for a quasispecies dynamics in RNA
replication systems (reviews in Domingo et al, 1988, 1999; Holland, 1992; Morse, 1994;
Gibbs et al, 1995).

Connection between Genotype and Phenotype. Viral Quasispecies
as Reservoirs of Phenotypic Variants: Episodic Selection

The relationship between genotype and phenotype (Chapter 1) has engendered continuous
interest among evolutionary biologists. RNA viruses, because of their limited complexity, offer
an opportunity to examine connections between genotype and phenotype, in particular to
study how genetic variation relates to variation in biological traits that can be tested experimen-
tally. This problem has been approached on theoretical grounds by mapping variations in pri-
mary sequence of simple RNA replicons with predicted secondary structures (Schuster and
Stadler, 1999) (see Chapter 5). Theoretical studies have distinguished between a sequence space
of neutral mutants and a sequence space of phenotypic variants (Huynen et al, 1996). It is the
violation of the threshold into this second space that induces replication into error catastrophe
(Chapters 4 and 8). This mapping of sequence space into a “phenotypic space” is far more
complex and unpredictable when dealing with real viruses, but recent results allow some tenta-
tive proposals.
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Table 6.5. Examples of viral clones isolated from mutant spectra and which show
altered biological properties®

Antibody- or cytotoxic cell-escape mutants

Antiviral inhibitor-resistant mutants

Temperature sensitive clones

Enhanced or diminished expression (effect on translation through IRES mutations, etc.)
Altered ability to induce interferon

Increased or decreased virulence

Resistant to interfering particles

Altered cell, tissue and host tropism

a See text for specific references.

Two extreme scenarios could be imagined regarding the effect that mutations in viral
genomes may have on recognizable biological properties of a virus. In one of the scenarios,
none of the mutants of a representative mutant spectrum would show any recognizable bio-
logical alteration (in replicative properties, host range, virulence, antigenicity, etc.). In this case
we should speak of a very ample space of neutral mutants among components of the quasispecies.
In the second, opposite scenario, each individual variant that one could sample in a reasonable
time would show some recognizable biological alteration. In this case we should speak of a very
limited (or even nonexistent) space of neutral mutants among components of the quasispecies.
But there is a problem: we are likely to find biological alterations that simply reflect a slightly
deleterious effect of mutations in a given environment. Mutations that are merely slightly
debilitating should not, in this context, be considered as phenotypically relevant variants. These
types of mutants are subjected to weak negative selection (Chapter 7), and this is clearly con-
templated by the neutral theory of molecular evolution (Kimura, 1983). Positive selection
drives a virus to dominance because of advantageous mutations while negative selection acts to
eliminate unfit viruses. These two types of selection are discussed in more detail in Chapter 7.
As emphasized in a previous report (Domingo and Holland, 1994), the frequently fuzzy
distinction between negative and positive selection is probably the root of the neutralist-selectionist
controversy as mirrored in studies with viruses. With the exclusion of mutants that merely
show minor fitness loss, which of the two scenarios, ample or limited neutrality with regard to
phenotype, is closest to that which is found experimentally? Experience favors the second sce-
nario. Table 6.5 summarizes some examples of genetic variants isolated from viral quasispecies
which manifest clearly recognizable, relevant, biological alterations.

Two examples are noteworthy. One is the presence in the HIV-1 quasispecies replicating
in infected individuals of mutants resistant to antiviral inhibitors, even in individuals that had
not been treated with the relevant inhibitors (Ndjera et al, 1995; Lech et al, 1996). The pres-
ence of inhibitor-resistant mutants is due to the high mutation frequencies within the po/ gene
of HIV-1, rendering inevitable the occasional occurrence of replacements related to drug resis-
tance. Although the interpretation of this finding has been questioned as artefacts introduced
during the RT-PCR procedures employed (Smith et al, 1997), the reality is that inhibitor-resistant
HIV-1 mutants from untreated patients were not only detected by sequencing but were also
isolated biologically (N4jera et al, 1995), and this has now been confirmed in several laborato-
ries (Lech et al, 1996; Havlir et al, 1996; Quifiones-Mateu et al, 1998; review in Domingo et
al, 1997). These findings are also in agreement with theoretical predictions (Coffin, 1995;
Ribeiro et al, 1998). It must be stressed that it was not possible to attribute the presence of
inhibitor-resistant HIV-1 mutants to transmission of resistant strains from patients subjected
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Fig. 6.5. Lack of parallelism between genetic and phenotypic change. Scheme based on the data of Sevilla
and Domingo (1996) with FMDV. The transition from persistent to cytolytic infections in the same cells
led to reversion of some phenotypic traits with continuing genetic diversification. At the end of this history
of infections, the genetic differences between virus 2 and 1 amounted to b, while the measured phenotypic
differences amounted to a (a<b).

to therapy since some of the relevant inhibitors were not in use at the time at which the HIV-1
samples were obtained (Ndjera et al, 1995). The transmission of drug-resistant HIV-1 variants
selected in patients subjected to antiretroviral therapy increased as a result of the widespread
use of therapies with one or two inhibitors. This is referred to as a primary resistance problem,
affecting a number of newly infected patients, a topic of utmost clinical importance also for
multidrug-resistant bacteria and pathogenic monocellular parasites (Chapter 7).

The conclusion from a number of examples listed in Table 6.5 is that quasispecies consti-
tute reservoirs of phenotypically relevant variants. Their adaptive value will not be manifested
unless and until the replicating virus encounters the relevant selective constraint. Since selec-
tion will occur only episodically when the virus faces the appropriate environment, such events
are called episodic selection, as first proposed by Dykhuizen and Hartl (1980) for bacterial
polymorphic enzymes. Mutations that are just tolerated and are nearly-neutral under one set of
environmental conditions may become selectively favored in another environment. The adap-
tive value of mutants generated during the evolution of viral quasispecies in vivo has been
experimentally documented by studying phenotypes of viral clones isolated in the course of
infections with human hepatitis C virus (Weiner et al, 1995; Forns et al, 1999), simian immu-
nodeficiency virus (Kimata et al 1999; Evans et al, 1999) the arenavirus lymphocytic chori-
omeningitis virus (Ciurea et al, 2000), and human immunodeficiency virus (McMichael, 1998;
Borrow and Shaw, 1998).

An example of partial reversion of phenotypic traits with continuous genetic diversifica-
tion was described by Sevilla and Domingo (1996) with FMDV. They observed that when a
virus that had persisted in cells for many cell division generations were passaged cytolytically in
a same cell type, a number of phenotypic traits reverted while the virus increased its genetic
distance with respect to the initial clone (Fig. 6.5). This observation illustrates that a particular
phenotypic trait of a virus can be attained at different points in the genotypic sequence space.
The results also established a difference between reversible and irreversible (very low probabil-
ity of regaining the original trait) phenotypic modifications, suggesting that phenotypic traits
may differ greatly in their robustness (insensitivity to modifications by genetic alterations)
(Sevilla and Domingo, 1996).
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Thresholds for Phenotypic Expression

The complexity of the mutant spectrum of a viral quasispecies has a number of implica-
tions for the expression of phenotypic traits present in viral subpopulations. The first evidence
of a “buffering” capacity of a quasispecies for the dominance of a specific variant was provided
by the vesicular stomatitis virus (VSV) system. A high fitness VSV clone could become domi-
nant in an evolving VSV quasispecies only when seeded above a critical proportion in the
parental VSV population (de la Torre and Holland, 1990). In a similar line of research, but
using lymphocytic choriomeningitis virus (LCMV) in vivo, it was shown that the expression of
a disease syndrome brought about by the virus can also depend on the proportion of patho-
genic variants present in the quasispecies. Some LCMV isolates induce a growth hormone
deficiency in some strains of newborn mice, while other isolates do not. When mixtures of the
two types of LCMVs at different ratios were administered to mice, development of the
hormone-deficiency syndrome could be prevented by an excess of the nonpathogenic variants,
in spite of the pathogenic LCMV remaining at detectable levels in the infecting virus (Teng et
al, 1996).

Of particular practical interest have been the studies of Chumakov and his colleagues with
attenuated poliovirus vaccines. Because the transition from attenuated to virulent poliovirus is
associated with one or a few mutations in the viral genome, virulent variants are expected to be
present in the mutant spectrum of seed stocks and working stocks of attenuated poliovirus
vaccine populations. Chumakov et al (1991) confirmed the presence of virulent variants in live
poliovirus vaccines and documented that unless the virulent variants were present above a
critical threshold proportion, they did not produce neurological disease in monkeys. These
examples point to two facets out of a number of important biological implications of genetic
microheterogeneity in viral populations. One refers to the unpredictable disease outcome when
aviral infection is started by an inoculum containing mixtures of variants with different patho-
genic potential. Another concerns laboratory preparations of viruses to be administered as live
attenuated vaccines. Vaccinologists must be aware of the potential dangers of passaging heteroge-
neous viral mixtures. Although heterogeneity may be minimized by generating live virus prepa-
rations by transfection of cells with infectious RNA transcribed from a defined cDNA clone,
any replicative (or transcriptional) event in the transfected cell may entail some degree of het-
erogeneity among progeny genomes. The presence of virulent or other types of phenotypic vari-
ants in live vaccine preparations cannot be completely ruled out with the available diagnostic
procedures. Depending on the proportion and selective value of a variant type in the mutant
spectrum of a quasispecies, an atypical phenotype may either be expressed or suppressed during
infection.

The experimental evidence for the existence of thresholds for phenotypic expression of
variant RNA viruses supports a number of theoretical arguments that imply that the fate of any
specific component of the mutant spectrum of a viral quasispecies may be strongly dependent
upon the total mutant spectrum which surrounds it (reviewed in Eigen and Biebricher, 1988).
Again, a viral quasispecies acts as a unit of selection, and its behavior cannot be accurately
predicted from the behavior of its individual components.

Host Range Mutants of RNA Viruses

Adaptability of most viruses depends on their ability to infect a range of different cell
types rather than a single cell type in a highly specific fashion. Viruses can be selected either to
optimize their multiplication in a certain host cell or even to change their host cell specificity.
Virologists use routinely the ability of viruses to adapt to new host cells when they grow a
natural isolate in embryonated chicken eggs or in established cell lines. A look at the catalogue
of cell lines susceptible to different viruses reveals that many such cells are unrelated to the
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natural host for that virus. The human HeLa cell line can be infected by some strains of
foot-and-mouth disease virus (FMDV), a virus which in nature infects mainly artiodactyls and
rarely infects humans. Adaptation of viruses to unusual hosts, be they animals or cell lines,
sometimes leads to variant forms of the viruses which are attenuated for their natural hosts.
This is the basis of the preparation of live-attenuated vaccines, generally the most successful
vaccine type for prevention of viral disease (Chapter 8). Numerous host-range mutants of both
DNA and RNA viruses have been isolated (Coen and Ramig, 1996).

Representatives of the same virus group need not use the same receptor molecule to inter-
act with the cell and initiate the infectious cycle (Evans and Almond, 1998; Schneider-Schaulier,
2000). Out of the 102 serologically distinct rhinoviruses, 90% use the so called major rhinovi-
rus receptor or intracellular adhesion molecule-1 (ICAM-1), and 10% use the minor low den-
sity lipoprotein receptor LDLR protein, and still another rhinovirus type uses sialic acid. Picor-
naviruses use at least nine types of cellular receptor proteins, most of them having a cellular role
related to immune responses (Evans and Almond, 1998; Rossmann et al, 2000). Interestingly,
there is no obvious correlation between phylogenetic relatedness and the type of receptor used
by the picornaviruses.

Changes in cell receptor or coreceptor specificity have been documented with several
viruses in cell culture and in vivo. One example is provided by FMDYV, an important animal
pathogen with a clear potential to establish itself as a human pathogen. Natural FMDV isolates
utilize as their main receptor a molecule of the ubiquitous integrin family. When FMDV is
adapted to grow in cell culture, typically baby hamster kidney (BHK) cells, variant viruses able
to bind heparin and to bind cells via heparan sulfate are selected (Jackson et al, 1996). This
modification parallels a change in host range reflected in the acquisition of the ability to infect a
new cell type, Chinese hamster ovary (CHO) cells. Mutant CHO cells defective in heparan
sulfate biosynthesis are available, and they have been instrumental in showing that heparan
sulfate is needed for infection by most variant FMDVs adapted to cell culture. It is not clear
whether these modifications in host range are restricted to cells in culture or may also be rel-
evant to FMDV infections in vivo. A number of alternative capsid sites can mediate heparin
binding, and it is known that mutants with altered receptor specificity are present in the
quasispecies of FMDV which manifest standard receptor recognition (Sa-Carvalho et al, 1997;
Baranowski et al, 1998). Some FMDV variants are able to replicate efficiently in some cell lines
despite not using an integrin- or heparin sulfate-dependent pathway for cell entry, suggesting
that these variants may use a third mechanism for cell recognition and entry (Baranowski et al,
2000). Furthermore, mutants selected from FMDV quasispecies for their inability to bind
heparin sulfate regained ability to enter cells via integrin, suggesting that this virus has the
potential to shift receptor usage for entry even into the same cell type (Baranowski et al, 2000).
It is not yet known what may be the significance in vivo of the capacity of FMDV to change
preferential use of some receptors over others as a result of minimal modifications in this capsid.

Studies with avian retroviruses have shown that small changes in the surface glycoprotein
can alter receptor usage, in response to appropriate selective pressures (Taplitz and Coffin,
1997). The human immunodeficiency viruses (HIV) probably offer the most detailed docu-
mentation of the implications of shifts in coreceptor usage in the evolution of the infection in
human hosts. The number of human cells in which HIV has been found in infected individu-
als is impressive (Levy, 1998). It includes hematopoietic, brain, bowel and skin cells. HIV uses
the cell surface antigen CD44 as its main receptor, and one of several chemokine receptors, in
particular, to infect lymphocytes and macrophages, the two main target cells in the human
body. In the early, asymptomatic phase of the infection, the HIV-1s that are most frequently
isolated use mainly coreceptor CCR5 which mediates infection of macrophages and T cells.
These early isolates do not induce syncytia (nonsyncytium-inducing, NSI phenotype) and
display relatively slow rates of replication. However, HIV-1 quasispecies undergo continuous
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Fig. 6.6. Complexity of the effect of antibodies on an evolving viral quasispecies. Top: an appropriate
antibody response (and for some virus a cytotoxic response) may lead to clearing of infection (viral load
becomes undetectable). Middle: A poor antibody response may lead to viral persistence. Bottom: Fluctua-
tions in viral load may result from antigenic variation and waves of antibody molecules evoked by viral
variants (see text).

evolution in infected patients, and viruses with increasing replication rates and with a
syncytium-forming (SI) phenotype in cell culture gradually become dominant. These viruses
use a different type of coreceptor (CXCR4 or CXCR4 along with CCR5), and show a strong
tropism for T cell lymphocytes (Berger et al, 1998; Levy, 1998). Thus, evolution in coreceptor
usage is one of many important determinants of HIV-1 pathogenesis (Schneider-Schaulier,
2000).

Recepror-ligand analogues may provide a means to limit viral infection, but they may
promote selection of host-range viral mutants. A modified RANTES (a natural ligand for
CCRS5) selected HIV-1 mutants able to use CXCR4 as a coreceptor in an in vivo mouse model
(Mosier et al, 1999). The modification was facilitated by the HIV-1 isolate used, which re-
quired only one or two amino acid substitutions in its surface glycoprotein to recognise CXCR4
as a coreceptor.

Viruses may use one or several receptor molecules. They may also use a coreceptor in
either an essential or dispensable manner. The same basic receptor molecule may, in association
with alternative coreceptors, direct a virus to recognize one cell type or another. Viruses may
also interact with cell surface molecules as landing pads prior to receptor and coreceptor usage.
Receptors, coreceptors and landing pad molecules may be used efficiently or inefficiently.
Low-level entry of viruses by inefficient coreceptors are increasingly documented as possible
elements in disease manifestations. Shifts in recognition of high- or low-efficiency receptors,
coreceptors and landing pad molecules are, at least in some cases, susceptible to modification
by amino acid replacements within easy reach of the mutant spectra of viral quasispecies (Hsu
et al, 1998; Baranowski et al, 1998, 2000; Hoffman et al, 1998).
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Quasispecies Dynamics and Antigenic Variation

Antibodies and cytotoxic T lymphocytes (CTL) are important components of the protec-
tive responses against pathogenic agents, including viruses. As a result of antigenic variation of
a pathogenic agent, the types of antibodies induced will often change. The new antibodies may
no longer recognize the initial form of the pathogen, and, in turn, the variant pathogen may no
longer be inactivated (neutralized) by the first set of antibodies (Fig. 6.6). Antigenic variation is
critical for the survival of many RNA viruses over prolonged time periods in the field (during
successive epidemic waves as for example with influenza) and also within infected individuals,
in the course of a disease episode (Weiner et al, 1995; Evans et al, 1999; Ciurea et al, 2000).
Perhaps the most classical example of the latter is provided by the lentiviruses equine infectious
anemia virus and visna virus (reviews in Clements et al, 1988; Carpenter et al, 1990; Hammond
et al, 2000). A theme of considerable debate is whether antigenic variation of viruses within
infected individuals plays an important role in virus survival and disease pathogenesis or is
simply a secondary phenomenon, unavoidable due to the high genetic variability of RNA
viruses, but with little biological relevance. Amino acid substitutions at T cell epitopes of HIV-1
appear to have contributed to virus escape from CTLs (Koenig et al, 1995; Borrow et al, 1997;
Price et al, 1997; Borrow and Shaw, 1998; McMichael, 1998; Menéndez-Arias et al, 1999). On
occasions escape mutants become dominant only after many years of stability of the initial T
cell epitope (Goulder et al, 1997). However, late escape of one specific epitope may be due to
adverse effects on fitness of the amino acid substitution in a particular genomic sequence con-
text, but it may still contribute to viral persistence.

The initial infection with HIV-1 results in an increase in viral load (measured as the
amount of viral RNA quantitated in blood) followed within days by a decrease in viral load to
a level which varies greatly from one infected individual to another. Positive correlations have
been observed between CTL levels and low viral loads, a feature which is associated with the
asymptomatic period of infection (Pantaleo and Fauci, 1996). However, it has been argued
that the increase in CTLs coincides with the decrease in viral load but is not necessarily its
direct cause (Feinberg and McLean, 1997).

Not only for HIV-1, but also for many other viruses, it has been proposed that antigenic
variation may be promoted by mechanisms other than positive immune selection. According
to the most generally-accepted, Darwinian model, genome variation affecting antigenic pro-
teins occurs at random but antigenic variants do not become dominant until immune re-
sponses provide positive selection of those viruses with antigenically variant proteins. Viruses
with an invariant antigenic structure would be partially or completely neutralized by the im-
mune response (that is, their fitness relative to the antigenic variants will become very low; see
Chapter 7). However, a number of observations both in vivo and in cell culture suggest that in
some cases positive immune selection need not operate to raise antigenic variants to domi-
nance (reviewed in Domingo et al, 1993). The examples affect DNA viruses as well as RNA
viruses. An early study by Hampar and Keehn (1967) documented that herpes simplex virus
modified its antigenic specificity in the course of a persistent infection in cell culture in the
absence of antibodies. A similar observation with FMDV in persistent as well as cytolytic infec-
tions was reported independently by two groups (Bolwell et al, 1989; Diez et al, 1989). Sevilla
etal, (1996) documented that two adjacent amino acid substitutions at the major antigenic site
of FMDV, which abolished the reactivity of the virus with antibodies, became dominant upon
serial cytolytic passage of the virus in the absence of antibodies. Interestingly, the dominance of
the virus with the double amino acid substitution occurred only when large viral populations
were used in the serial infections, suggesting an effect of the viral population size on the repertoire
of mutants that may become dominant during quasispecies evolution. This result was particu-
larly interesting because the two antigenically drastic replacements rose to dominance under a
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Fig. 6.7. The random change (“hitchhiking”) model of antigenic variation of RNA viruses. Quasispecies are
schematically depicted as in Fig. 6.4. A.S. means a region encoding an antigenic site on the viral capsid where
mutations are assumed to be more tolerated than average. On top the unrestricted viral replication (big
arrows) does not lead to a change in the average sequence although the mutant spectrum may show higher
mutation frequencies within A.S. At the bottom, the introduction of a bottleneck (small arrow) leads to
dominance of an antigenic variant reflected in the average sequence. The model need not be applied only
to antigenic sites, but to any genomic region where mutations are more tolerated than average. Based in
Domingo et al (1993), with permission from the Society for General Microbiology, U.K.
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passage regime that minimized genetic drift (Sevilla and Domigo, 1996). It is worth noting
that the repertoire of antigenic variants recorded at a defined antigenic site need not be identi-
cal in the presence and absence of antibody selection (Borrego et al, 1993).

Other viruses for which antigenic variation in the absence of immune selection has been
reported include hepatitis A virus, the lentiviruses HIV-1 and equine infectious anemia virus,
Newecastle disease virus, rabies virus and human and swine influenza viruses [details of the
various biological contexts in which the observations were made are given in Domingo et al
(1993), and references therein]. In an instructive study, Rocha etal (1991) analyzed the hemag-
glutinin and the nucleoprotein of sequential samples of influenza virus from a persistently
infected child afflicted with a severe immunodeficiency syndrome. Antigenic variants emerged
at high rates in spite of a weakened (or absent) immune response.

There are at least two main models to explain antigenic variation in the absence of an
immune selection. One is that antigenic sites perform functions other than interacting with
components of the immune response. For CTL responses this could be argued on the basis that
T-cell epitopes are often located on conserved regions of structural or nonstructural viral pro-
teins. In the case of B-cell epitopes, the picture has changed radically in recent years. Taking the
picornaviruses as an example, it had been postulated that receptor-recognition sites were lo-
cated in canyons or pits, hidden from the external surface of the particle, and protected from
antibody attack. Studies with FMDYV, poliovirus and rhinovirus have shown that
receptor-recognition sites and antigenic sites may share one or several amino acid residues. In
the case of FMDYV, structural studies of complexes between peptide antigens and the Fab frag-
ment of several antibodies have shown that amino acids which are critical for recognition of an
integrin receptor are also critical for interaction with neutralizing antibodies. Antigenic sites
may coincide almost exactly with receptor-recognition sites. Therefore the adaptation of a virus
to a different host cell may entail an antigenic change, and antigenic variation may affect host
cell recognition specificity (Verdaguer et al, 1998; Ruiz-Jarabo et al, 1999).

The second model to explain antigenic variation in the absence of immune selection is
closely connected with the quasispecies structure of RNA viruses and relates to a classical con-
cept of population biology called “hitchhiking” of mutations. The model was termed “random
change model” (Domingo et al, 1993), and it is schematically depicted in Fig. 6.7. It proposes
that since antigenic sites are located at the surface of viral particles they are subjected to less
stringent structural constraints than internal protein domains subjected to interactions with
other viral proteins or with other sites of the same protein. Obviously surface residues will
never be completely free to tolerate any type of substitution (and less so when part of the
antigenic domain may also be involved in receptor recognition, as in the picornaviruses dis-
cussed above). However, the model assumes that the tendency will be towards greater acceptance
of substitutions at surface residues. This is supported by the location of amino acid replace-
ments due to mutations occurring upon viral passage (in the absence of antibodies) or when
comparing related isolates of the same virus. Thus, fluctuations in mutant distributions pro-
moted by selection at unrelated loci or by founder events (as a result of genetic bottlenecks)
have a higher probability of yielding dominant genomes carrying mutations at genomic loci
where they are most tolerated, in particular those associated with antigenic variation (see Fig.
6.7). This mechanism necessitates the action of negative selection acting continuously on newly
arising genomes. This model was originally explicitly proposed by Domingo et al (1993) and
reformulated in more quantitative terms by Haydon and Woolhouse (1998). In addition to
underlining the largely unpredictable nature of antigenic variation, the model also emphasizes
one of the main problems encountered in studies of RNA virus evolution: the difficulties in
assigning to specific mutations the phenotypic changes observed in viruses. This is because sites
at which mutations are more tolerated than at average sites need not be restricted to antigenic
sites, and those sites may vary by “hitchhiking” of mutations due to selection acting on unre-
lated loci.
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CHAPTER 7

Population Dynamics and Virus Adaptability
Viral Fitness

and Travis, 1996). The concept has broadened from referring to the survival of an

individual to meaning its lifetime reproductive success. The latter, in turn, encom-
passes a number of elements such as growth rate, age of maturity, frequency of reproduction,
number of offspring, success of offspring and others. Maximal reproductive success cannot be
measured simply by fecundity but rather by the resources that may be available to each of the
offspring to ensure their own reproductive success (Williams, 1992; Villarreal, 1999).

Fitness values are relative and transient. Relative because they change with environmental
parameters including the presence and activities of other organisms. Transient because the
physical and biological surroundings are generally dynamic, not static. Fitness has a heritable
component built into the genetic makeup of the organism, and a nonheritable component
which is a composite of environmental parameters.

Equally complex is the concept of fitness as applied to viruses (Domingo and Holland,
1997). It has been very useful to adapt an operational definition of viral fitness that renders the
concept amenable to relatively simple experimental designs. Viral fitness has been defined as
the relative ability of a virus population to produce infectious progeny under a set of defined
environmental conditions. Values are necessarily relative, and they are often determined in
growth-competition experiments involving the virus to be tested and a reference “wild type”
virus which is arbitrarily given a fitness value of 1 (Holland et al, 1991). The experiment
consists of serial infections of host cells (or animals) with the two viruses mixed in a known
proportion. The progeny of the first round of infection are used to carry out a second round of
infection of the host cells (or animal) under the same experimental conditions. This process of
competition passages is repeated a number of times, generally not exceeding five. The relative
proportion of the two viruses is determined for the initial mixture and for the progeny of the
successive passages. The proportion of the two competing viruses at each passage, relative to
that in the initial mixture, is used to derive a fitness vector the slope of which is taken as the
relative fitness value (Holland et al, 1991; Duarte et al, 1992). Unless the long-term evolution
of the two competing viruses needs to be tested, for fitness determinations it is advisable to
restrict the number of competition passages. This will minimize effects of additional mutations
(unavoidable during RNA genome replication) and of variations of multiplicity of infection
(the number of infectious virus per cell) on the relative growth properties of the two competing
viruses (Sevilla et al, 1998).

’ I Y he meaning of fitness of living organisms has evolved since the time of Darwin (Reznick
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The virus to be tested and the reference virus must be distinguished either phenotypically
or genetically in order to determine accurately their relative amounts. A phenotypic trait that
has been widely used is resistance to a monoclonal antibody (MAb). Depending on the nature
of the antigenic site for which a neutralizing MADb is available, it may be possible to derive a
neutral viral mutant that cannot be neutralized by the MAb. Then in competitions involving a
MAD-sensitive and a MAb-resistant virus, the proportion of the two variants can be deter-
mined by plating samples of virus from each competition passage in the presence and in the
absence of MAb. Since complete resistance to a MADb is unlikely, it is important to adjust the
MADb concentration to allow >90% survival of the resistant mutant and minimal (<10%) sur-
vival of the sensitive virus. The survival frequencies will depend on the relative ability of the
MAD to neutralize the two viruses, and they will determine the limits of detection of the two
viruses in the competition mixtures and, therefore, the accuracy of the fitness vector. As a
general rule, the MAb should be added to the agar overlay after attachment of the virus mix-
ture, once virus penetration into the cells has taken place (Chapter 2). Incubations of the
mixed viral populations with the antibody prior to plating should be avoided since mixed
infections at high multiplicities of infection may produce phenotypic masking of MAb-resistant
genomes which involves incorporation of MAb-sensitive proteins in their particles (Holland et
al, 1989; Valcarcel and Ortin, 1989). Other phenotypic traits, such as different sensitivity to an
antiviral inhibitor, plaque size or morphology may also be used for fitness determinations.

An alternative procedure increasingly used to quantitate relative fitness involves nucle-
otide sequence determinations at sites where the two competing viruses differ in sequence
(Escarmis et al, 1999; Yuste et al, 1999). Their relative amounts can be quantitated through
densitometry or image analysis techniques. Instead of direct sequencing, sampling methods of
genome variation (gel mobility assays, restriction fragment length variations) have been also
adapted for fitness determinations of viruses. These procedures, carried out both in cell culture
and in vivo, are increasingly documenting the great adaptability of RNA viruses as reflected by
adjustment of fitness values in response to environment changes.

Repeated Population Bottlenecks Lead to Fitness Losses:
Muller’s Ratchet

Studies with a number of different RNA viruses have documented a remarkable influence
of the population size of replicating virus in fitness variation. The results constitute a clear dem-
onstration of the quasispecies dynamics undergone by RNA viruses during their multdiplication
and its profound influence in virus adaptability. The first documentation that a drastic reduc-
tion in population size resulted in a fitness decrease was reported by Chao (1990). He subjected
the tripartite (genome consisting of three double-stranded RNA molecules) Pseudomonas
phaseolicola phage §6 to repeated plaque-to-plaque transfers, the most severe form of bottle-
neck event that a virus may undergo since its effective population size is periodically reduced to
one (Chapter 2). The presence of a mutant spectrum in RNA virus populations predicts that
each plaque transfer has a good probability of isolating a virus deviating in one or several
mutations from the average. A tendency to incorporate deleterious mutations was first pro-
posed by Muller (1964) to operate in small populations of asexual organisms when no compen-
satory mechanisms such as sex or recombination intervene. Such accumulation of deleterious
mutations which result in average fitness losses is known as Muller’s ratchet. Its operation has
been documented with RNA viruses of animals and with protozoa (Bell, 1988), the fish
Poeciliopsis monacha (Leslie and Vrijenhoek, 1980), and bacteria (Andersson and Hughes, 1996).

The debilitating effects of plaque-to-plaque transfers of RNA viruses may be viewed as an
accentuation of the ratchet effect predicted by Muller. Stochastic fitness decreases, some very
intense, as a result of subjecting virus to repeated bottleneck events have been observed with
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the animal viruses vesicular stomatitis virus (VSV) (Duarte et al, 1992, 1993), foot-and-mouth
disease virus (FMDV) (Escarmis et al, 1996) and human immunodeficiency virus type 1 (HIV-1)
(Yuste et al, 1999). Yuste et al (1999) emphasized that the extent of fitness loss differed greatly
among the three animal viruses subjected to a similar experimental design of serial plaque
transfers. A number of HIV-1 clones were so debilitated that the virus was extinguished (dras-
tic loss of plating efficiency) before the intended number of plaque transfers could be com-
pleted. The number of extinctions decreased for the other viruses in the order HIV-1 > FMDV
> VSV (or ¢6). The reasons for these differences are not well understood, but they may relate to
the different numbers of replication rounds occurring for each of the viruses in the course of
plaque formation. Indeed plaque growth is the only step in the process of plaque transfer that
permits some competitive selection among viral genomes. The number of infectious particles
found in a plaque of VSV (10°-10® plaque-forming units or p.f.u.; see Fig. 2.2 in Chapter 2) is
higher than found for FMDV (10° to 10° p.f.u.) and much higher than found in a plaque of
HIV-1 (10° to 10% p.fu., in the assay employed by Yuste et al, 1999). It is likely that the
limitation of viral population size in the successive plaques facilitates the accumulation of del-
eterious mutations. The stronger accentuation of Muller’s ratchet effect for HIV-1 could also
be influenced by differences in mutation and recombination rates among the three viruses.
However, as summarized in Chapter 6, it is unlikely that differences in mutation rates between
retroviruses and riboviruses (Drake, 1993) could account for marked differences observed in
fitness decrease. Also, recombination would be expected to compensate for fitness losses, and no
evidence of recombination (except for formation of defective interfering particles, see Chapter 6)
has been obtained for VSV or other mononegavirales.

Molecular Basis of Fitness Decrease

The molecular events underlying fitness loss as a result of plaque-to-plaque transfers were
analyzed in the case of FMDV (Escarmis etal, 1996). A summary of the types of genetic lesions
that accumulated in FMDV clones as a result of bottleneck events is summarized in Table 7.1.
The most remarkable lesion was an internal polyadenylate of up to 35 residues that represented
an extension of four adenosines that precede the second functional AUG used for initiation of
protein synthesis. The genomic RNA of FMDV has two functional AUG initiation codons that
direct the synthesis of two forms of a leader (L) protease that differ only at their amino-terminal
region. It is likely that the internal polyadenylate was tolerated because the two forms of L are
functionally redundant and the internal poly A affected the synthesis of only one form of L
(Escarmis et al, 1996). Furthermore, this debilitating lesion could be isolated and sequenced
because the virus harboring it did not need to compete with more fit viruses after cloning,.

Half of the amino acid substitutions at the structural proteins of the debilitated FMDV
clones occupied internal positions in the capsid. In contrast, when mapping capsid substitu-
tions in a variety of FMDV lineages that had been subjected to large population passages, only
4% of the substitutions were found at internal locations in the capsid; the majority (96%)
affected residues accessible to a probe of a size similar to a water molecule (Escarmis et al,
1996). Thus, there were important qualitative changes in the types of mutations found in FMDV
clones subjected to repeated bottlenecks, and related FMDV populations derived from large
population passages (Table 7.1). (Our view of FMDV variation had been strongly influenced by
the routine passages used to produce high titer stocks!). How can such a difference in the types
of mutations be explained? The interpretation is straightforward considering the presence of a
mutant spectrum in the replicating population of genomes, and the events are depicted in
Figure 7.1. Assume that the initial quasispecies distribution corresponds to a virus which is well
adapted to the environment. The random sampling of one genome from the distribution (ar-
row in Fig. 7.1, that represents growth from a single infectious genome during plaque develop-
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Table 7.1. Genetic lesions acompanying FMDV passages®

FOUND IN VIRUS SUBJECTED TO:

LARGE POPULATION

TYPE OF MUTATION PLAQUE-TO-PLAQUE

TRANSFERS PASSAGES
Transitions 77% 69%
Transversions 23% 31%
Nonsynonymous 49% 76%
Synonymous 51% 24%
Internal polyadenylate In 50% of clones Not found®
extension
Amino acid replacements 50% 4%

internal in the capsid®

@ Based on results with FMDV clone C-S8c1 reported by Escarmis et al (1996).
The internal polyadenylate represents an extension of five adenosine residues found at positions
1119 to 1123 of the FMDV C-S8c1 genome. No such internal polyadenylate extension has been

detected in about one hundred FMDV populations (biological clones or natural isolates) subjected

to large population passages.

€ Internal means not accessible to a probe of a size similar to a water molecule.
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Fig. 7.1. Schematic representation of the effect of serial bottleneck events on a viral quasispecies. Genomes
are indicated by horizontal lines, and symbols on the genomes represent mutations. Most genomes from the
initial quasispecies (left) deviate from the master, represented here by the zero mutation class of genomes
(molecules 3, 12 and 16 from the sequence distribution). Bottleneck events (arrows) lead to amplification
of one genome from the distribution, resulting in gradual accumulation of mutations, with a gradual
modification of the average sequence. When the initial quasispecies is well adapted to the environment,
repeated bottleneck events are generally expected to result in average fitness decreases, since genomic
distributions gradually deviate from the well adapted one. This prediction from the quasispecies structure
of RNA viruses has been amply confirmed experimentally (see text). (from Domingo et al, 1996, with

permission from FASEB J.).
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ment) will tend to divert the newly generated quasispecies from its previous optimum. Succes-
sive random sampling (bottleneck) events will gradually increase the mutational load resulting
in fitness decrease. The parallel accumulation of debilitating mutations and a decrease in fitness
were clearly documented in the analyses with FMDV (Escarmis et al, 1996). Very few muta-
tions scattered throughout the genome were sufficient to take the virus to a fitness minimum.
An unfit FMDV clone found to be near extinction (due to Muller’s ratchet) included, in
addition to the internal polyadenylate discussed in preceding paragraphs, a total of seven
point mutations (four synonymous or affecting noncoding regions and three affecting amino
acids of nonstructural proteins). Independent clones subjected to plaque transfers in parallel lin-
eages accumulated unique sets of mutations but in similar proportions (Escarmis et al, 1996).
This suggests that under the experimental conditions employed in these experiments, the num-
ber of mutations needed for FMDV to move in the fitness landscape (Wright, 1931, 1982) is
commensurate with the number present in the mutant spectra of FMDV quasispecies with a not
too-distant clonal origin [7 mutations in a 8500-residue genome represents a mutation frequency
of 8 x 10 substitutions per nucleotide, a value which characterizes the mutant spectrum com-
plexity of many FMDV populations (reviewed in Domingo et al, 1990, 1992)].

Fitness decreases are often observed in biological clones of viruses which have been iso-
lated after surviving a strong selective pressure directed to the bulk of the population. Examples
are polyclonal antibody-resistant clones of FMDV (Borrego et al, 1993) or inhibitor-resistant
HIV-1 variants (Goudsmit et al, 1996; Harrigan et al, 1998; Nijhuis et al, 1999; Zennou et al,
1998). Individual clones harboring the mutations needed to respond to the selective constraint
are a minority in the quasispecies, reflecting a selective disadvantage relative to the quasispecies
average (Domingo et al, 1978). These minority clones often show higher fitness than the aver-
age population when fitness is measured in the presence of the selective agent, as expected. In
most cases, extensive multiplication of the virus, either in the absence or the presence of the
selective agent, leads to fitness recovery.

Fitness Increase of RNA Viruses: Quasispecies Optimization

Large population passages of RNA viruses generally result in fitness gains when fitness is
measured in the same physical and biological environment in which the passages were carried
out (Martinez et al, 1991; Clarke et al, 1993; Novella et al, 1995a; Escarmfs et al, 1999). In an
extensive study with several VSV clones, Novella et al (1995a) found that fitness increases
followed exponential kinetics. When the initial clone had a very low fitness, a two-phase kinet-
ics was observed, with a rapid, initial fitness increase until neutrality was attained. Novella et al
(1995a) pointed out that the spectacular fitness gain from a single viral particle denotes an
adaptive evolutionary capacity that “overwhelms speculation”. For one of the VSV clones ana-
lyzed, fitness increase reached 5000% after 50 passages!. As a comparison with a DNA-based
organism, the fitness gain during adaptation of the bacterium Escherichia coli to new culture
conditions was around 8% in 400 generations and 37% in 2000 generations (Bennet et al,
1990; Lenski and Travisano, 1994).

Given that large population passages ensure rapid fitness gains while serial bottleneck
events lead to stochastic fitness losses, a very relevant question in the population dynamics of
RNA viruses is the population size needed to maintain a constant fitness value in a given
environment. Again, studies with VSV clones indicated that such critical population size de-
pends on the initial fitness of the viral clone. The higher the initial fitness value, the less severe
must be the bottleneck to maintain fitness (Novella et al, 1995b). Debilitated viral clones often
gain fitness in spite of being subjected to rather severe bottlenecks (Novella et al, 1995b; Elena
et al, 1998), a treatment that would have led to stochastic fitness losses had the initial fitness
been high. Coherently with these results, Novella et al (1999b) have recently found that as the
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fitness of an evolving VSV population increases, even large population passages cannot ensure
a continuing fitness gain. At this critical point of the fitness-population landscape, fitness varia-
tions become erratic, probably manifesting the effects of stochastic mutations that drive the
virus to neighboring points of the fitness landscape, without a clear direction or trend. These
observations pose interesting questions regarding the possible effects for virus adaptation of
temporary residence of virus population in such an ambiguous position in an adaptive land-
scape.

Fitness variations independent of externaly applied selective pressures have been detected
among FMDV clones isolated from infected swine at different times after infection (Carrillo et
al, 1998). By appropriate competition experiments in vivo it was shown that a clone isolated
during the early viremic state of swine maintained a replicative advantage in swine, in compe-
tition with other clones.

Simian immunodeficiency virus replicating in macaques undergo sequential genetic and
antigenic variations that render the virus increasingly fit for replication and to cause disease in
this primate host (Kimata et al, 1999). (Other examples of adaptive evolution of viral quasispecies
are discussed in Chapter 6).

Multiple Molecular Pathways for Fitness Increase:
A Wrightian View of RNA Virus Evolution

A number of altered, low fitness clones of RNA viruses have been analyzed with regard to
modifications undergone by genomic RNA as replication competence is restored. An FMDV
clone that had been extremely debilitated by operation of Muller’s ratchet was subjected to
large population passages to determine the genetic modifications associated with fitness gain
(Escarmis et al, 1999). Entire genomic sequences were determined as fitness increased. By
passage 100, the relative fitness of the population had increased 30-fold relative to the initial,
debilitated clone. The two consensus nucleotide sequences differed at 15 sites. Only two of the
15 changes represented true reversions to the sequence of the parental clone. The remaining
genetic modifications were additional mutations, some of them probably pseudo-reversions
affecting coding and noncoding regions, including ten amino acid replacements at structural
and nonstructural proteins. Comparison of sequential genomic sequences revealed that loss of
the internal polyadenylate extension was the first genetic alteration associated with fitness gain.
Interestingly, the study of fitness recovery underwent by four subclones of the same debilitated
clone revealed three distinct molecular pathways for the loss of the internal polyadenylate
(Escarmis et al, 1999).

Results with a number of viral systems point to similar conclusions. A broad spectrum of
revertants, pseudorevertants and quasi-infectious viruses (those that generate infectious prog-
eny different from the infecting genome) are usually isolated following transfections with mo-
lecular clones (or transcripts) of a number of viruses that had been altered by site-directed
mutagenesis [RNA bacteriophages (Licis et al, 1998), picornaviruses (Wimmer et al, 1993;
Agol, 1997; Gromeier et al, 1999) or HIV-1 (Berkhout et al, 1997) provide some examples].
Although in most cases relative fitness values were not determined, noninfectious or poorly
infectious clones gave rise to replication-competent, modified progeny. The view emerging
from these experimental results is, again, that RNA viruses are capable of generating altered
genomic RNA with high frequency. These altered RNAs offer multiple choices for fitness gain
via a number of alternative molecular pathways.

These observations with RNA viruses have a bearing on alternative views defended by
population geneticists who constructed the so called “modern synthesis” of Mendelism and
Darwinism. Fisher (1930) was a strong advocate of adaptations being largely the result of small
evolutionary steps. Wright (1931, 1982) accepted a larger possible contribution of chance in
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evolution and the possibility of attaining alternative fitness peaks in a complex fitness land-
scape with many mountains, valleys, canyons and a network of optional routes to go uphill or
downhill in the fitness landscape. This Wrightian view of virus adaptation has been also as-
sumed for viruses that must alternate between hosts in their life cycles (Scott et al, 1994). These
arguments, however, should not be taken as any type of provocative confrontation between
Fisher and Wright (they had enough in their life times!). Indeed one of the main arguments of
Fisher (1930)—that large genetic variations are more likely to be deleterious than beneficial—
is widely accepted for genomes which are well adapted to their environments. In the examples
of fitness gain of viruses described above, the starting genomes had been severely debilitated
either by a history of bottleneck events or by site-directed mutagenesis of critical genomic
regions. The picture emerging from studies with viruses might be different if the question
addressed were the types of molecular events underlying further fitness gains of an already
quite fit genome.

Current Views on Fitness Evolution of RNA Viruses

In spite of the fitness of RNA viruses currently being under intense investigation, and
conclusions still being tentative, a few general trends can be suggested from observations sum-
marized in preceding paragraphs.

* Fitness variations are rapid. A single passage of a virus in cell culture or in vivo may
produce a major fitness change, reflecting a modification of the quasispecies distribution.

* Asaresult of the isolation of an individual clone from a viral quasispecies, either through
random sampling or through selection, fitness of the individual clone tends to be lower
than the fitness of the parental quasispecies —especially for high fitness starting popula-
tions. Passage of the clonal population in the same environment will often result in
fitness increase.

* Fitness of clones isolated following application of an antiviral selective agent (antibod-
ies, inhibitors, etc.) is often lower than fitness of the parental quasispecies, provided
fitness is measured in the absence of the selective agent. When fitness is measured in
the presence of the selective agent, fitness of the selected clone tends to be higher than
fitness of the parental quasispecies.

* Population size modulates fitness variations. In general, infections in which the virus
population size is greatly reduced will often lead to fitness losses. In contrast, infections
involving transfer of large virus populations will often lead to fitness gain. However, the
effect of population size is strongly dependent on the initial fitness of the population.
The higher the initial fitness, the higher is the population size needed to ensure that the
infection will not lead to fitness loss. Stochastic effects are much more pronounced for
infections by very small virus populations.

Certainly, as more research on viral fitness is completed, more accurate and additional gen-
eralizations will become possible and desirable, since they may help both in the understanding of
quasispecies dynamics and in the design of preventive and therapeutic regimes against RNA
viral disease.

Complexity of Fitness Landscapes

Wright depicted adaptive landscapes in the form of mountains of high fitness and plains
and valleys of low fitness. This is a convenient way to depict fitness variations of viruses since
genomic changes, in combination with environmental modifications, drive viruses uphill or
downhill in the fitness landscape. Fitness landscapes for viruses are complex, dynamic and
highly unpredictable. In a two-dimensional version of a fitness landscape, a virus may lie on a
mountain ridge along which the virus can easily move. Its chances of survival are high (Fig. 7.2).
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VAN
Fig. 7.2. Schematic two-dimensional version of a fitness landscape. Top: A virus population (black dot) may

be located on a mountain ridge, therefore facilitating adaptation (movements). Bottom: A virus may be at
the top of an isolated fitness peak, with a slim probability of reaching other fitness peaks (adaptation).

Readily observed genetic and fitness modifications among antibody-resistant and inhibitor-resis-
tant mutants belong to this category. In another type of fitness landscape, a virus may be
located at the top of an isolated fitness peak (Fig. 7.2). Perhaps such specialized high fitness
might at times correspond to unique evolutionary events such as the one that led to an influ-
enza RNA-ribosomal RNA nonhomologous recombinant found in a virulent influenza virus
(see Chapter 6). No evidence of evolutionary continuity of such an influenza recombinant has
been obtained, suggesting an extinction-prone genetic constellation. A virus on an isolated
peak has a low chance of survival when selective conditions change. In a multidimensional
fitness landscape the probability of finding ridges raises considerably.

For viruses that use alternative hosts, such as the arboviruses which alternate between
mammalian and insect hosts, it is important to be able to shift hosts without detrimental
fitness losses (Weaver et al, 1992; Weaver, 1998). Host alternation and virus persistence in the
insect vector have been regarded as selective constraints that may promote stasis of average
sequences in arboviral quasispecies. In a recent study, Weaver and colleagues have documented
that eastern equine encephalitis virus (EEEV) fixed more mutations upon adaptation to either
insect or mammalian cells than upon alternated passages in the two cell lines. However, pas-
sages in one cell type alone resulted in fitness gains that were not larger than those attained after
alternating cell passages (Weaver et al, 1999). In this particular cell culture model system alter-
nating host infections did appear to constrain the rates of viral evolution but not the ability of
the virus to gain replicative fitness in each of the two host cell types. Using another arbovirus,
Novella et al (1999) did not observe a difference in the accumulation of mutations in the VSV
genome subjected to passage in either mammalian cells or insect cells alone, or in alternating
passages. It is likely that a number of factors, in addition to the need to replicate in different cell
types, contribute to the slow evolution often seen for arboviruses.

Evidence of Positive and Negative Selection Acting Continuously
in Viral Populations

In preceding sections of this Chapter we have described passage regimes leading to fitness
gains or losses, as well as some of the underlying molecular events in the viral genomes. Virus
adapration can also be explained in a slightly different way, emphasizing the difference between
positive or Darwinian selection and negative or purifying selection (Kimura, 1983; Williams,
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1992; Page and Holmes, 1998). Positive or Darwinian selection is the force that drives an
individual or group of individuals (organisms, cells or viruses) to dominance because of advan-
tageous mutations (or gene constellations) in a given environment. Negative or purifying selec-
tion is the force that reduces the frequency of an individual or groups of individuals because of
mutations which are deleterious in a given environment. The recent literature on RNA virus
evolution includes multitudes of examples of viral genomes subjected to positive or negative
selection, and many are discussed in other Chapters of this book. Antibody- or cytotoxic T
lymphocyte (CTL)-escape mutants, documented with several viral systems (Borrow and Shaw,
1998) may participate in viral persistence and constitute examples of positive selection acting
in vivo. Similarly, inhibitor-resistant mutants of RNA viruses may be driven to dominance in
an infected individual treated with the inhibitor by positive selection if no perturbing factors
intervene. Consequently, inhibitors or antibodies/CTL exert negative selection upon the “wild
type” sensitive viruses.

If negative selection eliminates unfit mutants, and as a consequence, unfit mutants cannot
be detected in viral quasispecies, how does one know that they occurred in the first place?
Several lines of experimental evidence support the occurrence of such mutants (Domingo,
1998). (i) When a strong selective agent is applied to a replicating viral quasispecies, unusual
mutants, better fit to replicate in the presence of the selective agent, are frequently isolated. An
example was provided by FMDV mutants that escaped neutralization by polyclonal antibodies
targeted to one specific antigenic site of the viral capsid. These mutants had multiple amino
acid replacements at and near the relevant antigenic site, and displayed very low replicative
fitness when measured in the absence of antibodies (Borrego et al, 1993). Obviously, the se-
lected mutants had to be generated in the course of FMDV replication since all progeny FMDVs
were derived from a single genome in an initial cloning event. Their fate was to be eliminated
or maintained at low frequencies by negative selection unless antibodies that imparted a selec-
tive advantage to them were present.

A different example which underlines the same concept is provided by the FMDV ge-
nomes harboring an internal polyadenylate extension (described in previous sections). This
particular site on the FMDV genome (four adenylate residues preceding the second functional
AUG initiation codon) would qualify as a mutational “hot spot”, according to the exceedingly
high frequency of clones with an increased number of adenylate residues found among clones
subjected to repeated bottlenecks (Escarmis et al, 1996). Yet the absence of any observed modi-
fication of this locus in hundreds of other FMDV populations can best be explained by nega-
tive selection in spite of a tendency of the replicase to “stutter” at homopolymeric tracts (Kunkel,
1990; Bebenek et al, 1993; Escarmis et al, 1996; Meyerhans and Vartanian, 1999).

The repertoire of RNA virus variants that we see in populations passaged under standard
conditions in cell culture, or in animals, as well as the genomic sequences that enter data banks
and phylogenetic analyses, have all passed the filters imposed by negative selection. Hence, we
see an infinitely small proportion of the myriads of variations being continuously tested in each
cell infected by any RNA virus. Both negative and positive selection keep acting at the different
stages of viral spread: from one cell compartment to another, from cell-to-cell, tissue-to-tissue,
organ-to-organ, organism-to-organism (transmission) and also during persistence at the level
of the cell, the individual or in a population of hosts (Domingo et al, 1998). Suggestions that
most genetic change in RNA viruses are neutral (with no biological relevance) cannot be recon-
ciled with the observations, now established both in vitro and in vivo, that RNA virus fitness is
continuously changing—often drastically. Were most mutations neutral, a fitness change would
make head-lines in highly reputed scientific journals. It is now clear that we must keep viruses
in the deep-freezer to ensure invariant fitness....
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Competition Between Neutral Variants: the Competitive Exclusion
Principle and the Red Queen Hypothesis. Reproducible Nonlinear

Population Dynamics

The analysis of the outcome of competitions between VSV clones of similar fitness has sug-
gested the operation of a number of important principles of modern population biology during
RNA virus evolution (Clarke et al, 1994). Prolonged competition between two VSV clones of
nearly neutral fitness resulted in the coexistence of the two populations for many generations
(passages) until one of them suddenly displaced the other. Eventually stochastic changes occurred
that perturbed the initial equilibrium between the two competing populations (Clarke et al, 1994).
This observation agrees with the competitive exclusion principle of population genetics which
states that when species compete and share the same biological niche, one will always eventually
dominate (or exclude) the other (Gause, 1971). RNA viruses may be more prone than complex
organisms to sudden exclusions because of their extremely high error rates during RNA genome
replication (Chapter 6). Unless the competing clones both have a high initial fitness, any advanta-
geous mutation in one of the quasispecies may eventually arise to drive it to dominance. Cases of
prolonged coexistence of competing, high fitness FMDV subpopulations have been recently de-
scribed (Sevilla et al, 1998; Ruiz-Jarabo et al, 1999).

In the initially-equal competition series with VSV clones (Clarke et al, 1994), both the
winner and the loser clones gained fitness in the course of passaging. Therefore, the expected
fitness increase mediated by large population passages (see previous section) occurred indepen-
dently of the fate (towards dominance or extinction) of the competing populations. This gen-
eralized fitness improvement whereby the relative fitness of the two competitors remains quite
close, at least for a time, was formulated by Van Valen (1973) and it is known as the Red Queen
hypothesis. The colorful and literary designation alludes to the words of the Red Queen in
Lewis Carroll's novel 7hrough the Looking Glass: “It takes all the running you can do to keep in
the same place”. In any competition, “no species can ever win and new adversaries grinningly
replace the losers” (van Valen, 1973).

The displacement of one population by another need not always be a stochastic process
subjected to an indeterminate outcome. When many replicas of two closely related, competing
VSV quasispecies were followed in a constant cell culture environment, a highly predictable, non-
linear behavior of the two competing populations was found (Quer et al, 1996). Here, predictable
behavior means that critical points at which competitions deviated from equilibrium (one
quasispecies became dominant over the other) were reached after nearly constant periods of time
(generations). These results provide evidence of some deterministic behavior, as the one attributed
to quasispecies in the theoretical development of the concept (Chapter 4). Evidence of a determin-
istic behavior requires statistically significant amounts of data, which is difficult to realize experi-
mentally. These observations with VSV clones are reminiscent of some predictions with nonlinear
dynamic systems investigated in physics. The critical points observed in the competition among
VSV clones bear resemblances to glitches (sudden noise introductions) which perturb determinis-
tic trajectories in chaotic systems (Grebogi et al, 1990; compare with Quer et al, 1996). The nature
of such glitches in viral competitions may actually be a class of perturbing mutations, but evidence
for this possibility has not yet been provided. A similar mechanism may explain reproducible
fluctuations among different FMDV serotypes recorded in tissue culture (Woodbury et al, 1995).
A deterministic behavior of RNA viruses during natural infections of differentiated organisms is
unlikely ever to be demonstrated. Individual hosts, by virtue of genetic polymorphisms, will rarely
present identical environments to the virus (Hill, 1998). Differences may affect receptor mol-
ecules, subsets of partially permissive cells, immune and inflammatory responses, metabolic path-
ways, etc. These environmental parameters may modulate the relative abundance of quasispecies
swarms, rendering unique the evolution of an RNA virus in each infected individual (Holland et

al, 1992; see also Chapter 6).
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Genetic Heterogeneity and Variability of DNA Viruses

The possibility that those DNA viruses that do not use RNA copies of their genomes as
replicative intermediates may behave as quasispecies has been considered (Smith and Inglis,
1987; Domingo and Holland, 1994; Holland and Domingo, 1998). The limited evidence
now available suggests that a distinction should be made between large, complex DNA viruses
and smaller DNA genome (RNA-like) viruses. Small DNA viral genomes are often single-stranded
which has a strong influence on the copying fidelity. DNA viruses are likely to differ in their
tolerance to genetic variation, depending on their genetic complexity (Chapter 4). The tailed
DNA bacteriophages have genome sizes that range from 20,000 to 752,000 base pairs (bp)!
The parvoviruses of mammals and birds have a single stranded DNA genome of about 5000
residues, while the double stranded DNA genome of poxviruses, iridoviruses and herpesviruses
can reach up to 370,000 bp. In contrast to RNA viruses, the range of genome sizes for DNA
viruses spans two orders of magnitude.

In molecular epidemiological studies, genetic diversity of DNA viruses has been amply
documented, even for the most complex ones. For example, restriction fragment length poly-
morphisms have been reported in comparing independent isolates of herpes simplex virus (HSV),
and also among clones from a single virus source (Lonsdale et al, 1980; Umene et al, 1984;
Sakaoka et al, 1995; Yamaguchi et al, 1998). Particularly variable appears to be the copy num-
ber of tandem-reiterated sequences found in several regions of HSV genomes. Variations at
these genomic loci extend even to plaque-purified clones derived from a single isolate. The
molecular basis for these variations is not well understood but it may involve polymerase slip-
page in copying repeated sequences (Umene et al, 1984; Yamaguchi et al, 1998). A remarkable
diversity has been discovered in the gene encoding an early glycoprotein of the human herpes-
virus 8 (HHVS), a virus which is associated with Kaposi’s sarcoma (Zong et al, 1999). Se-
quence analyses of 60 different samples from four continents revealed amino acid replacements
at 62% of the amino acids of this glycoprotein. The different sequences defined four subtypes
and many clades. When multiple samples of the same patient were compared, the sequences
were always identical. The frequency of drug-resistant mutants in clinical isolates and labora-
tory preparations of HSV ranged from 102-107 (Sarisky et al, 2000).

Genomic variations in baculoviruses have been associated with recombination events affect-
ing the length of repeat elements (Garcfa-Maruniak et al, 1996). Baculovirus heterogeneity has
been revealed either by biological cloning in cell culture or by limited-dilution infection in vivo
(Munoz etal, 1999). Thus a number of complex DNA viruses often generate microheterogeneities
by modifying the number of repeats in reiterated sequences.

In an attempt to quantitate point mutation frequencies, Yafiez et al (1991) carried out re-
petitive nucleotide sequencing of a dispensable genomic segment of a clonal population of Afri-
can swine fever virus. Their result established a maximum mutation frequency of 5.5 x 107
substitutions per nucleotide for this complex virus. A revealing result comparing variation of
herpes simplex virus (HSV) in the field, with variation of human immunodeficiency virus type
1 (HIV-1), was provided by the studies of Rojas et al (1993, 1994). Comparing isolates from
the same geographical area at comparable time intervals, they derived a star phylogeny (genetic
lineages radiated from a single source) for both viruses. Yet the average branch length was
100-times shorter for HSV than for HIV-1! Herpes viruses have coevolved with their hosts for
prolonged time periods to maintain replication functions (McGeoch and Davison, 1999) and
it would be surprising if they were capable of episodes of very rapid evolution affecting most of
their genes, given the profound roots of these complex viruses in the evolutionary history of
their hosts (Drake, 1993; Holland and Domingo, 1998).
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An intimate coevolution with their hosts is also suggested by the number of cellular ho-
mologs present in large DNA viral genomes. These viral-coded counterparts of cellular proteins
manifest activity in counteracting various host defense mechanisms (Murphy, 1993; Alcami et al,
1998; Smith et al, 1998). Some are suppressors of surface molecules such as MHC class I and
class 11, others are homologues of the extracellular binding domains of cytokine receptors, etc.
Although host-interfering proteins are also encoded by several RNA viruses, it is among the
complex DNA viruses where they appear to be widely exploited for adaptation. The counter-
part of the escape-strategy of RNA virus appears to be a capture-modulation strategy in DNA
viruses. These different solutions to survival probably reflect both the long-term coevolution of
DNA viruses with their hosts, and their limited genetic flexibility to use high mutation rates as
an effective means to overcome host immune responses and other selective constraints.

The polyomavirus SV40 has been known for a long time to exhibit considerable genetic
variation, including genetic exchange with the host cells (Winocour et al, 1980). SV40 is sus-
pected to be a human pathogen since it has been detected in some human tumors. Variants of
SV40 arose de novo in simian immunodeficiency virus (SIV)-infected, immunocompromised
rhesus monkeys afflicted with SV40 brain disease (Lednicky et al, 1998). In spite of great potential
for variation of SV40 within individual hosts, other papovaviruses evolve comparatively slowly as
they spread in the human population. Papillomaviruses isolated 30 years apart in different conti-
nents may show 99.9% DNA sequence identity, with rates of evolution as low as 3 X 108 substi-
tutions per nucleotide per year (Van Ranst et al, 1995), a rate 10°~fold slower than for typical
RNA viruses (Chapter 6). In spite of this overall slow evolution, phylogenetic trees relating
papillomaviruses are extensively ramified (Chan et al, 1992), and in the case of the
epidermodysplasia verruciformis (EV) group, there is increased genetic variation to the point
that mixtures of EV variants are frequently found in EV-associated lesions (Van Ranst et al,
1995). The estimated evolutionary rate of polyomavirus JC (JCV) in the human population is
1-3 x 107 substitutions per nucleotide per year (Sugimoto et al, 1997). A number of JCV
subtypes were distinguished and they were often found within defined geographic boundaries.
Pockets with virus subtypes that differed from the prevalent subtypes in a given area were found;
some of them could be explained by human migrations, since persistent, asymptomatic JCV
constitutes a relatively stable genetic marker for human populations (Sugimoto et al, 1997).

Single stranded DNA viruses such as the human and animal parvoviruses may evolve at
rates that approach the values for some RNA viruses, and mutation-mediated shifts in host
species have been documented (Parrish and Truyen, 1999). The DNA viruses for which the
most clear evidence of quasispecies dynamics has been obrained are the plant geminiviruses
(Isnard et al, 1998). Geminiviruses have been grouped into species, genera and strains. Differ-
ent strains show 90% to 100% nucleotide sequence identity, and clones from the same strain
often show some genetic differences, as expected from a viral quasispecies-like dynamics. There
is also ample evidence that interspecies recombination plays a role in geminivirus diversifica-
tion, and some rapid expansions of geminiviruses towards new geographical areas appear to be
associated with recombination events.

Studies with most DNA viruses have not been sufficiently thorough to allow firm conclu-
sions regarding their involvement in a quasispecies dynamics, at least not as extensively as it has
been documented for RNA viruses. However, it is clear that any simple replicon (be it an RNA
ora DNA, a virus, a plasmid, a viroid or a satellite) will display a quasispecies behavior when-
ever copying accuracy is limited and the number of replication rounds as a function of time is
large, an expected consequence of the general principles of Darwinian evolution. It may be
tentatively assumed that complex DNA viruses will not generally exploit an average high mu-
tability throughout their entire genome for adaptation due to the lethal character of such indis-
criminate high mutation rates. However, loci-specific variations, such as those occurring at
tandem repeats, or at specific open-reading frames or at defined recombination hot spots may
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occur and be exploited for adaptation. Genetic instability of triplet repeats in the human chromo-
some are associated with a number of genetic diseases (Wells et al, 1998). Even cells with the
unquestionable high complexity in the genetic information they carry, may show features of
quasispecies dynamics, since no sharp, clear discontinuities separate biological entities with
regard to adaptive strategies.

Extensions to Nonviral Systems: Mutation, Competition
and Selection in Cell Populations

Some types of cells, and some genetic elements within cells, share the short-term varia-
tion, competition and selection typical of RNA viruses. A number of retroid agents intimately
entrenched in the life of the cell employ an error-prone reverse transcription step in their
replication (McClure, 1999). A mutation rate of 2 X 107 substitutions per nucleotide copied
has been determined for the Sacharomyces retrotransposon Tyl (Gabriel et al, 1996). Retroid
agents are likely to have contributed to genetic variation in cells and to their continuing adap-
tation. Up to 20% of the genome of a typical mammalian cell may be composed of retroelements
(Baltimore, 1985; McClure, 1999). It has been suggested that episodes of general hypermut-
ability in cellular organisms may have contributed to intervals of accelerated evolution during
certain time periods (Erwin and Valentine, 1984; Agur and Kerszberg, 1987). Frequent genetic
change, and selective episodes following genetic change, is a mechanism currently operating in
differentiated organisms, notably in the generation of immunoglobulin diversity and in the
expansion of tumor cells in metastasis.

In the course of an immune response the antibodies produced by B lymphocytes show a
gradual increase in affinity for the antigen that triggered the response, in a process known as
affinity maturation. This is a complex series of events, including somatic hypermutation pro-
cesses of immunoglobulin genes (Berek and Milstein, 1988). Mutations are preferentially found
in rearranged V-D-]J sequences of immunoglobulin genes, with an increasing number of muta-
tions as the immune response progresses. B cells expressing immunoglobulins with higher af-
finity for antigen are selected and expanded. Mutations occur at random (as in the mutant
repertoires of RNA viruses), and only those mutations which are capable of triggering a selec-
tion event will be biologically exploited. The process of somatic hypermutation affects small
segments of only one specific DNA strand and mutation rates attain values in the range of 10
substitutions per nucleotide and cell generation (Kallberg et al, 1996; Storb, 1996). Not only
point mutations but also insertions, deletions, other recombination events and incorporation of
nontemplate-directed nucleotides (termed “N” nucleotides) by terminal transferase have been
observed. The selective alteration of only one of the DNA strands may be an evolutionary
adaptation to spare unnecessary genetic damage (or biological commitment) to all progeny B
cells. Hypermutations occur at germinal centers where activated B cells accumulate.
Hypermutagenesis is a transient event that ceases as soon as the B cell matures. Mutations
accumulate in the complementarity-determining regions (CDRs), the protein loops which
interact with the epitope that triggered synthesis of the relevant immunoglobulin lineage. The
molecular basis of such directed hypermutational events are poorly understood but suppres-
sion of repair-correction mechanisms or error-prone repair processes may be involved. Low
fidelity DNA polymerases have been described (Matsuda et al, 2000, and references therein).

An increased mutational input, no matter how controlled and localized may it be, is not
without dangers for cell survival and general stability of the intricate processes involved in an
immune response. It has been estimated that up to 50% of the mutations employed for the
generation of immunoglobulin diversity may lead to nonfunctional antibodies (due to a variety
of defects in the molecules). The cell may have evolved molecular devices to suppress the effects
of potentially lethal mutations. The “N” nucleotides (nontemplate-directed nucleotides), added
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to junctions of rearranging immunoglobulin genes and T receptor genes in lymphocytes, may
create premature termination codons when occurring within a functional reading frame (Li
and Wilkinson, 1998). Cells of the immune system (and perhaps also other cell types) have
evolved mechanisms to down-regulate mRNAs containing early termination codons. This regu-
latory response appears to be mediated by components of the translation machinery, in par-
ticular tRNAs and its operation are conditioned to a number of requirements (for example,
introns must be found downstream of a nonsense codon). This mechanism has been coined
“nonsense surveillance” (Li and Wilkinson, 1998) and it probably evolved to minimize perturb-
ing effects of diversity-generation mechanisms needed to increase the immunoglobulin and T cell
receptor repertoire in lymphocytes. Again, this recently unveiled biochemical mechanism clearly
illustrates that large, complex genomes must avoid the lethal effects of increased mutagenesis to
elude entry into error catastrophe (compare with Chapter 4).

Another occurrence of increased mutagenesis in differentiated organisms is cancer. In this
case few restrictions seem to limit a cascade of mutagenesis events since processes of competi-
tion and selection promote survival and spread of the most fit transformed cells (Nicolson,
1987; Brash, 1997; Strauss, 1998). The genetic instability of transformed cells is the result of
molecular alterations that dysregulate cell differentiation and cell division. Alterations in tu-
mor suppressor genes, in DNA repair genes, microsatellite DNA modifications via expansion
of trinucleotide and tetranucleotide repeats, oncogene activation and insertional mutagenesis,
chromosome translocations, and abrogration of programmed cell death are among the types of
events that may contribute to genetic instability and cell transformation (Broder, 1995; Naegeli,
1997; Jiricny, 1998). It is accepted that a number of genetic changes must occur in a normal
cell to become a cancer cell. A number of human diseases in which there is a deffect in DNA
damage recognition (e.g., xeroderma pigmentosum, Falconi’s anemia, Bloom’s syndrome, etc.)
appear to be linked to cancer development (Naegeli, 1997). Normal diploid cells show a much
higher genetic stability than cancer cells. Estimated mutation rates for mammalian cells are in
the range of 10° substitutions per nucleotide site and cell generation (Loeb, 1994). This basal
rate is increased in cancer cells, sometimes to the point of inhibiting the effectiveness of antitu-
mor agents. Among the genes induced in transformed cells is the multidrug-transport protein
P170 which exports drugs into the extracellular medium (Gottesman and Pastan, 1993). In
agreement with currently accepted strategies of combination therapy for antiviral interven-
tions, the advantages of combination anti-cancer therapy have long been recognized (Eckardt,
1985). The aim must be avoiding selection of drug-resistant cells by confronting them with
multiple, simultaneous constraints (see Chapter 8), thus severely restricting the population size
and the diversity of the pathogenic entities.

Evolution of Bacteria. Resistance to Multiple Antibiotics
as a Long-Term, Undesigned Experiment

As surprising as it might seem, the belief that bacterial diseases were on their way to
eradication was transmitted in classrooms world-wide during the mid 20 century. Even such
an insightful mind as that of Sir Macfarlane Burnet wrote: “And since bacterial infections are,
with unimportant exceptions, amenable to treatment with one or other of the new drugs, our
real problems are likely to be concerned with virus diseases” (Burnet, 1966; page 360). The
evolutionary potential for bacteria to become resistant to antibiotics was overlooked or mini-
mized. And this occurred in spite of early evidence of selection of streptomycin-resistant mu-
tants of Mycobacterium tuberculosis (Mitchison, 1950) and the realization that the association
of several drugs given simultaneously prevented the emergence of resistant bacterial mutants
(reviewed in O’Brien, 1993 and Heym et al, 1996). It has also been known for a long time that
bacterial species are highly polymorphic (Milkman, 1973). However, genome complexity
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influences molecular evolutionary pathways employed to adapt to changing environments.
Mutation rates of bacteria have been estimated to be about 10™ substitutions per nucleotide
(Drake, 1991), although subpopulations of pathogenic bacteria displaying increased mutation
frequencies have been described and a number of mechanisms operate to increase mutation
rates by several orders of magnitude in bacterial populations under stress associated with DNA
lesions. In spite of a generally low mutation rate per nucleotide site, bacteria have exploited a
number of molecular mechanisms to develop resistance to antibiotics, including horizontal
gene transfers and chromosomal mutations (Chadwick and Goode, 1997; Mingeot-Leclerq
et al, 1999). The latter mechanism operates with B-lactamase enzymes used by bacteria to
inactivate B-lactam-containing antibiotics. Genes encoding 3-lactamases are found in bacte-
rial chromosomes, plasmids and transposons. Mutant [3-lactamases have been selected that are
capable of degrading different 3-lactam types of antibiotics. A considerable number of residues
in the enzyme molecule tolerate amino acid substitutions, and introduction of one mutation
may trigger the fixation of others in order to compensate for loss of stability or catalytic activity
(Huang and Palzkill, 1996; Zaccolo and Gherardi, 1999). In other cases, membrane proteins
that mediate the import and export flux of small molecules including antibiotics in and out
from the cell may be either altered or their level modulated to favor the export of the antibiotic.

Antibiotic resistance determinants may be encoded in plasmids, episomes, transposons or
insertion sequences thus facilitating the transfer and spread of resistance genes (Chadwick and
Goode, 1997; Scheld et al, 1998; Rice, 1998). One of the most dramatic examples is provided
by the multiple resistance determinants found in Staphylococcus aureus strains and which are
associated with an impressive spectrum of conjugative plasmids, episomes, transposons and
insertion sequences. Letters of the English alphabet have been exhausted to name tetracycline
resistance determinant(Levy et al, 1999).

Contrary to antiviral resistance, which generally affects only one viral lineage in its evolu-
tionary adaptation to the inhibitor, the gene-transfer mechanisms in bacteria allow crossing of
the species barriers. In this way, treatment of food products with antibiotics has prompted
selection of nonpathogenic, antibiotic-resistant bacteria. The resistance determinants might
then be transferred from the widespread, nonpathogenic bacteria into pathogenic bacteria.
Although using different molecular vehicles and attaining overall different rates of implemen-
tation, there are clear parallelisms (also some differences; see Table 7.2) between the dominance
of antiviral-resistant virus mutants and antibiotic-resistant bacteria. In both cases, in the face of
an externally applied selective pressure, a number of molecular mechanisms come into play
to select subpopulations of pathogens which are fit to replicate in the presence of the inhibi-
tory constraint (Taylor and Feyereisen, 1996). Far from the predictions of M. Burnet (and
many others), we have come to realize that the indiscriminate use of antibiotics has generated
a new problem of intractable bacterial disease. This is currently aggravated by increasing num-
bers of immunocompromised individuals (mainly in underdeveloped countries) due to the
expanding AIDS epidemics and also to malnutrition associated with social conflicts and proverty.

Evolutionary Potential of Unicellular Pathogens and Difficulties

for the Control of Parasitic Disease

Drug-resistance is also becoming prominent among pathogenic, unicellular eukaryotes
such as yeasts, amoebas, Leishmania, and the malaria parasite Plasmodium falciparum. Again, a
variety of molecular mechanisms underlie generation of diversity and selection of inhibitor-
resistant cells (Rex et al, 1995; Borst and Ouellette, 1995; Borst and Schinkel, 1997; Wahlgren
etal, 1999). Point mutations in some genes that express proteins which are the target of drugs
and activated ATP-dependent resistance efflux pumps are widespread mechanisms of multidrug
resistance in eukaryotic cells. Not unexpectedly, unicellular parasites are highly polymorphic
(Ben Miled et al, 1994; Gardner et al, 1996; Conway, 1997; Escalante et al, 1998). As in the
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Table 7.2. A comparison of antibiotic resistance in bacteria and antiviral drug
resistance in viruses

Distinctive features

Antibiotics Antiviral agents

* Maps on chromosomal genes, * Maps on viral genome, often on target gene
plasmids, mobile elements

e Cross-species transmission e Often specific for virus genus

¢ Antibiotic use selects for resistance e Selection of resistant forms confined to
in nonpathogenic bacteria treated patients

e Resistance can be transferred from e Unlikely transfer of resistance to other
nonpathogenic to pathogenic bacteria viruses

Common features
Antibiotics and Antiviral agents

¢ Resistant forms gradually replace sensitive forms.

¢ Resistant pathogens often display decreased fitness relative to their sensitive counterparts, in
the absence of the antibiotic or antiviral agent.

* Sensitive pathogens outcompete resistant ones in the absence of antibiotic or antiviral
agent.

¢ Fitness decrease may be compensated by additional mutations in target genes.

¢ The degree of resistance may gradually increase in the continued presence of the antibiotic
or antiviral agent.

case of viruses, growth conditions may perturb the equilibrium of natural parasite populations
and promote the selective growth of subpopulations of the same parasite (Andrews et al, 1992).
Exposed antigenic sites may be altered by point mutations and recombination events, resulting
in resistance to monoclonal antibodies (Baltz et al, 1991; Al-Khedery et al, 1999). Polymor-
phisms and microdiversities represent a major problem for the design of antimalarial vaccines.
There is evidence of positive selection for variation at the T cell epitopes located on relevant
antigens of these parasites (De la Cruz et al, 1989). Growth of Plasmodium falciparum is inhib-
ited by parasite-specific antibodies. Subpopulations of this parasite showing decreased sensitiv-
ity to monoclonal antibodies have been selected in vitro (Siripoon et al, 1997). The underlying
mechanism could be either antibody-induced down-regulation of antigen expression, or selec-
tion of preexisting parasite subpopulations with constitutive, decreased expression of the rel-
evant antigen. Induction of complement-resistance in some amoebae has been documented in
vivo and in vitro (Hammelmann et al, 1993).

Drug-resistant variants of monocellular parasites have been selected by in vitro passage in
the presence of sub-inhibitory concentrations of the drug (Peel et al, 1993, 1994; Lee et al,
1994; Berger et al, 1995; Bhasin and Nair, 1996). Selection of resistant parasite strains occur
also upon drug treatments in vivo (Butcher et al, 1994). In analogy with current strategies for
antiviral and antitumor strategies, the need to formulate antimalarial vaccines with mixtures of
antigens reflecting multiple alleles of antigenic proteins has been recognized (Conway, 1997).
It is not insignificant that insecticide-resistant mosquitoes are complicating problems with
such insect-borne pathogens.
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Although perhaps unexpected only a few decades ago, it is now obvious that RNA viruses

and cells are endowed with the evolutionary potential to overcome selective constraints in-
tended to limit their replication: The list of examples for parasites (even cancer cells can be
regarded as parasites) given in this Chapter, although by no-means exhaustive, illustrates that
they express their “virulence” with different rates, efficiencies, and mechanisms, but the result
is a similar continuing threat to human health.
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CHAPTER 8

Connections, Implications and Prospects

Virus Transmission and Divergence in Natural Infections:
Tolerances and Constraints

pressure and guided by the interplay between positive and negative selection, as

discussed in preceding Chapters. The next step into the process of long-term evolu-
tion of viruses is transmission from an infected host into a susceptible one. Transmission may
exert an important influence on viral evolution since it may occur between two individuals of
the same host species, horizontally or vertically, or quite disparate species as with arboviruses.
In the alphavirus Venezuelan equine encephalitis virus (VEEV) viral titers in the blood of
horses reach 108 infectious units per ml, or a total of about 3x10'2 infectious units in the blood
of a single animal. These high titers probably facilitate transmission to insect vectors by uptake
of blood. In humans, virus levels in blood are much lower, and therefore humans are dead-end
hosts for VEEV infections (Weaver, 1998) (Fig. 8.1). Transmission may involve massive amounts
of virus (as in insects which have taken blood meals recently from viremic animals, or in hu-
man transfusions with contaminated blood) or one or few particles, such as in aerosol transmis-
sion, or from mosquitoes long after they have taken blood meals. In the latter case, transmis-
sion constitutes a natural bottleneck. A number of models have been developed to describe the
spread of viral pathogens in interaction with their hosts (Anderson and May, 1991; May 1993,
1995; Garnett and Antia, 1994; Ewald, 1994; Moya and Garcfa-Arenal, 1995; Kaslow and
Evans, 1997). Recently, the evolution of viral virulence upon horizontal versus vertical trans-
mission has been modeled with regard to the quasispecies dynamics of the infectious agent
(Bergstrom et al, 1999), and the predictions of this model are in good agreement with experi-
mental observations on fitness variations as reviewed in Chapter 7.

Consideration of the pathogenic agent not as a defined entity in which genomes monoto-
nously repeat the same information, but as a distribution of nonidentical genomes with poten-
tially different phenotypes (the quasispecies structure described in previous Chapters) renders
long-term evolution a complex and quite unpredictable process. A transmission bottleneck will
isolate a single infectious genome in a new host, constituting a new start of an evolutionary
process which may be influenced by the nature of the founder genome. The initial position in
sequence space (in this case represented by one individual genome initiating viral multiplica-
tion following transmission) is one of the parameters which may have an effect on virus adap-
tation (Domingo et al, 1999). When a massive amount of virus is transmitted (such as in
transfusion of viremic blood), a competition among many infectious genomes may be estab-
lished, with all its implications for rapid adaptation of the virus in the new individual. The varia-

Viruses undergo genetic change in each infected individual, pushed by mutational
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Fig. 8.1. Complexity of the arbovirus life cycle in which viruses alternate between insect hosts (where they
may persist for prolonged time periods) and animal hosts (where they produce a systemic infection).
Examples are the alphaviruses for which humans are dead-end hosts because viremia (virus level in blood)
is insufficient for viruses to be uptaken and transmitted by insects.

tions and indeterminacy involved in viral transmission can be illustrated with a number of quan-
titative considerations. Aerosol transmission of viruses (such as the common cold or influenza
viruses) mostly involves droplets of a size in the range of 0.1 to 10 pim in diameter (Artenstein
and Miller, 1996; Gerone et al, 1966). In measurements with adult human volunteers, the
titers of influenza virus in nasopharyngeal washings peaked at 48 h post-infection and titers
were in the range of 10°-10® tissue culture infectious doses per ml (Murphy and Webster,
1996). Therefore in the event of aerosol transmission, most droplets would contain either no
virus or one infectious particle, and less frequently, several infectious particles. Blood from pa-
tients infected with hepatitis B virus (HBV), hepatitis C virus (HCV) or human immunodefi-
ciency virus (HIV) may contain a few or up to hundreds of thousands infectious units per milli-
liter, and lower amounts of virus may permeate some body fluids. Therefore the types of contacts
that lead to exposure to (and transmission of) a virus produce infecting viral doses that can range
over many orders of magnitude. Since the complexity of the viral quasispecies in the infecting
host may also vary over at least two orders of magnitude [depending of the type of virus, distance
from a clonal origin and history of the infection (acute, chronic, etc.) (Domingo and Holland,
1997)] the population basis for the unpredictability of the course of individual infections rests
upon clear quantitative grounds (Holland et al, 1992).

Functional and structural constraints limit the diversification of viruses in nature, as they
expand over decades into new individual hosts in successive outbreaks, epidemics and recur-
rent epidemics. Restrictions can be observed at three levels: the viral genotype, encoded pro-
teins and phenotypic traits. Examples at the level of the viral genotype are biases in certain
types of mutations (synonymous versus nonsynonymous, transitions versus transversions, ab-
sence of additions or deletions, etc.) including preference for some bases at the third position of
codons due to biased codon usage by the translation apparatus. At the protein level, restrictions
are often evidenced by a limited repertoire of the amino acids found even at highly variable
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sites of viral proteins. At the phenotypic level, some viruses can readily adapt to a given modi-
fied environment while others are absolutely unable to adapt. There are numerous examples in
the literature illustrating these three types of restrictions, and on occasions the functional basis
for the restriction has been established. The need to maintain a range of secondary and tertiary
structures in the IRES element in picornaviruses (Chapter 3) forces the occurrence of compen-
satory mutations and limits greatly the possibilities of genetic drift of this regulatory element.
Manipulation of RNA phage genomes has often indicated that folding patterns of RNA, again
necessitating specific base-base interactions, are needed for infectivity (Arora et al, 1996). Fold-
ing restrictions at the RNA level may result in limitation of the number of mutations at silent
sites of codons within open-reading frames (Domingo, 1992).

Regarding viral proteins, even a highly variable domain such as the V3 of the surface glyco-
protein gp120 HIV-1 shows abundance of some types of amino acid replacements which are not
the result of biases derived from codon usage (Lamers et al, 1996; Penny et al, 1996; Korber et al,
1998). In a study of the evolution of FMDV over a period of six decades, it was observed that
while an irregular (not constant with time) accumulation of synonymous mutations had taken
place, there was no net accumulation of amino acid replacements (Martinez et al, 1992). For
many cellular and viral genes the rate of fixation of synonymous mutations is three- to six-fold
higher than for nonsynonymous replacements (Nei, 1987). However, in FMDV a more subtle
picture of long-term evolution has emerged. In the survey of 30 isolates obtained over six decades,
some variable positions within two major antigenic sites showed alternation of amino acids of the
type: amino acid 1 (first decade) — amino acid 2 (intermediated decades) — amino acid 1 (recent
decade) (Martinez et al, 1991, 1992). The main conclusions of these analyses are that antigenic
variation can occur without a linear accumulation of amino acid replacements, and that FMDV
has exploited in its natural evolution only a minimum of its potential for antigenic variation.

There are some general features of RNA viruses that help in explaning the origins of some
restrictions that limit their evolution. RNA viruses have compact genomes and the same nucle-
otide sequences may serve a range of structural and functional roles. Designs to achieve maxi-
mum compactness include overlapping reading frames, frameshifting, alternative splicing, RNA
editing, ambisense RNA, utilization of host-encoded proteins for replication, etc. Furthermore,
some viral proteins play multiple roles in the viral life cycle. Perhaps one of the most spectacular
examples of a multifunctional protein is provided by the coat protein of some plant viruses of
the Bromoviridae family. For these viruses, the coat protein is involved in initiation of infection
via binding to a stem-loop structure near the 3' end (and perhaps also to internal sites) of
genomic RNAs, release of plus-strand RNA from replication complexes, subgenomic RNA
synthesis, and cell to cell movement within plants, in addition to its canonical role in virion
assembly and as a structural protein (Bol, 1999).

Constraints also have a historical component since the evolution of a virus (as that of any
biological entity) is dependent on the modular context under which its replicative functions
have been shaped. These historical constraints are reminiscent of the developmental constraints
that must influence the evolution of differentiated organisms (Maynard Smith et al, 1985).
Restrictions acting at the RNA and protein level, limit the occupation of sequence space
(Domingo and Holland 1997). Critical issues remaining to be investigated are to define the
molecular and functional basis for such restrictions, and also to establish under which cir-
cumstances such restrictions can be released thereby expanding occupation of sequence space
by a virus. This latter point is of obvious relevance to the emergence of new viral pathogens, to
be discussed in a later section of this Chapter. A highly conserved Arg-Gly-Asp (RGD) triplet
at one of the surface loops of FMDV plays a dual role: it serves to recognize integrins, one of
the receptor types utilized by FMDV for entry into the cell (Chapter 2), and it provides critical
residues for the binding of several neutralizing antibodies (Verdaguer et al 1995, 1996, 1998).
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This dual involvement came as a surprise since it had been widely accepted that receptor-
recognition sites in picornaviruses must be hidden from immune attack. In spite of being part
of several relevant epitopes, the conservation of the RGD triplet was imposed by the need to
recognize a receptor, an essential event for viral infection. Yet in an FMDV which was multiply
passaged in cell culture, the virus acquired the ability to use an alternative receptor thereby
rendering the RGD dispensable (Martinez et al, 1997). The basis for this critical shift was the
fixation of a few amino acid replacements on the viral capsid. This illustrates how an evolving
quasispecies, by virtue of unceasing mutational pressure, and tolerance for specific capsid muta-
tions, can trigger expansions in the occupation of sequence space by variations at previously
invariant domains. At present, mutants of FMDV including RGG or even GGG instead of RGD
have been identified, and they show profound alterations in cell tropism (Baranowski et al, 1998;
Ruiz-Jarabo et al, 1999). Changes of cell tropism associated with a few amino acid substitutions
have been observed with many viruses, and the role that such shifts might have in viral pathogen-
esis, and in the emergence of new viral pathogens, constitutes an active field of research.

Had individual, geographically independent isolates of the same virus genus been sequenced
while ignoring quasispecies as portrayed throughout this book, sequence variations would have
been rightly equated with the concept of genetic polymorphism as presented in classical popu-
lation genetics. It is important to attempt to define conceptual limits to quasispecies versus
polymorphisms since this may help in clarifying the novelty and practical problems inherent to
the quasispecies organization of RNA viruses.

Relationships of Quasispecies with Population Genetics and Current
Concepts of Complexity

Population Genetics

Genetic polymorphisms were discovered in the 1960’s by Lewontin and Hubby working
with Drosophila and by Harris with humans (Lewontin and Hubby, 1996; Harris, 1966; over-
views in Lewontin, 1974; Ayala, 1976). These early studies employed the zymogram technique
which is based upon the electrophoretic separation of different forms of the same enzyme
followed by in situ enzyme activity determinations. Different individuals of the same animal or
plant species occasionally harbored a variant form of an enzyme, and although effects of post-
translational modifications were generally not ruled out, it was correctly inferred that many
loci contained alternative forms (alleles) of the same gene. These observations represented a
turning point in population biology since the level of polymorphism, or the number of differ-
ent forms of the same gene in populations of differentiated organisms, proved to be much
higher than had been anticipated. Later, an even higher level of genetic heterogeneity was
revealed by application of gene cloning and rapid nucleotide sequencing techniques. Most
differentiated organisms are polymorphic at many sites, individual humans being distinguished
on average, in one out of 200 to 400 nucleotides in their chromosomal DNA. Although most
of these variations have little or no effect, and go unnoticed, some of them are associated with
genetic disorders or propensities to some diseases (Cooper and Krawczak, 1993; Cargill et al,
1999). Polymorphisms in genes related to immune responses are one of the major influences on
the different susceptibilities of individual hosts of the same animal species when infected by the
same pathogen (Chapter 6).

A conceptual difference between quasispecies as applied to genetically simple replicons
and polymorphisms as applied to cellular organisms is implied in the original definitions of
the two terms, and also in the different biological implications when analyzed in quantita-
tive terms. It is noteworthy that in classical population studies, alleles that were found only
once were not counted as entering into the definition of polymorphism (see, for example,



Connections, Implications and Prospects 145

Table 8.1. Parameters relevant to the adaptative potential of RNA viral quasispecies®

e GENETIC HETEROGENEITY OF RNA GENOME POPULATIONS

Variable, depending on virus and evolutionary history. Generally it is in the range of 1 to 100
mutations per genome.

e VIRUS POPULATION SIZE

Variable. In acutely infected organisms infectious particles may reach 107 to 10" at any given
time. In a viral plaque on a cell monolayer infectious units are 10° up to 10'°, depending on the
virus and host cell and plaque size.

e GENOME LENGTH

3 Kb to 30 Kb

e MUTATIONS NEEDED FOR RELEVANT PHENOTYPIC MODIFICATIONS

For a number of adaptive changes one or very few nucleotide or amino acid replacements are
sufficient.

dBased in data reviewed in Domingo et al, 1985 and Domingo, 1996

Spiess, 1977, page 90). Any sampling of a mutant distribution in a viral quasispecies reveals
many rare (unique) mutants due merely to mutational pressure, irrespective of their selective
value. Rare, unique forms of a viral genome that constitute integral parts of mutant distribu-
tions would be excluded if one adhered to the classical definition of polymorphism. Some
virologists working on HIV are currently establishing a difference between “polymorphic” sites
and the microheterogeneities associated with the quasispecies structure. Although this distinc-
tion may at times be fuzzy, it is a correct and useful application of the original concept of
polymorphism. Yet, the mutant spectrum, a hallmark of quasispecies structure and dynamics
of RNA viruses, was not considered in the original definition of polymorphism. Therefore to
dispute the term quasispecies on the grounds that it is phenomenologically similar to classical
polymorphisms is a gross oversimplification which fails to understand the dynamic functional
role of shifting mutant spectra in large populations of RNA viruses (Domingo et al, 1995).

A second, perhaps more relevant, difference between quasispecies and polymorphism,
refers to their widely disparate quantitative impact for the populations of replicons to which
the two concepts commonly apply (see Fig. 5.5 in Chapter 5). The quantitative impact of a
mutant distribution in a viral quasispecies can only be assessed by considering four related
parameters (Table 8.1). It is the relationship between the genome length and average mutation
frequencies that renders simple replicons unique as compared to cells. A defined viral genome
of 10,000 nucleotides has a total of 3x10% possible single mutants, even though many of them
will never survive due to low fitness or lethality. This potential number of single mutants is
below the size of many viral populations: even a single plaque of foot-and-mouth disease virus
or vesicular stomatitis virus on a cell monolayer contains 10° and 10'? infectious units, respec-
tively, and infected animals may contain in excess of 10'? infectious units. For a mammalian
genome the potential number of single mutants is in the range of 10'°, which is well above the
population size of mammalian species. Therefore, the capacity to explore sequence space is
vastly more extensive for a simple replicon with the high mutation rates and levels of heteroge-
neity seen in RNA viruses. All share structural and functional constraints that require them to
be defined clouds of sequence space. Yet the parameters compared in Table 8.1 render RNA
genetic elements highly dynamic and adaptable with regard to a relatively (only relatively)
more static DNA world (Holland et al, 1982).

Differences between the theoretical concept of quasispecies as originally formulated, and
its actual application to describe virus populations, has at times been considered a weakness in
the use of quasispecies by experimental virologists. In this respect, it should not be forgotten that
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many such important concepts (in physics, chemistry and biology) have been modified and adapted
to find new, interesting applications. To mention an example of population biology, no real popu-
lation fulfills the requirement of being ideal, closed and panmictic (in which individuals mate at
random). Yet population biologists analyze many natural populations and interpret results on the
basis of such simplifying assumptions. Also, the increasingly influential metapopulation biology,
or the study of interacting sets of populations (“population of populations”), is gradually deviat-
ing from the initial concept of an ideal metapopulation as defined by the founders of the field
(review in Hanski and Gilpin, 1997). Scientific concepts, especially those related to Darwinian
evolution, must (and do) evolve to adjust to new developments.

The impact of quasispecies for a perception of RNA viruses as highly dynamic, unfixed
genetic entities—a perception that, interestingly, was not achieved under the influence of pre-
vious models of mutation and selection in populations, as delineated by classical population
genetics—provides an additional argument in support of the notion that quasispecies exhib-
ited novel features that suited the conceptual needs of virology. One of the novelties was the
emphasis on mutant generation. RNA viruses share with the primordial replicons discussed in
Chapters 3-5 the highly error-prone replication (Chapters 4-6). Furthermore, the formulation of
quasispecies concepts for RNA viruses coincided in time with an explosion of sequence infor-
mation as a result of widespread application of rapid methods of nucleotide sequence sam-
pling. Unconceivable just a decade earlier, in the late 70s it then became possible to probe
nucleotide sequences of even individual clones from single viral isolates: there was a perfect
match of model and of experimental findings emphasizing extreme mutation rates.

Complexity

Complexity is a concept of increasing impact on a considerable number of fields from
physics and biology to economy and history. It is a concept with many facets and approaches.
It has been viewed as a tendency of systems with numerous components to reach complex
interacting structures and behavior, or critical, self-organized states, away from equilibrium (as
general introductions see Nicolis and Prigogine, 1977; Bak, 1996; Goldenfeld and Kadanoff,
1999, and for a more detailed description of concepts see Cowan et al, 1994). Biological sys-
tems can be regarded as extremely complex systems, their behavior arising as an emergent
property from multiple, much simpler, elementary components. Complex systems are highly
dynamic and unpredictable: they are governed by unpredictable jumps in behavior. Regarding
viruses, simple components underlying their behavior are a rather short polynucleotide chain,
mutations, nucleotide-protein interactions, etc. Yet plagues may at times result as a complex
output of basic replicative properties of a pathogenic agent.

With a much more modest aim of describing viral quasispecies, complexity can have two
distinct meanings. One, used in previous Chapters of this book, is the amount of encoded
information included in a viral genome (regulatory regions and open-reading frames). In the
absence of redundant information, complexity can, for most comparative purposes, be consid-
ered equivalent to the number of genomic nucleotides. A second meaning of complexity takes
into account variations in nucleotide sequence when individual genomes of a viral quasispecies
are considered. We can assume that in a mutant spectrum each individual genome harbors a
common core information shared with the others, which is needed to perform the basic repli-
cation functions, those outlined in Chapter 2. Yet, individual genomes acquire mutations which
can be calculated in the form of an algorithmic complexity (as an introduction to algorithm
complexity see Gell-Mann, 1996 and Simon, 1996; its possible application to describe viral
populations was discussed by Domingo, 1999). The algorithmic complexity of a perfectly ho-
mogeneous collection of viral genomes, or, paradoxically, a collection of random sequences of
the same length, is far lower than the complexity of the same genomic collection incorporating
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Fig. 8.2. Population size and the evolutionary potential of phenotypic variants of an RNA virus. For a given
phenotypic trait variants showing a deviation in behavior are depicted by the low frequency symbols (black,
white or dark grey dots). The population size (depicted as circles of different size) that participates in an
infection (in cell culture, upon natural transmission of the virus, etc.) determines whether low frequency
phenotypic variants will or will not participate in the evolutionary process.

scattered random mutations. Virologists estimate complexities by comparing mutation frequen-
cies (Chapter 6) or the Shannon entropy (Volkenstein, 1994; Pawlotsky et al, 1998). These
calculations, however, do not take into consideration the dynamic component of evolving
quasispecies, with the continuing process of mutant generation competition and selection (Chap-
ters 6 and 7; see also Domingo et al, 1998).

In the calculation of mutation frequencies in mutant distributions, population size does
not have an influence since the same mutation frequency can be obtained by sequencing 10,000
or 100,000 nucleotides of a mutant spectrum. However, population size may be a critical
determinant for the evolution of a quasispecies, thereby introducing a new element of com-
plexity into the previous concept of algorithmic complexity. Examples which refer to viral
phenotypes discussed in Chapters 6 and 7 may clarify this point: Any phenotypic variant (an-
tibody or CTL-escape mutant, host-range mutant, etc.) generated at a frequency of 10 will be
found with very high probability when the infecting viral dose is >10% infectious units, whereas
when the infecting population is 10° infectious units or fewer, the behavior of the virus regard-
ing possible expression of phenotypic traits will be highly unpredictable (Fig. 8.2).

An important property of complex systems which has been documented for quasispecies
is the presence of a molecular memory of past evolutionary events imprinted in the mutant
spectrum of viral quasispecies (Ruiz-Jarabo et al, 2000; review in Domingo, 2000). Current
observations on RNA virus behavior at the population level suggest that rapidly evolving viruses
may become excellent models for studies of molecular evolution as well as for some aspects of
the newly developing field of complexity. Research along these lines is currently in progress.
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Fig. 8.3. General flow diagram for evolution experiments using artificial selection by a biased process.

RNA Viruses and Evolutionary Biotechnology

A new field of research of increasing impact, and which exploits Darwinian evolutionary
principles in vitro is “Evolutionary biotechnology” (Schuster, 1996). Natural biopolymers, in
particular nucleic acids and proteins, have an impressive potential to perform or catalyze a rich
repertoire of chemical reactions. Only a negligible part of this potential has been tapped for
technological innovation. Evolutionary biotechnology aims at the design and synthesis of new
polymers endowed with preselected biological and chemical properties. This is achieved to a
great extent by the application of replication, competition and selection, as described in pre-
ceding Chapters. Evolutionary biotechnology applies the Darwinian principles of generation
of diversity and selection to derive molecules with predetermined properties. The latter are
improved by serial amplification and selection cycles (Fig 8.3). This principle can best be ap-
plied to RNA or DNA since these biopolymers can undergo error-prone replication.

Large libraries of up to 10'> molecules can be created from which nucleic acids with new
properties can be selected (e.g., “aptamers” that bind ligands with high affinity and specificity,
or “ribozymes” that catalyze certain chemical reactions), as is documented in the next sections.
Variation can be readily attained with nucleic acids, but not directly with proteins. Therefore,
one of the current challenges of evolutionary biotechnology is to design procedures for cou-
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pling nucleic acid amplification with its expression into protein and with evaluation of protein
function. The availability of variant forms of nucleic acids and proteins may also constitute a
tool to approach the folding problem, the ability to predict structures which eventually may
give essential hints on how to perform a desired biological function (Rost and Sander, 1996;
Leclerc et al, 1997; Schuster et al, 1997). Biological diversity can also be generated in vivo by
means of display libraries with biological vectors (phage, viruses, plasmids). Chemical diversity
can be achieved by synthesis of peptide or oligonucleotide libraries. Evolutionary biotechnol-
ogy is a part of the broader field of “Molecular Biotechnology” in which not only evolutionary
concepts but also other areas of molecular biology, biochemistry and biophysics are exploited
for technological purposes (Schuster et al, 1998). Many DNA and RNA viruses and other
RNA genetic elements such as satellite RNAs have been modified to be used as vectors for the
amplification of foreign genes, gene targetting, cell-specific delivery, and gene expression.

Synthesis of Biopolymers

It has been recognized recently that molecules with new properties can be constructed
with the help of “combinatorial chemistry” where building blocks with suitable characteristics
and sidegroups are condensed step-by-step in a specific sequence to yield a polymer. However,
the exhaustive exploration of the sequence space for suitable candidates becomes more and more
difficult as the numbers of different monomers and their chain lengths increase. Sophisticated
screening methods are required to select for macromolecules with the desired properties.

In the center of interest of combinatorial chemistry are oligopeptides and oligonucle-
otides because the methods employed in their chemical synthesis can be supplemented with
enzymatic reactions and also because they can be used for biological interactions. Peptides can
mimic some antigenic sites of pathogens and may find application in the formulation of vac-
cines. Oligonucleotides serve to identify genes and even genomes by means of highly specific
hybridization reactions. The solid phase synthesis methods of oligopeptides and oligonucle-
otides have been improved and highly automated so that large amounts of oligomers up to
chain lengths of 100 residues are readily available. Longer chains can be obtained, but their
purity often does not suffice for many applications. Side products with shortened sequences
accumulate because the reactions of coupling and deblocking do not proceed to full comple-
tion. A capping step that blocks unreacted groups from being elongated in the next cycle has
reduced the side products, but the maximal fidelity obtained by chemical methods is still no
match for the fidelities obtained by enzymatic methods.

For synthetic oligonucleotides or oligopeptides, parallel synthesis methods have been de-
veloped that produce an array of different sequences arranged on a chip (Fodor et al, 1991) or
membrane. Large libraries of oligomer sequences can be screened simultaneously for desirable
properties by such a high-throughout method. Hybridization with species-specific oligonucle-
otides is a fast and reliable method for unequivocally identifying an organism or a virus within
a biological sample which may include a mixture of various organisms. The number of hybrid-
ized genomes required to give a positive signal depends on the method, but is still above 10°
copies. A promising development is the DNA-silicon chip method where the genetic diversity
of an organism can be accessed by hybridization to high-density arrays of oligonuleotide probes
(Lipshutz et al, 1995).

For exploring a fitness landscape in sequence space, it is impossible to synthesize all members
of the sequence space of oligonucleotides or peptides, even at moderate chain lengths and with
large-scale parallel-synthesis devices. Sophisticated strategies must be used to find successful
sequences in an enormous number of blanks. Two general strategies can be chosen: “rational”
and “irrational” design. Rational design is feasible for well-understood systems. It is used to
optimize or alter the properties of oligomers that are known to fulfill some required activity.
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Position-directed mutations are introduced to modify the sequences, the properties of the mutants
are evaluated, and the most successful ones are selected.

If one wants to design a novel function there is no well-characterized starting point, and
an “irrational design” approach has to be taken. This simple method, used for a long time in
screening chemicals for their possible use as drugs, has regained interest for the systematic
creation of new compounds by combinatorial chemistry: A large number of different sequence
combinations is synthesized and screened for the desired property. Once a succesful sequence is
found by chance, its neighborhood in the sequence space is explored systematically to locate
the highest peak in the fitness mountain. In principle, irrational design does not depend on
prior knowledge of any correlation between sequence and function. In reality, however, the
probability of hitting a successful sequence by a random shotgun experiment is so low that a
mixed approach is preferable: whatever information is available to restrict the shotgunning to a
narrow field is used to increase the probability of success. The exploration of sequence space
can be sped up by genetic computer algorithms that reduce the number of trials with minimal
risk of getting trapped in local optima (Forrest, 1993).

Peptide libraries have been screened for binding to antibodies. A fairly representative ex-
ploration of the fitness space (binding strength to the antibody being the measure of fitness)
has been possible. As expected, the natural antigen and the closest mutants thereof form a
mountain in the landscape. However, other sequences not related in their sequences to the
natural antigen were also found (Li et al, 1998) but bind strongly to the antibodies. Together
with their mutant spectrum they form another, independent mountain in the fitness land-
scape.

Recombinant DNA Techniques

Larger polymers could be synthesized in principle by an analogous combinatorial synthe-
sis from oligomer building blocks with defined sequences. Besides the limited purity of syn-
thetic oligomers, the enormous number of components required to allow all possible sequence
combinations reduces the suitability of such an approach for irrational design. Synthesis of
polynucleotides and polypeptides in the chain length range of genes or gene products is still
not a practicable task. However, there is an impressive number of biochemical tools for in vitro
production of recombinant DNA by which DNA pieces derived from different organisms or
viruses can be specifically combined or specifically altered (Sambrook et al, 1989). The en-
zymes used involve the DNA/RNA-modifying enzymes described in Chapter 3 as well as se-
quence-specific DNA restriction endonucleases and DNA ligases that permit the dissection of
a gene (or even a genome) into specific pieces which can be ligated with a specific plasmid or
viral vector. The new combination can be amplified and expressed in vivo by transformation of
a host organism with an expression vector containing such a DNA insert. The new genes can be
sequenced and the properties of the gene products determined.

RNA genome manipulation is much more difficult. In most cases production of recombi-
nant RNA in vitro involves retrotranscribing the RNA into DNA, performing the recombi-
nant DNA techniques with this cDNA, and then retranscribing the recombinant DNA into
RNA with the help of a suitable in vitro transcription system.

Transformation with a vector changes the genome of the host and thus its phenotype. The
gene introduced may come from another organism, forming a genetic “chimera”. Chimeric
DNAs are finding many applications in the characterization of genes, the synthesis of new
biological reagents, and in the modification of cells, with a potential use in gene therapy. At
present, a spontaneous gene defect often becomes evident only after most of the developmental
program has already been executed, and successful gene therapy requires the transformation of
a subset of somatic cells of the organism. Gene therapy introducing modified genes may im-
prove the survival of an organism under stress conditions (Encell et al, 1998, 1999).
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RNA Virus Vectors

DNA viruses (bacteriophages lambda, M13; adenoviruses, baculoviruses, herpesviruses
and poxviruses, in particular vaccinia virus, parvoviruses and papillomaviruses, among others)
and retroviruses have been extensively used as vectors for amplification and expression of for-
eign genes (Coen and Ramig, 1996). Despite the genetic instability usually manifested by
RNA replicons when undergoing serial rounds of replication, a number of RNA viruses and
defective RNAs have been also engineered as vectors. First, infectious clones were constructed
for bacteriophage Qp, poliovirus and many positive strand RNA viruses which represented the
introduction of reverse genetics in the field of RNA virology (Taniguchi et al, 1978; Racaniello
and Baltimore, 1981; review in Gromeier et al, 1999). Then reverse genetics was extended to
negative strand RNA viruses (Garcfa Sastre and Palese, 1993; Pattnaik et al, 1992; Schnell et al,
1994; Radecke et al, 1995). Animal and plant RNA viruses and defective RNAs that require a
helper virus for replication were engineered to express foreign proteins (Luytjes et al, 1989;
Levis et al, 1987; Collins et al, 1991; Hahn et al, 1992; Burgyan et al, 1994; Spielhofer et al,
1998). These procedures allow expression of foreign proteins inside infected or transfected
cells, or formation of viral particles that include a foreign protein in their structure. In the latter
case, a viral gene can either be replaced by a functional analogue from another virus (e.g., a
nucleocapsid protein or a surface glycoprotein) or a surface protein may be engineered to in-
clude foreign epitopes in a chimeric form, often for the purpose of designing an antiviral vac-
cine. An example was the construction of a poliovirus chimeric construct exposing antigenic
sites from the human immunodeficiency virus (Evans et al, 1989). In a recent study, the nega-
tive strand unsegemented measles virus was engineered to express the distantly related surface
protein from vesicular stomatitis virus (Spielhofer et al, 1998). These chimeric viruses pro-
tected mice against lethal doses of wild type vesicular stomatitis virus.

Problems that might arise in the use of RNA virus vectors are the introduction of point
mutations in the foreign gene resulting in the expression of altered proteins, or the loss of the
foreign insert through recombination. These events might occur if fitness of the chimeric con-
structs is lower than the fitness of unmodified vector virus, and if the number of replication
rounds is not maintained to a minimum (Chapter 7). Regarding the evoking of immune re-
sponses by antigenic proteins or epitopic domains, it is unlikely that RNA virus vectors may
represent any substantial improvement over classical vaccines. The problem of ensuring a broad
immune response, similar to the response evoked by the authentic viral pathogen [the hallmark
of an efficient vaccine (Kaslow and Evans, 1997)] may require the engineering of RNA vectors
capable of expressing in a functional way multiple B- and T-cell epitopes (see following sec-
tions of this Chapter).

Antisense RNA

Nearly as important as adding a gene to a complex DNA is to be able to suppress expres-
sion of one or several genes (Roy and Harris, 1994). Particularly important is an antiviral strat-
egy consisiting in knocking out vital functions in the infection cycle of a virus (Koschel et al,
1995). A plausible approach is the inactivation of a mRNA by a so-called “antisense RNA”, i.e.,
a segment of RNA complementary to an important region of a mRNA. Double strand formation
between the mRNA and the antisense RNA can abolish ribosome binding or derail translation of
the mRNA.

The practical application of this plausible approach is not easy. As discussed in the previ-
ous Chapters, RNA viruses produce their own antisense RNA, in most cases without noxious
effect on the reproduction of the viral RNA. At least for prokaryotic viruses it is quite clear that
a double-stranded RNA represents a dead end; it can be neither translated nor replicated, and
there is no biochemical pathway to melt a double strand into single strands. Apparently, double
strand formation does not take place to an extent that may inhibit RNA amplification. In vitro
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studies of double strand formation have shown that it is a slow process. High sequence com-
plexities, strong secondary structures or the presence of protein factors may slow down double
strand formation.

The efficiency of an antisense RNA thus depends on many factors: (i) it must be present
in high concentrations, (ii) it should be rather short, (iii) should not contain secondary struc-
tures that might impair the interation with target RNA, (iv) should be complementary to a
readily accessible region of the mRNA, (v) should knock out an essential binding step of the
mRNA and (vi) should be imported efficiently into the target cells, and (vii) its half-life should
be sufficiently large as to exert its inhibitory action, ensuring resistance to ribonucleases. For
this reason, nucleotide analogs with altered backbones are often used in the chemical synthesis
of antisense RNA (i.e., by protecting the 2'-OH of the ribose moieties by chemical modifica-
tion, or by replacing them by H or F). Also, the phosphodiester backbone may be partially or
entirely replaced by a peptide backbone. Several techniques have been developed to introduce
the antisense RNA into the cell, e.g., by including the RNA into vesicles or microspheres
formed by lipid bilayers. Antisense RNA technology has to be carefully adapted to each appli-
cation in order to be effective; nevertheless, substantial progress has been achieved for some
applications (Wagner and Simons, 1994).

Molecular Amplification Systems

Synthetic methods of finding biopolymers with novel properties are generally limited to
rather short chain lengths, too short for efficient catalysis. Successtul in vitro design of new
catalysts requires Darwinian evolution, involving mutation, amplification and selection (Eigen
and Gardiner, 1984; Kauffman, 1992).

The first molecular amplification system was the RNA replication by the RNA replicases
of leviviruses (Chapter 3). In principle, a single chain of a replicable RNA can trigger an ampli-
fication avalanche to produce in a rather short time a macroscopically detectable amount of
RNA which may be used as an extremely sensitive reporter molecule (Chu et al, 1986). A
serious problem for the amplification of any RNA is the high specificity of the viral replicase.
This problem has been overcome partially by inserting a sequence into an appropriate replicon
(Lizardi and Kramer, 1991; Wu et al, 1992). Inevitably, the modification of the replicon di-
minishes its fitness, and there is a strong selection pressure to reoptimize the recombinant RNA
by changing or deleting the insert. Furthermore, unmodified replicons must be absent, because
they would be rapidly reselected. The smallest contamination of equipment, reagents and room
with unmodified, standard templates strongly interferes with the amplification of the target
replicon (Munishkin et al, 1991; Biebricher et al, 1993). It is thus imperative to monitor that
the replicon being amplified maintains the desired insert. The presence of a target sequence
inserted into the RNA replicon can be verified by hybridization (Tyagi and Kramer, 1996) or
nucleotide sequencing. Because of likely unwanted evolutionary events, suitable amplification
factors are limited to a few orders of magnitude. The high specificity of the replicases used
severely restricts the sequences that are tolerated within a replicable species. While replicase
catalyzed reactions are indeed used for enhancing the sensitivity of assays, e.g., of probes hy-
bridizing to a target sequence, its use has not found the general application spectrum of other
amplification methods.

The search for more generally applicable molecular amplification systems has led in the
past decade to novel, highly successful amplification methods. The most important is the poly-
merase chain reaction (PCR; Mullis et al, 1986; Saiki et al, 1988). A successful amplification
requires recycling of the template (see comparisons in Table 3.2, Chapter 3). If a polymerase is
not able to recycle the template, the products of the synthesis must become new template
molecules. PCR amplifies double-stranded DNA by melting it thermally into single strands
and then extending oligonucleotide primers corresponding to the 5' termini of both strands to
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full strands by a DNA polymerase (Fig. 8.4). Instrumental for the high success of the PCR
reaction was the use of thermostable DNA polymerases that withstand the high temperature
needed for melting the DNA double strands (Saiki et al, 1988). It allowed the automation by
which a very accessible apparatus provides for a programmed temperature cycle: a high tempera-
ture at which the DNA melts, a lower temperature for oligonucleotide primer hybridization to
DNA, and the optimal temperature for the DNA to complete the elongation reaction. Iterating
these reaction steps doubles the DNA concentration in each cycle, i.e., the DNA concentration
increases exponentially.

Automation of the thermal cycle and the use of a thermostable DNA polymerase have
made PCR a highly useful tool in biotechnology (Schober et al, 1995). The method is rather
general: provided that some conditions are met in selecting primers, reaction times and tem-
peratures, almost any DNA sequence can be amplified. Improvements of the enzymes used for
amplification have increased the sensitivity, the fidelity and the size of the DNA that can be
amplified. The coupling of retrotranscription and PCR (RT-PCR) has allowed analysis of RNA
viral populations, in particular viruses which cannot be subjected to biological cloning, as dis-
cussed in previous Chapters. PCR methods, coupled to automated sequencing (cycle-sequencing),
have substantially reduced the time required for the determination nucleic acid sequences.

An extension of this system amplifies RNA by a network of transcription and retrotrans-
cription: The RNA template is transcribed into cDNA by reverse transcriptase. The DNA strand
is released either by heating or by digesting the RNA template with RNase H. The resulting
single-stranded DNA is completed to a double-stranded cDNA by a DNA polymerase using a
primer containing a promoter sequence followed by the 5' terminal sequence of the RNA
template. The resulting double-stranded DNA produces some 100 strands of RNA by RNA
polymerase. The reaction is called self-sustained sequence replication (SSR) (Kwoh et al, 1989;
Guatelli et al, 1990). While this experimental procedure is more complicated than direct RNA
replication, there is much less constraint on the RNA sequence to be amplified. The temper-
ature cycle method of RNA amplification has been mostly replaced by its isothermal alterna-
tive using RNase H (Fig. 8.5). The method has the advantage that costly automates are not
required and that single-stranded RNA of only one polarity is produced; interference by the
antisense strand is avoided. Disadvantages are the limitation of the practicable amplification
factors by the rapid emergence of side products (Ellinger et al, 1998) or of molecular parasites
(Breaker and Joyce, 1994), and the limitation of the RNA chain lengths that can be amplified
to a few hundred bases. Therefore, viral RNA cannot be amplified by this method.

Selection of RNA with a Function

In the last decade, many biopolymers with new or altered binding or catalytic properties
have been developed. Essential for this approach was the enrichment of the advantageous se-
quences within a population, e.g., by selective amplification by a reliable amplification method.
The invention of amplification methods for RNA has thus given RNA a leading edge over
proteins despite the higher efficiency of proteins for specific binding or catalytic activity. How-
ever, while RNA replication by viral replicases is a comparatively simple reaction, it is too
discriminatory for particular sequences to be generally applicable (Biebricher and Gardiner,
1997). At the other extreme, PCR is rather sequence-independent, but double-stranded DNA
is unable to build the compact tertiary structures that are necessary for a specific function. The
discovery of single-stranded DNA functionally competent to cleave RNA is only recent (Santoro
and Joyce, 1998). Interestingly, in the few cases where single-stranded DNA and RNA species
have been selected with equivalent functions, no sequence homology was found, indicating
that structural elements other than base-pairs must contribute substantially to the function
(Joyce, 1998).



154 Quasispecies and RNA Virus Evolution: Principles and Consequences

Fig. 8.4. The polymerase chain reaction
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Starting from a random RNA library (Biebricher and Orgel, 1973), a number of highly
specific RNA “aptamers” have been selected that bind a low molecular weight substrate mol-
ecule with high specificity. The usual technique is systematic enrichment of ligands by expo-
nential amplification (SELEX) (Tuerk and Gold, 1990). Test-tube experiments involving cycles
of amplification, mutagenesis and selective binding to immobilized substrates have led to optimi-
zation of RNA sequences that bind to specific targets (Ellington and Szostak, 1990; Niewlandt
etal, 1995). The specificity is particularly high for substances which can form hydrogen bonds
and base stacking to nucleotides of the RNA; RNA aptamers have been found to bind highly
specifically to viral proteins (Convery et al, 1998).

The highly specific binding of substrate molecules is one of the prerequisites for catalysis.
In contrast to proteins, however, RNA lacks chemical side groups. The detection of “ribozymes”,
RNA with catalytic properties by Cech (Kruger et al, 1982; Zaug et al, 1983) and Altman
(Stark et al, 1978; Guerrier-Takada et al, 1983) was thus a surprise. The natural ribozymes they
found participate in phosphoester transfer and phosphoester hydrolysis reactions. Furthermore,
it was found that the RNA moiety of organelles participating in gene expression, e.g., of ribo-
somes or spliceosomes, contribute considerably to the enzymic reactions catalysed by them
(Crick, 1968; Dahlberg, 1989; Noller, 1993).

The facile amplification of RNA has stimulated an active search for RNA that catalyses
novel biological or nonbiological reactions. Selection from randomized or partially random-
ized sequences, followed by iterative cycles of amplification and selection (Szostak, 1993), has led
to the creation of ribozymes with an amazing repertoire of reactions. Among others, ribozymes
serving as RNA ligase (Cuenoud and Szostak. 1995; Chapman and Szostak, 1995), aminoacyl-RNA
synthetase (Illangasekare et al, 1995), peptidyl transferase (Zhang and Cech, 1998), polynucle-
otide kinase (Lorsch and Szostak, 1995), RNA polymerase (Doudna and Szostak, 1989; Doudna
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Fig. 8.5. RNA amplification mechanisms by the 3SR method. Primed retrotranscription of the RNA (wavy
line) results in a DNA: RNA hybrid strand. The cDNA strand (straight line) is liberated by heat or by
digestion of the RNA moiety with RNase H. Using a primer containing a T7 promoter sequence, the single
DNA strand is completed to the DNA double strand. T7 RNA polymerase uses this template to synthesize
300-1000 copies of the input RNA. The RNase H version proceeds isothermally and does not need a
programmed temperature cycle. Most reverse transcriptases include the activities of RNase H and DNA
polymerase, so that addition of reverse transcriptase, T7 RNA polymerase, the four ribonucleoside tri-
phosphates, the four deoxyribonucleoside triphosphate, RNA template and the two primer suffices.

etal, 1993) and alkylase (Wilson and Szostak, 1995) have been selected. Most novel ribozymes
were created entirely de novo, but it was also possible to optimize existing ribozymes or to
extend their catalytic repertoire by coupling the desired activity with a selective advantage in
the amplification procedure (Joyce, 1992; Beaudry and Joyce, 1992). Even DNA single strands
have been found to catalyze specific reactions (Joyce, 1998). Since RNA lacks groups capable
of performing effective acid-base or redox reactions, modification of nucleotides—as occurs
naturally in tRNA modification—or incorporation of nonnatural nucleotide analogs (Piccirilly
etal, 1990), in particular nucleotide coenzymes, offer further possibilities to extend the reper-
toire of ribozymic functions. Ribozymic self-incorporation of a coenzyme has already been

realized (Breaker and Joyce, 1995).

Protein Design

Despite the progress of ribozyme technology, there is no doubt that proteins are generally
more suitable than nucleic acids for catalysis. The large factors of speeding up reactions effected
by protein catalysts—factors of 10'* are not rare—can not be obtained with ribozymes, and
ribozymic reactions often require highly specialized conditions.
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Design of large proteins has proven a difficult task, not only because the sequence space
grows rapidly to hyperastronomical proportions (Chapter 5), but also because the rational
design of a protein structure from a completely new sequence is still largely unfeasible. How-
ever, it has been possible to explore the neighborhood of a successful protein in the sequence
space and to investigate a range of structures and functions (Fersht et al, 1984). Evolutionary
techniques, e.g., selection after partial randomization, can be employed to alter the properties
of enzymes (Bornscheuer 1998, Loeb, 1996; Munir et al, 1993), e.g., to make them more
thermostable (Giver et al, 1998). If the structure of the master sequence is known, the predic-
tive power of calculations determining the structural consequences of a mutation is satisfac-
tory. As predicted by the theory, a large number of mutants with no or nearly no difference in
biological activity, e.g., an enzymic activity, are found among the nearest neighbours in se-
quence space. Only a few single amino acids exchanges abolish the enzymic activity, e.g., when
the amino acid affects the active center of the enzyme or when the exchange disrupts an impor-
tant structural element. However, there is an apparent discrepancy: Together with the silent
mutations, a much higher number of mutants of an organism or a virus would be expected to
be neutral than is actually observed. The fitness of a mutant in vivo depends also on factors
other than enzymic activity, e.g., interactions with other components of the cell: The global
fitness of the whole organism is evaluated, and deviations in the enzymic activity of a protein
usually have less effect than the interplay with the large number of other molecules in the
community of the cell.

A truly innovative in vivo evolution of an entirely new function has not yet been observed.
As discussed in Chapter 4, organisms rapidly adapt to new environments, but they do so in
regulating up and down already existing activities rather than inventing new gene products.
On the other hand, Clarke (1986) succeeded in selecting bacteria that were able to metabolize
certain sugars that could not be utilized by the precursor strain. An analysis of the mutations
that led to this new activity revealed, however, that, rather than creating a new activity, the high
substrate specificity of metabolic enzymes was relaxed to accept additional metabolites.

Evolutionary success is the result of a delicate balance of different interactions in a very
complex metabolic network which is likely to be disturbed by the introduction of a foreign
gene. Only when the selection pressure gets extreme, e.g., by providing a deadly poison in the
medium, organisms can be forced to either accept the gene to neutralize the poison or to
perish. It has been possible by gene transfer followed by evolutionary adapration to select en-
zymes with novel properties (Christians and Loeb, 1996) or genetic expression elements like
promoters (Horwitz and Loeb, 1988), but profound alterations to generate highly fit, new cell
types or organisms remains an extremely difficult undertaking.

Catalytic Antibodies

For the selection of proteins binding to almost any chemical compound, nature has in-
vented a highly successful evolutionary system, the humoral immune response of higher ani-
mals designed to fight off invading parasites. From the beginning scientists were puzzled by the
enormous diversity of the immunoglobulins: antibodies could be raised against any chemical
“hapten” group, even against unphysiological compounds (Edelman, 1970). A mammalian
genome is too small to possibly provide genes for all the immense repertoire of antibodies. The
diversity to generate antibodies, brought about by the combinatorial rearrangement of mul-
tiple genetic elements aided by RNA editing, is so high that an organism cannot possibly keep
all antibodies in the required concentration in stock. On demand, the clonal selection caused
by binding of an antigen to a B-type immune cell triggers growth and division of the cell
(Burnet, 1959; Jerne, 1971), resulting in synthesis of large amounts of the required antibodies.
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The technique to generate monoclonal antibodies (Kohler and Milstein, 1980; Milstein, 1980)
revolutionized the technical exploitation of antibodies. An ingenious method employs the pro-
duction of antibodies against any structure for generating novel catalytic proteins: It is known
that enzyme binding of substrates distorts its geometry towards the transition state (Chap-
ter 3). If a susbstance that has an analogous structure to the transition state is synthesized,
antibodies recognising this structure have the potential of catalysing the reaction from this
transition state. This technique has been highly successful: catalytic antibodies for a number of
reactions have been produced (Lerner and Tramontaur, 1988; Schultz, 1989; Schultz and Lerner,
1993), including reactions that are not used in cell biochemistry. Even though their catalytic
efficiencies do not reach the efficiencies of enzymes that have been optimized by a long evolu-
tionary process, their stereospecificity makes them excellent synthetic tools. Attempts have
been made to devise combinatorial strategies to explore repertoires of catalytic antibodies (Iverson
et al, 1989).

Phage Display

In vitro translation is not very efficient, and the coupling of in vitro replication and in
vitro translation to select proteins with required properties is still a very difficult task. More
successful has been the use of recombinant DNA techniques in vitro, coupled to in vivo trans-
lation. One powerful technique is the display of a peptide on the surface of a virus by fusing a
structural viral gene with the required sequence. The technique has been developed using ph-
age M13 (Parmley and Smith, 1988; Scott and Smith, 1990; Smith and Scott, 1993). While in
principle the major coat protein of M13 could be used as the carrier of the displayed peptides,
the presence of a few thousand copies of the foreign sequence causes severe restrictions on the
possible peptide sequences. Therefore, the peptide library has been fused to gp3, the protein
responsible for binding of the phage to the F-pilus of the host cell. Even though the fusion with
the displayed peptide is at a domain involved in host recognition, sequence restrictions are not
severe. Peptide libraries can be displayed on the surface of a large phage population. Artificial
selection can then be used to isolate phages containing peptide inserts with the best performance
in a diagnostic reaction, and the selected clones can be further amplified by successive infection
cycles, since the information for the peptide production is contained in the pertinent phage
genome. Phage display of single-chain antibodies (Griffiths, 1993) has opened a way to make
large libraries of antibodies and select the ones with the desired properties without immunizing
an animal, avoiding thus a procedure with a rather unpredictable outcome. Phage display and the
enrichment of successful phages by binding them to an antigen-bound surface (a technique called
biopanning) have been successfully used in the selection of catalytic antibodies.

However, some steps in the phage display technique need to be improved. While intro-
ducing randomized sequences into the genome is readily possible, the limiting step is the trans-
formation of bacteria to produce the phages. At least 5 orders of magnitude in the phage
population are lost by this quite inefficient step. Furthermore, adaptation by phage multiplica-
tion and selection cycle are too slow because M13 DNA replication is too accurate. Recombi-
nation has to be suppressed by using appropriate host strains to avoid deletions of the inserted
material. Mutations have to be introduced in vitro, e.g., by DNA shuffling (Crameri et al,
1998; Harayama, 1998) and after each step another inefficient transformation step is required.

The high adaptation potential of the RNA phages can be used for phage display. The
manipulation of the genome itself can be easily performed at the cDNA level. The RNA phages
are liberated from cells transformed with the cDNA of the viral genome (Taniguchi et al,
1978), but they could also be produced in principle by in vitro transcription followed by phage
assembly. Phenotypic expression of the RNA requires a full infection cycle.
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Altering Mutation Rates

The rate of evolution is strongly dependent on the mutation rate, and it would be of great
value to have the ability to artificially adapt mutation rates to experimental needs. Fifty years
ago bacterial “mutator” strains were isolated that apparently displayed an enhanced error rate.
Most of these strains are defective in genes involved in DNA repair. In previous Chapters we
have seen that the fidelities of RNA viruses with similar amplification strategies may vary within
nearly two orders of magnitude and that mutations affecting error rates have been introduced
in some replication enzymes. However, dramatic effects on copying fidelity have not been
reported.

As also discussed in previous Chapters, replication fidelity is dependent on the conditions
(presence of nucleotide analogs, metal ions, bias in the monomer composition, etc.) Proce-
dures have been developed for mutagenic PCR amplification of DNA (Meyerhans and Vartanian,
1999). As discussed in the next sections, increases in mutation rates induced by nucleotide
analogues constitutes a promising, new antiviral strategy which exploits quasispecies dynamics
to the detriment of virus survival.

Quasispecies and Viral Disease Control Strategies

For several decades virus evolution was considered to be a field of rather speculative re-
search, quite unrelated to the core issues of virology: the understanding of virus structure,
replication, pathogenesis and development of vaccines and antiviral agents to eradicate viruses
and the diseases they produce. The picture has changed dramatically, and quasispecies and
rapid RNA virus evolution are now intimately linked to failures in viral disease control and
prevention (Domingo, 1989; Domingo and Holland, 1992; Duarte et al, 1994; Novella et al,
1995; Levin et al, 1999). Critical to the difficulties for the control of viral disease has been the
design of antiviral strategies using single and fixed elements (one antiviral agent, a vaccine
based on a single synthetic peptide) to control highly dynamic viral quasispecies. Major prob-
lems and possible solutions are summarized in Table 8.2. Implementation of combination
antiviral therapies and the recognition that vaccines must be multivalent are important steps in
adapting disease-control strategies to the population complexity of the pathogens. It is now
remarkable to think that just one decade ago clinical trials involving administration of mixtures
of antiviral drugs were considered rather unscientific because they violated the basic principle
that the effect of one variable should be tested at a time.

But are the new strategies summarized in Table 8.2 sufficient to respond to the amazing
genetic plasticity of viruses? As we will discuss in a next section, not only the intrinsic adapt-
ability of RNA viruses, but also several forms of environmental modification, tend to perturb
viral populations, resulting in an enhanced probability of emergence of new viral pathogens.
This permanent challenge invites exploration of new antiviral strategies, in particular those
which take into consideration the highly mutable nature of viral replicons.

New Antiviral Strategies Based on Violation of the Error Threshold
Error-prone replication entails the existence of an error threshold which defines the maxi-
mum genetic information that can be maintained stably with a replication machinery endowed
with a given copying fidelity (Chapter 4). This concept, first proposed on theoretical grounds
(Eigen, 1971; Swetina and Schuster, 1982; Eigen and Biebricher, 1988), has found consider-
able experimental support. A number of chemical mutagens (5-fluorouracil, 5-azacytidine,
ethyl methanesulfonate, nitrous acid) which act either on replicating viral RNA in infected
cells or the RNA of viral particles, could increase mutation frequencies at specific sites of
infectious vesicular stomatitis virus and poliovirus genomes by a maximum of 3-fold (Holland
et al, 1992). Attempts to increase mutation frequencies with higher doses of the mutagens
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Table 8.2. Major problems and guidelines for antiviral strategies

PROBLEMS

e Preexistence or selection of antibody- and CTL-escape mutants and drug-resistant mutants in
viral populations.

e Attenuation and virulence are not fixed traits.

e Escape mutants may either show high fitness immediately or may readily gain fitness®.

e Even adequate administration of combinations of antiviral inhibitors may not reach all sites of
infection (or reach them with ineffective concentrations).

GUIDELINES

e Vaccines must be multivalent (including multiple B-cell and T-cell epitopes).

e Preference for vaccine development: attenuated > whole-virus inactivated > multiple
protein subunits > single protein > synthetic peptides®.

e Vaccines may have to be periodically updated®.

e Use of a single monoclonal antibody to suppress viremia should be avoided.

e Antiviral drug therapy should involve combination therapy with several drugs which do not
share a common mode of action, nor cross resistance®.

e Dominance of drug-resistant mutants in pathogen populations should be avoided. This may
require temporary shelving of drugs.

e Treatment of individual patients with antiviral drugs should be discontinued when the virus
population has acquired drug resistance.

e Suboptimal doses of vaccines or drugs should be avoided.

dFitness gain in connection with antiviral strategies has been reviewed in Domingo et al (1997).
Safety considerations may play a role in vaccine design (proviral integration in live retroviral
vaccines, immunopathological sequelae of some forms of inactivated vaccines, etc.). Mixtures of
proteins or synthetic peptides representing variant forms of the same antigenic region may increase
their effectiveness.
CThis is presently done to control important diseases such as human influenza or foot-and-mouth
disease of animals.
The number of required drugs may depend on the viral population size and turnover of virions
and infected cells.

failed, and resulted in significant decreases in viral infectivity. In a similar study with a retroviral
vector, the increase in mutation rate induced by 5-azacytidine reached 13-fold (Pathak and
Temin, 1992). This slight difference could reflect a lower mutation rate for retrovirus than for
riboviruses (Drake, 1993) and a smaller genomic target size for the retroviral construct than for
the poliovirus and vesicular stomatitis virus genomes. Increased mutagenesis was later shown
to exert negative effects on expected fitness gains of VSV clones (Lee et al, 1997).

In a more recent study, Loeb et al (1999) showed that the mutagenic base analogue
5-hydroxycytidine resulted in loss of HIV-1 replicative potential after multiple passages in
human cells. Sequence analysis documented an increase in G — A transitions as expected from
the mutagenic action of the analogue. These results with a number of viruses suggest that if
drugs could be designed with the ability to specifically increase the viral mutation rates, this
would constitute an effective new antiviral strategy to push RNA virus error-prone replication
into error catastrophe (Holland et al, 1990; Pathak and Temin, 1992; Domingo et al, 1992;
Domingo and Holland, 1997; Ji et al, 1994; Loeb et al, 1999). If such an approach were to
prove feasible, it should find its most significant application for the elimination of riboviruses
from infected organisms. This group of nonretroviral RNA viruses has contributed most emer-
gent and reemergent viral diseases (such as Ebola, hantaviruses, and arenaviruses; see next sec-
tion). In the case of retroviruses, their hiding within the host chromosome as proviral DNA,
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would probably render them relatively resistant to increased mutagenesis. Indeed, the reversion
of some lacZ mutants of Escherichia coli could be increased several thousand-fold by chemical
mutagenesis (Cupples and Miller, 1989) because of the much less error-prone nature of DNA
replication/repair. For retroviruses, combined stimulation for provirus expression and lethal
mutagenesis could be considered. Therefore, replication of RNA viruses close to the error thresh-
old (Holland et al, 1990) opens the possibility of exploiting their high mutation rates to drive
viruses towards extinction.

The Emergence and Reemergence of Viral Diseases

Perhaps one of the areas in which complexity is most obviously manifested is in the emer-
gence of new infectious diseases, a major concern for public health authorities at the dawn of a
new century (Lederberg et al, 1992; Scheld et al, 1998). Emergence and reemergence of viral
diseases can be influenced by a number of ecological, environmental and demographic factors
(Fig. 8.6) (Morse, 1993; Shope and Evans, 1993; Murphy, 1994; Murphy and Nathanson,
1994; Kilbourne, 1994; Mahy, 1997).

In dramatic contrast with optimistic predictions of global eradication of many infectious
diseases just a few decades ago (discussed in Chapter 6), there is now an increasing awareness
that the fight against infectious diseases is far from over, and indeed may continue indefinitely.
The AIDS epidemic, with 40 million infected people worldwide in the year 2000, has unveiled
profound weaknesses in our infectious disease control capabilities. Yet AIDS is not the only
concern. In the last 15 years more than 40 emergent human viruses have been described (Mahy,
1997). In addition, a number of reemergent viruses are expanding into new geographical loca-
tions (for example, Dengue in South America, and raccoon rabies in northeastern states of the
US) (Murphy, 1994).

The terms emergence and reemergence require clarification. Obviously, by emergence we
do not mean the completely de novo generation of a viral entity, for example, those resulting
from intracellular RNA recombination events involving segments of viral and cellular RNAs,
which lead to a new combination of functional modules and autonomous replication. In this
sense, new viruses must be exceedingly rare. Viral emergence usually refers to a newly recog-
nized viral pathogen which previously did not manifest any of the disease symptoms with
which it is now identified. Previously, the same (or a closely related) virus may have been
infectious only for some other host species. The term reemergence often refers to a well recog-
nized agent which expands to a new geographical area or displays a significant increase in
incidence or disease severity.

Emergence and reemergence of viral diseases are the result of multiple complex factors
that extend from the evolutionary potential of the viral pathogens to environmental and tech-
nological influences (Fig. 8.6). Of the 42 new, emerging and reemerging human viral patho-
gens listed by Murphy (1994), only 5 are DNA viruses, and one of these is hepatitis B virus
which uses RNA as a replicative intermediate (Chapter 2). This clear bias in favor of “new”
RNA viruses is maintained when emergent and reemergent viruses of animals and plants are
considered. The rapid evolutionary potential of RNA viruses, their continuous exploration of
sequence space via mutation, recombination and genome segment reassortment, have been
extensively emphasized in this book (see the quantitative listings in Table 6.3 of Chapter 6 as
support for such evolutionary potential). Effects of genetic change in viruses, which favor emer-
gence, reemergence or a change in virulence, have been documented for influenza viruses (in-
cluding fowl plague), western equine encephalitis, rubella, canine parvovirus disease, and sub-
acute sclerosing panencephalitis (although in this latter case it is not clear whether hypermutated
genomic regions are essential for establishment of the “new” pathogen as a derivative of measles
virus, or hypermutation is itself a byproduct of persistence in brain cells; see also Chapter 6). A
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Fig. 8.6. A complex stray of disparate influences may participate in the emergence of new viral disease.
Additional information and relevant references are given in the text.

limited number of amino acid substitutions at the E2 envelope glycoprotein and nsP3 protein
of Venezuelan equine encephalitis virus are apparently able to trigger the epizootic emergence
of equine encephalitis from an enzootic reservoir of the virus (Weaver, 1998; Wang et al, 1999).

In some cases, antigenic evolution may occur as a result of amino acid replacements at
exposed antigenic sites, perhaps associated with vaccination or antiviral treatment. In some
chronic carriers of HBV, surface antigen cannot be detected by routine serological assays. A
large frequency of amino acid replacements within the major antigenic loop of the surface
protein has been identified in such diagnostic-escape viruses (Weinberger et al, 2000). Some
antigenic variants of HBV may be partially resistant to neutralization by antibodies induced by
the current standard vaccine, and such variants may be gradually increasing in frequency in the
human population (Zuckerman, 2000). Antigenic changes associated with HBV which con-
tains mutations that diminish sensitivity to lamivudine (an antiviral nucleoside analog) have
been also identified (Chen and Oon, 2000). Although possible connections between the two
mutations have not been clarified yet, "hitchhiking" of genomes encoding an altered antigenic
site in the virus variants selected by the antiviral agent could play a role in the dominance of
these types of double mutant (see Fig. 6.7 in Chapter 6).

Most new human influenza pandemics (worldwide epidemics) have been associated with
viruses which have acquired new genetic complement through segment reassortment [anti-
genic shifts due to replacement of one or more genes encoding the surface antigens, hemagglu-
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tinin (H) or neuraminidase (N): for example, the reassortment shift HIN1 — H2N2 origi-
nated the Asian influenza of 1957, and H2N2 — H3N?2 originated the Hong Kong influenza
0f 1968 (Murphy and Webster, 1996; Webster, 1999)]. Canine parvovirus, with a single-stranded
DNA genome, emerged as an important disease agent of dogs by mutation of a feline parvovirus
in the 1970s, with no obvious environmental (or other) external influences apparently playing
a role in this emergence (Parrish and Truyen, 1999). It is clear that in these two examples a
contact between the parental virus and the potential new host was a necessary condition for the
emergence. A reassortant influenza virus can originate only when one of the viruses in an
animal reservoir (most commonly birds or swine) comes into replicative contact with another,
related virus and coinfection of the same cell takes place (in humans or animals) to produce the
reassortant. Similarly, a feline parvovirus must come into contact with dogs before an infection
can be established. Viral traffic and new contacts are sine qua non conditions for viral emer-
gence, but genetic variation of the pathogen often plays a role (Morse, 1993).

In many cases, environmental and demographic influences are quite obvious factors in
emergence. Dams provide extensive water surfaces where larvae of insect vectors can prolifer-
ate. Expansion of Rift valley virus followed dam constructions in several African countries.
Slave traffic from Africa to America resulted in the introduction of HTLV-I and yellow fever
virus to the American continent. Whenever overpopulation and poor hygiene meet (such as in
crowded prison camps of refugee camps during wars), infectious diseases are more likely to
reemerge. It is difficult in these cases to distinguish the relative contributions of pathogen
adaptive potential and environmental influences. There is obviously great indeterminacy re-
garding when and where new viral pathogens will emerge and whether, following the emer-
gence, such outbreaks will remain localized (as in the case of those caused by Ebola virus) or
will expand worldwide (as with the AIDS pandemic). It seems obvious that a number of public
health and political precautions beforehand could help prepare for emerging infectious diseases
(Fig. 8.7). There is little doubt that the evolutionary capacity of viral and cellular pathogens, in
particular RNA viruses, will continue to pose important challenges, and that increased insight
into their potential for rapid variation and evolution is needed.

Overview

There is now overwhelming evidence that RNA viruses are extremely error-prone in
their replication; largly because their replication (unlike that of DNA-based lifeforms) does
not involve proofreading or repair mechanisms to improve fidelity of genome copying. The
extreme mutation rates of RNA genetic elements, together with their large population sizes,
endows them with undeniable characteristics of quasispecies populations. Most progeny ge-
nomes of individual (clonal) RNA viruses generally differ from one another in having one or
more mutations scattered randomly along their genomes; thus comprising a quasispecies
“cloud” or “swarm” of related, but nonidentical variants. Darwinian selection acts upon these
in a positive and negative manner to shape their evolution in any given environment. This
evolutionary behavior of RNA viruses exhibits remarkable correspondence with the mathe-
matical formalism of quasispecies theory as originated and elaborated by Eigen, Biebricher,
Schuster and colleagues. Computer simulations, in vitro laboratory evolution of small RNA
molecules, and the population behavior of living RNA viruses all confirm the validity and
utility of quasispecies theory.

Quasispecies theory postulates that RNA replicases function very close to a mutational
“error threshold”. Near this threshold, RNA viruses attain maximal variability and the environ-
ment selects the most-fit progeny from a very large, very rich assortment of mutants. When this
threshold is violated, there is a sudden phase transition which leads to melting of information
and loss of viability in progeny genomes. Apparently, all RNA viruses have adopted this
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Fig. 8.7. Strategies for viral disease control. Additional information and relevant references are given in the
text.

quasispecies strategy to maximize possibilities for rapid evolution, although rapid evolution is
not necessitated if constant environments stabilize the persistence of highly fit “master sequences”.
In contrast, DNA viruses are less error-prone, and generally have adopted a more genetically-stable
strategy in which they optimize function, then slowly “coevolve” along with their specific hosts
over long time periods. Both strategies have been enormously successful, but it is the RNA
strategy which most-often produces novelty (and sudden disease problems for hosts).

A key concept of quasispecies theory is the exploration of “sequence space” in searches for
optimal fitness. Sequence space is incomprehensibly vast, having dimension of 4 to the vth
power where v is the genome length, and its exploration would be impossible if it were not for
its high connectivity (no position is farther away than the Hamming distance—the number of
mutations which separate two sequences), and if searches were not “guided” by selection for
fitness gains. Searches are guided by “upward movements” of mutant clouds along “fitness
ridges” and “mountainous regions” of the “fitness landscape” of sequence space. This is analo-
gous to occupation of “adaptive peaks” in the older theories of Sewall Wright. Nearly all of the
total possible sequences of a 10 kb virus genome are “dead”—lacking information content.
Only a miniscule fraction of regions in sequence space could encode a living virus, and most
subregions of these would be nonadaptive. However, despite their being only a tiny fraction of
sequence space, there are countless viable regions (and adaptive subregions within these), and
RNA virus quasispecies clouds are maximally-suited to search for the subregions confering
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high fitness. Viable, adaptive regions of sequence space are inevitably widely separated because
they are such a tiny fraction of the whole, so the largest, most biologically significant evolution-
ary jumps are best achieved by mutants at the periphery of large quasispecies mutant clouds
and by recombination/reassortment events. Such highly significant evolutionary jumps are, of
course, considerably more rare than gradual, rather uneventful movements along fitness ridges
and mountainous subregions of the adaptive landscape.

The vast size of sequence space and the large number of alternative fitness ridges to ex-
plore within any viable region preclude accurate predictions of future evolutionary pathways.
This would be true even if the size of virus genomes were completely fixed and if the selective
environment were completely constant. They are not, of course, and this confounds any hope
for evolutionary predictability. Virus genomes expand and contract as chance and the environ-
ment dictate. The dynamic, ever-changing nature of our universe, and of our planet earth with
its numerous competing life forms assures that the selective environment, can never be constant
for long. Thus, adaptive landscapes change frequently; often drastically, so that even highly-selected,
well-adapted master sequences and consensus sequences are temporary and provisional; here
today—gone tomorrow—along with their vanished high-fitness peaks.

Amongall of earth’s life forms, the most genetically versatile and adaptable are the quasispecies
mutant swarms of the RNA viruses. They were almost certainly among the first and almost
certainly will be among the last, life forms on earth. From the beginnings, RNA genetic ele-
ments have explored sequence space rapidly and relentlessly; and they will do so till the end.
Along the way, these evolutionary meanderings frequently generate formidable “new” (or more
virulent) disease entities. This, too, will continue indefinitely, unpredictably and inexorably, so
it is well for their most intelligent hosts to be at least modestly prepared. Likewise, it would be
usefull to apply our increasing knowledge of quasispecies behavior toward improved drug and
vaccine modalities, and toward combinatorial approaches to biotechnology and pharmaceuti-
cal developments including those for antiviral agents. They will be needed!
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