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Preface

Among all new technologies in drug research, structure-based ligand design is one
of the most powerful approaches. The drugs Captopril, Dorzolamide and Zanamivir,
to mention only some prominent examples, resulted from rational design, based on
the knowledge and analysis of protein 3D structures. The discovery of some other
drugs, e.g. the more recent HIV protease inhibitors Nelfinavir and Amprenavir,
was at least supported by protein crystallography studies. Many other drug candi-
dates that resulted from structure-based design are in clinical development.

Whereas some early attempts of structure-based design failed due to inappropri-
ate physicochemical and pharmacokinetic properties of the ligands, modellers are
nowadays aware of the pitfalls in ligand design. Large, greasy ligands are avoided,
as well as too polar compounds. According to favorable lead and drug properties,
defined e.g. by the Lipinski rule of five, ligand design focuses on compounds with
relatively low molecular weight, an intermediate lipophilicity range, and a limited
number of hydrogen bond donors and acceptors.

In 1997, Klaus Gubernator and Hans-Joachim Bshm edited a volume on structure-
based ligand design in this book series. A comprehensive review by Robert Babine,
one of the editors of the current book, and Steven Bender, also published in 1997,
discussed the design of aspartic, serine, cysteine, and metalloprotease inhibitors,
and of immunosuppressants. The present book deals with some other families of
important biological targets, e.g. nuclear receptors and kinases. In addition, several
other attractive drug targets are reviewed. A special topic, the design of orthogonal
protein-ligand pairs, will become important in personalized medicine. The book
closes with chapters on recent progress in technologies: protein engineering to pro-
mote crystallization, micro-crystallization, and high-throughput crystallography.
With its broad perspective, the book provides a state-of-the-art overview on important
results and techniques that are relevant for protein 3D structure-based drug design.

The series editors are grateful to Robert Babine and Sherin Abdel-Meguid for
their engaged work and to Frank Weinreich, Wiley-VCH, for ongoing support dur-
ing the preparation of the book. We expect that volume 20 of “Methods and Prin-
ciples in Medicinal Chemistry” will be another highlight of this successful series,
which started only ten years ago.

September 2003 Raimund Mannhold, Diisseldorf
Hugo Kubinyi, Weisenheim am Sand
Gerd Folkers, Ziirich
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A Personal Foreword

When approached to initiate this book project the initial thoughts were to remem-
ber a review published in 1997 [1]. The first memories of that endeavor were
quite painful, so the first instinct was to politely turn down the kind offer to initi-
ate this project. On second reflection, researching and preparing the 1997 review
was an educational and rewarding experience. Therefore, with the help of a co-edi-
tor, the invitation to initiate and complete this endeavor was accepted.

The objective of this book is to provide a forward looking overview of the use of
protein crystallography in drug discovery. It has been organized so that the early
chapters review and describe some mature and emerging topics that would fall
under the ‘traditional structure-based design’ umbrella, the middle chapters pro-
vide focused accounts of specific works, and the final chapters delve into new and
fertile areas of research. This book does not attempt to be comprehensive; thus
the final lineup of chapters was a compromise between the interests of the editors
and the willingness of the authors to contribute a chapter.

The first two chapters review nuclear hormone receptors and protein kinases.
Both of these chapters provide an overview of the topic and shed some insight
into how small molecule ligands can achieve selectivity between related protein
targets. The next two chapters review topics that begin to ‘push the limit on the
size of the complexes that can be used in drug design. Both the proteosome and
the ribosome are very large biological macromolecules that are the targets for
drug discovery. In the ribosome chapter, an important point is made regarding
what conclusions are warranted, or not warranted, based upon the resolution of
the x-ray diffraction data. The ribosome chapter also introduces the topic and chal-
lenges of antibiotic resistance in drug discovery. The next two chapters provide ac-
counts of detailed structure-based design studies aimed at obtaining inhibitors of
both cathepsin K and Cdk4. The cathepsin K chapter provides a nice account of
the iterative structure-based design process. This work is especially notable for the
use of an unexpected crystallographic result to move a project in a novel direction.
The Cdk4 chapter also does an excellent job of introducing many computational
methods that are used in drug discovery. For those readers interested in protein-
based virtual screening of chemical databases, we also recommend the work by
Bissantz et al. [2] in which they evaluate different docking/scoring combinations.
Chapter 7 describes applications of the protease inhibitor ecotin, particularly its

X



XIv

A Personal Foreword

use as a tool to obtain crystals of serine proteases and to study the interactions be-
tween serine proteases and their substrates. Chapter 8 reviews work on ‘orthogo-
nal ligand-receptor pairs’ and the impact of crystallography on this area of re-
search. While ‘traditional structure-based design’ uses the structure of a protein-li-
gand complex as a tool to design modified ligands, the work on ‘orthogonal li-
gand-receptor pairs’ uses the structure of the complex as a tool to design both
modified proteins and modified ligands. This work has applications for deconvo-
luting some cellular processes and also provides useful tools in the area of chemi-
cal genetics. Protein/ligand pairs may also have future applications in gene thera-
py. Chapters 7 and 8 present examples that use crystallography to design mutant
proteins for additional structural studies. Chapter 9 discusses the use of mutant
proteins as an entry into obtaining high-resolution crystal structures. In numer-
ous past examples, when a human protein proved difficult to crystallize, a protein
from another species such as mouse, rat, or chicken was often used as a surro-
gate protein. A potential problem with this approach is that the active sites of the
human and the surrogate enzyme might be different. The chapter on “Engineer-
ing Proteins to Promote Crystallization” reviews examples where the surface of a
human protein is modified in a location remote from the active site to produce a
mutant human protein that can give useful crystals. The next chapter discusses
“High-throughput crystallography” which is an area of intense interest [3, 4]. This
chapter provides a clear overview of the field, and has an informative section on
crystallography in lead discovery. The final chapter describes miniaturization of
crystallization utilizing the emergent technologies of microfluidics. This technol-
ogy allows crystallization experiments to be performed on the nanoliter scale, thus
conserving a very valuable resource in crystallography, the protein. Many of the
technologies described in the final three chapters should impact crystallization
and structure determination of the many new proteins identified in the human
and other genomes.

We expect that this book will be a useful reference to practitioners of structure-
based design. In addition, we hope that the technologies discussed in the later
chapters will help researchers solve new problems in the next generation of struc-
ture-based design problems.

Cambridge, MA, April 2003 Robert E. Babine
Sherin S. Abdel-Meguid

1 BaBiNg R.E. and S.L. BENDER, Molecu- ferent docking/scoring combinations. J.
lar Recognition of Protein-Ligand Com- Med. Chem. 2000, 43(25), 4759-4767.
plexes: Applications to Drug Design. 3 MouNTAIN, V., Innovation — Astex, Struc-
Chem. Rev. 1997, 97(5), 1359-1472. tural Genomix, and Syrrx. Chem. Biol.

2 Bissantz, C., G. ForkEers, and D. Roc- 2003, 10, 95-98.

NAN, Protein-based virtual screening of 4 BERTINI, L., Structural genomics. Acc.

chemical databases. 1. Evaluation of dif- Chem. Res. 2003, 36(3), 155.
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1
Molecular Recognition of Nuclear Hormone Receptor-Ligand

Complexes
RoBERT E. BABINE

1.1
Introduction

1.1.1
Nuclear Hormone Receptors: Ligand Binding Domains

Nuclear hormone receptors (NHR) are multidomain proteins that function as
transcription factors. They contain a central DNA binding domain (DBD) respon-
sible for targeting the receptor to highly specific DNA sequences comprising a re-
sponse element. The DBD is surrounded by two activation domains: the activation
function 1 (AF-1) domain that resides at the N-terminus and the activation func-
tion 2 (AF-2) domain that resides at the C-terminal ligand-binding domain (LBD)
[1, 2]. NHRs for which no natural ligand is known are referred to as orphan nu-
clear hormone receptors. Regulation of gene transcription by nuclear receptors re-
quires the recruitment of proteins characterized as co-regulators, with ligand-de-
pendent exchange of co-repressors for co-activators serving as the basic mecha-
nism for switching gene repression to activation [2]. Upon activation by a small
molecule ligand, or hormone, NHRs dimerize with another ligated NHR and re-
cruit co-activators to turn on target genes. The binding of a ligand thus can act as
a switch between gene activation and gene repression. This biological property
has made the ligand binding domains of nuclear hormone receptors important
drug targets.

Our understanding at the molecular level of how nuclear receptor ligands exert
their effects has been dramatically enhanced by the elucidation of the crystal
structures of the apo- and/or ligand-bound LBDs of several nuclear receptors
(Tab. 1.1). These structures have revealed a common fold among LBDs, consisting
of an antiparallel a-helical sandwich of 11-13 helices. Conventional nomenclature
refers to these helices as helix-1, and helices-3 through 12. The region between
helices 1 and 3 is variable and may contain zero, one or two helices. The helices
fold to form a hydrophobic cavity into which the ligand can bind. The position of
helix-12 relative to the other helices is dependent upon the presence or absence of
a ligand and the nature of that ligand. The binding site that comprises the AF-2
domain is determined by the position of the C-terminal a-helix (helix-12).

Protein Crystallography in Drug Discovery

Edited by R.E. Babine and S.S. Abdel-Meguid

Copyright © 2004 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-30678-1



2

1 Molecular Recognition of Nuclear Hormone Receptor-Ligand Complexes

Tab. 1.1 PDB codes of all nuclear hormone receptor-ligand-binding domains in the protein data
bank as of December 2002.

Protein Apo structure  Ligated structures Complex dimer
structure
ER-a 1A52, 1ERE, 1ERR, 1QKT, 1QKU, 3ERD,
3ERT, 1121, IGWQ, 1IGWR
ER-8 1QKM, 1QKN, 1HJ1, 112]
AR 1137, 1138, 1E3G
GR 1M2Z, INHZ
TR 1BSX
RAR-a 1DKF
RAR-y 1EXA, 1EXX, 1FCX, 1FCY, 1FCZ, 2LBD,
3LBD, 4LBD, 1FDO
RXR-a 1G1U, 1LBD 1FBY, 1G5Y, IMV9, IMVC, IMZN 1DKF, 1FMe6, 1FM9,
1K74
RXR-8 1H9U
PR 1A28, 1E3K
VDR 1DB1, 11E8, 11E9
PPAR-a 117G, 1K7L, 1KKQ
PPAR-y 1PRG, 3PRG 1171, 2PRG, 4PRG, 1KNU 1FMe6, 1FM9, 1K74
PPAR-0 2GWX 1GWX, 3GWX
PXR 1ILG 1ILH
ROR-f 1K4W
ROR-a 1N83
HNF4-y 1LV2
ERR3 1KV6

ER Estrogen Receptor, AR Androgen Receptor, GR Glucocorticoid Receptor, TR Thyroid Receptor,
RAR Retinoic Acid Receptor, RXR Retinoie X Receptor, PR Progesterone Receptor, VDR Vitamin
D Receptor, PPAR Peroxisome Proliferator-Activated Receptor, PXR Pregnane X Receptor, ROR Re-
tinoic Acid-Related Orphan Receptor, NHF-4 Hepatocyte Nuclear Factor 4, ERR Estrogen-Related
Receptor

1.1.2
Dimerization and Interactions with Co-activators and Co-repressors

The Glaxo group was the first to report the structure of a heterodimeric complex
between two activated NHRs (peroxisome proliferator-activated receptor-y) PPAR-y
and (retinoid X receptor-a) RXR-a. The structure (PDB entry: 1FM6) of this hetero-
dimer complex contains six components: the two receptor LBDs, their two respec-
tive ligands, and two peptides derived from the steroid receptor co-activator-1
(SRC-1). These peptides contain a conserved LxxLL motif that is present in this
class of co-activators. The complex is butterfly shaped, with both LBDs adopting
the conserved “helical sandwich” fold previously reported for other ligand-bound
nuclear receptors. PPAR-y contains 13 ¢-helices and four short f-strands, while
RXR-a is composed of 11 a-helices and two short f-strands [3]. This complex is il-
lustrated in Fig. 1.1.
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Fig. 1.1 Heterodimeric complex between tides (orange) derived from the SRC-1 co-acti-
PPAR-y (green) bound to agonist rosiglita- vator protein are also shown bound to both
zone (red spheres), RXR-a (purple) bound to NHRs. From PDB entry 1FM6.

agonist cis-retinoic acid (green spheres). Pep-

For each NHR, the LxxLL motif of the SRC-1 peptides binds in a helical confor-
mation to a groove on the protein defined by helices-3, -4 and -12 (Fig. 1.2). This
groove is the binding site that comprises the AF-2 domain and it is determined
by the position of helix-12. This “agonist” position of helix-12 is stabilized by the
presence of an agonist ligand. Thus, a role of an activating ligand (agonist) is to
stabilize a conformation of the LBD that allows binding of a co-activator protein.

The Glaxo group has also reported the crystal structure of a ternary complex
containing the PPAR-a ligand-binding domain bound to the antagonist GW6471
and a co-repressor motif derived from the SMRT protein (PDB entry: 1KKQ) [4].
In this antagonist complex, helix-12 is found in a different position relative to the
other helices than it is in the agonist structure. In this structure, the co-repressor
motif adopts a three-turn a-helix and docks into a hydrophobic groove formed by
helices-3, -4, and -12 (Fig. 1.3). Superposition of an agonist- and antagonist-bound
PPAR-a reveals that the co-repressor-binding site partly overlaps with the co-activa-
tor-binding site. The additional helical turn in the co-repressor motif extends into
the space that is left by the repositioning of helix-12, and prevents this helix from
folding back into its active conformation. The binding of the co-repressor peptide
is further reinforced by the antagonist, which blocks helix-12 from adopting an ac-
tive conformation [4].

These structural studies have led to a proposal that nuclear receptors distin-
guish co-repressors from co-activators by the length of their helical interaction
motifs [4]. The presence of an agonist ligand stabilizes a conformation of helix-12
that produces an AF-2 conformation that does not allow binding of co-repressors
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Fig. 1.2 A closer look at the PPAR-y rosiglita- (magenta) of the LDB. This protein conforma-
zone SRC-1 peptide complex (wall eyed tion has a groove defined by helices-3 (blue),
stereo). The helical nature of the NHR LBD is -4 (gray) and -12. The LxxLL motif of the SRC-
apparent. The agonist ligand (red spheres) in- 1 co-activator peptide (orange) binds to that
duces the agonist conformation of helix-12 groove. From PDB entry 1FM6.

Fig. 1.3  Structure of the complex between Fig. 1.2. The SMRT peptide binds as an ex-
PPAR-a (green), an antagonist ligand (red tended helix and interacts with helix-12 (ma-
spheres) and a peptide (orange) derived from genta) of PPAR-a, which is in a much differ-
the SMRT co-repressor protein (wall eyed ent conformation than it is in an agonist

stereo). The orientation is close to that of structure. From PDB entry 1KKQ.
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and allows the binding of co-activators. In the presence of an antagonist ligand,
helix-12 is blocked from assuming the active AF-2 conformation, resulting in a
larger pocket that can accommodate the three-turn a-helix of the co-repressor mo-
tif. The high degree of conservation of the co-repressor and co-activator interac-
tion interfaces suggests that this is a model that applies to many of the nuclear re-
ceptors [4].

While not comprehensive, the remainder of this chapter will discuss in detail
how ligands are capable of binding to NHRs and influencing the conformation of
helix-12.

1.2
Steroid Receptors

While the chemical structures and biological properties of steroids have fascinated
chemists and biologists alike for many decades, it is only recently that their recep-
tors have been studied [1,5]. This section will give an overview of the structural
biology of steroid receptor ligand complexes focusing on the role of the ligand.

1.2.1
The Role of the Ligand

1.2.1.1 Estradiol Estrogen Receptor Complex

Estradiol is the natural agonist ligand of the estrogen receptors (ER). There are
two isotypes of the estrogen receptor, ER-a and ER-S. There are four structures of
the complex between the LBD of ER-a and estradiol in the PBD. Expression, puri-
fication and crystallization of LBDs can often be problematic. Thus, the first struc-
ture solved (PDB entry: 1ERE) [6] used protein in which the free cysteines were
carboxymethylated. The refined structure showed at least one of the cysteines was
modified. Another structure (PDB entry: 1A52) [7] used protein that was refolded.
The structure of this protein showed an artifact where two LBDs were connected
by an intermolecular disulfide bond. Through much experimentation, conditions
were found to express, purify and crystallize ER-a LBD without modification or re-
folding. The protein structure was deposited as PDB entry 1QKU [8] and it is this
protein structure that will be discussed.

The mostly hydrophobic ligand estradiol is completely enclosed in the hydro-
phobic core of the ER-a LBD. This protein conformation with helix-12 folded over,
and completely enclosing, the ligand-binding site is the agonist conformation of
ER-a. While the ligand is completely enclosed within the ER-a protein, the fit is
less than optimal; that is, there are several gaps between the surface of the ligand
and the surface of the protein. It has been reported that the volume of the ligand-
binding cavity (450 A’) is nearly twice that of estradiol's molecular volume
(245 A%). The length and breadth of the ligand is well matched by the receptor,
but there are large unoccupied cavities opposite the a face of the B-ring and the f
face of the C-ring [6]. The estradiol ligand makes direct van der Waals (VDW) con-
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tacts with residues from helix-3, helix-5, helix-7 and helix-11. While the presence
of the agonist ligand stabilizes the conformation of helix-12, the ligand makes no
direct VDW contacts with this helix.

The A-ring phenol makes hydrogen-bonding interactions with the side chains of
Glu-353, located in the middle of helix-3, and Arg-394, located at the C-terminal
end of helix-5. These two protein residues also interact with a common water mol-

ecule via hydrogen bonds. This arrangement is electrostatically complementary to
the phenol and provides the basis for the known preference of an A-ring phenol
group in ER ligands. The D-ring hydroxyl group makes a hydrogen bond with the
side chain of His-524 that is located on helix-11. Thus, the two polar groups of
the estradiol ligand make complementary polar interactions with the ER protein
(Fig. 1.4). In the complex there are no unsatisfied polar interactions in the interior
ligand-binding core of the protein. Thus, two types of contacts orient the ligand:

(b)

Fig. 1.4 (a) Schematic of estradiol binding to  lix-3 and the D-ring hydroxyl group interacts
ER-a. There are polar interactions at both with His-524. (b) Numbering scheme for ste-
ends of the ligand; the A-ring phenol group roid ring systems.

interacts with the side chain of Glu-353 of he-
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hydrogen bonds at the two ends and hydrophobic VDW contacts along the body
of the ligand [7]. The combination of non-polar interactions and the specific polar
interactions account for the ability of ER to bind estradiol selectively with high af-
finity and to exclude other steroids.

Estradiol is a pure agonist of estrogen receptor-a and the structure of this com-
plex (PDB entry: 1QKU) [8] shows how an agonist ligand precisely and productively
folds ER-a and stabilizes the unique agonist position of helix-12 (Figs. 1.4 and
1.5). When estradiol binds to ER-g, it interacts through the 17f-hydroxyl group
with His-524, which in turn forms a hydrogen bond with the backbone carbonyl
group of Glu-419 in the loop connecting helix-6 to helix-7. This glutamic acid con-
tacts Glu-339 of helix-3 and Lys-531 of helix-11, forming a hydrogen bond network
that favors the helix-12 agonist position. The loop between helix-1 and helix-3 ac-
companies the movement of helix-3. The precise positioning of helix-3 is an im-
portant feature for the constitution of the ligand-binding cavity. These interactions
are essential for stabilizing the agonist conformation of helix-12. A triple mutant
(C381S, C417S, C530S) of ER-a (PDB entry: 1QKT) displays limited transcrip-
tional activity upon estradiol stimulation. The structure of this triple mutant, in
complex with estradiol, shows helix-12 in an antagonist conformation. This struc-
ture helped to elucidate some of the structural features required for agonist activ-

ity [8].

Fig. 1.5 Structure of the complex be-
tween ER-a and estradiol. The agonist
ligand is held by polar interactions on
opposite ends of the ligand and it sta-
bilizes the agonist conformation of he-
lix-12 (black). From PDB entry TQKU.




8

1 Molecular Recognition of Nuclear Hormone Receptor-Ligand Complexes

1.2.1.2 Other Estrogen Receptor Agonists Complexes

There are numerous examples of nonsteroidal estrogen receptor agonists. Diethyl
stilbene (DES; Fig. 1.6a) is one example of a nonsteroidal agonist ligand for ER-a;
its structure has been determined (PDB entry: 3ERD) [9]. The structure of the li-
gand-binding core of the protein in this complex is nearly superimposable on the
structure of the protein in the estradiol/ER-a complex. The A-ring of DES superim-
poses exactly with the A-ring of estradiol and results in interactions with Glu-353,
Arg-394 and a structural water molecule. The D-ring phenol makes a hydrogen
bond with His-524 but does so with a different geometry than does the hydroxyl
group of estradiol (Fig. 1.6). Recall that in the estradiol/ER-a complex there are
large unoccupied cavities opposite the a-face of the B-ring and the f-face of the C-
ring. In the DES complex, the olefin group is out-of-plane with both aromatic
rings. This results in the ethyl groups occupying the unoccupied cavities that are
present in the estradiol complex and creating new unoccupied cavities in the posi-
tions filled by the B-, C- and D-rings of estradiol. Thus, like the estradiol complex,
DES binds to the receptor by hydrogen bonding interactions at the two ends of
the ligand and hydrophobic interactions in the middle. In addition, like the estra-
diol complex, there are several gaps between the surface of the ligand and the sur-
face of the protein.

The structure of another nonsteroidal ligand, raloxifene-core (RalC; Fig. 1.6D),
has been determined in complex with ER-a (PDB entry: 1GWQ) [43]. In this com-
plex, the structure of the ligand-binding core of the protein in this complex is nearly
superimposable on the structure of the protein in the estradiol/ER-a and DES/ER-
a complexes and the A-ring phenol binds in the same manner as that of estradiol
and DES. The D-ring phenol hydrogen bonds with His-524 but does so differently
from the way estradiol or DES does. The central hydrophobic core of RalC makes
hydrophobic interactions and leaves several gaps between the surface of the li-
gand and the surface of the protein. The position occupied by the B-ring of estra-
diol is unoccupied in this complex.

Upon examination of the structures of three complexes between ER-a and ago-
nist ligands, some common features become apparent. The structure of the li-
gand-binding core of each protein is nearly identical. In each of the three exam-
ples discussed, the details of the protein-ligand interactions are different yet they
bind to, and presumably stabilize, the same form of the receptor. Each complex is
characterized by a less than optimal fit between the hydrophobic cores of the li-
gand and the protein. In each case the ligand is completely enclosed by the pro-
tein. There are no buried hydrophilic groups on either the protein or the ligand
that are not involved in a hydrogen bond interaction with their ligand or protein
partner, respectively. The role of the ligand is to precisely and productively fold
ER-a and stabilize the unique agonist conformation of the protein.
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(a) (b)

DES

(e)

e e

Fig. 1.6  (a) Illustration of the polar interac- DES (black) superimposed on estradiol
tions of DES with ER-a. (b) Structure of ralox- (gray).
ifene core (RalC). (c) Wall eyed stereo view of

1.2.1.3 Estrogen Receptor Antagonists Complexes

Raloxifene (RAL) is an antagonist ligand for the estrogen receptors. The structures of
the complex between RAL and both ER-a (PDB entry: 1ERR) [6] and ER-§ (PDB en-
try: 1QKM) [11] have been reported. In contrast to the ER-a agonist structures dis-
cussed above, RAL is not completely enclosed by the protein. In these complexes,
solved in the absence of a co-repressor or co-repressor peptide, helix-12 does not fold
over the ligand but resides on the protein surface that is usually occupied by co-ac-
tivator peptides in the agonist co-activator complexes (Fig. 1.7). For the RAL/ER-a
complex, the A-ring phenol of RAL interacts in the normal fashion with Glu-353,
Arg-394 and a structural water molecule. The D-ring phenol interacts with the side
chain of His-524 but does it differently than estradiol, DES or RalC (Fig. 1.8). In the
agonist structures the side chain of His-524 forms hydrogen bonds to both a D-ring
substituent and the backbone carbonyl of Glu-419. In the RAL complex His-524 in-
teracts only with the ligand (a similar situation exists in the ER-f/RAL complex).
While the B-ring of RAL overlaps with B-ring of estradiol the D-rings do not overlap
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Fig. 1.7  Structure of the complex be-
tween ER-a (gray) and the selective
antagonist raloxifene (solid spheres).
In this structure, solved in the ab-
sence of a co-repressor peptide, helix-
12 (bold) occupies the groove nor-
mally occupied by the LxxLL motif of
co-activator peptides. From PDB entry
1ERR.

and the phenol hydroxyl is displaced 5.1 A from the position of the 175-OH of estra-
diol. The side chain of RAL extends out of the ligand binding core making extensive
hydrophobic contacts with helix-3, helix-5, helix-11 and the loop between helix-11
and helix-12. In this structure, the piperazine (F) ring occupies some of the same
space that helix-12 occupies in the agonist structures. In addition, a salt bridge be-
tween Asp-351 and the piperazine ring nitrogen is observed. Also of note is that
for the agonists structure between ER-a and RalC and the antagonist structure be-
tween ER-a and RAL the A- and D-rings are reversed.

For the protein ER-g, the structure of helix-3, helix-5 and the f-structure be-
tween helix-5 and helix-6, in contact with the ligand, is nearly identical in both
the agonist and antagonist complex structure. However, the structure of helix-6
and the C-terminus of helix-11 that contact the ligand are different in the agonists
and antagonist structures. As mentioned previously, helix-12 does not fold over
the ligand and is in a completely different position in the antagonist structure.

The structure of ER-a in complex with the selective antagonist 4-hydroxytamoxi-
fene (OHT; Fig. 1.9) has been reported (PDB entry: 3ERT) [9]. This structure is
quite similar to the raloxifene/ER-a complex structure with the E-ring protruding
out of the ligand-binding pocket. The A-ring phenol interacts with Arg-394 and
Glu-353 in a manner similar to other ER-a ligand complexes (Fig. 1.9). The pro-
tein structure resembles that of the RAL complex in that helix-12 does not fold
over the ligand but resides on the protein surface; helix-12 and the dimethylami-
no group makes a salt bridge with Asp-351. The conformation of the Ar—-C=C-Ar
group of OHT is different from the Ar—C=C-Ar conformation of DES.
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Fig. 1.8 Key polar interactions of the antagonist raloxifene with
ER-a.

Fig. 1.9 Key polar interactions of the antagonist 4-
hydroxytamoxifene with ER-a.

The structure of the pure antagonist 1CI-164,384 (ICI; Fig. 1.10) in complex with
rat ER-f has been reported (PDB entry: 1HJ1) [10]. ICI is a substituted estradiol
with a 7-a-alkylamide group and it is this group that protrudes out of the ligand-
binding pocket. To place this substituent out of the pocket requires that the ligand
rotate approximately 180° (about the long hydroxyl to hydroxyl axis) in the bind-
ing site relative to estradiol. The A-ring phenol still interacts with the usual argi-
nine and glutamine side chains; however, the D-ring alcohol interacts with His-
430 and this histidine interacts with the backbone carbonyl of Glu-326 (Fig. 1.10).
The primary consequence of the flipped binding mode of the ICI, compared with
that of estradiol (normal mode), is an alteration in the nonpolar contacts made by

1
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Fig. 1.10  Key polar interactions of the antagonist ICI-164,384 with ER-f.

the ligand’s steroidal core. The position adopted by the central framework of ICI
readjusts to occupy the cavity maximally and position the ligand’s two hydroxyl
groups so that they can optimally interact with the protein. Consequently, the A-
ring end of the steroid is shifted laterally away from helix-3 and toward helix-6 by
about 1 A. In contrast, the D-ring end of the molecule adopts a very similar spa-
tial position in the flipped and “normal” orientations. The ER-f cavity accommo-
dates these changes with only minimal alterations in the positioning of the cavity-
lining residues [10].

The N-(n-butyl)-N-methyl-undecanamide side chain of ICI exits the binding
pocket in an identical manner to that observed previously for RAL. However, once
free from the confines of the ligand-binding pocket, the flexible side chain of the
ICI antagonist adopts a conformation that is distinct from that observed with the
corresponding regions of RAL and OHT. The ICI side chain, unlike the corre-
sponding regions of RAL and OHT, is not tethered to the LBD through a salt
bridge with Asp-258. Helix-12 is invisible in the experimental electron density
maps, suggesting that it is highly mobile. The lack of a stable orientation of helix-
12 can be directly attributed to the binding mode of ICI. The protruding 7a-sub-
stituent of ICI sterically prevents alignment of helix-12 over the cavity, as with
other antagonists, but, in addition, the positioning of the terminal amide portion
of the side chain precludes helix-12 from adopting an alternate orientation along
the co-activator-binding cleft [10].

1.2.1.4 Genistein — An ER-f Partial Agonist

Genistein (GEN; Fig. 1.11a) is an isoflavonoid natural product that is an ER-f selec-
tive partial agonist. The structure of the complex between human ER-f and genistein
has been reported (PDB entry: 1GKM) [11]. GEN binds across the ligand-binding
cavity in a manner similar to estradiol with ER-a. The A-ring phenol of GEN inter-
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acts with Arg-346, Glu-305 and a structural water molecule in a manner the same as
most ligands. The D-ring phenol forms a hydrogen bond with His-475, which in
turn makes a hydrogen bond with the backbone carbonyl of Glu-371. The other
D-ring phenol forms an intramolecular hydrogen bond with the keto group of the
C-ring; these polar groups occupy the a-position off the C- and D-rings of estradiol
(Fig. 1.11). Unlike estradiol and other agonist ligands, helix-12 does fold over and
enclose the partial agonist genistein. In this structure, helix-12 occupies a position
on the surface of the protein between helix-3 and helix-5.

The primary determinant of helix-12 positioning appears to be the burial of its
hydrophobic face against the protein. The positions of helix-12 in the presence of
pure ER-a agonists, such as estradiol and diethylstilbestrol [6, 9], and that seen in
the ER-#/GEN complex both fulfill this objective. In the archetypal “agonist” orien-
tation, typified by the ER-a/estradiol complex, the N-terminal end of helix-12 appears
to be stabilized by two hydrophilic interactions. The helix is capped by the side chain
of a residue on helix-3, Asp-351, which interacts with the main chain amide of Leu-
491. In addition, Tyr-537, located between helix-11 and -12, makes a hydrogen bond
with helix-3 residue Asn-348. These two interactions effectively anchor the N-termi-
nal end of helix-12 and position it so that Leu-540 can seal the ligand-binding cavity.
This “agonist” conformation of helix-12 completely encloses the ligand within the

E353 ==
HO H524
{ THC
R394
Fig. 1.11  (a) Key polar interactions of the ER-a. THC is an ER-a agonist and an ER-f
partial agonist genistein with ER-S. (b) Struc- antagonists (see text for details).

ture of THC and its key interactions with
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binding cavity. The asparagine present at position 348 in ER-a, which interacts with
Tyr-537, is replaced by lysine-300 in ER-f. Consequently, the “agonist” orientation of
helix-12 may be less favored in ER-f due to loss of the hydrogen bonding interaction
made by this residue to Tyr-398. However, the origin of GEN’s “destabilizing” influ-
ence on helix-12 remains unclear [11].

1.2.1.5 R,R-5,11-cis-Diethyl-5,6,11,12-tetrahydrochrysene-2,8-diol:
An ER-a Agonist and ER-f Antagonist

The R,R-enantiomer of 5,11-cis-diethyl-5,6,11,12-tetrahydrochrysene-2,8-diol (THC;
Fig. 1.11) exerts opposite effects on the transcriptional activity of the two estrogen
receptor (ER) subtypes, ER-a and ER-f. THC acts as an ER-a agonist and as an
ER-f antagonist. The crystal structures of THC bound to both ER-a (PDB entry:
1L2I) and ER-f (PDB entry: 1L2]) have been reported [12]. These two structures
show how THC exerts different functional effects on the two isotypes of ER by
stabilizing distinct conformations of the two receptors. The ER-a conformation fa-
vors co-activator binding, while the ER-f conformation precludes co-activator bind-
ing.

The complex between the C-2 symmetric THC and ER-a shows the A-ring phe-
nol interacting with Arg-394 and Glu-353 and the D-ring phenol interacting with
His-524 (Fig. 1.11D). Like other agonist structures, His-524 interacts with the back-
bone carbonyl of Glu-419. The two a-face ethyl substituents fill space in the mid-
dle of the ligand-binding core of the protein. The structure of the ER-a protein in
the THC complex is nearly identical to its structure in the estradiol complex. For
agonist structures, ligand binding stabilizes the conformations of several protein
side chains that form part of the binding site for helix-12 or the loop between he-
lix-11 and helix-12 [12].

THC binds to ER-f in a similar, but distinctly different manner than it does to
ER-a. While the A-ring phenol makes very similar interactions in the ER-a and
ER-f complexes, the D-ring fails to interact intimately with His-524 in the ER-f
complex and it does not indirectly stabilize helix-12 in an agonist conformation.
The B-ring ethyl group adopts a different conformation in the ER-f complex; this
causes the core ring system to be tilted away from the floor of the binding pocket
compared with the ER-a complex. As a result, the D-ring of THC fails to stabilize
many of the ER-f side chains in a manner that stabilizes the agonist conforma-
tion of helix-12. Specifically, the side chain of His-475 fails to pack against that of
Met-479 (equivalent to Met-528 in ER-a), causing the Met-479 side chain to be dis-
ordered. The backbone atoms of Met-479 and the residues flanking it adopt a ran-
dom coil conformation (as compared with the helical conformation adopted by
their counterparts in ER-a). As a result, both Leu-476 and Met-479 are not posi-
tioned appropriately to form interactions with relevant residues from helix-12 and
the preceding loop that would stabilize the active conformation of helix-12. Thus,
by positioning certain binding pocket residues in nonproductive conformations,
the binding of THC to ER-f disfavors the agonist-bound conformation of helix-12
and shifts the equilibrium towards the inactive conformation of helix-12 [12].
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1.2.2
Structural Basis for Agonism and Antagonism and Partial Agonism:
The Role of the Ligand

The proposed role of agonists is to stabilize a precise conformation of the estro-
gen receptor that allows for productive dimerization and co-activator binding. The
structures of agonist-bound NHRs reveal that helix-12 folds over the ligand into a
position that stabilizes recruitment of a co-activator.

For the antagonist ligands OHT, RAL and ICI, the positioning of the ligand
side chains precludes the agonist-bound conformation of helix-12 by steric hin-
drance. This mechanism of antagonist action has been referred to as “active antag-
onism”. The ER-# antagonist THC lacks a bulky side chain, and in its complex
with ER-f, helix-12 is not sterically precluded from adopting the agonist-bound
conformation. Instead, THC antagonizes ER-f by stabilizing nonproductive con-
formations of key residues in the ligand-binding pocket, thereby disfavoring the
equilibrium to the agonist-bound conformation of helix-12 and leading to stabili-
zation of an inactive conformation of helix-12. This mechanism of antagonism
has been referred to as “passive antagonism”. There are many other examples of
NHR ligands that act as antagonists even though they are smaller than the endog-
enous agonists of these NHRs; thus “passive antagonism” appears to be a com-
mon mechanism for antagonists [12].

The position of helix-12 for the ER-§ antagonist THC is similar to the position
of helix-12 for the ER-f partial agonist GEN. Based on the position of helix-12,
ER-f in the conformation stabilized by THC and GEN should be incapable of in-
teracting with co-activators and should not have agonist activity. However, GEN is
a partial agonist and THC is a pure antagonist. The simplest model that explains
these data is based on two hypotheses [12]. First, helix-12 in the unliganded ER-f
LBD is in equilibrium between the inactive conformations observed in the THC
and GEN ER-f structures and the active agonist-bound conformation. Second, li-
gands affect transcriptional activity by shifting this equilibrium rather than induc-
ing a single static conformation of helix-12. Partial agonists, such as GEN, are in-
capable of shifting the equilibrium in favor of the active conformation to the
same extent as full agonists, they are able only to increase the affinity of the re-
ceptor for co-activator incrementally. Partial agonist binding should permit the
NHR to sample both inactive and active conformations of helix-12 [12] (see also
[8]). On the other hand, passive antagonists may prevent the sampling of the ago-
nist conformation or they may stabilize a protein conformation that allows bind-
ing to co-repressors [4].

There also exist a class of ligands referred to as SERMs (selective estrogen re-
ceptor modulators) that display tissue-selective pharmacology [13]. Raloxifene and
tamoxifen are two clinically used SERMs for which structures are available. Crys-
tal structures of the estrogen receptor bound to different ligands (estradiol, tamox-
ifen, or raloxifene) reveal that ligands of different sizes and shapes induce a spec-
trum of receptor conformational states. These states can be “interpreted” by the
cellular complexion of co-regulators and the environment of the local promoter of
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the target gene [13]. While the role of agonist’s ligands is presumably understood,
the structural basis of antagonism and partial agonism are less well understood.
The structural basis of SERM activity is not understood at this time.

1.23
Progesterone/Progesterone Receptor Complex

Similar to the estrogen/estrogen receptor complex, the 3-keto steroid progesterone
binds to the progesterone receptor (PR) by hydrogen bonding interactions at the
two ends of the ligand and hydrophobic interactions in the middle of the ligand
(Fig. 1.12). The two axial methyl substituents on the steroid core of progesterone
contribute significantly to the overall shape complementarities between the steroid
and PR. The 3-keto group of the progesterone A-ring forms hydrogen bonds to
the side chains of Arg-766, Gln-725 and a water molecule that interacts with both
Arg-766 and Gln-725. The side chain carbonyl (D-ring 17/ acetyl group) of proges-
terone makes a weak hydrogen bond with the side chain of Thr-894 (Fig. 1.12).
There are no strong hydrogen bond interactions between the D-ring carbonyl oxy-
gen atom of progesterone and the protein in PR, suggesting that the recognition
of this group is made mainly through hydrophobic and steric interactions [14].

PR Arg-766 is located at the C-terminal end of helix-5 and aligns with ER-a
Arg-394. PR GIn-725 is on helix-3 and aligns with ER-a Glu-353. The difference
between a glutamine (PR) and a glutamic acid (ER) at the same position of helix-
3 plays a role in the preference of PR for a 3-keto steroid and the preference of
ER for an A-ring phenol. Sequence and structural alignments [15] show that an-
drogen receptor (AR), glucocorticoid receptor (GR) and mineralocorticoid receptor
(MR) also have a glutamine at this position in helix-3. These NHRs have 3-keto
steroids as their natural ligands. However, some other NHRs that do not recog-

Q725
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Fig. 1.12 Interactions of the 3-keto steroid due that interacts with the A-ring phenol is a
progesterone with PR. GIn-725 from helix-3 glutamic acid; thus, it appears that this inter-
forms a hydrogen bond with the 3-keto group action plays a key role in the selection of ke-
of the ligand. In ER, the corresponding resi- tones by PR and phenols by ER.
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nize 3-keto steroids, such as RXR, hepatocyte nuclear factor-4 (HNF-4) and Droso-
phila melanogaster nuclear receptor Ultraspiracle (dUSP), also have a glutamine at
this position. The PR Thr-894 residue is located on helix-11 and is in the i+4 posi-
tion relative to ER His-524.

1.2.4
Androgen Receptor Complexes

The structure of the androgen receptor (AR) complex with the natural agonist di-
hydroxytestosterone (DHT; Fig. 1.13) has been reported (PDB entry: 1137) [16]. It
binds to AR by hydrogen bonding interactions at the two ends of the ligand and
hydrophobic interactions in the middle of the ligand. The two axial methyl substit-
uents on the steroid core of DHT contribute significantly to the overall shape com-
plementarities between the steroid and AR. The A-ring ketone group forms hydro-
gen bond interactions with GIn-711, Arg-752 and a structural water molecule that
bridges those two residues. Met-745 makes VDW contacts with the A-ring and the
C-19 f-methyl group. The D-ring hydroxyl group makes hydrogen bond interac-
tions with the side chains of Asn-705, from helix-3, and the side chain of Thr-877
from helix-11 (Fig. 1.13).

Although there is only 55% sequence identity between the LBDs of AR and PR,
there is a 77% sequence similarity, and as expected, the three-dimensional struc-
tures of these two LBDs are very similar. The ligand binding cores of the two pro-
teins are quite similar in size and shape. DHT binds to the AR LBD in an almost
identical fashion to the way progesterone binds to the PR LBD. Both agonists in-
teract with helices 3, 5 and 11 of their respective LBDs. The interactions of ring A
of each ligand with its receptor are similar, specifically those with the side chains
of GIn-711, Met-745 and Arg-752 in the AR LBD, corresponding to those with
GIn-725, Met-759 and Arg-766 in the PR LBD, and a conserved water molecule.
The interactions of AR and PR with ring C are also similar, with close contacts to
the main-chain of Leu-704 (Leu-718 in the PR LBD) and side chain of Asn-705
(Asn-719 in the PR LBD). The contact between C18 of DHT and the Oyl of Thr-
877 is unique to the wild-type AR LBD, as the corresponding cysteinyl side chain
is pointed away from the steroid in the PR LBD structure. These D-ring polar in-
teractions are presumably responsible for the ability of AR to select the proper li-
gands correctly. The AR point mutant T877A shows promiscuity for other steroid
ligands such as progestins, estrogens and cortisols that differ from DHT in sub-
stitution at position 17 on the D-ring. The structure of this mutant, complexed
with DHT, has been reported (PDB entry: 1138) and is nearly identical to the wild
type structure. The replacement of T887 by alanine leaves additional space off the
D-ring and may explain its promiscuity [16].
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Fig. 1.13 Interactions of DHT with AR. As in other steroid
NHR complexes, the ligand is oriented on both ends by po-
lar interactions. Mutagenesis experiments have implicated
Thr-877 as a key residue that determines ligand selectivity.

1.2.5
Glucocorticoid Receptor

The structure of the glucocorticoid receptor (GR) in complex with the agonist li-
gand dexamethasone (Fig. 1.14) has been reported (PDB entry: 1M2Z) [17]. As
with the 3-keto steroid ligands for PR and AR, the A-ring carbonyl of dexametha-
sone forms direct hydrogen bonds to Arg-611 and Gln-570 (Fig. 1.14). Like other
agonist-steroid receptor complexes, dexamethasone does not have a precise fit in
the ligand-binding pocket and occupies 65% of the binding pocket volume. The
high affinity binding of dexamethasone to GR is readily explained by the exten-
sive hydrophobic and hydrophilic interactions between the ligand and the protein.
One or more hydrophobic residues within the GR protein contact nearly every
atom of the steroid core of dexamethasone. In addition, all of the hydrophilic
groups of dexamethasone form hydrogen bonds with the protein. Compared with
the ligand-binding pocket found in the PR, AR or ER structures, the GR pocket
has an additional branch extending from the center in the side of the steroid
pocket. This additional side pocket in GR is formed by the structural rearrange-
ment of helices-6 and -7. The side chain of Asn-564 is oriented in a way to allow
it to make hydrogen bonds to the C-ring 11-hydroxyl and the D-ring 24-hydroxyl.
Furthermore, the 21-hydroxyl (off the C17 position) and the 22-carbonyl form hy-
drogen bonds with residues GIn-642 and Thr-739, respectively. The extensive hy-
drogen bond network between GR and the ligand observed here are likely to con-
tribute to the high affinity binding of dexamethasone [17].
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Fig. 1.14 Key polar interactions of dexamethasone with GR.

1.2.6
Steroid Ligand Selectivity

Steroid hormones such as cortisol, corticosterone, testosterone, progesterone and
estrogen share a similar core chemical structure but mediate distinct biological re-
sponses. Structural comparisons of GR, AR, PR, and ER have now provided some
insight into how specificity is achieved by the steroid receptors. In the structures
of steroid receptors complexed with steroid agonists, the core steroid template as-
sumes a common orientation with the A-ring oriented toward a conserved argi-
nine from helix-5 and the D-ring toward helix-12. However, many subtle differ-
ences in the secondary structure and the topology of the ligand-binding pockets
exist in different steroid receptors. In particular, helices-6 and -7 of GR deviate sig-
nificantly from ER, AR and PR and produce a unique side pocket in GR. This
pocket may account for the GR selectivity of glucocorticoids, which have larger
substituents at the C17a position compared with estrogen, progesterone and tes-
tosterone. Interestingly, the mineralocorticoids that selectively bind MR have simi-
lar substituents at the C17a position. To date no structure for MR has been re-
ported; however, MR may also have a similar pocket for these large C17a substi-
tutes, since the residues that form the GR side pocket are also conserved in MR
(Fig. 1.15) [17].

Besides the shape differences, the polar atoms are also distributed differently in
the steroid pockets with respect to the specific protein-ligand hydrogen bonds. For
example, the polar substituents in steroid hormones are often located at positions
C3 or C17. As discussed above, in the PR structure, the C3 ketone accepts hydro-
gen bonds from Arg-766 and GIn-725. These residues are also present in AR, GR
and MR; however, in ER, the glutamine is replaced by glutamate, which prefers to
accept a hydrogen bond from the phenolic group in the C3 position of the A-ring
of estradiol [7]. These differences in hydrogen bond formation may explain why
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Fig. 1.15  Structure of some steroid ligands.

PR, as well as AR, GR and MR prefer the steroid hormones with a ketone at the
C3 position, whereas ER prefers a phenol group. The larger GR side pocket can
best explain the selectivity of GR ligands with larger substituents at the C17 posi-
tion. While MR presumably has a similar pocket to GR the selectivity of MR for
mineralocorticoids can be attributed to the differences in hydrogen bonding pat-
terns between the receptor and the ligands. The MR-selective steroids, corticoste-
rone, aldosterone and 11-deoxycorticosterone, all lack the 17a-hydroxyl group,
which forms a specific hydrogen bond with GIn-642 in the GR structure. At this
position, MR has a hydrophobic leucine (Leu-848) that should disfavor the pres-
ence of a polar hydroxyl in this region [17]. Many of the structures between ste-
roid receptors and agonist ligands show a less than optimal steric fit between the
ligand and the protein. However, it appears that the subtle differences in the
shape and electronic properties of the ligand binding pockets of steroid receptors
are sufficient to either select the correct ligand or to deselect the incorrect one.
Structures exist for a common ligand, R1881, bound to both PR (PDB entry:
1E3K) and AR (PDB entry: 1E3G) [18]. This ligand shows good binding affinities
to both proteins and the affinities are comparable to the affinity of the natural li-
gand for each protein (Fig. 1.16). PR can bind R1881 as well as progesterone, in
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Fig. 1.16 Examples of interactions in the D-rings of steroids that account for ligand selectivity.

both the AR and PR complexes R1881 binds similarly with the A-ring ketone in-
teracting with Arg-766 in PR (Arg-752 in AR) and GIn-725 in PR (GIn-711 in AR)
and a structural water molecule.

The overall shape of the ligand-binding pocket is similar in both PR and AR
and many of the nonpolar side chains contacting the ligand are the same in both
proteins. There are a total of 18 amino acid residues in AR and PR that interact
with the bound ligands (either R1881 or progesterone). Most of these residues are
hydrophobic and interact mainly with the steroid scaffold, whereas a few are polar
and may form hydrogen bonds to the polar atoms in the ligand. The 17§ hydroxyl
group of R1881 forms different hydrogen bonds, when bound to AR or PR. In
AR, the 17f hydroxyl group is hydrogen-bonded to Asn-705 and Thr-877. The
same pattern is observed in the PR-R1881 complex where the 17/ hydroxyl group
of R1881 also forms a hydrogen bond to Asn-719. In contrast to the AR complex,
Cys-891 (Thr-877 in AR) shows a weak interaction with the 17§ hydroxyl group of
R1881. Thr-894 in PR is replaced by Leu-880 in AR, and a methyl group of this
leucine makes a van der Waals contact with both the 17a methyl group and 17
hydroxyl group of R1881. This bulkier side chain in AR is very likely responsible
for the failure of AR to recognize the 17§ acetyl group of progesterone. While
there is an extra polar residue (Thr-877 besides Asn-705 which is also present in
PR) that can form an additional hydrogen bond to the 17/ hydroxyl oxygen, it is
likely that the decrease in pocket volume caused by the change of Thr-894 to Leu-
880 inhibits the binding of bulkier ligands such as progesterone [18].

While there are few published examples that directly address issues of steroid
selectivity, some trends are apparent. The steroid receptor-agonist-ligand com-
plexes do not involve precise steric fits between the protein and the ligand. In
each case, the ligand is completely enclosed within the ligand-binding core of the
protein. While the steric match is not precise, there are few, or no, polar groups
present that are not involved in a protein-ligand hydrogen bond. Thus, one ele-
ment of selectivity involves having a polar protein group to complement a ligand
polar group. The presence of a glutamate on helix-3 (E353 on ER-a) is responsible
for the preference of ER for ligands containing an A-ring phenol. In PR, AR, GR
and MR the corresponding position on helix-3 has a glutamine and is responsible

21
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for the exclusion of A-ring phenol containing ligands and the preference of A-ring
ketone containing ligands. Subtle changes elsewhere in the ligand-binding pocket
appear to be responsible for the B-, C- and D-ring preference. It is not clear
whether ligand selectivity of steroid receptors is due to the exclusion of the wrong
ligand(s) or to the selection of correct ligand.

1.3
The Vitamin D Receptor-Ligand Complexes

The vitamin D receptor (VDR) binds the vitamin D metabolite 1a,25-dihydroxyvi-
tamin D3 (VDX; Fig. 1.17) as its natural agonist ligand. VDX is a seco-steroid hor-
mone, that is, it is a steroid with an opened B-ring. The structure of the VDX/
VDR complex has been reported (PDB entry: 1DB1) using a deletion mutant of
VDR [19, 20]. The structure of the protein in the complex resembles a typical ago-
nist conformation with helix-12 folded over and enclosing the ligand. The hydrox-
ylated A-ring makes polar interactions with several groups on the protein. The
pseudo-equatorial hydroxyl group forms hydrogen bonds with the side chains of
Ser-237 and Arg-274. Arg-274 is located on helix-5 while Ser-237 is located on he-
lix-3, this is the equivalent position of Glu-353 of ER-a and Gln-725 of PR. The ax-
ial hydroxyl group forms hydrogen bonds with the phenol group of Tyr-143 and
the hydroxyl group of Ser-278. Tyr-143 is located at the C-terminus of helix-1 and
Ser-278 is located at the near the C-terminus of helix-5, this is the equivalent posi-
tion of Arg-394 of ER-a and Arg-766 of PR. The tertiary hydroxyl group off the D-
ring interacts with two different histidine side chains, His-305, which is located
between helix-6 and helix-7, and His-397, which is located on helix-11. His-305
also hydrogen bonds to the side chain of GIn-400 from helix-11 (Fig. 1.17).

Comparison of the agonist-bound structure of ER-a and VDR provides insight
into how different NHRs can select different ligands. The gross structures of
these two proteins differ in the relative positions of helix-7 and helix-11 relative to
helix-3 and in the conformation of the protein between the end of helix-5 and the
beginning of helix-7. These changes alter the size and shape of the binding pock-
et to better accommodate estradiol (ER-a) or VDX (VDR). Key side chain differ-
ences, such as VDR Ser-237 (Glu-353 in ER-a) and VDR Ser-278 (Arg-394 in ER-
a), affect the electronic complementarity of the NHR for the appropriate ligand.

The crystal structures of the ligand-binding domain of the vitamin D receptor
complexed to VDX (Fig. 1.18) and the 20-epi analogues, MC1288 (PDB entry:
11IE9) and KH1060 (PDB entry: 11E8), show that the protein conformation is iden-
tical, further suggesting that for a given LBD the agonist conformation is unique.
In all complexes, the A- to D-ring moieties of the ligands adopt the same confor-
mation and form identical contacts with the protein. The explanation of the super-
agonist effect of the 20-epi analogs is to be found in higher stability and longer
half-life of the active complex, thereby excluding different conformations of the li-
gand-binding domain [21].



1.4 The Retinoic Acid Receptors RAR and RXR | 23

H397

Yi43
Fig. 1.17 Polar interactions of VDX with VDR.

Vitamin D3-resistant rickets is associated with mutations to VDR, some of
which effect ligand binding and ligand-dependent transactivation. The missense
mutation R274L causes a >1000-fold reduction in VDX responsiveness and is no
longer regulated by physiological concentrations of the hormone. There have been
two reports of the use of the VDR structure to design selective ligands that bind
the mutant receptor in preference to the wild type VDR [22, 23].

In one study, it was proposed that the R274L mutation removed a polar interac-
tion between the protein and the natural ligand VDX and created a hydrophobic
hole in its place. SS-III, a derivative of VDX, was designed to fill that hole. It was
prepared and found to be 286 times more potent than VDX against the mutant
protein [22] (Fig. 1.18).

In another study, computer-aided molecular design was used to generate a fo-
cused library of nonsteroidal analogues of the VDR agonist LG190155 (Fig. 1.19)
that were uniquely designed to complement the R274L protein associated with Vi-
tamin D3-resistant rickets. Half of the designed analogues exhibit substantial ac-
tivity in the R274L mutant. The seven most active designed analogues (such as A-
11; Fig. 1.19) were more than 16 to 526 times more potent than VDX in the mu-
tant receptor. Significantly, the analogues are selective for the nuclear VDR and
did not stimulate cellular calcium influx, which is associated with activation of the
membrane-associated vitamin D receptor (Fig. 1.19) [23].

14
The Retinoic Acid Receptors RAR and RXR

1.4.1
Introduction

Retinoid acids (RAs), the active retinoid derivatives of vitamin A, regulate complex
gene networks. The pleiotropic effects of active retinoids are transduced by their
cognate nuclear receptors, retinoid X receptors (RXRs) and retinoic acid receptors
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Fig. 1.18 (a) The R274L VDR mutation fails gand SS-I1l was designed and found to bind
to bind the natural ligand VDX. (b) The li- to this mutant protein.

(RARs), which act as transcriptional regulators activated by two stereoisomers of
retinoic acid (RA): 9-cis RA (9cRA) and all-trans RA (atRA). Among the nuclear re-
ceptors, RXR occupies a central position and plays a crucial role in many intracel-
lular signaling pathways as a ubiquitous heterodimerization partner with numer-
ous other members of this superfamily. Whereas RARs bind both retinoic acid
isomers, RXRs exclusively bind 9cRA. The various RAR (RAR-g, -f and -y) and
RXR (RXR-a, -f and -y) isotypes are encoded by different genes, while their multi-
ple isoforms, which differ in their N-terminal region, are the results of differential
promoter usage and alternative splicing. It has been shown that RXRs play a
unique role among NHRs since they are able to heterodimerize with a number of
members of the NHR superfamily [24]. This section will give an overview of the
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Fig. 1.19  Structures of ligands for VDR R274L mutant.

structural biology of retinoid receptor-ligand complexes focusing on the role of the
ligand.

1.4.2
RAR-y and RXR-a Retinoid Complexes

The structure of atRA bound to RAR-y was one of the first reported structures of
the ligand-binding domain of an NHR bound to a ligand (PDB entry: 2LBD) [25,
26]. Like the steroid receptors the hydrophobic atRA ligand is buried, but fits
loosely, within the ligand binding hydrophobic core of the protein. The protein
adopts a typical agonist-bound conformation with helix-12 folding over, and en-
closing, the ligand. The carboxylate group of atRA makes hydrogen bonds with
both the backbone NH and side chain OH of Ser-289. Ser-289 makes two hydro-
gen bonds to the guanidine side chain of Arg-278. The carboxylate group of atRA
also forms a hydrogen bond with a structural water molecule which is also hydro-
gen bonded to the backbone carbonyl of Leu-233. Arg-278 is located at the end of
helix-5 and Ser-289 is located on a turn between helix-5 and helix-6 (Fig. 1.20).
Comparing the agonist-bound structures of RAR-y and ER-a shows some signif-
icant differences. There is a significant change in the positions of helices-1, -3, -6,
-7 and -9, and a small change in the positions of helices-11 and -12 relative to he-
lices-4 and -5. In addition, the protein conformation between the end of helix-5
and the beginning of helix-7 is very different between ER-a and RAR-y. As with
ER-g, there is an arginine at the end of helix-5 (Arg-278 in RAR-y, Arg-394 in ER-
a). Glu-353 on helix-3 of ER-a is replaced by Cys-237 in RAR-y. Unlike ER and
the other steroid receptors, this residue in RAR-y (Cys-237) does not appear to
play a key role in ligand recognition. As was seen for VDR, changes in the gross
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Fig. 1.20 Schematic of interactions between atRA and RAR-).

structure of the protein result in changes in the relative positions of the helices.
These changes alter the size and shape of the binding pockets to better accommo-
date the appropriate ligands. Clearly different NHRs have evolved structures that
are complementary to their respective ligands.

RAR-y is a permissive receptor and will also bind 9¢cRA as an agonist; the struc-
ture of the protein in this complex (PDB entry: 3LBD) [27] is nearly identical to
that in the atRA complex. The polar carboxylate group of 9cRA interacts with
RAR-y in almost the same manner that atRA does and the rings of 9cRA and
atRA fill the same hydrophobic binding site. However, the less than perfect fit of
these two ligands to RAR-y allows the tetraene chain to adopt different conforma-
tions (20-methyl group on opposite sides of the pocket) in the two complexes. In
each complex the 19-methyl group occupies approximately the same space. The
difference in chain conformations, coupled with a loose steric fit, allows for either
a cis or trans olefin to be accommodated at the 9-10 position (Fig. 1.21).

In contrast to RAR, RXR can select 9cRA in preference to atRA. The structure of
the RXR-a/9cRA complex has been reported (PDB entry: 1FBY) [24]. This structure
exhibits the typical agonist protein conformation with helix-12 folded over the li-
gand. The carboxylate of 9cRA forms hydrogen bonds to the backbone NH of Ala-
237 and the guanidine group of Arg-316. In addition, the carboxylate makes a hydro-
gen bond to a water molecule; that water forms hydrogen bonds to the backbone
carbonyl of Leu-309 and to another water that is hydrogen bonded to the side chain
of GIn-275. Arg-316 is located at the end of helix-5 and is in the equivalent position
to Arg-278 in RAR-a and Ala-237 is in the equivalent position to Ser-289 of RAR-a
(Fig. 1.22). Of interest, GIn-275 is located on the same position of helix-3 as Gln-
725 in PR. As discussed previously this glutamine is conserved in several other ste-
roid receptors that bind 3-keto steroids and is equivalent to Glu-353 in ER-a. Recall
that in the steroid receptors this residue plays a key role in A-ring recognition. How-
ever, in RXR-a this glutamine residue is solvent exposed and makes an indirect polar
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Fig. 1.21 (a) Schematic of the interactions between 9¢RA and
RAR-y. (b) Superposition of atRA (black) and 9cRA (gray)
bound to RAR-y.

interaction with the ligand. The hydrophobic ligand-binding pocket has a distinct L-
shape to it. The cis-olefin of 9cRA allows the ligand to bend and accommodate this
binding site. While the fit of 9cRA to RXR-a is not precise, the shape of the binding
site precludes the binding of incorrect ligands such as atRA. This readily explains
why RXR-a is selective for 9cRA as opposed to atRA.

1.4.3
Selectivity of RAR Ligands and RAR Isotypes

A very elegant experiment has been reported where enantiomers of an unnatural
RAR-y-selective ligand have been determined [28]. Of special significance is the
observation that one of the enantiomers is effectively inactive in the biochemical
assays. While acquiring co-crystal structures of many active ligands with the same
protein is now commonplace, obtaining structures of inactive (i.e., weakly active)
compounds is more challenging. This work provides a high-resolution structure
(PDB entry: 1EXX) of the complex between an inactive compound (BMS270395,
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cis-olefin

and explains its selectivity.

Fig. 1.22 Schematic of the polar interactions between 9¢cRA and
RXR-a. The shape of the RXR-a protein is complementary to 9cRA

K4 =~ 500 pM) and RAR-y. The structure (PDB entry: 1EXA) of the more potent en-
antiomer (BMS270394, K4=500 nM) and RAR-y was also determined for direct
comparison (Fig. 1.23).

The conformational profiles and energies of the two enantiomers are, by defini-

tion, mirror images of each other. Thus, the ligand conformational arguments
made by Klaholz et al. [28] are not correct. If one superimposes the mirror image
of the inactive enantiomer on the active isomer it is apparent that the bound con-
formations of the two ligands are similar. The A-rings (except for the fluorine),
amide groups and alcohol moiety superimpose almost exactly. The major differ-
ence in the conformations is the torsion angle (C=0)-CH-C(Ar)-C(Ar); it is 53°
and -102° for the active and inactive enantiomer, respectively. A quick MM2 cal-
culation predicts a 119° torsion angle is a low energy local conformational mini-
mum [29]. These calculations suggest that it is unlikely that the conformation energy
difference between the active and inactive enantiomers is close to 4 Kcal mol™". It

would appear that ligand conformational strain does not play a dominant role in
the large difference in affinity between the two enantiomers. Thus, the major com-
protein-ligand interactions.

ponent of the large difference in affinity between these two isomers must come from
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BMS270394
Fig. 1.23  Structures of enantiomeric ligands,
BMS270394 is a 500 nM RAR-y ligand while

BMS270395

its enantiomer BMS270395 is a very poor
RAR-y ligand.
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Fig. 1.24 Key interactions between the active enantiomer
BMS270394 and RAR-y. A key interaction involves a hydrogen bond
between the ligand hydroxyl group and the sulfur of Met-272. Notice
that the linking amide group makes complementary interactions
with the enzyme.

The structure of the more active enantiomer (BMS270394) shows that the li-
gand binds to RAR-y in a typical agonist conformation (Fig. 1.24). The carboxylate
group of the ligand forms hydrogen bonds to Ser-289 and a water molecule in the
same fashion that atRA does. The hydrophobic CD ring system makes VDW con-
tacts in the hydrophobic ligand-binding core. The hydroxyl group of the ligand
makes a hydrogen bond (3.2 A) with the thioether of Met-272. The amide group
also interacts well with the protein, the NH hydrogen bonds to the backbone car-
bonyl of Leu-271 and the amide carbonyl interacts with three aromatic H atoms;
two of these interactions are much shorter than the third. The shortest of these
interactions (3.17 A) is with Phe-230. The interactions of carbonyl oxygens with
aromatic hydrogens are well precedented, favorable interactions in protein-ligand
complexes. These are weakly polar interactions between the positive dipole of an
aromatic C-H bond and the electrons of a carbonyl oxygen. The fluorine atom ex-
hibits short VDW contacts with the Ca and Cf atoms of Ala-234. For the more ac-
tive isomer, all of the ligand’s polar groups make complementary polar interac-
tions with the protein, the fluorine atom comes into close VDW contact with the
protein, and the hydrophobic groups are buried in hydrophobic parts of the pro-
tein.

The structure of the weakly active enantiomer (BMS270395) shows that the li-
gand also binds to RAR-y in a typical agonist conformation (Fig. 1.25). The car-
boxylate group of the ligand makes hydrogen bonds to Ser-289 and a water mole-
cule in the same fashion that BMS270394 does. The hydrophobic CD ring system
creates VDW contacts in the hydrophobic ligand-binding core in much the same
manner as BMS270394. In addition, the hydroxyl group of the inactive ligand also
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forms a strong hydrogen bond (3.2 A) with the thioether of Met-272. If the “inac-
tive” and the “active” enantiomer adopted the same bound conformation, the hy-
droxyl group would still have had room to fit, indicating that the interaction be-
tween the hydroxyl group and the methionine is quite significant in determining
the structure of the complex. Thus, the “inactive” enantiomer makes many of the
same interactions with the protein that the ,active“ enantiomer does. The major
differences between the two are the position of the linking amide group and the
position and occupancy of the fluorine atom and the conformation of the ligand.
In the “inactive” enantiomer complex, the amide group does not make comple-
mentary interactions with the protein, and unlike the “active” enantiomer, the po-
lar amide group is buried in the protein without making favorable compensatory
interactions. Also, unlike the “active” enantiomer, BMS270395 shows two different
orientations for the fluorine atom, in both orientations there are sub-optimal in-
teractions between the fluorine and the protein. While the aromatic A-rings are in
nearly the same position in both ligands, subtle differences in the position of the
A-ring appear to be responsible for the disorder in the fluorine atoms. Further-
more, while the bound conformations of the two ligands are different, as dis-
cussed above, the conformational differences are not likely to be too severe. It ap-
pears that the burial of the polar amide and the less than optimal fit of the fluor-
ine atom are the key determinant of enantiomer selectivity.

Both of these structures show a hydrogen bond to the thioether of Met-272.
Clearly, this is an important recognition element for binding to RAR-y. In both
RAR-a and RAR-f§, the residue corresponding to Met-272 is an isoleucine.
BMS270394 is much less potent against both RAR-a and RAR-$. While the struc-
ture of BMS270394 with either RAR-a or RAR-f has not been reported, one can
speculate that the burial of the hydroxyl group near the isoleucine is responsible
for the weaker affinity of these ligands for these isotypes.

A paper has been published that discusses the structural basis for isotype selec-
tivity of the RARs [30]. This paper reported structures of three RAR ligands
bound to RAR-y, BMS184394 (PDB entry: 1FCX), an RAR-y-selective agonist,
CD564 (PDB entry: 1FCY), an RAR-f/y co-agonist and BMS181156 (PDB entry:
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1FCZ), a panagonist (Fig.1.26). Residues that directly contact the ligand are
mostly conserved in all three isotypes. The only differences are that Met-272 in
RAR-y is replaced by an isoleucine in both RAR-a and -f, and that Ala-234 in
RAR-y is replaced by a serine in RAR-a.

BMS181156 has approximately the same activity against all three RAR isotypes
and it is the most potent of these three ligands against RAR-y. The structure of
its complex bound to RAR-y shows the bicyclic ring system bound in a hydropho-
bic site similar to BMS270394 and the carboxylate interacting with Ser-289 in the
same manner as other RAR-y ligands. This ligand binds to RAR-y in a manner
similar to 9cRA with the carbonyl group of BMS181156 occupying the same space
as the C19 methyl group of 9cRA. In the BMS181156 complex, the carbonyl
group makes close contacts with the Ce atom of Phe-304 and the Cy atom of Met-
272. These close contacts have been described as C-H'*O=C hydrogen bonds [30].
The conformation of the Met-272 side chain is different in this complex to that in
the BMS270394 and BMS270395 complexes, in the BMS181156 complex the sul-
fur atom does not interact directly with the ligand.

CD564 shows comparable affinity towards RAR-y and RAR-f but is 40-fold less
potent against RAR-a. It is 5-fold less potent against RAR-y than BMS181156. The
structure of its complex bound to RAR-y shows the bicyclic ring system bound in
a hydrophobic site similar to BMS181156 and the carboxylate interacting with Ser-
289 in the same manner as other RAR-y ligands. The carbonyl group of CD564
makes a close contact with C{ of Phe-304, which is in a different conformation
than it is in the BMS181156 complex. The loss in potency against RAR-a is attrib-
uted to a steric clash between the naphthalene ring of the ligand and a serine
side chain. In RAR-y (and RAR-f), this residue is Ala-234 and, in the complex
structure, this residue is in close contact with the naphthalene ring. For

Pesase

BMS184394 CD564
o
HOy
BMS181156
Fig. 1.26  Structures of RAR ligands. CD564 is an RAR-f/y co-agonist, and

BMS184394 is an RAR-y-selective ligand, BMS181156 is an RAR panagonist.
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BMS181156 the acyclic linker avoids this steric clash allowing potent binding to
RAR-a.

BMS184394, a mixture of enantiomers, is 100-fold less potent than BMS181156
against RAR-y; however, it shows 10-fold selectivity over RAR-f and 100-fold selec-
tivity over RAR-a. This ligand binds to RAR-y, as a single enantiomer, in a man-
ner nearly identical to CD564. The major difference in the ligand is the difference
between a ketone and an alcohol. As with BMS270394 and BMS270395, the alco-
hol group of BMS184394 forms a hydrogen bond to the thioether of Met-272. The
side chain of Met-272 is in the same conformation as it is in the BMS270394 and
BMS270395 structures. Thus, this side chain adopts different conformations de-
pending upon the presence or absence of a hydrogen bond between the ligand
and the thioether. The data suggests that the interaction of a ligand alcohol group
with the thioether of Met-272 plays a key role in RAR-y selectivity. The significant
loss of affinity upon going from a ketone (CD564) to an alcohol (BMS184394) sug-
gests that the observed C-H'*O=C hydrogen bonds in the ketones play an impor-
tant role in stabilizing the complex and the alcohols cannot take advantage of this
type of interaction. For RAR-y, the alcohol-containing ligands can gain sufficient
affinity by forming a hydrogen bond with Met-272 and thus becomes a selective li-
gand.

SR11254, the oxime of CD564, is a potent (4 nM) RAR-y-selective agonist [31].
Its structure in complex with RAR-y (PDB entry: 1FDO0) shows that it binds in a
manner nearly identical to CD564 (Fig. 1.27) [32]. The ligand binds as a ~1:1
mixture of E and Z oximes. In both isomers, the hydroxyl group forms a hydro-
gen bond to the Met-272 thioether. The side chain of Met-272 resembles the con-
formation found in other complexes in which the ligand forms a hydrogen bond
to the Met-272 side chain. In this structure, close contacts between the oxime oxy-
gens and protein methyl groups are observed. The Z-isomer interacts with the CE
methyl group of Met-272 and the E-isomer interacts with the Cy2 methyl group of
Ile-275. These have been characterized as C-H 'O hydrogen bonds and are pro-
posed to help stabilize the complex. The Klaholz and Moras paper is also note-
worthy for its discussion of C-H 'O hydrogen bonds [32].

The above studies provide a structural explanation for how very similar NHRs
(i.e., the isotypes of RAR) can selectively bind different ligands. In each case a key
polar interaction (ligand carboxylate) and the burial of a substantial amount of hy-
drophobic surface allows binding to occur. Tight binding occurs when there are
no bad steric or electrostatic interactions. The case of enantiomer selectivity
(BMS270394 vs. BMS270395) occurred when only one of the enantiomers could
bury an amide group and make complementary interactions. RAR-y and RAR-f
differ by only one amino acid group in the ligand-binding pocket (RAR-y Met-272
is an Ile in RAR-f). Ligands that can form a hydrogen bond to the thioether of
Met-272 tend to be selective for RAR-y. RAR-f and RAR-a differ by only one ami-
no acid group in the ligand-binding pocket (RAR-y Ala-234 is an Ala in RAR-f
and a Ser in RAR-a). Selectivity for RAR-f over RAR-a can be achieved with li-
gands that make close VDW contacts with the side chain of Ala-234 in RAR-y (or
RAR-f). These ligands presumably bind poorly to RAR-a due to a bad steric con-
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Fig. 1.27 Key interactions of the RAR-y-selective agonist with RAR-).

tact. Thus, it is possible to achieve selectivity against very similar isotypes of the
same NHR and it is possible to rationalize these selectivities based on structure.
It is likely that in the future subtle selectivity will be rationally designed into li-
gands.

1.4.4
RXR Complexes with Unnatural Ligands

The structures of two structurally related RXR-selective ligands have been re-
ported. The complex between BMS-649, RXR-a and a co-activator peptide (PDB
entry: IMVC) [33] and between LG-268 and RXR-§ (PDB entry: 1H9U) [34] are
similar and will be discussed briefly below. The carboxylate group of both ligands
interacts with the backbone NH of Ala-327 (RXR-a, Ala-398 RXR-f) and Arg-316
(RXR-a, Arg-387 RXR-f) in the same manner that 9cRA does. The D-ring binds in
the same place that the ring of 9cRA does (Fig. 1.28). The shape of the ligand is
complementary to the L-shaped RXR ligand-binding pocket. This shape compli-
mentarity explains why these ligands are selective for RXR over RAR.

One significant difference between these two structures is the position of helix-
12; in the complex between RXR-a, BMS-649 and a co-activator peptide, helix-12
is in the standard agonist position. In the complex between LG-268 and RXR-f
helix-12 is in a novel position not seen in other NHR structures. In this position
LG-268 does not fold over and cap the ligand. Additional data indicate that LG-
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BMS-649 LG-268

Fig. 1.28 Structures of RXR ligands.

268 is unable to release co-repressors from RXR unless co-activators are also pres-
ent; this suggests that certain RXR ligands alone may be inefficient at reposition-
ing helix-12 [34].

1.5
PPAR: Isotype-Selective Ligands

Peroxisome proliferator-activated receptors (PPARs), are members of the steroid/
retinoid nuclear receptor family of ligand-activated transcription factors. There are
three isotypes of the PPAR family, PPAR-a, PPAR-0 and PPAR-y. Various natural
fatty acids (FAs) and eicosanoids serve as ligands for the PPARs. Interestingly,
several unsaturated FAs that activate the PPARSs in vitro have pharmacological ef-
fects similar to those reported for the synthetic PPAR ligands. Based upon these
observations and the promiscuous ligand-binding properties of the PPARs, it has
been suggested that these receptors serve as physiological sensors of lipid levels,
linking FA concentrations to glucose and lipid homeostasis [35]. The biological
profiles of each have led to a number of ligated structures having been reported.
This section will focus upon how ligands can select between these three isotypes.
Unlike the RARs, there are several amino acid differences in the subtypes that di-
rectly contact the ligand. Thus, there are more options for obtaining isotype selec-
tive ligands and it may be more challenging to obtain ligands that show high af-
finity for all isotypes.

The structure of the FA eicosapentaenoic acid (EPA) bound to PPAR- has been
determined (PDB entry: 3GWX) [35]. The ligand-binding pocket of PPAR-J as-
sumes roughly a “Y” shape with each of the three arms approximately 12 A in
length. One arm of the Y is composed of a mix of hydrophobic residues and polar
residues and is capped by two residues from helix-12. This is the only arm of the
Y that is substantially polar in character. Another arm of the Y is composed of hy-
drophobic residues and is sealed by the last residue of helix-1, and the loop be-
tween helices-1 and -2. The third arm of the Y-shaped pocket is composed mainly
of hydrophobic residues with a few polar residues. The interior of the ligand-bind-
ing pocket is accessible via a channel that is exposed to solvent [35]
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The EPA complex crystal has two molecules in the asymmetric unit; each inde-
pendent molecule has two distinct conformations for the EPA ligand (Fig. 1.29).
For EPA in each complex molecule, the acid group and the first eight carbons
adopt very similar conformations. The hydrophobic tails of EPA diverge in the dif-
ferent bound conformations with each occupying a different arm of the Y. The
carboxylate head group of EPA interacts with several polar residues in one arm of
the Y. Surprisingly, the details of these interactions are different in each of the
four copies of the EPA in the crystal. There are three polar residues that interact
with the carboxylates, His-323 from helix-5, His-449 from helix-11 and Tyr-473
from helix-12. His-449 forms a buried hydrogen bond to the side chain of Lys-367.
PPAR-J, and the PPARs in general, use a helix-12 residue to make a specific hy-
drogen bond to agonist ligands, unlike many of the other NHRs.
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Fig. 1.29 Interactions of EPA with PPAR-. (a) mations of the hydrophobic tail of the ligand
The carboxylate head group of the ligand in- were observed. The ligand-binding site of
teracts with three protein residues, His-323, PPAR-0 is Y-shaped and each conformation of
His-449 and Tyr-473. (b) Two distinct confor- EPA fills a different branch of the Y.
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The structure of the fibrate ligand GW2433, a PPAR-a/0 co-agonist, has also
been reported bound to PPAR-0 (PDB entry: 1GWX; Fig. 1.30) [35]. In the struc-
ture, the carboxylate forms hydrogen bonds to two histidines (His-323 and His-
449) and to Tyr-473 from helix-12. The rest of the molecule makes substantial
VDW contacts with all three branches of the Y-shaped ligand-binding pocket.
These are mostly hydrophobic interactions between ligand and protein; however, a
hydrogen bond between the ligand urea NH and the side chain of Cys-285 is ob-
served. While GW2433 is a PPAR-a/0 co-agonist, the structure of its complex with
PPAR-a has not been disclosed. As will be discussed below, the residue corre-
sponding to His-323 in PPAR-a is a tyrosine (Tyr-314).

AZ-242 is a PPAR-a/y co-agonist and its structure has been determined in com-
plex with both PPAR-a (PDB entry: 117G) and PPAR-y (PDB entry: 1171) [36]. Like
PPAR-J, both PPAR-a and PPAR-y have Y-shaped ligand binding sites; however,
AZ-242 only fills two of the three sites. PPAR-a has four polar residues that inter-
act with the carboxylates, Tyr-314 from helix-5, His-440 from helix-11, Tyr-464
from helix-12 and Ser-280 from helix-3. His-449 forms a buried hydrogen bond to
the side chain of Lys-358. Tyr-314, His-440 and Tyr-464 are in the equivalent posi-
tions as His-323, His-449 and Tyr-473 in PPAR-6. Thus, a major difference be-
tween PPAR-a and PPAR-J is the change of a histidine in PPAR- to a tyrosine in
PPAR-a. The dihydrocinnamate group of AZ-242 has a different local conforma-
tion than that of the phenoxy acid group of GW2433, as a result the carboxy

<l

Fig. 1.30 Interactions of the PPAR-a/J co-ago- Y makes polar interactions with the carboxy-
nist with PPAR-0. The Y-shape of the ligand is late head group of the ligand, the interactions
complementary to the Y-shape of the ligand in the other two arms are mostly hydropho-
binding pocket. One of the three arms of the bic.
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Fig. 1.31 Key polar interactions of PPAR-a/y co-agonist AZ-242 with PPAR-a.

groups of both ligands interact with the protein in distinct manners. This may ex-
plain why AZ-242 is a PPAR-a agonist and not a PPAR-J agonist (Fig. 1.31).

The structure of AZ-242 bound to PPAR-y has also been reported. The confor-
mation of the dihydrocinnamate group resembles the conformation found in the
PPAR-a complex. In PPAR-y, Tyr-314 in PPAR-a is replaced by His-323, thus the
carboxylate interacts with two histidines (His-323 and His-449) and one tyrosine
(Tyr-473). This arrangement of polar groups is the same as found in PPAR-0; how-
ever, there are subtle differences in the position of each residue relative to each
other in the two isotypes. In addition, one of the carboxylate oxygens also forms a
hydrogen bond with Ser-289. One difference between the two AZ-242 complexes
is the conformation of the phenoxy “tail” of the ligand; this results in slight differ-
ences in the final position of the phenyl sulfonate group. One difference between
PPAR-y and PPAR-a is the presence of Cys-275 in PPAR-q, which is Gly-284 in
PPAR-y. The different tail conformations of the phenoxy linker allow the sulfo-
nate group of AZ-242 to avoid the Cys-275 side chain in PPAR-a (Fig. 1.32).

The thiazolidinediones (TZDs) are a class of antidiabetic agents that were subse-
quently shown to be potent PPAR-y agonists. TZDs are usually selective for
PPAR-y although exceptions are known [37, 38]. The structure of the TZD rosigli-
tazone in complex with PPAR-y has been reported both in the presence (PDB en-
try: 1FM6) [3] and absence (PDB entry: 2PRG) [39] of RXR-a ligated with 9-cis-reti-
noic acid. Both complexes are quite similar and the discussion will center around
the heterodimeric complex. Like AZ-242, rosiglitazone occupies two arms of the
Y-shaped ligand-binding site. The polar TZD head forms hydrogen bonds with
His-323 and Tyr-473 and also makes longer polar interactions with His-449 and
Ser-289 (Fig. 1.33). Thus, the TZD group mimics a carboxylate group. The nonpo-
lar part of rosiglitazone makes VDW contacts within the ligand-binding site. The
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Fig. 1.32 Key polar interactions of PPAR-a/y the equivalent residue of PPAR-a Tyr-314 is
co-agonist AZ-242 with PPAR-y. Notice that His-323 in PPAR-y.
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Fig. 1.33  Key polar interactions of PPAR-y-selective agonist rosiglitazone with PPAR-y. The TZD
group acts as a carboxylate mimetic.

larger size of a TZD group compared with a carboxylate group usually allows it to
be selective for PPAR-y over the other isotypes. For PPAR-J, the carboxylate bind-
ing site is narrower than in the other isotypes; thus, the larger TZD head group
cannot interact with the polar groups on the PPAR- protein. The presence of the
Tyr-314 precludes the TZD head group from making the proper polar contacts
with the PPAR-a protein. Consistent with this proposal, the PPAR-y H323Y mu-
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tant binds rosiglitazone 50-fold weaker than wild type PPAR-y. In addition, the
PPAR-a Y314H mutant binds rosiglitazone weakly while the wild type PPAR-a
does not bind it to any measurable extent [40]. Clearly, the steric demands of the
carboxylate-binding pocket play a major role in determining isotype selectivity. It
has been speculated that the shift in the TZD head group caused by Tyr-314 in
PPAR-a results in an unfavorable conformation in the remainder of the TZD li-
gand. The TZD KRP-297 has been reported to show dual PPAR-a/y activity [41].
Unlike rosiglitazone, KRP-297 has a meta-substituted side chain across the central
phenyl rings. The meta-substituted side chain may allow an improved fit in the
PPAR-a protein [40].

Farglitazar (GI262570) is a PPAR-y/a co-agonist that shows 1000-fold selectivity
for PPAR-y over the a-isotype. The structure of its complex with PPAR-y has been
reported in the heterodimeric complex with ligated RXR-a (PDB entry: 1FM9) [3].
Farglitazar binds to PPAR-y in a similar manner that AZ242 does; the dihydrocin-
namate moieties bind nearly identically and, like AZ242, the carboxylate interacts
with His-449, Tyr-473, His-323 and Ser-289 (Fig. 1.34). The tails of the two ligands
bind by VDW contacts in the same pocket although the details of the binding are
different. Thus, only two of the three branches of the Y-shaped pocket are occu-
pied. The most dramatic difference between these ligands is the size of the sub-
stituent adjacent to the carboxylate. For AZ242 it is an O-ethyl group, and for far-
glitazar it is the much larger amino benzophenone group. The side chain of Phe-
363 moves in the farglitazar structure relative to the AZ242 structure to open a
pocket that accommodates the second ring of the benzophenone group.

A close analogue of farglitazar, GW409544, is also a co-agonist that binds only
ten times poorer towards PPAR-a (Fig. 1.35). Neither farglitazar nor GW409544
bind to, or activate, PPARJ to any measurable extent. The structures of

Fig. 1.34 Key polar interactions of PPAR-y-se- created by the movement of Phe-363 relative
lective agonist farglitazar with PPAR-y. The to its position in the rosiglitazone complex.
larger benzophenone group fits into a pocket
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GW409544 bound to both PPAR-y (PDB entry: 1K74) and to PPAR-a (PDB entry:
1K7L) have been reported [40]. GW409544 binds to PPAR-y in a manner very sim-
ilar to, but not identical to, the way farglitazar binds to PPAR-y. The a-amino side
chains bind differently in the two structures. GW409544 binds to PPAR-a and
PPAR-y in nearly identical manners despite slight changes in key protein residues
contacting the ligand. The equivalent residue to PPAR-y Phe-363 is Ile-354 in
PPAR-g, and as previously discussed PPAR-y His-323 is substituted by the larger
Tyr-314 in PPAR-a. A modeling exercise proposed that for farglitazar to interact
with the larger Tyr-314 in PPAR-a a shift in the ligand position would result in a
steric clash between a benzophenone ring and Phe-273. The structure of the com-
plex between GW409544 and PPAR-a suggests that adding three atoms to the vi-
nylogous amide of GW409544 to generate farglitazar would result in a steric clash
with Phe-273. Consistent with this proposal, the PPAR-a Y314H mutant potently
binds farglitazar [40].

A very interesting discussion about the key factors that result in PPAR subtype
specificity has been published by the Glaxo group [40]. This discussion is now
summarized below. The PPAR-a and PPAR-y ligand-binding pockets are signifi-
cantly larger than the PPAR-0 pocket because of the narrowing of the pocket adja-
cent to helix-12. It is notable that only a handful of potent PPAR-0 ligands have
been described. Ligands such as TZDs and L-tyrosine-based agonists like farglita-
zar show little or no binding to PPAR-J. In both cases, their acidic head groups
seem to be too large to fit within the narrow PPAR-0 pocket. In contrast, the po-
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tent PPAR-0 agonist GW501516 (Fig. 1.36) contains an unsubstituted phenoxy-
acetic acid head group that complements the narrow PPAR-0 ligand-binding pock-
et. Fibrate ligands, which generally bind to PPAR- only at high micromolar con-
centrations, contain small alkyl substituents adjacent to the carboxylate group. A
PPAR-0 mutant M417V, which allows fibrate ligands to bind to PPAR-0, has been
reported [42]. This mutation is likely to increase the size of the PPAR-0 pocket to
facilitate the binding of the small alkyl substituents adjacent to the carboxylate.
Thus, the reduced size of the PPAR-0 pocket is a major determinant of ligand
binding to this subtype. In comparison with PPAR-J, the PPAR-a and PPAR-y li-
gand-binding pockets are closer in size and shape to each other. The Glaxo group
has found that a major determinant of selectivity between these two subtypes is
the substitution of Tyr-314 in PPAR-a for His-323 in PPAR-y. These amino acids
form part of the network of hydrogen-bonding residues that are involved in the
activation of the receptor by its acidic ligands. Overlay of the PPAR-a and PPAR-y
crystal structures reveals that the larger volume of the Tyr-314 side chain in
PPAR-a forces a 1.5 A shift in the position of the high-affinity ligand GW409544.
The structurally related ligand farglitazar is unable to accommodate this shift be-
cause of a steric interaction with PPAR-a Phe-273. As a result, farglitazar shows
1000-fold selectivity for PPAR-y over PPAR-a. The point mutations of Y314H in
PPAR-a and H323Y in PPAR-y demonstrate that these single amino acids are, in
large part, responsible for determining the subtype selectivity of farglitazar. In
each case, a 10-100-fold shift in the potency of the ligand was observed. Com-
pared with farglitazar, GW409544 has three atoms removed to allow it to shift
within the PPAR-a pocket without clashing with Phe-273. The potent dual PPAR-
a/y agonist activity of GW409544 results from a complementary match of the re-
engineered ligand with both the PPAR-a and PPAR-y ligand-binding pockets.
TZD ligands also respond to the point mutation of Y314H in PPAR-a and H323Y
in PPAR-y with a corresponding increase in PPAR-a and decrease in PPAR-y ac-
tivity, respectively. These data suggest that the TZDs, which do not contain the
large N-substituents present in the L-tyrosine-based ligands, also have difficulty ac-
commodating the 1.5 A shift required to bind to PPAR-a. It was speculated that
the shift in the TZD head group results in an unfavorable conformation in the re-
mainder of the molecule. It is interesting to note that a single amino acid differ-
ence in PPARs has such a dramatic impact on ligand selectivity, given that the
PPAR pocket is composed of more than 25 amino acids [40].

1.6
Summary

NHRs function as either activators or repressors of gene expression. Small mole-
cule ligands (hormones) are the regulators of these proteins. Structural studies
have characterized at least two distinct forms of ligated NHRs, agonist-bound
NHR with a peptide derived from a co-activator and antagonist-bound NHR with
a peptide derived from a co-repressor. These define two states for the NHR, the
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first one is the “on” state where genes are expressed and the second is the “oft”
state where gene expression is repressed. There are other structures that may, or
may not, represent intermediate states between “on” and “oft”.

The discussions above, while not comprehensive, have focused on how ligands
can bind to and alter the conformational state of the NHR. More importantly, the
discussion has focused on the important issue of ligand selectivity for a specific
NHR. A system that is regulated by ligands is only effective if the proteins that
are being regulated respond only to a specific ligand, or to just a few key ligands.
Thus, the ability of estradiol to regulate ER-a and ER-f and not to regulate other
related proteins such as GR and AR is the key to this regulatory system. The key
trends about how ligands selectively bind to and agonize their NHR target protein
will now be summarized.

A striking observation for many of these agonist NHR complexes is the lack of
high steric complementarity between the mostly hydrophobic ligand and the li-
gand-binding core of the protein. The complex between estradiol and ER-a shows
that there are large unoccupied cavities between the ligand and the protein. In
spite of this, estradiol is a potent and selective ligand for ER-a and the closely re-
lated ER-S.

Another good example is found in the complexes between PPAR-y and rosiglita-
zone (Fig. 1.33) and the larger ligand farglitazar (Fig. 1.34). Both are potent selec-
tive ligands; however, the larger ligand is 90 times more potent. While the polar
thiazolidedione moiety of rosiglitazone plays a key role for its isotype selectivity
for PPAR-y, the larger benzophenone moiety of farglitazar is required for PPAR-y
selectivity. Thus, for farglitazar a precise relative fit of the polar carboxylate func-
tionality and one of the apolar groups work together to achieve PPAR-y selectivity.
As discussed previously, the Glaxo group has shown that changes to the benzo-
phenone moiety of farglitazar produce ligands that agonize both PPAR-y and
PPAR-a. They have also determined that a single polar amino acid change be-
tween PPAR-y (His-323) and PPAR-a (Tyr-314, equivalent to PPAR-y His-323) is
the primary determinant of PPAR-y selectivity for both rosiglitazone and farglita-
zar. The conclusion reached is that the PPAR isotype selectivity is determined by
the polar ligand group making a precise interaction with the protein, with the re-
mainder of the ligand being well tolerated by the protein.

Many steroid hormones are mostly hydrophobic molecules that have polar
groups at opposite ends of the molecule (A- and D-rings). For these steroid recep-
tors a key polar residue on a common position of helix-3 helps the estrogen recep-
tors (Glu-353 in ER-a) select for A-ring phenols, while PR, AR, GR and MR,
which have a glutamine at this position, are selective for 3-keto A-rings (Figs. 1.4
and 1.12). Further ligand discrimination occurs primarily by additional polar inter-
actions near the D-ring (Figs. 1.12, 1.13, 1.14 and 1.15). For the steroid receptors,
agonist selectivity appears to be determined by matching of polar groups on the
ends of the ligand with complementary protein polar groups. The hydrophobicity
of the ligands and the apolar nature of the ligand binding site provides a mecha-
nism for obtaining high affinity, provided there are no polar mismatches, in spite
of less than optimal steric complementarity.
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Another good example of this is the case of two enantiomers (BMS270394 and
BMS270394, Fig. 1.23) of the same ligand binding to RAR-y. Both ligands orient
the carboxylate, hydroxyl group, the A-, C- and D-rings in approximately the same
manner. The linking amide group of the more potent isomer makes complemen-
tary interactions with the protein (Fig. 1.24) while the less potent isomer does not
(Fig. 1.25). Thus we see a vivid example of where effective agonist binding occurs
when a hydrophobic ligand makes a less than optimal steric fit in the core of the
NHR and has the matching of polar ligand groups with complementary protein
polar groups. The “inactive” isomer must bury the polar amide group in the pro-
tein interior and thus bind very weakly.

Comparison of RAR and RXR shows distinctly different shapes of their ligand-
binding pockets. Thus, RAR can effectively bind either all-trans-retinoic acid or 9-
cis-retinoic acid as agonists, while RXR can only accommodate the bent ligand 9-
cis-retinoic acid. These data make it tempting to speculate that selectivity is deter-
mined not by a precise match of the “right” ligand with the “right’” NHR, but
rather by the exclusion of “wrong” ligands by a mismatch of polar groups or an
impossible steric fit.

To conclude this chapter, the molecular recognition of ligands by NHRs is deter-
mined by a number of subtle factors. Agonism or antagonism is due to the ability
of a given ligand to bind to the appropriate form of the protein. It is likely that
nonpolar interactions provide binding affinity even in the absence of good shape
complementarity. Selectivity appears to be guided by the avoidance of interactions,
either polar or apolar, that are unfavorable.
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Kinases
JERRY L. ADAMS, JAMES VEAL, and Lisa SHEWCHUK

2.1
Introduction

The regulation of glycogen phosphorylase function by reversible phosphorylation
was first described in the mid-1950s. However, the potential importance of protein
kinases was not fully appreciated until the advent of DNA cloning and sequenc-
ing in the mid-1970s. The initial estimate of 1000-2000 human protein kinases
made in 1987 has now been refined using the full human genome to 518 putative
protein kinase genes or approximately 1.7% of all human genes [1]. With nearly a
third of all proteins containing at least one covalently bound phosphate, it is easy
to envisage an important regulatory role for the enzymes that attach (kinases) and
remove (phosphatases) inorganic phosphate from proteins. Because kinases are
involved in the regulation of all aspects of cellular function, protein kinase inhibi-
tion may be a widely applicable strategy for the treatment of disease. Protein ki-
nases now figure prominently among the molecular targets currently being pur-
sued by the pharmaceutical industry to treat a wide spectrum of diseases, these
include cancer, diabetes and its complications, rheumatoid arthritis, Alzheimer’s,
hypertension and stroke.

The realization of the therapeutic promise of protein kinase inhibitors has prov-
en to be a daunting task. Two major obstacles to be overcome were achieving ac-
cess to these intracellular targets and selectivity of inhibition. With over 500 ki-
nases in the human genome, it is not surprising that selectivity has proven to be
the more difficult of the two problems. However, as will be discussed in this re-
view, X-ray crystallography has proven to be the central technology driving our un-
derstanding of the structural features governing inhibitor binding and providing
direction in the search for selective kinase inhibitors.
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2.2
Structure and Function

2.2.1
Tertiary Structure

A great level of structural knowledge has accumulated for protein kinases over the
past decade (for various reviews see [2-9]). The minimal kinase domain consists
of approximately 300 amino acids: for example, Cyclin-Dependent Kinase 2
(CDK2) has 298 residues (Fig. 2.1) [10, 11]. The kinase domain can be further di-
vided into two lobes or sub-domains, N-terminal and C-terminal, with the lobes
connected via a five to six residue “hinge” or “linker” region. The N-terminal lobe
is the smaller subunit and consists of approximately 80 amino acids. It is primar-
ily beta sheet in nature but does contain a significant alpha helix segment, termed
the C-helix (nomenclature derives largely from the initial Cyclic AMP-Dependent
Kinase, PKA, structure [9, 12]). By contrast the C-terminal lobe, in addition to
being substantially larger, is largely a-helical in nature.

A binding cleft is formed between the two lobes, and ATP docks into this re-
gion. Hydrogen bonds are formed between the N6 exocyclic amino group of ATP
and a backbone carbonyl oxygen of the hinge region noted above, as well as be-
tween the N1 of ATP and a backbone NH, again from the hinge region. Note

Fig. 2.1 Stereo ribbon diagram of human in cyan, the C-helix in yellow, linker or hinge
CDK2 with bound ATP (1HCK.PDB). Structur- region in magenta, activation loop in green
al elements are colored as follows, glycine- and C-terminal lobe helices in red.

rich loop in dark blue, N-terminal beta sheet
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that, in addition to these two groups, the hinge region also projects a second back-
bone carbonyl oxygen into the binding site in the region of adenine H2. This
functionality is significant for synthetic ligand-hydrogen bonding interactions as
discussed later. Beyond hydrogen bonds to the adenine ring, the ribose hydroxyls
of ATP are often observed to show hydrogen bonds to a polar residue (Asp 86 of
CDK2 [10, 11], Asp 1083 of insulin receptor kinase [13], and equivalent residues)
that resides at the beginning of the C-terminal lobe as defined. The adenine and
ribose rings are also sandwiched by a series of hydrophobic residues from both
the N- and C-terminal lobes. In particular for CDK2, residues Val-18, Ala-31, Val-
64, and Leu-134 have van der Waals contacts with ATP as do equivalent residues
of other kinases. An additional residue, Phe-80 for CDK2, is also significant and
contacts ATP in the vicinity of C5 and the N6 exocyclic amino group and has
been termed the gatekeeper. This residue shows high variability across kinases.
As brief examples, it is Met for insulin receptor kinase (IRK), Thr for p38, Gln for
ERK2, and Val for VEGFR2 [14-19]. The gatekeeper nomenclature derives from
the fact that the residue straddles both the ATP binding site and an additional re-
gion deep within the kinase that small molecule inhibitors often utilize (see Sec-
tions 2.2.3.1 and 2.4.2.2). The final component of ATP, the triphosphate group,
projects as would be expected into a highly hydrophilic and open region framed
by a set of strictly conserved residues involved in catalysis. It should be noted at
this point that although the small molecule inhibitors designed for protein ki-
nases are predominantly ATP competitive, they commonly occupy regions of sub-
stantial volume in addition to where ATP would normally bind. As a result, the
“ligand” binding site, when referring to inhibitors, is not synonymous with the
ATP binding site.

222
Catalysis and Substrate Binding

Crystallographic studies, in particular with non-hydrolyzable ATP and transition
state analogues as well as substrate analogues, have provided a detailed under-
standing of the likely nature and mechanism of substrate binding and catalysis
[13, 20-24]. As noted, the triphosphate group interacts with conserved residues of
the protein kinase. More specifically, the a and S phosphates are oriented via a
salt bridge with a lysine (Lys—33 of CDK2) and the lysine itself is further fixed in
an appropriate location for catalysis by a conserved glutamic acid residue (Glu-51)
residing on the C-helix. Asp-145 and Asn-132 of CDK2 and equivalent residues
complete a coordination sphere between the phosphate groups and accompanying
magnesium counterions.

Peptide substrate then docks onto the protein kinase, in general presumably oc-
cupying a cleft along the C-terminal lobe, as exemplified by the peptide inhibitor
in the PKA-AMPPNP-PKI and IRK-ATP structures. Catalysis appears to be via a
dissociative transition state mechanism and a planar phosphate intermediate [20,
22]. The incoming peptide hydroxyl is oriented via Asp-127, which is in turn
further stabilized via a hydrogen bond to Asn-132. These latter two residues that
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are part of the signature-catalytic loop DxxxxN motif that designates proteins as
potential protein kinases.

223
Regulation and Conformational Flexibility

Protein kinases are highly regulated owing to their central role in signal transduc-
tion [3, 5, 25]. While a full description of regulatory mechanisms is outside the re-
mit of this review, it is nonetheless important to consider in the context of how it
affects ligand binding. More specifically, regulatory control of protein kinases of-
ten involves significant conformational changes in structure that alter the shape
of the binding site afforded to a small molecule inhibitor. Four mechanisms of
regulation and their conformational effects will be mentioned: activation loop con-
formation, glycine-rich loop conformation, C-helix position and lobe orientation.

2.2.3.1 Activation Loop Conformation
The original unliganded IRK structure [14] revealed a protein in which the ATP
binding site was occluded by residues from the so called “activation loop” or “I-
loop”. This C-terminal extended region is present in all protein kinase structures
to date and, as defined here, begins with a well conserved Asp-Phe-Gly sequence
motif (DFG starting with Asp-145 of CDK2 and Asp-1150 of IRK) and extends un-
til just upstream of a consensus Ala/Thr-Pro-Asp/Glu triplet. The loop contains
one or more phosphorylation sites, i.e., it is a substrate for another protein kinase
or autophosphorylation via protein dimerization. It is useful to consider the activa-
tion loop as having a range of conformations, in equilibrium, with two relative ex-
tremes. One end of the equilibrium is as seen in the IRK-AMPPNP structure [13]
and represents the catalytically active conformation. Specifically, the aspartic acid
of the DFG motif is strictly conserved and involved in catalysis (Section 2.2.2),
and so must be properly positioned to coordinate magnesium ions. The adjacent
phenylalanine occupies a position adjacent to the C-helix and packs against a se-
ries of hydrophobic residues from other regions of the protein. The ATP site is
unhindered by protein such that ATP can freely dock and form suitable hydrogen
bonds to the linker strand with the y phosphate fully accessible. By contrast, at
the other end of the equilibrium, a conformation is observed as represented by
the initial IRK structure. The phenylalanine of the DFG motif is translocated by
approximately 10 A to roughly a position where, in an ATP -iganded structure, the
ribose would reside. Additionally, the aspartic acid residue conformation is altered
via rotation of the peptide backbone { angle.

Phosphorylation of the activation loop appears to drive the equilibrium towards
a catalytically active conformation due to the ability of the phosphorylated residue
to form stabilizing salt bridges with a series of lysine or arginine residues. How-
ever, it should be noted that, based on the evidence to date, the activation loop
can occupy a range of conformations including one close to an active conforma-
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tion in the absence of phosphorylation and an inactive one despite phosphoryla-
tion. In short, it is a true equilibrium with energetics and relative populations of
different forms varying from kinase to kinase depending on a range of factors in-
cluding phosphorylation, additional protein and substrate binding, and internal
energy of the conformation. The significance for ligand binding, particularly for
small molecule inhibitors, is that the nature of the ATP pocket and adjacent re-
gions is significantly altered. For example, STI-571 1 (Gleevec, Scheme 2.1), as
described in more detail later, binds solely to an inactive type conformation [26,
27] with a portion of the ligand residing where the phenylalanine of the Abl DFG
triad would reside in an active conformation. Inactive conformations have now
been observed for a range of both serine/threonine and tyrosine kinases including
Abl, IRK, p38, Tie2, and Twitchin kinase [14, 26-29] indicating that the phenom-
ena is likely widespread across kinases, and so again emphasizing the importance
to ligand design. One final point to note is that the region immediately upstream
of the DFG motif is relatively constant to date across X-ray structures. In particu-
lar, the carbonyl oxygen of the residue preceding the aspartic acid is typically in-
volved in a buried hydrogen bond to either a tyrosine phenol or histidine epsilon
nitrogen. This hydrogen bond holds the carbonyl group fixed, and consequently,
the backbone NH of the aspartic acid is also fixed via the rigid peptide bond. The
major movement of the loop is, as a result, initiated via rotation around the { tor-
sion of the aspartic acid.

2.2.3.2 Glycine Rich Loop

The glycine-rich loop (G-rich loop) is defined by the GxGxxG motif that is highly
prevalent in protein kinases and occurs in the first 10-20 residues of the kinase
domain. Other residues within this region, e.g., Thr-14 and Tyr-15 of CDK2, may
be targets for phosphorylation and consequential inhibition of kinase activity.
With respect to inhibitor ligand design, the important feature of this region is its
inherent flexibility. In particular, ligand structures such as FGFR-SU5402 2 [30]
and Abl-Gleevec 1 (Scheme 2.1) [26, 27] demonstrate the ability of the loop to
mold or collapse onto the ligand to form favorable contacts, particularly with the
aromatic residue that typically precedes the final glycine. It is difficult to deter-
mine based on structural evidence to date, but one can speculate that there is less
likelihood of seeing a recurrent pattern for how the loop adjusts in conformation,
as opposed to the activation loop conformational changes where patterns are
clearly present.

2.2.3.3 C-Helix Orientation

Recall that the C-helix contains a strictly conserved glutamic acid residue. It is ap-
parent from multiple structures of different protein kinases that modulation of
the conformation of this helix is a common regulatory theme. Additionally, there
are multiple ways of regulating C-helix conformation, and as with other modes of
regulation, ligand binding is affected. For CDK2 [10, 11], the C-helix is properly
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1 STK571 2  SUs402

Scheme 2.1  Arrows indicate the hydrogen bonding pattern of the inhibitor to the
kinase backbone determined by X-ray crystallography.

positioned by the binding of cyclin proteins to give a tertiary complex, upon ATP
binding, that is catalytically active. In the absence of these proteins, the C-helix ro-
tates on its axis, projecting the glutamic acid more towards the solvent, and trans-
lates away from the catalytic lysine. This conformational change creates additional
space in a region adjacent to the ATP binding site that a small molecule inhibitor
can occupy without steric interference. Similar patterns of C-helix displacement
are also observed in Hck and Src Kinase X-ray structures [6, 31-35], but the de-
gree of change is distinct. For Src and Hck, C-helix conformation is not modu-
lated via interactions with cyclins but instead through phosphorylation and/or in-
teraction with other protein domains.

Another mechanism of modulating the C-helix conformation is employed in
common for the so called AGC family of kinases: PKA, PKB, PRK, SGK1 and
MSK1 are among the members of this family. These kinases utilize a hydrophobic
motif (FxxF) beyond the kinase C-terminus to pack adjacent to the C-helix and
lock it into an active conformation [12, 36-40]. For proper packing to occur, the
evidence to date is that an acid functionality must be immediately adjacent and
downstream of the second phenylalanine of the hydrophobic motif. This acidic
group can be in the form of either a phosphorylated residue (e.g., PKB/SGK1), an
aspartic acid (PRK2), or a C-terminus-free carboxylate (PKA). Crystallographic
studies [38—40] for PKA and mutated PKB (S474D) show the acidic functionality
to form a salt bridge or hydrogen bonds with residues from the N-terminal lobe
[41]. This interaction stabilizes the C-helix location. There are two key features for
ligand design considerations. First, as with the other mechanisms described
above, the nature of the ligand binding site in the region of the C-helix is affected
by the regulatory state. However, there is also a second feature, unique to AGC
family members. In addition to the hydrophobic motif, they also have other con-
served sequence motifs, which based on PKA and recent PKB structures, impact
the shape of the front of the ATP binding site in the vicinity of C2 of ATP.
Namely, a phenylalanine (PKA 327, PKB 439), that is upstream of the hydropho-
bic motif, projects into the front of the ATP site, stacking over a glycine—glycine
step that is at the end of the hinge region, and forms an aromatic herringbone
type interaction with the C2/H2 of the adenine ring conformation [36, 38—41]. In
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other kinases this region is fully accessible, and commonly occupied by inhibitors,
so a substantially different binding profile is thus possible for AGC family mem-
bers, relative to other protein kinases.

2.2.3.4 Lobe Orientation

An additional feature of protein kinase structure and function that impacts ligand
binding is the orientation of the N-terminal lobe relative to the C-terminal lobe.
Catalysis is, as noted, dependent on residues from both lobes, and as such, the
proper spatial orientation between the domains is required for effective catalysis.
In the absence of ATP, substrate, or other needed co-factors and adapter proteins,
the domains are observed to orient differently via conformational changes in the
hinge region as well as a few other confined sequence elements (e.g., an extended
region just downstream of the C-helix). The net effect is to alter the shape of the
ATP binding cleft and, consequently, the shape of the synthetic ligand needed for
inhibition. This effect is perhaps observed to be most pronounced to date for
ERK2 and p38 MAPK kinases [16-19, 42]. For p38, the binding site is substan-
tially more open, relative to, e.g., CDK2 or IRK, and this feature as a result alters
the profile for the type of ligand needed to inhibit p38 [43].

2.2.3.5 Solvent Channel

The lysine—glutamic acid salt bridge has been described above, but one aspect that
has not been emphasized is that this interaction occurs relatively deep in the
binding site, in the vicinity of the N7/C8 positions of ATP. Additionally, the back-
bone NH of the aspartic acid that is part of the DFG motif also projects into the
sterically accessible space adjacent to N7 of ATP. These two consistent features
across protein kinases (Lys—Glu salt bridge and Asp NH) create a polar region
buried within the ATP binding site. The hydrophilicity of this site can be further
enhanced by the presence of polar amino acids in this region, for example at the
gatekeeper residue or the residue immediately preceding the DFG motif. The net
result is to favor and stabilize the presence of a solvent channel of two to three
water molecules deep within the ATP binding site. The precise positioning of the
water molecules is modulated by the types of amino acids in this region, and the
number of water molecules can be expanded significantly for catalytically inactive
conformations. Additionally, sterically bulky residues such as Phe-80 of CDK2
may block the presence of some of the water molecules. Inhibitors may either in-
teract favorably with the solvent located in this region or displace it in part or in
whole. An increasingly common motif is to target the Asp NH as will be dis-
cussed. Regardless of whether the solvent is to be displaced or retained, it is a key
aspect of inhibitor design.
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23
Crystallization

231
Defining the Construct

One of the most challenging aspects of obtaining a kinase crystal structure is de-
signing the initial constructs. Recent advances in high-throughput cloning tech-
niques, affinity purification tags and crystallization robots have however allowed
for multiple constructs to be tested rapidly in parallel.

Initial constructs are often designed based on previously solved crystal struc-
tures and usually contain only the catalytic kinase core. However, many kinases
are multi-domain proteins and inclusion of additional domains can increase both
protein stability and solubility. The minimal kinase domain typically contains five
p-strands and one a-helix in the N-terminal lobe and 7-8 a-helices in the C-termi-
nal lobe. In tyrosine kinases, the N-terminal lobe usually starts near a highly con-
served tryptophan, 14 residues upstream of the GxGxxG motif. The start of the N-
terminus is less well conserved in serine/threonine kinases.

Limited proteolysis has proven useful for identifying the boundaries of the N-
and/or C-terminal lobes as well as identifying additional segments or domains
that may provide stability. Typically the full length protein is first expressed and
purified. The protein is then digested with a panel of proteases, both in the pres-
ence and absence of known ligands or inhibitors, and the digests are analyzed by
SDS-PAGE. The N- and C-terminus of the stable fragments are identified by N-
terminal sequencing and mass spectrometry. In the case of EphB2 and TSR-1, an
N-terminal juxtamembrane or regulatory domain was included in the crystallogra-
phy construct in order to obtain data quality crystals [44, 45]. Regions C-terminal
to the kinase domain were included in the CaM and Twitchin kinase constructs
and were found to be pseudosubstrates in the crystal structure [46, 47].

The majority of kinases solved to date have been expressed using a baculovirus
expression system in insect cells. Only a few kinases, including p38, ERK2, PAK
and EphB2, have been successfully expressed in E. coli [17, 19, 45, 48]. Constructs
typically contain an affinity tag to aid in the purification. Both Hiss and cleavable
GST tags [45, 48, 49] have been used successfully. Newer expression systems, in-
cluding the Invitrogen Echo® system, Gibco/Life Technologies Gateway® system
or the Novagen pTriEx—1 cloning system, allow one to test multiple affinity tags
in both E. coli rapidly and insect cells with minimal subcloning [50].

To improve the stability and/or solubility of the protein during expression and
purification, peptide substrates, binding partners and ligands have been added.
The structures of many cyclin-dependent kinases (CDKs) have been solved by co-
expression and purification with protein activators and inhibitors. The structure of
CDKS5 was solved by co-expression with the protein activator p25 [51]. The struc-
ture of CDKG6 was solved by reconstitution of a CDK6/cyclinD/p18™** complex
in vitro during the purification [52]. The solubility and stability of GSK3, during
purification and crystallization, was significantly improved by addition of a
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39 amino acid peptide derived from the C-terminus of its binding partner FRAT1
[53].

23.2
Mutagenesis

In some cases, mutation of surface or active site residues has been required to im-
prove stability and solubility. Mutation of surface cysteines prevented the forma-
tion of disulfide-linked aggregates in FGFR1 [54]. Mutation of highly conserved,
active site residues, to create a kinase-dead mutant, was required for a number of
kinases whose over-expression proved to be toxic to cells. The conserved aspartic
acid in the DFG motif was mutated to an asparagine in CDKS5 while the con-
served lysine in PAK was mutated to an arginine [48, 51].

Removal of flexible loops within the kinase domain has also been required for
some kinases. Many receptor tyrosine kinases contain an additional domain within
their C-terminal lobe, referred to as the kinase-insert domain. Removal of this highly
charged domain was required to obtain data quality crystals of VEGFR2 [15].

Some proteins have not crystallized despite considerable effort. In such cases,
mutation of a closely related kinase to resemble the kinase of interest has pro-
vided valuable structural information. Ikuta and co-workers mutated three resi-
dues within the ATP binding pocket of CDK2 to the corresponding residues in
CDK4. The resulting mutant protein was crystallized and used to design CDK4-se-
lective inhibitors [55].

233
Phosphorylation

Heterogeneous phosphorylation is often a problem when kinases are expressed in
insect cells. Multiple approaches have been used to solve this problem. Proteins
have been completely dephosphorylated by incubation with A protein phosphatase
or alkaline phosphatase [38, 39, 56]. Ion exchange and isoelectric focusing chroma-
tography have been used to separate proteins with multiple phosphorylation states.
An y-aminophenyl ATP-sepharose column was used to separate different phosphory-
lated states of human c-Src [34]. Alternatively, serine/threonine or tyrosine phos-
phorylation sites can be mutated to alanine or phenylalanine, respectively [42]. For
tyrosine kinases with multiple autophosphorylation sites, the active site aspartic
acid can be mutated to an asparagine, creating a kinase dead mutant [57].

In many cases the active, phosphorylated form of the protein is preferred for
structure-based drug design studies. Quantitative autophosphorylation has been
achieved for many kinases including IRK, IGF-1 and VEGFR2 [13, 15, 49]. Resi-
dual ATP and ADP must be removed following phosphorylation to ensure homo-
geneity.

Many serine/threonine kinases require phosphorylation by an upstream kinase
for activation. This requires cloning the upstream kinase as well as additional
purification steps after phosphorylation [38, 39, 58]. In some cases, the active
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form of the protein can be mimicked by replacing phosphorylated serine or threo-
nine residues with aspartic or glutamic acid [38, 39].

2.4
Inhibitor Design

2.4.1
Binding in ATP Cleft

The region of the ATP binding site is the current focus of kinase inhibitor drug
discovery research. At first blush the pursuit of selective kinase inhibitors compet-
itive with a substrate common to all kinases, ATP, and which is present at intra-
cellular concentrations (2-5 mM) that are 10-1000-fold in excess of the K,,, would
appear to be a poor strategic approach. This belief was widely held into the mid-
1990s at which time several reports emerged of kinase-selective ATP-competitive
inhibitors. The structural basis for both binding in the ATP site and features gov-
erning kinase selectivity was rapidly developed in subsequent X-ray crystallo-
graphic studies and as discussed below provides a framework for current kinase
discovery efforts. While many alternative binding sites exist which could provide
the basis for non-ATP competitive approaches to kinase regulation, none are likely
to prove as universally applicable as the compounds that bind into the ATP site.
The primary attractiveness of the ATP site is that it affords a deep hydrophobic
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Scheme 2.2 Arrows indicate the hydrogen bonding pattern of the inhibitor to the kinase back-
bone determined by X-ray crystallography.

cleft for the adenine of ATP (or in some cases the guanine of GTP) that is com-
mon to all kinases and yet highly varied in shape. The commonality of binding
elements provides inhibitor design features that can be applied to all kinases,
whereas the exploitation of unique structural features provides the basis for
achieving selectivity.

At present there are >100 protein kinase-inhibitor structures in publicly avail-
able structural databases which span 28 kinases and a variety of inhibitor structur-
al classes. Based upon an analysis of these data a classification of ATP binding re-
gions has been proposed by Traxler and Furet [59] and Bower (personal communi-
cation from Michael J. Bower, December 1999). In the subsequent discussion a
slightly modified version of this classification will be used to organize the trends
seen across kinases and inhibitor classes (see Fig.2.2). In the Traxler model, five
sites were proposed of which three (adenine, sugar and phosphate-binding sites)
can be directly related to ATP and two additional lipophilic sites which lay outside
of the region occupied by ATP. In the Bower model, an additional polar site on
the surface of the protein was proposed.

2.41.1 ATP Binding Sites

As previously described, the purine binding site is well engineered to comple-
ment both the planar aromatic nature and hydrogen bonding pattern of adenine.
That the great majority of known inhibitors mimic these features highlights the
essential role the purine binding site plays in the binding of both ATP and inhibi-
tors. The key features of a purine mimetic are hydrogen bonding functionality,
which at a minimum mimics the hydrogen bond formed by N1 of adenine and a
planar aromatic or heteroaromatic ring system (Fig. 2.2B). Many inhibitors also
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contain a group which occupies the ribose-binding site and engages residues in
the protein which either hydrogen bond to a ribose hydroxyl or to groups involved
in the ligation of Mg and the a-phosphate of ATP. The isoquinoline sulfonamide
3 (Fig. 2.3A) is good example of an inhibitor which incorporates these binding
elements [36]. While inhibitors must minimally contain a single hydrogen bond
acceptor, more commonly seen are inhibitors which mimic the dual hydrogen
bond donor-acceptor properties of adenine. Examples of donor—-acceptor inhibi-
tors (Scheme 2.2) are staurosporine 4 (NHCO of lactam) [60] and des-chloroflavo-
piridol 5 (carbonyl and phenolic hydroxyl) [61]. Also observed are alternate hydro-
gen bond donor-acceptor complexes in which the protein acceptor and donor
atoms are located on the same amino acid residue (N+3 from the gatekeeper).
Quercetin 6, whose phenolic oxygens bind to the kinase amide backbone, is an ex-
ample of this alternative pattern [62] (Fig. 2.3 B). Interestingly, in casein kinase 2
which utilizes GTP, as well as ATP, as the phosphate donor, this alternate hydro-
gen bond donor-acceptor pair has also been observed for the binding of GTP [63].
Finally, the structures of hymenialdisine 7 [64], indirbin-5-sulfonate 8 [65],
NUG6094 9 [66] and 10 (Fig.2.5B) [67] in CDK2 provide examples of inhibitors
that make all three possible hydrogen bonding contacts within the hinge region.
The triphosphate binding site of kinases presents a conserved set of polar side
chains to bind the phosphate portion of Mg—ATP and to position the yp-phosphate
for transfer to the acceptor residue (Section 2.2.2). In general, the triphosphate
site is largely unoccupied in the kinase-inhibitor complexes thus far described. A
notable exception to this trend is balanol 11a, a potent polyphenolic natural prod-
uct inhibitor of PKA and PKC. In the PKA structure, balanol occupies the entire
ATP binding site, making extensive hydrogen bonding contacts to the glycine-rich
loop and other polar phosphate-binding residues (Fig. 2.4 A) [68]. A detailed inves-
tigation of synthetic balanol analogues revealed that the removal of polar groups
which bound in the triphosphate pocket (11b-d, OH and CO,H) had no effect on
PKA potency, although PKC inhibition was reduced by 10-1000-fold (Tab. 2.1)
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Fig. 23 (A) Complex of the catalytic subunit (B) Complex of quercetin, 6, with the Src fam-
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of activated murine PKA with balanol, 11a, in human p38 (PDB.1AU9).

[69]. Also prepared was a 5'-deoxybalanol analogue, 11e, which lacks the phenolic
group that hydrogen bonds the amide backbone in the hinge region and again
this change had no effect on PKA inhibition. Using these balanol analogues and a
number of the isoquinoline sulfonamides, a theoretical model was developed to
calculate ligand-binding affinities to PKA [70]. These calculations, which were able
to reproduce most of the experimental data, found that the nonpolar binding in-
teractions made the primary contribution to high-affinity binding. Hydrogen
bonding interactions in general provided no net contribution to binding as the en-
ergetics of binding to the kinase were negated by the requirement to desolvate
these polar groups. However, for the poorly solvated isoquinoline inhibitors, the
single hydrogen bond made to the amide backbone in an otherwise lipophilic

Tab. 2.1 Potency of balanol analogues prepared by Koide et al. against PKA and PKC [69].
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Compound PKA K, (nM)  PKC K, (nM) X Y V4 w
11a 4.7 5.3 OH OH CO2H OH
11b 3.9 604 OH H CO2H OH
11c 11 5000 OH OH H OH
11d 3.4 80 OH OH CO2H H

11e 3.5 69 H OH CO2H OH
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binding pocket does make a positive electrostatic contribution to binding. These
conclusions, which are consistent with binding studies in other protein-small mol-
ecule systems, may provide an explanation for the paucity of kinase inhibitors
which make extensive contact in the highly polar triphosphate-binding pocket.

2.41.2 Gatekeeper-Dependent Binding Pocket

The solution by Tong and co-workers of the co-crystal structure of SB 203580, 12,
(Scheme 2.3) in p38, a serine/threonine kinase, provided the first structural data
to explain how kinase selectivity could be achieved with an ATP-competitive inhib-
itor [71]. This structure revealed the binding of the fluorophenyl group into a
pocket behind and orthogonal to the adenine of ATP. Residues Thr-106 and Lys-
53 provide the most extensive contacts with the fluorophenyl group by forming
the walls of the pocket above and below the plane of the aromatic ring (Fig. 2.4 B).
Recognizing that a limited number of kinases have side chains at position 106 the
size of threonine or smaller, Tong proposed a potential role of Thr-106 in deter-
mining kinase selectivity. For example, the closely related ERK2, which has the
larger glutamine side chain at position 106, is 1000-fold less sensitive to SB
220025, 13 (IC5o=20 pM) relative to p38a [43].

The publication by Tong et al. was quickly followed by similar findings for sev-
eral tyrosine kinases. Specifically, the co-crystal structures of PD 173074, 14, in
FGFR1-14 (Fig. 2.5A) [72], PP1, 15, in Hck [32], PP2, 16, in Lck [73] and 15 in c-
Src [74] all highlighted the significance of this newly discovered binding pocket.
Further compelling evidence that a single amino acid residue, which is often
termed the gatekeeper, as it controls access to this binding pocket, was the pri-
mary factor governing access to this pocket was provided by mutagenesis studies
with p38y [75], p38a [76] and c-Src [74]. Two important conclusions from these
studies were: (1) that the introduction of a small gatekeeper residue into any pro-
tein kinase was sufficient to confer sensitivity to inhibitors that occupied the gate-
keeper pocket, and (2) that kinase sensitivity to these inhibitors was closely related
to the size of the gatekeeper residue, being greatest for glycine, followed by ala-
nine and then serine and valine (Tab. 2.2).
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12 SB 203580 13 SB 220025 14 PD-173074 16 PP2, X=Cl

Scheme 2.3
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Tab. 2.2 The effect of site-specific mutagenesis of gatekeeper residues Met-106 (p38y) and Thr-
338 (Src) on inhibitors which occupy the gatekeeper specificity pocket [74, 75].

p38y/SAPK3-12 Src-15

Gatekeeper ICso (nM) Gatekeeper ICso (nM)
Gly 30 Gly 5

Ala 10 Ala 5

Ser 50 Ser (wildtype) 400

Thr 300 Thr 100

Leu 45000 Val 100

Gln 50000 Ile 5000

Met (wildtype) >100000 Met 8000

Phe >100000 Phe 8000

2.4.1.3 Lipophilic Plug

The lipophilic environment created by residues that form the adenine-binding
pocket extends sufficiently beyond the opening of the pocket to create an addi-
tional lipophilic binding area in front of the adenine. This pocket may not be ac-
cessible to inhibitors that bind into tightly closed adenine pockets. Inhibitor acces-
sibility to this pocket may also be restricted for some kinase families. For exam-
ple, the AGC family kinases (PKA, PKC, AKT) have a C-terminal tail that extends
back into N-terminal domain and caps the adenine site with a phenylalanine (see
Section 2.2.3.3). Inhibitor-kinase structures that bind an aryl ring in this site in-
clude 10 in CDK2 (Fig. 2.5B) [67], 9 in CDK2 [66], and 17 (Scheme 2.4) in p38
[77]. For these later two examples, the substitution of the inhibitor NH2 with
NHPh, which places the aryl group in this lipophilic pocket, affords a 10-fold in-
crease in potency.

2.41.4 Polar Surface Site

The extension of the inhibitor beyond the lipophilic site that caps the adenine
pocket has been successfully employed either to gain access to solvent (water) or
to sites on the surface of the kinase. In general the inhibitor scaffolds that have
been pursued as potential drug candidates are relatively flat lipophilic heteroaro-
matics, and the resulting compounds have very poor aqueous solubility. The at-
tachment of a polar water-solubilizing group, typically a tertiary amine, to take ad-
vantage of this access to the solvent has been a key strategy for many kinase drug
discovery efforts. Published examples for the anilinoquinazoline class of inhibitors
are ZD1839 18, an EGFR inhibitor [78] and ZD6474 19, a VEGFR2 inhibitor [79].
While no crystal structures of these examples have been published, the recent
publication of OSI-774, 20, in complex with EGFR confirms the anticipated bind-
ing mode of these compounds [80]. The crystal structures of 14 (Fig. 2.5A) [72]
and SU4984, 21, [30] in FGFR1 confirm that the water-solubilizing tertiary amines
introduced onto these scaffolds project into the aqueous environment.
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As would be expected for functionality that remains water-solvated, the introduc-
tion of these amines often has little impact on inhibitor potency. Conversely, the
observation of a significant effect on potency for functionality which extends be-
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yond the lipophilic plug raises the expectation of a specific binding site on the
protein surface. The hydrogen bonding interaction of an aryl sulfonamide with a
backbone amide NH of Asp-86 appears to be the main driver for the >100-fold en-
hancement in binding affinity seen for 10 (Fig. 2.5B) [67] and 24 (Fig. 2.6) [66].

2.4.2
Conformational Considerations

The conservation of kinase structure and mechanism across the entire protein
kinase family dictates a conservation of shape and electrostatics for the ATP bind-
ing site when ATP is bound to the catalytically active form of the kinase. How-
ever, no such commonality of features is required for the ATP binding site of ki-
nases in their inactive state. In the last few years protein crystallography has pro-
vided many insights into the structural biology of protein kinase regulation. The
picture that has emerged is complex. Multiple mechanisms have been described
for regulation of kinase activity and the catalytic state of the protein is often the
sum of competing mechanisms of activation and de-activation. The distortion of
the kinase away from its active conformation is the common theme for these reg-
ulatory mechanisms. In many cases the conformational change required for acti-
vation is the direct result of a phosphorylation in the activation loop [81]. For the
cyclin-dependent kinases an additional event, the binding of an accessory protein,
cyclins, is required to obtain an active conformation [82]. An in depth account of
these mechanisms can be found in recent reviews by Huse and Kuriyan [5], John-
son and Lewis [83] and Engh and Bossemeyer [2]. The following sections consider
the impact of conformational flexibility on inhibitor design.

2.4.2.1 Inhibitor-Induced Binding

The structures of two potent PKA inhibitors, staurosporine 4 [84] and balanol 11a
[68], reveal a protein binding surface complementary to that of the inhibitor. Noting
the large protein—inhibitor contact surfaces in these structures, Engh and Bosse-
meyer investigated the relationship of buried surface area to inhibitor potency.
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The intuitive notion, that inhibitor potency should be related to binding area, can be
theoretically derived as a logarithmic relationship between inhibitor potency and
buried surface area [85]. When the data were plotted for PKA (log IC50 versus con-
tact area), all of the compounds fell close to the theoretical line. One remarkable
finding is that this correlation held for compounds whose binding induced a signif-
icant conformational change in PKA, for example 4 and 11a. Staurosporine is a par-
ticularly instructive example as it is a potent inhibitor of many kinases and in all
cases induces a protein conformation complementary to itself. The most likely expla-
nation is that the induced conformations are energetically easily accessible, an as-
sumption well-supported by structural studies which have examined the activation
mechanisms of kinases. Several authors noting the tight fit of staurosporine have
made reference to the phenomena of hydrophobic collapse. This picture, that the
kinase envelopes and molds to the shape of inhibitor, fits well with the conclusions
of Hunenberger et al. in which they noted that hydrophobics and not hydrogen
bonding was the chief driver of inhibitor affinity [70].

When Engh expanded the analysis to include all the available kinase-inhibitor
structures, the fit was poorer. Outliers included STI-571 1, which has the greatest
buried surface area, but is only moderately potent and a number of compounds that
bound more potently than would be expected based upon their surface contacts. An
explanation for the relatively poor binding affinity of 1 is suggested from its struc-
ture as determined in the un-activated form of Abl [27]. This structure reveals that
binding of the inhibitor forces the activation loop into a catalytically inactive confor-
mation which appears to be energetically unfavorable relative to other active confor-
mations. This conclusion was supported by inhibition studies demonstrating 1 to be
a potent inhibitor of the un-activated kinase (K;=37 nM), but a weak inhibitor of the
fully activated Tyr-393 phosphorylated Abl (K;=7000 nM). Moreover, the insensitivity
of the fully activated kinase was predicted by modeling which suggested that Tyr-393
phosphorylation would favor the catalytically active conformation of the activation
loop. That inhibitor binding can force the kinase into higher energy conformations
is a further consequence of conformational plasticity that promises to play an impor-
tant role in the design of selective kinase inhibitors.

Finally, what about those inhibitors that bind better than predicted based upon an
analysis of buried surface area? Examples given by Engh and Bossemeyer include
CDK2-22, Hck-15, Lck-16 and p38-13 [2]. This tighter binding could reflect a higher
degree of inhibitor—enzyme complementation. The structures of 13 and related pyr-
idinylimidazoles in p38 offer support for this explanation. Unlike many of the struc-
tures discussed thus far, the binding of pyridinylimidazoles appears to induce very
little change in p38 over that of the catalytically inactive apo-structure [43].

2.4.2.2 What is the Most Appropriate Enzyme Form for Crystallography?

The most pervasive mechanism for the regulation of kinases is that effected by
other kinases and phosphatases that add and remove phosphate at multiple sites.
Another common mechanism by which kinase activity and substrate binding
(ATP and acceptor protein) are regulated is through the binding to proteins that
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lie both upstream and downstream to the kinase transmitting the signal. In most
of these examples, the regulation of kinase activity is probably effected by confor-
mational changes that either favor or disfavor the attainment of the catalytically
active ATP-bound conformation. In principle, consideration of these inactive con-
formations in designing an inhibitor is not required, if the sole mechanism of the
inhibitor is to compete with ATP for the binding to the catalytically active form of
the kinase. In practice, it is not that simple, as there are several examples known
in which the inhibitors bind equally well to both the un-activated and activated
kinase. Also, unfortunately in most cases it has proven much more difficult to
purify and crystallize the active protein. Hence, many of the inhibitor-kinase struc-
tures have been solved with an inactive form of the kinase.

Recently Davies and colleagues have reported their studies on the design of
CDK2 inhibitors. Whereas previous structure-based design efforts had used the
structure of inactive monomeric CDK2, prior to initiating their design efforts, the
Davies group undertook a comparative study of both the inactive and activated cy-
clin A-bound Thr-160-phosphorylated structures of CDK2 [86]. This comparison re-
vealed two major changes which might affect inhibitor binding. They also solved
the structures of an inhibitor, indirubin-5-sulfonate, bound to both kinase forms
and performed calculations to quantify the effect of structural differences between
these two forms on inhibitor binding. Having established an empirical basis for
using the activated kinase as a tool in structure-based design, in a subsequent
publication the authors presented a successful example of structure-based inhibi-
tor design based upon the activated CDK2 structure [66]. Starting with a 12 uM
inhibitor, NU2058 23, a>1000-fold improvement in potency was achieved for the
optimized compound, NU6102 24 (Fig. 2.6).

While the above example supports activated kinases as the most relevant form
for structure-based design, the behavior of STI-571 1, which binds some 200-fold
more potently to the un-activated form of Abl, suggests that inactive kinase struc-
tures may also have value [27]. The AbI-1 structure revealed that inhibitor binding
locks the activation loop in an unusual inactive conformation opening up a new
pocket deeper in the ATP site. Potential advantages of inhibitors that reform the
ATP binding site are enhanced selectivity and the ability to lock the kinase into a
non-activatable conformation. However, these advantages are not fully realized for
1, as it is not uniquely selective (Abl, c-Kit and PDGFR are all equally inhibited)
[87] and there are no data demonstrating that 1 inhibits activation. Another poten-
tial advantage is that the inhibitor may not have to compete with ATP for binding
to the un-activated kinase. Given the high intracellular concentration of ATP, the
cellular potency of inhibitors that are strictly competitive with ATP should be
greatly attenuated, and as such binding of the inhibitor to an un-activated enzyme
form with low ATP affinity might circumvent the disadvantage inherent to ATP-
competitive inhibitors [88].

Recent Abl structural studies comparing the binding of 1 to PD 173955, 25,
suggest that for this example the unique binding conformation may come at a
high cost [26]. PD 173955, which has a reduced contact surface with the enzyme,
does not bind in the pocket formed by movement of the activation loop. However,
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inhibition studies demonstrate that 25 inhibits both the un-activated and activated
kinase equally well. The explanation proposed by the authors is that the larger
binding surface of 1 is required to pay the penalty for binding to the novel inac-
tive conformation. In contrast 25, which does not bind to this novel activation
loop conformer, is an equipotent inhibitor of both un-activated and activated AbL
The authors propose that the differences in cellular potency of these two inhibi-
tors (25 is some 10-fold more potent in a cellular assay) may be a reflection of
their differing binding modes and conclude an advantage for the inhibitor which
can bind to multiple enzyme forms (Scheme 2.5).

The rationale of using the activated CDK2 structure to design 24 are clear. How-
ever, these studies leave unanswered the question as to whether this structure pro-
vided a result superior to that based upon the inactive kinase. Indeed, many
groups have used the inactive form of CDK2 to successfully aid their lead optimi-
zation efforts. The Abl example illustrates how inactive kinase structures can lead
to unique design possibilities. To re-iterate, there are several mitigating factors
that make any blanket statement on choice of enzyme form unwise. As will be
outlined in the subsequent section, much progress has been made in kinase de-
sign irrespective of the activation state, a result which suggests that any structure
is better than none.

2.4.2.3 Homology Models and Surrogate Kinases

The conservation of tertiary structure and mechanism, which complicates the dis-
covery of highly selective kinase inhibitors, provides for a portability of learning
from one kinase to the next. Furthermore, the more closely two kinases are re-
lated, the more likely the information can be applied to the second kinase. One
way in which structural knowledge is extrapolated from one kinase to the next is
the process of homology modeling [89]. To construct a homology model the back-
bone tertiary structure of a known kinase is used as the template upon which the
side chain residues of the target kinase are attached. Using various minimization
algorithms, the homology model is refined and thereby provides a starting point
for inhibitor docking or design. As discussed elsewhere in this chapter, homology
modeling is a routinely used tool that can provide valuable insights.

The application of inhibitor-binding modes from one kinase to the next is an-
other example of the portability of structural information. The universal common-
ality of an adenine mimetic in inhibitor templates, and the corresponding engage-
ment of common backbone-binding elements in the kinase provides a powerful
rationale for this process. Structural proof of a common binding mode in PKA, c-
Src, Lck, CDK2 and Chkl has been demonstrated for staurosporine, which po-
tently inhibits all of these kinases [31, 73, 84, 90, 91]. Structural confirmation of a
common binding mode for 15 and 16 to several members of the Src family of cy-
tosolic tyrosine kinases has also been obtained [32, 73, 74]. In the above examples
it can be argued that the unique structure of staurosporine or the close similarity
of Src family members predisposes these systems to exhibit a common binding
mode. However, even in highly unfavorable cases a “conservation” of binding
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modes has been observed. The anilinoquinazoline 26, which has a sub-nanomolar
ICso against EGFR, weakly inhibits p38 (ICs5o=6.3 uM) and is all but inactive
against CDK2 (ICso=250 uM). Nonetheless, the binding mode observed for 27 in
CDK2 (ICso=1uM) and 28 in p38 (IC50=5 uM) [42], is the same as that recently
observed for the related anilinoquinazoline, 20, in EGFR [80].

There are several ways in which one may want to exploit the conservation of
binding mode to advance inhibitor design. Two very common situations are the
lack of protein crystallography for the target kinase at the initial stages of a new
effort and the failure to obtain protein suitable for crystallography. To illustrate
the later problem, despite the continued efforts of several groups to purify and
crystallize Raf and MEK, the kinases upstream of ERK, no structures have been
forthcoming. On the other hand, multiple groups have succeeded in crystallizing
CDK2, p38 and members of the Src family. In our own labs when the above situa-
tions arise we routinely use the binding mode obtained from the more structu-
rally tractable kinase as a “surrogate” for the target kinase. Ikuta et al. have pub-
lished a clever application of the surrogate kinase concept to assist in the design
of CDK4-selective inhibitors. Their approach was to design and crystallize a CDK2
mutant containing a region of the CDK4 ATP binding site in place of that of
CDK2. This CDK4 mimic, which retained activity and demonstrated CDK4-like in-
hibitor selectivity, was used to design an inhibitor 29 that demonstrated high se-
lectivity for CDK4 versus CDK2. The crystal structure of the CDK4 mimic-29 com-
plex was consistent with their design which identified a single amino acid as the
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primary determinate for inhibitor selectivity [55]. Ideally, as in the case above, one
would like to have available a surrogate kinase closely related to the target of inter-
est, as this will make it more likely that the inhibitor will bind to the chosen sur-
rogate and that information obtained will be more readily applied to the target.
However, this is not a requirement. When faced with a new structural class of un-
known binding mode, the solution of the first structure in any kinase is of great
value. The process is not foolproof and as with any other co-crystal structure the
utility of the information is dependent upon its predictive value.

243
Paradigms for Kinase Drug Discovery

One gauge of the impact of protein crystallography on kinase inhibitor design is
the increasing frequency of its use. The majority of recent publications employ
molecular modeling and report the use of protein kinase-inhibitor structures in
the design process. Further evidence of the growing importance of crystallography
is the increasing frequency of new kinase structures. In 2002 the list of newly
solved structures included EFGR [80], AKT2 [38, 39], MAPKAPK2 [92], Aurora A
[93], EphA2, and FAK [94]. The following discussion illustrates how this informa-
tion is being applied to inhibitor design.

2.43.1 High Throughput Screening

Where to start for the design of a kinase inhibitor? Does one follow the example
set for proteases using a knowledge of mechanism and substrate to design inhibi-
tors and then use iterative cycles of crystallography and design? For now and into
the foreseeable future the answer is no. Instead, with rare exception, the starting
point for kinase design has been a high throughput screening (HTS) lead. As has
been true for other drug targets, natural products have proven to be a rich source
of kinase inhibitor scaffolds. The solution of kinase crystal structures with natural
products, such as staurosporine 4, L868276 5, quercetin 6, hymenaldisene 7, and
balanol 11a (Scheme 2.2 and Tab. 2.1) have provided an understanding of binding
in the ATP site which under-pins much of the current design efforts. Further-
more, modifications of these natural products has led to the discovery of com-
pounds which are being studied in clinical trials for the treatment of cancer (fla-
vopyridol, 30) [95] and diabetic retenopathy (LY33351, 31) [96]. The screening of
large compound libraries has also provided a rich source of new inhibitor scaf-
folds. An unusually successfully example is PTK 787 32, a KDR inhibitor screen-
ing lead which has advanced into clinical trials [97]. Major inhibitor classes found
as kinase leads using HTS that have led to clinical candidates are the quinazo-
lines [98], oxindoles [99], anilinopyrimidines [100] and the recently discovered dia-
ryl ureas [29].
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2.43.2 Structure-Based Design

In a 1995 publication Furet et al. at Ciba Geigy used the available PKA structures
to predict the binding interactions of PKA with staurosporine [101]. This predic-
tion, which was subsequently confirmed with a co-crystal structure, stands as an
early illustration of how crystallography would guide the discovery of kinase inhib-
itors. With the increasing success of crystallographers, many inhibitor design ef-
forts for a novel kinase can now begin with a similar level of knowledge. In the
absence of such information, inhibitor-docking experiments using a homology
model or alternatively, crystallography data from a surrogate kinase can be used to
guide inhibitor design efforts. The following section details several examples illus-
trating the current status of structure-based design. For more comprehensive re-
views on inhibitor design see Traxler and Furet [59], Toledo and Lydon [60], Sca-
pin [102], and Garcia-Echeverria et al. [103].

The staurosporine 4 binding model developed by Furet et al. correctly identified
the lactam amide as the donor—acceptor that bound to the linker backbone [101].
Furthermore, the authors hypothesized the indole rings to occupy the sugar and
back hydrophobic pocket (referred to as the sugar and gatekeeper pockets in
Fig. 2.2A). This model led the group to design less rigid analogues which re-
tained a cyclic imide to maintain the essential backbone-binding element identi-
fied in staurosporine (Fig.2.7). While the bisindolyl maleimides, 33, maintained
the potent PKC inhibition seen with 4 [104], the dianilinophthalimides, 34, proved
to favor inhibition of EGFR kinase [105]. The success of these new templates pro-
vided support for the original modeling and design hypothesis, which at this time
had yet to be structurally verified, and furthermore demonstrated the possibility of
achieving more selective kinase inhibition with an ATP-competitive inhibitor.
Docking studies using the dianilinophthalimides in a homology model of the
EGFR kinase led to the development of a model similar to that previously pro-
posed for 4. Based upon this model, a sulfur-aromatic interaction of a meta-halo
aryl group of the inhibitor with Cys-773 present in the ribose-binding pocket was
proposed as a key-binding element [106]. Furthermore, since Cys-733 is uniquely
present at this position in the EGFR family, this interaction could explain the en-
hanced selectivity of these compounds for EGFR kinase. Continuing their focus

Gatekeeper Pocket
-—

O L

33 Bisindolyl maleimide 4 Staurosporine 34 Dianilinophthalimide 35 Pyrazolopyrimidine
PKC selective EGFR selective

Fig. 2.7 The structure-based design of new inhibitor templates based upon a model of stauros-
porine bound to PKA.
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on EGFR, which had been identified as a therapeutically attractive target, the No-
vartis (Ciba-Geigy) group pursued two more related series, the pyrazolopyrimi-
dines, 35 [106] and the pyrrolopyrimidines, 36 [107]. In both series a preference
for a meta-halo aryl group was demonstrated for the ring which was presumed by
modeling to fit in the lipophilic pocket adjacent to Cys-773 (Fig. 2.8).

Independently, 4-anilinoquinazolines were being pursued as EGFR inhibitors at
Parke-Davis [108] and Zeneca [109]. The obvious structural similarities between
the Novartis series and the quinazolines extended to the SAR, which indicated in
both series a preference for a meta-halo group on one of the aryls. These similari-
ties led the Parke-Davis group to propose that a common binding mode for 26
and 36 would be expected (Fig.2.8). However, docking studies on the EGFR
homology model developed at Parke-Davis led this group to propose an alternative
to the Novartis model, in which the meta-halo aryl group was positioned in an in-
ner lipophilic pocket next to the gatekeeper. In a comparison of both docking
models against all the Novartis data, the Parke-Davis model was better able to fit
all the data [110]. A recent X-ray crystal structure of EGFR with anilinoquinazo-
line 20 matched the Parke-Davis model [80]. The successful design of CI-1033, 37,
a selective inhibitor which binds irreversibly to EGFR through reaction of the ary-
lamide with Cys-773, provides additional evidence to indicate that the Parke-Davis
model will hold for other anilinoquinazolines and closely related scaffolds [98,
111]. However, further extrapolation of this result is premature. Changes in tem-
plate substitution and differing interactions between kinases have been shown to
affect the binding orientation of kinase inhibitor templates [43, 112].

It is important to note that in the 3-5 year period prior to crystallographic con-
firmation of these models, they were used successfully by several research groups
to design new templates and to advance lead optimization programs. The model-
ing predictions of Trumpp-Kallmeyer at Parke-Davis stand out in this regard [113].
In a publication outlining the development of a binding model for two series of 6-
aryl pyridopyrimidines 38 (Fig. 2.9), the authors present in detail the methodology

pyrrolopyrimidine anilinoquinazoline
Novartis model Parke-Davis model Gatekeeper
Pocket
R A — /\N ~a i\r\q
~a N7 { ~
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SH SH SH /
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Fig. 28 The pyrrolopyrimidine- and anilinoquinazoline-EGFR binding models proposed by re-
searchers at Novartis and Parke-Davis.
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Fig. 2.9 The transformation of a tyrosine kinase-selective inhibitor 38 into a CDK-selective
template (39 and 40) was achieved by adjusting the template substitution pattern.

and rationale used to develop the model. Because these new series potently inhib-
ited FGFR and c-Src but also displayed significant activity against PDGFR and
EGFR, homology models were built and docking studies performed for all four ki-
nases. The analysis of docking studies were guided by the SAR and rationalize
the selectivity for inhibition of the these four tyrosine kinases. Their conclusion of
a 4-anilinoquinazoline-like binding mode for 38 (and related series) was verified
in a crystal structure of 14 in FGFR1 [72]. Furthermore, the more general conclu-
sion on the importance of the gatekeeper (Val-561 of FGFR1) as a key specificity
residue for all kinase classes is now widely recognized.

An excellent example illustrating how structural knowledge guides design is the
transformation of the 6-aryl-pyridopyrimidones 38 from a tyrosine kinase inhibi-
tor-specific template to favor inhibition of the cyclin-dependent kinases (Fig. 2.9)
[114]. Docking of the 38 into CDK2, using the same binding mode developed for
the tyrosine kinases, was not possible as access to the gatekeeper-dependent bind-
ing pocket was blocked by the large phenylalanine residue which is present in all
the cyclin kinases. The authors concluded this to be the primary reason these
compounds were not cyclin-dependent kinase inhibitors, and if true, then pyrido-
pyrimidones lacking this 6-aryl group should gain affinity for the cyclin kinases
while losing affinity for tyrosine kinases. Pyridopyrimidines, 39 and 40, having hy-
drogen in place of aryl at the 6-position were synthesized and proved to be potent
cyclin kinase inhibitors.

Concurrent with these modeling efforts, several X-ray crystallographic studies
were published for inhibitor-kinase complexes containing selective inhibitors.
These included p38 [18, 43, 71], CDK2 [61, 82, 90, 115], several of the Src kinases
[31, 32, 73, 74] and FGFR [30, 72]. The consistent theme of inhibitor-protein inter-
actions (outlined in Sections 2.4.1/2.4.2) elucidated by these studies have provided
the foundation for subsequent inhibitor design. Much of this design has been the
reworking and optimization of templates discovered in screening, such as quina-
zolines, purines, diaryl imidazoles. Exemplary of this work are a structure-guided
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iterative design cycle described by Davies et al. for the optimization of 24, a puri-
nyl inhibitor of CDK2 [116], and the design of CI-1033 37, an anilinoquinazoline
containing a warhead acrylamide, which confers irreversible inhibition to the
EGFR family of kinases [98].

2.43.3 Mechanism-Based and Ligand Mimetic Design

The skeptics that predicted the impossibility of a highly kinase-selective ATP-com-
petitive inhibitor have now been silenced. However, the reasoning from which
this skepticism arose remains to frustrate attempts to employ the rationale sub-
strate-based design algorithms that have proven fruitful for other protein classes.
Structure-based design efforts which rely on close analogues of either ATP or a
peptide or a combination of both in a multi-substrate analogue have met with lim-
ited success, and there pursuit till now has been largely as an academic exercise
to probe mechanistic details of the kinase reaction. Exemplary of this work is an
ATP-peptide bi-substrate analogue inhibitor for which the kinetics and structure
have been determined with the insulin receptor kinase [117]. For further informa-
tion on the status of these approaches see the reviews by Lawrence and Niu [88]
and Parang and Cole [118].

2.43.4 Computational Chemistry and Virtual Screening

Honma et al. from Banyu Pharmaceuticals have published one of the few exam-
ples of kinase inhibitor design which begins with a de novo ligand-building pro-
gram to generate novel ligands [119]. Realizing the limitations of the de novo lead
generation program (LEGEND), Honma chose to filter the structures generated by
the de novo software by developing a program (SEEDS) to extract the essential in-
formation from the de novo structures and search it against a database of com-
mercially available and/or synthetically accessible ligands. The protein residues
chosen as starting points for design of a CDK4-specific inhibitor were those that
make the backbone donor—acceptor hydrogen bonds to adenine and the conversed
lysine (Lys-33) and glutamic acid (Glu-51) which were known to be involved in
the binding of several CDK2 inhibitors. The coordinates used were from a CDK4
homology model based upon CDK2. Following further visual filtering to eliminate
undesired skeletons and functional groups, a set of 350 compounds were pur-
chased and screened. Hits were ranked based upon their structural tractability as
leads. Optimization of this lead was performed in an iterative manner, making
small arrays followed by evaluation of SAR using docking back into the homology
model to guide the selection of reagents for subsequent arrays. The end result
was 41, a 42 nM inhibitor of CDK4, which was shown in an X-ray with CDK2 to
mimic the main features of the proposed binding mode [119].

With the exception of the de novo ligand building, the design process used by
Banyu to discover the CDK4 inhibitor provides a good introduction to the types of
computational approaches that are routinely being employed with increasing suc-
cess. Given the success of the de novo ligand design, it is worth considering why



2.4 Inhibitor Design |73

this has not been more widely used. Based upon our own experience, the most
likely answer is that it has been tried but has yet to offer any advantage over the
other available methods. In the Banyu implementation of de novo design, no
“wet” chemistry was performed prior to screening of commercially available li-
gands. Given this restriction, one could have directly employed an alternate strat-
egy of 3D pharmacophore searching of commercial databases. Such a process of
pharmacophore generation and virtual screening has been described by Kinetix
Pharmaceuticals [60]. Also Furet et al. from Novartis have reported on two exam-
ples where structure-based design was combined with database searching to dis-
cover leads for CDK1 and CDK2 [120, 121]. The development of kinase inhibitor
libraries and the assembly of kinase screening sets is an another way the generic
pharmacophore elements described above and in the Traxler/Bower model have
been applied to advance lead discovery. To run a complete HTS screen of one mil-
lion compounds is time consuming and expensive. As such there is considerable
value in developing strategies to assemble smaller kinase inhibitor-enriched
screening sets. For example, purvalanol B 22, a potent CDK2 inhibitor, was discov-
ered in a purine-based combinatorial library [122]. Finally, it should be noted that
the chances of getting a lead from HTS are increasing as the screening collec-
tions are populated with compounds prepared for other kinase inhibitor efforts.
For example, compounds from the pyridinylimidazole class of p38 inhibitors have
served as leads for c-Raf [123] and AIkS5 [124]. For further details on the role of
computational chemistry in kinase inhibitor structure-based design strategies and
the range of computational tools being applied in this area see a recent overview
by Woolfrey and Weston [89].

244
Selectivity

A realistic goal for inhibitors binding in the ATP site would be to realize that in
most cases very high selectivity is not obtainable, is unnecessary and undetermin-
able. That absolute selectivity is not required is demonstrated by 1, the first kinase
inhibitor approved for use in humans, which in addition to inhibiting the Bcr-Abl
target, also blocks c-Kit and PDGFR [87]. Such selectivity being undeterminable
relates to the technical challenge of developing the methodology to assay all 518
putative human kinases. Setting aside further discussion of what level of selectiv-
ity is required for a specific target, the fact remains that if inhibitor selectivity is
insufficient the undesired side-effects are expected to be intolerable. Hence, devel-
oping strategies to achieve the required level of selectivity for the given target will
be a top priority for a kinase drug discovery effort.

As noted earlier, unlike the phosphate-binding region, where the majority of
residues are identical across all kinases, the adenine and ribose-binding pockets
are lined by a less rigidly conserved set of residues. We have already covered ex-
amples illustrating the effect the gatekeeper has on the selectivity of inhibitors
that access the gatekeeper-dependent binding pocket. The exploitation of Cys-773
in the EGFR receptor to develop irreversible inhibitors (37) is another example
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where a specific residue has been exploited to enhance potency and selectivity.
The interpretation of X-ray structural data in light of inhibitor SAR led to the
identification of these examples and promises to identify more differences that
can be exploited to enhance selectivity (for additional examples see [30, 91]). How-
ever, in other cases where selective inhibition has been observed, elucidating the
features responsible for selectivity has proven more difficult [64]. Looking further
beyond the ATP binding site, several groups have discovered inhibitor binding
sites at the solvent interface that impart selectivity. Two examples are the interac-
tion of the sulfonamide of inhibitors 10 [67] and 24 [116] with D86 of CDK2 and
the exploitation of the change from lysine (CDK2) to threonine (CDK4) at position
of 89 to prepare a CDK4-selective inhibitor, 29 [55].

The conformational mobility of kinases, which is key for controlling the catalyt-
ic activity and substrate selectivity of kinases, may also prove to be key for obtain-
ing inhibitor selectivity. Gleevec 1 [27], which inhibits Abl, and BIRB-796 42 [29],
which inhibits p38a, both bind to catalytically inactive kinase conformations in
which the phenylalanine of the conserved DFG motif in the activation loop is dis-
placed by the binding of the inhibitor to the aspartate NH (Scheme 2.6). As noted
in Section 2.2.3.1, this behavior has been observed for additional kinases and is
likely to have applicability for the design of selective inhibitors of many kinases.
Structural studies on the p38-VX-745, 43, complex have revealed an inhibitor-in-
duced flip of the Gly-110 peptide geometry which allows the inhibitor carbonyl
oxygen to form two hydrogen bonds to amide NH groups in the linker region
[125]. Researchers at Merck, who first reported this observation, speculate that the
Gly-110 of p38 is uniquely suited for this conformational flip relative to kinases
which do not have a glycine at this position and that this could explain the en-
hanced selectivity of 43 for p38. Several new classes of p38 inhibitors have been
designed to take advantage of this feature and demonstrate improved kinase selec-
tivity [125, 126].
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2.5
Conclusion

Structural insights gained from crystallographic studies with individual members
of the kinase family have resulted in the elucidation of a single, universally appli-
cable kinase motif. Similarly, crystallographic studies of kinase-inhibitor com-
plexes are providing an understanding of inhibitor affinity and selectivity that can
be broadly applied. As reviewed in this chapter, when coupled with computational
techniques, researchers have been able to design new inhibitor scaffolds and im-
prove inhibitor selectivity. Recognition of the high strategic value of having crystal-
lographic information at the beginning of a lead optimization effort is a driving
force for improving the techniques to obtain crystalline kinases and the rapid so-
lution of their structure, and if this fails, for the use of a surrogate kinase. This
recognition and the elucidation of the general principles of kinase inhibitor bind-
ing is also driving the synthesis of kinase inhibitor libraries and the assembly of
focus screening sets comprised of compounds which fit these kinase inhibitor de-
scriptors.

It is important to note that current methodologies for the generation of homol-
ogy models are inadequate for the task of generating the novel conformations that
have been revealed by protein crystallography. Consequently, the best starting
point for a kinase structure-based lead optimization effort based upon a novel in-
hibitor scaffold is to solve the structure of the ligand-kinase complex. NMR offers
an alternative experimental technique for studying the solution dynamics of pro-
tein-ligand interaction and this technique has been successfully used in the de-
sign of novel inhibitors of several protein classes [127]. At present, the utility of
NMR for the study of kinases is limited by the low resolution of structural infor-
mation which may be gained and the general difficulty of the experiments. An-
other promising approach is the application of novel computational techniques to
predict kinase-inhibitor structures. However, for this to be realized new
approaches must be devised to account for the surprising conformational flexibil-
ity of kinases. Perhaps, by supplying a learning set of allowed motions, crystallo-
graphy can provide the information required for the implementation of new con-
formational searching and inhibitor-docking algorithms.

Protein crystallography is anticipated to continue its dominant role as a spectro-
scopic technique to drive the optimization of ATP-competitive kinase inhibitors.
Moreover, structural insights revealed by crystallography are likely to be essential
for maximizing the potential of alternative non-ATP-competitive inhibitors. Exam-
ples of non-ATP-competitive inhibitors that have been explored are antagonists of
SH2-binding domains [128] and the MEK inhibitors first discovered by scientists
at Parke-Davis [129]. In the case the SH2-binding domain, protein crystallography
has provided a detailed understanding of the structural features required for high
affinity binding. However, the identified binding motif presented significant chal-
lenges for the development of small molecular weight cell-permeable inhibitors,
and thus far chemists have been unable to develop drug-like inhibitors of these
protein—protein interaction domains. In contrast, while the binding site of the
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MEK inhibitors remains unknown, these compounds have been developed into a
compound appropriate for clinical development [130]. In their role as proteins
that integrate and transduce cell-signalling stimuli, kinases often have multiple ac-
tivators and multiple substrates plus additional interactions which modulate their
activity. Thus there exist many potential sites for intervention beyond the sub-
strates involved in catalysis (ATP and phosphoacceptor). Finding leads which bind
at these sites will require new, non-ATP-centric screening methodologies. Once
identified, protein crystallography will again be expected to lead the way towards

fully exploiting these new opportunities.
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The Proteasome as a Drug Target
TSUNEHIRO M1zusHIMA and TOMITAKE TSUKIHARA

3.1
Introduction

The ubiquitin-proteasome pathway is the major proteolytic system in the cytosol
and nucleus of all eukaryotic cells. The proteasome, a multisubunit proteolytic
complex, is the central enzyme underlying nonlysosomal protein degradation. The
ubiquitin-proteasome pathway also plays an important role in the regulation of
many physiological processes as well as in the development of a number of major
human diseases. For example, degradation of the tumor suppressor p53 [1], and
p27%P1 an inhibitor of cyclin-dependent kinases [2], can promote tumorigenesis.
Furthermore, the ubiquitin-proteasome pathway also plays an essential role in im-
mune surveillance [3], muscle atrophy [4] and regulation of metabolic pathways
[5-7]. Recent studies have shown that proteasome inhibitors potently induce apop-
tosis in many types of cancer cells, but exhibit reduced cytotoxicity in normal cells
[8, 9]. Crystal structures of proteasome-inhibitor complexes revealed the specific
inhibitor domains essential for proteasome binding.

3.2
The Ubiquitin-Proteasome System

The ubiquitin-proteasome pathway is an important mediator of intracellular pro-
teolysis in eukaryotes (Fig. 3.1). Protein degradation in eukaryotic cells is a means
of controlling the level of intracellular proteins rapidly, irreversibly and in a timely
manner, allowing precise regulation of cellular function. The ubiquitin system
acts by covalently attaching ubiquitin to selected substrate proteins using a cas-
cade of three enzymes termed E1 [ubiquitin (Ub)-activating enzyme], E2 [Ub-con-
jugating enzyme] and E3 (ubiquitin ligase) [10-12]. Ubiquitin is bound reversibly
to proteins by an isopeptide linkage between the carboxyl-terminus of ubiquitin
and a lysine ¢-amino group in the substrate protein. Protein ubiquitination is ini-
tiated by the ATP-dependent formation of a high-energy thioester bond between
E1 and the C-terminus of ubiquitin. The activated ubiquitin is then transferred to
one of several E2s, forming a thioester bond with E2 that catalyzes the formation
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Fig. 3.1 The ubiquitin-proteasome system. mediated by E1, E2 and E3. The ubiquitinated
Protein substrates are conjugated to multiple substrate is rapidly degraded by the 26S pro-
molecules of ubiquitin by a three-step process  teasome.

of the isopeptide bond between ubiquitin and the substrate protein. In some
cases, ubiquitin is transferred directly to target proteins by E2 but, frequently, the
additional participation of E3 is required. Finally, ubiquitin conjugation to a lysine
residue of a substrate protein-attached ubiquitin moiety usually results in the for-
mation of poly-ubiquitin chains, which serves as a signal for degradation by the
proteasome. In the ubiquitination pathway, E3 plays a decisive role in the selec-
tion of proteins to be degraded, because it specifically binds to protein substrates
[1, 13]. The precise role played by E3 is still not clear; there seem to be multiple
mechanisms by which E3 and its two subtypes, type 1 and type 2, recognize tar-
get proteins. Type-1 E3 is thought to ligate E2 by associating with the target pro-
tein and E2, and type-2 E3 is linked to ubiquitin via a thioester bond, which acts
directly to form an isopeptide bond between ubiquitin and the substrate protein.
Thus, the ubiquitin-proteasome system is a two-step process: firstly, the substrate
is identified by the ubiquitination machinery, and secondly, the poly-ubiquitylated
protein is recognized by the proteasome.

3.2.1
Role of the Ubiquitin-Proteasome System

Apoptosis is a major form of cell death and is important both in controlling cell
number during development and in the removal of damaged cells. Defective apop-
tosis is involved in the pathogenesis of several diseases including certain cancers,
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such as B-cell chronic lymphocytic leukaemia, where there is an accumulation of
quiescent tumor cells. The ubiquitin-proteasome system is an important regulator
of cell growth and apoptosis. It regulates the level of many proteins involved in
the control of apoptosis, including some members of the Bcl-2 family, which com-
prises a number of inhibitors of apoptosis proteins [14], and some caspases. Sev-
eral lines of evidence indicate abnormal accumulation of ubiquitin-conjugated pro-
teins in a wide variety of neurodegenerative disorders that often lead to apoptotic
cell death. Accordingly, alterations to the regulation of the ubiquitin pool in cells
may play an important role in the pathogenesis of such diseases. Alternatively,
functional disorders of the proteasome may also cause abnormal accumulation of
ubiquitinated proteins in the cells, which could then lead to apoptosis.

Proteasome inhibition affects the stability of various cell-cycle regulatory pro-
teins. Cyclins, cyclin-dependent kinase inhibitors and tumor suppressors (e.g., cy-
cline B1, p27, p53) are all substrates for the ubiquitin-proteasome pathway, and
inhibiting their requisite degradation has been shown clearly to sensitize cells to
apoptosis. For examples, degradation of p53, a tumor suppressor, and p27, an in-
hibitor of cyclin-dependent kinases, can promote tumorigenesis. Many currently
used anticancer agents exert their anticancer effects by inducing apoptosis thus
conferring a resistance to tumor progression. Therefore, clinical manipulation of
the proteasome could be useful in the treatment of cancer.

322
26S Proteasome

Proteasomes are unusually large multisubunit proteolytic complexes consisting of
two primary components: (1) a central catalytic machine (equivalent to the 20S
proteasome) and (2) two terminal regulatory subcomplexes termed PA700 that are
attached to both ends of the central core in opposite orientations, forming the en-
zymatically active 26S proteasome [15, 16]. The 26S proteasome is an approxi-
mately 2.5 MDa complex made up of two copies each of at least 31 different sub-
units, which are highly conserved among all eukaryotes. PA700 itself can be
further dissected into two multisubunit substructures, a lid and a base. The base
most probably unfolds substrates and translocates them into the 20S proteasome
[17, 18]. The role of the lid is still unclear.

3.23
20S Proteasome

The 20S proteasome is a protease complex comprising 28 subunits. It is a barrel-
shaped structure formed by the axial stacking of four rings made up of two outer
a rings and two inner f rings arranged in affla order. Proteasomes are members
of the N-terminal nucleophile- (Ntn-) hydrolase superfamily [19]. Their N-terminal
threonine residues are exposed as the nucleophile in peptide bond hydrolysis [20,
21]. In eukaryotic cells, three of the f-type subunits have N-terminal threonine
residues, are active and have specificities determined largely by the nature of their
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S1 pockets [22]. The three major activities, the peptidylglutamil-hydrolyzing
(PGPH), trypsin-like and chymotrypsin-like activities, have been assigned to the
three active subunits of 1, 2 and /5, respectively, based on mutational and crys-
tal structure analyses. Furthermore, it has been claimed, based on studies with
model peptides and inactivation by inhibitors, that mammalian proteasomes also
contain two other peptidase activities, referred to as “branched-chain amino acid-
preferring” and “small neutral amino acid-preferring” (SNAAP).

Mammals have seven different a and ten different § proteasome subunit genes
[23, 24]. In jawed vertebrates, three additional f subunits, f1i, f2i and f5i, in-
duced by interferon-y (IFNy), a major immunomodulatory cytokine [25-27], are
catalytically active and replace the constitutively active subunits f1, 2 and f5, re-
spectively, leading to the formation of the “immunoproteasome”, a structure that
is responsible for immunological processing of intracellular antigens and that en-
hances the generation of ligands for class I molecules of the major histocompat-
ibility (MHC) complex [3, 28-30]. f1i and f5i are encoded by genes in the MHC
class II gene region adjacent to transporters associated with antigen-processing
genes whose products are involved in the transport of antigenic peptides from the
cytosol to the endoplasmic reticulum [31].

In mammalian cells, IFNy also induces expression of another proteasome acti-
vator, consisting of several a and several f subunits, known alternately as PA28 or
the 11S regulator (REG) [16, 32]. PA28, an activator of the 20S proteasome, associ-
ates with the 20S proteasome independent of ATP binding to form a football-like
structure [33] and markedly stimulates the activities of various peptidases of the
20S proteasome in vitro. Unlike the 26S proteasome, this complex, however, fails
to enhance the hydrolysis of large protein substrates with native or denatured
structures, even when they are ubiquitinated. Recently, it was found that a “hybrid
proteasome”, comprising the 20S proteasome flanked by PA28 on one side and
PA700 on the other, functions as a unique ATP-dependent protease [34, 35]. In-
deed, it has been shown that PA28 and PA700 can bind to the 20S proteasome si-
multaneously [36]. Another in vitro study showed that PA28 alone could enhance
the generation of antigenic peptides by inducing dual substrate cleavage by the
20S proteasome [37]. The counterpart genes of PA28, however, are not present in
budding yeast [24]. These properties indicate that the 20S proteasome in higher
eukaryotes plays a special role in the immune system.

33
Structure of the 20S Proteasome

The overall shape of the bovine 20S proteasome is an elongated cylinder with
large central cavities and narrow constrictions [38]. The approximate length and
diameters of the bovine 20S proteasome are 150 and 115 A, respectively (Fig. 3.2).
The general architecture of the 20S proteasome was completely conserved among
T. acidophilum, yeast and mammals. The arrangement of subunits in the bovine
20S proteasome is identical with that in the yeast 20S proteasome.
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Fig. 3.2 (a) Top view of the bovine 20S proteasome showing Ca atoms only. (b) Side view of
the bovine 20S proteasome.

All a subunits have a f-sandwich structure (Fig. 3.3a) formed by two five-anti-
parallel f-sheets with topology S8, S1, S2, S9 and S10 in the upper f-sheet and
S7, S6, S5, S4 and S3 in the lower f-sheet. The sandwich structure is surrounded
by helical layers comprising helices H1 and H2 on one side and H3, H4 and H5
on the other, as seen in T. acidophilum and yeast. In every a subunit, the HO helix
is found on the N-terminal side of S1. All § subunits of the bovine proteasome,
like those in T. acidophilum and yeast, exhibit a f-sandwich structure (Fig. 3.3D)
similar to that of the a subunits, consisting of strands S1 to S10. The polypeptide
chain of the f subunits starts with strand S1; the absence of helix HO provides ac-
cess to the interior of f-sandwich. The bovine f-type subunits exhibit structural

a) subunit 1 b) subunit p1

Fig. 3.3 (a) Ribbon drawing of the a1 subunit. (b) Ribbon drawing of the 1 subunit. a Helices
are labeled H, f strands S.
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variations in the N-terminal residues preceding Thr-1 in the numbering system of
the T. acidophilum proteasome and in the C-terminal residues following S10. Each
f subunit structure of the bovine enzyme was almost identical with that of the
corresponding subunit of the yeast enzyme. The post-translational processing of
eukaryotic f§ subunits found in the yeast proteasome was confirmed in the struc-
ture of the bovine 20S proteasome. The three active subunits f1, 2 and f5 had
an N-terminal Thr residue, similar to all § subunits in T. acidophilum and active f§
subunits in yeast. The bovine subunits 6 and 7 had 10 and 8 extra N-terminal
residues, respectively, compared with the active subunits. These were partly pro-
cessed during the structural organization. The bovine f4 subunits preserved the
Met residue at the N-terminus.

3.3
Active Sites of Eukaryotic 20S Proteasomes

A catalytic system formed by Thr-1, Glu-17 and Lys-33 has been defined in the T.
acidophilum proteasome by structural and mutational studies. Close to Thr-1 are
residues Ser-129, Ser-169 and Asp-166, which seem to be required for the structur-
al integrity of the site but may also be involved in catalysis. These residues are in-
variant in the active subunits. The structure of the active sites of the bovine pro-
teasome were compared by superimposing the functional amino acid residues
Thr-1, Glu-17, Arg-19, Lys-33, Ser-129, Asp-166, Ser-169 and Gly-170. Root mean
square (R.m.s.) deviations for all atoms of these functional residues in the active
bovine subunit pairs f1-52, f1-5, and f2—5 were 0.4 A, 0.3 A and 0.4 A, respec-
tively, demonstrating that the functional core of each active subunit is well con-
served.

The a ring of the bovine proteasome was superimposed onto the f ring of the
yeast proteasome by a least-squares fitting of main chain atoms. R.m.s. deviations
between all atoms of the functional amino acids in the bovine f1, 2 and 5 sub-
units and the corresponding subunits in the yeast 20S proteasome were 0.3 A,
0.3 A and 0.2 A, respectively, significantly smaller than the mean value of 0.8 A
for the main chain atoms of f1, 2 and f5. This indicated that the catalytic sites
including the substrate-binding regions of f1, 2 and 5 were well conserved be-
tween the bovine and yeast proteasomes.

3.3.2
Novel Ntn-Hydrolase Active Site of the 7 Subunit

The locations of the following functional groups around the N-terminal Thr-1 of
the bovine 7 subunit are consistent with the structure of an Ntn-hydrolase-active
site (Fig. 3.4A). The N-terminal Thr-1 forms a hydrogen bond with Asn-104 OJ.
Thr-1 Oy-H forms a hydrogen bond with Asp-59 0.0 Arg-91 of f1 forms a salt
bridge with Asp-56 of 7. An oxyanion hole is formed by the Tyr-88 OHof f1 or
Arg-99 Nz of f7. A water molecule is found near Thr-1 and is replaced by sub-
strate upon formation of the enzyme-substrate complex (Fig. 3.4 B). Although the
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locations of functional groups are different from those in f1, 2 and f5, a reason-
able reaction mechanism for substrate hydrolysis can be developed based on this
arrangement (Fig. 3.5) [39]. These structural features suggest that the Thr-1 of bo-
vine /57 is part of a novel Ntn-hydrolase-active site. Furthermore, the S1 pocket of
f7 is much smaller than those in f1, 52 or 5 (Fig. 3.4C). This active site should
have SNAAP activity [40].

The Thr-1 residues of the bovine 7 subunit and active subunits were far from
one another when the main chain atoms of the subunits were superimposed. The
conformation of the 7 N-terminal main chain indicated that the new active site
was not in the chamber formed by the two rings but was close to the gate formed
by the a and f rings (Fig. 3.4D).

Thr-1, Asp-56, Arg-99 and Asn-104 in the 7 subunit, and Tyr-88 of the f1 sub-
unit, are conserved between the bovine and yeast proteasomes. The three-dimen-
sional locations of the functional groups of these residues are also similar in the
two species, except for Thr-1. Structural comparison of the two structures sug-
gested that the N-terminal chain in the yeast 57 subunit can change its conforma-
tion to match that of the novel Ntnhydrolase-active site in the bovine proteasome.
However, SNAAP activity has not been reported for the yeast enzyme.

333
Predicted Structure of Immunoproteasome and Substrate Specificities

Human f1i, f2i and f5i subunits are 59.2%, 57.7% and 68.6% identical, respec-
tively, with their constitutively active counterparts f1, f2 and f5, and 46.0%,
46.0% and 57.6% identical, respectively with the 1, f2 and f5 subunits in yeast.
Indeed, all induced subunits of the human 20S proteasome have higher sequence
similarity to the corresponding subunits of the human constitutive proteasome
than to their yeast counterparts. Both of the human proteasomes share the re-
maining four f subunits and all the a subunits. Therefore, the X-ray structure of
the bovine 20S proteasome was used for more accurate prediction of the three-di-
mensional structure of the immunoproteasome (Fig. 3.6).

As in the yeast proteasome, each S1 pocket of the bovine 20S proteasome is
formed by two subunits [22]. Val-20, Phe-31, Ser-35 and Leu-49 of the f1i subunit

»
>
Fig. 3.4 Stereo views of the new Ntn-hydro-
lase active site projected along the same di-

was drawn by a space-filling model to show
its hollow surface. Thr-1, colored red, is lo-

rections. (A) Residues involved in the catalytic
core are shown by single letter notation and
the residue number in its respective bovine
subunit. f1 and 7 subunits are colored yel-
low and blue, respectively. The red sphere is a
water molecule. (B) Predicted structure of the
model substrate Phe-Gly-Pro-Ala-Gly-Gly-Tyr fit
into the 7 active site. 1, 7 subunits and
the model substrate are depicted in yellow,
blue and red, respectively. (C) The active site

cated at the bottom of this hollow. (D) The
predicted substrate structures in the 20S pro-
teasome. The red model is a substrate of the
novel 7 active site; the three yellow models
are substrates of the 1, 2 and 5 active
sites. The a ring, f§ ring and f' ring are de-

picted in part for convenience. The novel Ntn-

catalytic site is in a different position and a
different orientation (red) from the other
three active sites (yellow).
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Fig. 3.5 Putative catalytic mechanism of the
novel active site in 7. The reaction begins
when the nucleophilic oxygen of Thr-1 do-
nates its proton to its own a-amino group
and attacks the carbonyl carbon of the sub-
strate. The negatively charged tetrahedral in-

termediate is stabilized by hydrogen bonding.

The acylation step is complete when the a-
amino group of Thr donates a proton to the

nitrogen of the scissile peptide bond. A cova-

and the enzyme, and part of the substrate is
released. The deacylation step begins when
the hydroxyl group of water attacks the carbo-
nyl carbon of the acyl-enzyme product and
the basic a-amino group of the nucleophile
accepts a proton from the water molecule.
The negatively charged intermediate is stabi-
lized, as in the acylation step. The reaction is
completed when the a-amino group donates a
proton to the nucleophile.

lent bond is formed between the substrate

and His-114 and Ser-120 of the f$2i subunit are located in the S1 pocket of the f1i
active site instead of Thr-20, Thr-31, Thr-35 and Arg-45 of the flsubunit, and Tyr-
114 and Asp-120 of the 2 subunit. The S1 pocket of f1i is less polar than that of
f1 (Fig. 3.6a,b); thus, it is expected that PGPH activity would be reduced and chy-
motrypsin-like activity would be enhanced in the IFNy-induced 20S proteasome.

In the S1 pockets of 2, no such large structural changes are noted upon the in-
troduction of IFNy-induced subunits (f2i), as was the case with f1i. Ser-32 and
Asp-53 of 2 are replaced by glutamine in the f2i subunit. It is conceivable that
the trypsin-like activity of the f2i subunit is enhanced by the acidic Glu residues,
which would stabilize the basic substrate residue in the pocket.

At present there is general agreement that subunit exchanges induced by IFNy
are likely to confer functional alterations in the immunoproteasome; the induced
enzyme was shown to have increased trypsin- and chymotrypsin-like activity in
studies using fluorogenic substrates, and reduced PGPH activity towards peptide
substrates [3, 25, 27]. On the other hand, contradictory reports have also been
made [28, 29]. The present structural model of the immunoproteasome appears to
fit with the former observations. In fact, such changes in peptidase activities sug-
gest that the immunoproteasome should generate more peptides with hydropho-
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(a)

(c)
p2/p2i

Fig. 3.6 Structure comparison of the active
centers of the constitutive proteasome with
the active centers of the immunoproteasome.
(a), (b) Diagrams of electrostatic surface po-
tential of S1 pockets for the 1 and f1i active
sites. Red and blue indicate negative and pos-
itive potentials, respectively. The ST pocket is
surrounded by a dotted circle. The S1 pocket
of the 1 active center is formed by both f1
and /52 subunits. (a) The ST pocket of the 51
active center is charged positively at the 2
subunit side and negatively at the 1 subunit

side. (b) The S1 pocket of the f1i active cen-
ter of the immunoproteasome is almost com-
pletely nonpolar. (c) Structure comparison of
the 2 and f2i active centers in a stereo pair.
Amino acid residues are represented by single
letter notations with corresponding subunit
residue numbers. Both Ser-32 and Asp-53 in
the constitutive subunit 2 (sky blue) are re-
placed by Glu in inducible subunit f2i (red).
The green peptide is part of the /3 subunit
and the yellow one is a model substrate.

bic or basic carboxyl termini and fewer peptides with acidic ones. Thus, formation
of the immunoproteasome should facilitate the production of MHC class I-bind-
ing peptides, because hydrophobic or basic carboxyl terminal residues normally
serve as anchors for binding to MHC class I molecules [3].
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34
Proteasome Inhibitors

The proteasome has multiple active sites. Three activities, chymotrypsin-like, tryp-
sin-like and PGPH, are classified by their respective substrate specificities; they all
differ in the preferred amino acid in the P1 position adjacent to the scissile amide
bond. Proteasome inhibitors can be divided into several groups based on pharma-
cophores (Tab. 3.1, Fig. 3.7).

Peptide aldehydes were the first proteasome inhibitors to be developed and are
still the most widely used inhibitors [41, 42]. Aldehyde inhibitors are slow-binding
[42], but they enter cells rapidly and are reversible. These inhibitors are well-
known inhibitors of cysteine and serine proteases, and thus can inhibit calpains
and cathepsins in vivo. Since MG132 and PSI can all inhibit calpains and cathep-
sins in addition to the proteasome, when using these inhibitors in cell cultures it
is important to perform control experiments to confirm that the observed effects
are truly due to proteasome inhibition. The dipeptide aldehyde CEP1612 appears
at least as good as MG132 in potency and selectivity.

Peptide boronates are much more potent proteasome inhibitors than aldehydes
[43]. Boronate-proteasome adducts have much more slower dissociation rates than
proteasome—-aldehyde adducts, and although boronates are considered reversible
inhibitors, the inhibition is practically irreversible over a period of hours. In addi-
tion, PS-341 inhibits serine proteases 1000-fold weaker than it does the protea-
some [43]. This combination of potency, selectivity and metabolic stability makes
the peptide boronates better drug candidates than other classes of proteasome in-
hibitors. In vitro and mouse xenograft studies of PS-341 have shown anti-tumor
activity in a variety of tumor types. DFLB and PS-273 are useful fluorescent active
site probes; binding of these inhibitors enhances the fluorescence of their environ-
ment-sensitive dansyl and naphthyl moieties [44].

Lactacystin is a Streptomyces metabolite that selectively modifies the f5 subunit
of the mammalian proteasome and irreversibly blocks its activity. Other proteolyt-
ic sites of the proteasome are also modified and reversibly inhibited, but at much
slower rates [45, 46].

Tab. 3.1 Proteasome inhibitors.

Class of compound Inhibitor Other targets

Peptide aldehydes MG132, LLnV, PSI, ALLN, Calpain I, Cathepsin B
ALLnM, CEP1612, Z-LLF

Peptide boronates MG262, PS341, PS273

Lactacystin and derivatives Lactacystin, f-Lactone Cathepsin A, TPPII

Peptide vinyl sulfones NLVS, YLVS Cathepsin S and B

Peptide epoxyketones Dihydroeponemycin Cathepsin B (very weak)

Epoxomicin, YU101
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Peptide vinyl sulfones are synthetic irreversible proteasome inhibitors that cova-
lently modify its catalytic f subunits [47]. They are easier to synthesize than other
irreversible proteasome inhibitors, and they do not inhibit serine proteases.

Natural epoxyketones were isolated based on their anti-tumor activity in mice
and exert their biological effects by proteasome inhibition [48, 49]. These com-
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pounds act by a unique mechanism, in which they react with both the hydroxyl
and amino groups of the catalytic threonine of the proteasome.

Proteasome inhibitors have helped to advance our understanding of proteasome
biology as well as being effective in treating inflammation and cancer. Moreover,
because the proteasome plays a dominant role in the generation of antigenic pep-
tides as ligands for MHC class I molecules, substrates which block this activity
are possible candidates for immunosuppressive drugs.

3.4.1
Structure of Proteasome Inhibitor Complexes

Several structures of proteasome inhibitor complexes have been determined by X-
ray crystal analysis [22, 50, 51]. Calpain inhibitor I (acetyl-L-L-norleucinal) was
covalently bound to Thr-1 of the 1, 2 and f5 subunits, respectively. This peptide
aldehyde inhibitor is attacked by the threonyl Oy to form a hemiacetal. The nor-
leucine side chain projects into a pocket with an opening in its side towards a
tunnel leading to the particle surface. The leucine side chain at P2 is not in con-
tact with the protein, whilst the leucine side chain at P3 is in contact with the ad-
jacent f-type subunit.

Lactacystin is covalently bound to f5. Its dimethyl side chain at C10 projects
into S1 like a valine or leucine side chain, but not so deeply as the norleucine
side chain of the calpain inhibitor. Lactacystin forms a host of hydrogen bonds
with protein main-chain atoms. These hydrogen-bonding interactions could also
be present in 1 and f2.

Structural analysis of the yeast 20S proteasome complexed with epoxomicin
showed only adduct formation with the 5 subunit. Epoxomicin displays a high
degree of selectivity for inhibition of the chymotrypsin-like activity of the protea-
some at lower concentrations. Epoxomicin and peptide aldehyde (acetyl-L-L-nor-
leucinal) bind similarly to the catalytic subunits, completing an antiparallel f-
sheet. However, epoxomicin complexed with 5 forms a unique 6-atom ring. This
morpholino derivative results from adduct formation between the o', ff-epoxyke-
tone pharmacophore of epoxomicin and the amino terminal threonyl Oy and N of
the 5 subunit.

TMC-95A, a cyclic peptide metabolite from Apiospra montagnei, is a potent com-
petitive inhibitor of all active sites and forms characteristic hydrogen bonds with
the protein backbone. The crystal structure of the yeast 20S proteasome in com-
plex with TMC-95A indicates a non-covalent linkage to the active f-subunits; the
N-terminal threonine residues are not modified. The TMC-95A backbone adopts a
f-conformation and extends the f-strand S1 by the generation of an antiparallel p-
sheet. This structure is similar to that seen with the aldehyde and epoxyketone in-
hibitors. All interactions of TMC-95A are formed with main-chain atoms and
strictly conserved residues of the 20S proteasome.
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3.5
Conclusions

There is no doubt that the Ub-proteasome system plays an indispensable role not
only in cell-cycle progression but also in apoptosis. Moreover, this proteolytic path-
way also appears to be involved in the immune response. In considering the im-
portant contribution of the proteasome in the regulation of these biological pro-
cesses, it may be extremely useful to use those agents capable of modulating spe-
cific functions of ubiquitination and proteasomes as tools in medical interven-
tions, especially in cancer and autoimmune disease. The crystal structure of the
20S proteasome and its inhibitor complexes revealed the intriguing selectivity of
proteasome inhibitors. This will form the basis for the development of synthetic
selective proteasome inhibitors for use as anti-tumor or anti-inflammatory drugs.
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Antibiotics and the Ribosome
JEFFREY L. HANSEN

4.1
Introduction

Many antibiotics kill bacteria by binding to the ribosome and thereby inhibiting
protein synthesis. After decades of antibiotic use, many pathogens have become
resistant to antibiotics, and thus new antibiotics are needed to treat bacterial dis-
eases. Rational drug design is expected to play an important role in meeting this
need.

Rational efforts to design new antibiotics that target the ribosome became feasi-
ble when the crystal structures of both ribosomal subunits were solved at atomic
resolution in 2000 [1-3]. Since then, structures of about 20 different antibiotics
bound to ribosomes have been published (Tab.4.1) [4-12]. These structures of
antibiotic/ribosomal complexes provide insights into the mechanisms by which
antibiotics inhibit protein synthesis and by which mutations confer resistance.
Thus, a sound basis now exists for designing new antibiotics that may circumvent
resistance.

4.2
The Ribosome

4.2.1
Introduction

The ribosome is the enzyme that catalyzes peptide bond formation. The bacterial
ribosome is a large 2500 kDa ribonucleic acid/protein complex comprised of a
large subunit (LSU or 50S subunit) and a small subunit (SSU or 30S subunit)
(Fig. 4.1). The small ribosomal subunit binds to messenger RNA (mRNA) and
reads the genetic code by aligning its base triplet codons with anticodons of trans-
fer RNA molecules (tRNA). The large ribosomal subunit binds to opposite ends of
tRNA molecules and catalyzes peptide bond formation.
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Tab. 4.1 Antibiotic/ribosome crystal structures.
Classification of Antibiotic Ribosome  Reso- FreeR PDB Refer-
antibiotic lution code ence
508 None (native) Hm 2.4 26.1 1]]2 9
508 None (native) Dr 3.1 27.4 1LNR 10
MLS;
Macrolide-16 Carbomycin Hm 3.0 26.5 1K8A 8
Spiramycin Dr 3.0 26.9 1KD1 8
Tylosin Hm 3.0 26.2 1K9M 8
Macrolide-15 Azithromycin Hm 3.2 25.0 1M1K 8
Macrolide-14 Clarithromycin Dr 3.5 323 1J5A 4
Erythromycin A Dr 3.5 30.1 1J2Y 4
Roxithromycin Dr 3.8 27.4 1J2Z 4
Lincosamide Clindamycin Dr 3.1 30.3 1JZX 4
Streptogramin-A Virginiamycin M Hm 3.0 24.2 1IN8R 7
Streptogramin-B Not available
A-site Anisomycin Hm 3.0 24.6 1K73 7
Chloramphenicol Dr 3.5 321 1KO1 4
Chloramphenicol ~ Hm 3.0 209 INJ1 7
Nucleotide analog ~ Puromycin Hm 1FGO 11
Sparsomycin Hm 2.8 22.2 1M190 7
P-site Blasticidin S Hm 3.0 235 1KC8 7
308 None (native) Tt 3.0 25.2 1J5E 2
None (native) Tt 3.2 26.1 1HRO 2
None (native) Tt 3.3 30.5 1FKA
Pactamycin Tt 3.4 28.0 1HNX 5
Hygromycin B Tt 3.3 26.1 1HNZ 5
Paromomycin Tt 3.0 25.5 1F]G 6
Paromomycin Tt 3.0 27.0 1IN32 12
Paromomycin Tt 3.1 27.5 1IBL 12
Paromomycin Tt 3.3 28.2 1IBK 12
Paromomycin Tt 3.3 28.4 1N33 12
Spectinomycin Tt 3.0 25.5 1F]G 6
Streptomycin Tt 3.0 25.5 1F]G 6
Edeine Tt 3.2 24.5 1194 52
Edeine Tt 4.5 244 1195 52
Tetracycline Tt 3.2 24.5 1194 52
Tetracycline Tt 3.4 26.4 1HNW 5
Tetracycline Tt 4.5 25.4 1197 52
422

Binding of tRNA

Several sites on the ribosome interact with tRNA (Fig. 4.1) and also are targeted
by antibiotics. The peptidyl-tRNA binding site (P-site) of the large subunit binds
to the 3’ end of peptidyltRNA. The aminoacyl-tRNA binding site (A-site) of the
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Small subunit (305) Ribosome (705) Large subunit (505)
SSURNA SSU Protein LSU RNA LSU Protein

mMRNA_

Fig. 41 Overview of ribosome. Center: These small subunit with bound tRNA was rotated
space filled representations are based on to the left to also show its interface surface.
docking of the large ribosomal subunit [1] Right: The large subunit with bound tRNA
(grey RNA and blue protein) onto the small was rotated to the right, and its interface sur-
subunit [2] (yellow RNA and green protein) face was clipped, to show a model of a pep-
based on a protein alpha carbon and rRNA tide attached to the P-site tRNA (orange) and
phosphate backbone trace of the 70S ribo- extending down the exit tunnel. Messenger
some bound with tRNA [53]. Functional sites RNA (mRNA), which binds to the 30S sub-
are circled and labeled according to the corre- unit, is schematically represented (straight
sponding bound tRNA molecules; A-site white line) on the 50S subunit with its co-
(red), P-site (orange), E-site (purple) and fac- dons (black circles) interacting with antico-
tor binding site (FBS). Peptide bond forma- dons of tRNA. With respect to the large sub-
tion is catalyzed at the peptidyl transferase unit (right), tRNA moves from right to left
center (PTC) that is located on the large sub- during translation.

unit between the A-site and P-site. Left: The

large subunit binds to the 3’ end of aminoacyl-tRNA. The tRNA exit site (E-site)
of the large subunit binds to the 3’ end of deacylated tRNA. Meanwhile, corre-
sponding sites on the small subunit interact with the opposite ends of tRNA mol-
ecules that contain the anticodon stems.

4.23
Peptidyl Transferase Activity

In the first step of the peptidyl transferase reaction, a peptidyl tRNA molecule is
bound in the P-site with its nascent peptide extending down the peptide exit tun-
nel (Fig. 4.1). An elongation factor binds to a factor binding site (FBS) and posi-
tions an aminoacyl-tRNA in the A-site. The ¢ amino group of the aminoacyl-tRNA
nucleophilically attacks the ester bond which connects the peptide to the tRNA
bound in the P-site (Fig. 4.2). The ester bond is broken as an amide bond forms,
and the peptide becomes one amino acid longer, and is now attached to the tRNA
that in the A-site. Translocation of the products follows peptide bond formation,
as the newly formed deacylated- tRNA of the P-site moves into the E-site, and as
the newly elongated peptidyl-tRNA moves from the A-site into the P-site.
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Substrates Intermediate Products
P-site A-site P-site A-site P-site A-site
¢ tRNA N N tRNA .
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Fig. 42 Peptidyl transferase reaction. Left:
The a amino group of an A-site substrate,
attacks (arrow) the ester bond that links a
P-site substrate tRNA to its nascent peptide
chain. The first 73 nucleotides of tRNA are
represented by ribbons, C74 and C75 are
represented by the letter C, and A76 and the
peptide are represented by chemical draw-

a tetrahedral carbon intermediate with an oxy-
anion is formed. The entire tRNA portion of
the substrates except for A76 is represented
by (tRNA). Right: The intermediate resolves
forming two products; a deacylated tRNA
bound to the P-site, and a peptidyl-tRNA that
is one amino acid longer and is still bound
to the A-site.

ings. Center: During the nucleophilic attack,

4.2.4
Structure of the Ribosome

Prior to the availability of atomic resolution crystal structures of ribosomal sub-
units, the secondary structure of ribosomal RNA (rRNA) was determined [13, 14]
(Fig. 4.3). When the X-ray structures of the 50S [1] and 30S [2, 3] subunits were
solved, the predicted secondary structure and many predicted tertiary interactions
[15] were found to be quite reliable.

Within the secondary structural diagrams, regions containing highly conserved
sequence motifs were identified and were found to be implicated in various func-
tions of the ribosomes (Figs. 4.3 and 4.4). Nucleotides implicated in the peptidyl
transferase reaction were located in the central loop of Domain V, which was
therefore designated as the peptidyl transferase center (PTC). Other nucleotides
that were implicated in factor binding and in an associated GTPase activity were
located in a loop of Domain II. Nucleotides in these same regions of secondary
structure were also implicated in antibiotic binding because they either were pro-
tected by antibiotics from chemical modification or upon mutation-conferred resis-
tance to antibiotics. This chapter will focus on antibiotics that bind to the peptidyl
transferase center, because no X-ray structures are available of antibiotics bound
to the factor binding site.
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Fig. 43 Secondary structure of large riboso- been located within these domains. The pepti-
mal subunit. The secondary structure of rRNA  dyl transferase center (PTC) was located in
has been divided into six domains (Dom | to domain V. The factor binding site was located
Dom VI) [14]. Various functional sights have in domain Il. Fig. modified from [1].
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Introduction

Anti-ribosomal antibiotics are enzyme inhibitors, and the ones that are clinically
useful inhibit bacterial ribosomes far more effectively than they inhibit eukaryotic
ribosomes. Many enzyme inhibitors exert their effects by binding to the active site
of enzymes and thereby prevent the binding of substrates. Others block enzyme
function by inhibiting conformational changes essential for enzyme activity. Anti-
ribosomal antibiotics are unexceptional in this regard. They bind to the sites on
both subunits to which tRNA also binds. Some block the interactions of sub-
strates with the ribosome. Others block the tunnel and thereby prevent the nas-
cent peptide from extending.
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Fig. 44 Secondary structure of the PTC and
antibiotic information. Nucleotide numbering
is from H. marismortui (Hm) and is followed by
the standard corresponding E. coli (Ec) num-
bering in parentheses. Nucleotides with
superscripts have been implicated in antibiotic
interactions by nucleotide protection studies
(green) [54-57] or by mutations (orange) that
confer resistance to: carbomycin A (M); linco-
samides (L); streptogramin A [58] (S); chlor-
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amphenicol [59-64] (c); blasticidin S [48] (b);
anisomycin [51, 65] (a); or sparsomycin [65,
66] (y). Two hydrophobic crevices (gray trian-
gles) are located at the ends of two RNA he-
lices (center right and center left of figure).
Nucleotides that form canonical or non-cano-
nical base pairs or base triples that are in-
volved in the structure of either crevice are
connected with gray lines. Fig. modified from

7.

Most antibiotics that inhibit the function of the 50S subunit bind near its peptidyl
transferase center (Fig. 4.4) and block peptide bond formation. Crystal structures
are available for several such antibiotics bound to the ribosome (Fig. 4.5). They ap-
pear to inhibit the peptidyl transferase reaction either by competing directly with
its substrates for binding, or indirectly by blocking the exit tunnel.

Two hydrophobic crevices near the peptidyl transferase center appear to be par-
ticularly important for antibiotic binding (Figs. 4.4 and 4.5). The first hydrophobic
crevice, which is at the peptidyl transferase center, normally functions as the bind-
ing site for amino acid side chains of A-site substrates [11, 16]. Antibiotics that
bind to this site will block the binding with A-site substrates and thereby directly
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Fig. 45 Overview of antibiotics bound at the peptidyl
transferase center. A surface representation of the
large subunit of H. marismortui includes the P-site, A-
site and entrance to the peptide exit tunnel. Most of
these antibiotics contact either the active site hydro-
phobic crevice (green surface, upper center) or the hy-
drophobic crevice at the entrance to the exit tunnel
(green surface, lower right). In addition, many of
these antibiotics occupy an elongated pocket (dark
surface, center) in the wall of the exit tunnel between
these two crevices. The antibiotics shown are all from
complexes with H. marismortui ribosomes and overlap
the binding site of A-site substrates (red sticks) or of
a P-site substrates (orange sticks). Fig. modified from

(71

prevent peptide bond formation. The second hydrophobic crevice is located at the
entrance to the peptide exit tunnel, and its normal function in translation is not
yet known. Nevertheless, binding of antibiotics to the second crevice appears to in-
hibit peptide bond formation by interfering with the passage of an elongating
polypeptide down the peptide exit tunnel. A few of the antibiotics that target the
50S subunit bind near the factor binding site.

433
MLS; Antibiotics

The largest class of antibiotics that inhibit the function of the 50S subunit is the
MLSg group (Macrolide, Lincosamide and Streptogramin B) (Fig.4.6) many of
which are used to treat human diseases [17]. Macrolides, Lincosamides and Strep-
togramin B antibiotics are considered as a group, not based on any chemical simi-
larity, but because their effects on the ribosome are similar. For example, when ri-
bosomes are exposed to any MLSp antibiotic, a specific group of nucleotides be-
comes protected from chemical modification (Fig. 4.4). Mutation of many of these
same nucleotides confers resistance to antibiotics from all three groups (Fig. 4.4).
Prominent in this group of implicated nucleotides are Ec" A2058 and A2059
which are strongly protected by most MLSy antibiotics. Finally, mutation or modi-
fication of Ec A2058 confers strong resistance to MLSp antibiotics. These observa-
tions suggest that Ec A2058 and A2059 may be near the center of the region to
which all MLSg antibiotics bind.

X-ray structures of several macrolides [4, 8] and of one lincosamide [4] have
been solved in complexes with ribosomes. Although no structure of a streptogra-

1) Throughout the text, nucleotide numbers will Thermus thermophilus, Dr= Deinococcus radiodur-
correspond to the organism being described ans. The corresponding standard nucleotide
and will be preceded by its initials: Hm= Ha- numbering from E. coli will normally follow in

loarcula marismortui, Ec= Escherichia coli, Tt= parentheses.
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Fig. 4.6 Chemical structures of MLSg antibio-
tics. Macrolides are comprised of a central
lactone ring of 14, 15 or 16 atoms, from which
extend various sugar groups and functional
groups. Lincosamides are comprised of two

Streptogramin A

[o]

Virginiamycin M

sugars linked by an amide bond. Like macro-
lides, streptogramins contain a large central
ring. Streptogramin A is included because it
binds the ribosome cooperatively with strepto-
gramin B. Fig. combined from [7, 8].

min B in a complex with the ribosome is yet available, there is a structure of a
streptogramin A, and it provides considerable insight into the biochemistry of
streptogramins. Consistent with the biochemical data, the antibiotics bind near
the entrance to the peptide exit tunnel and interact with the hydrophobic crevice
formed by Ec A2058 and A2059 (Fig. 4.5).
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Macrolides

Macrolide antibiotics consist of a central lactone ring from which extend various
functional groups and sugar substituents (Fig. 4.6). Macrolides are divided into
three subgroups depending on the number of atoms in the lactone ring: 14-mem-
bered, 15-membered and 16-membered. Inhibition of protein translation by
macrolides has two distinct characteristics. Firstly, macrolides will neither bind to
[18] nor inhibit [19] a ribosome that is already translating mRNA, that is, a ribo-
some that already has a nascent peptide in its exit tunnel. Secondly, macrolides do
not directly inhibit formation of a peptide bond. Instead, when macrolides are
added to a translational system, di-peptides, tri-peptides and even tetra-peptides
accumulate [20]. However, formation of longer peptides is inhibited.

Structures for three 16-membered macrolides and one 15-memberered macro-
lide bound to the archaeal ribosome of Haloarcula marismortui (Hm) are available
[8], as are structures for four 14-membered macrolides bound to the bacterial ribo-
some of Deinococcus radiodurans (Dr) [4]. Interestingly, it appears that the 14-mem-
bered macrolides do not bind to the bacterial ribosomes in the same way that the
15- or 16-membered macrolides bind to the archaeal ribosomes. Nevertheless, in
both systems the macrolides bind to the same site, at the entrance to the peptide
exit tunnel, consistent with biochemical inferences about the way that macrolides
interfere with elongating peptides. The mode of binding observed for 15- and 16-
membered macrolides will be discussed first.

4.3.4.1 Macrolides, 15- and 16-Membered

In H. marismortui, the 15-membered and 16-membered macrolides studied so far
bind to the ribosome almost identically. When rRNA portions of these structures
are superimposed, the lactone rings of the macrolides become superimposed on
an almost atom by atom basis (Fig. 4.7). At the center of the macrolide binding
site is the hydrophobic crevice at the entrance to the peptide exit tunnel between
Hm G2099 and A2100 (Ec A2058 and A2059) (Fig. 4.8).

The bound macrolides almost completely occlude the peptide exit tunnel, which
explains the two distinctive characteristics of macrolide inhibition. Firstly, the rea-
son that macrolides do not inhibit ribosomes that are already actively making pro-
tein is that the nascent peptide in the exit tunnel blocks access to the macrolide
binding site. Secondly, the reason macrolides do not directly inhibit the peptidyl
transferase reaction is that they bind near to, but not directly at, the active site.
Only after a few peptide bonds are formed will the peptide contact the bound
macrolide and be blocked from further elongation. As a result, short di-, tri- and
tetra-peptides will accumulate.

Interestingly, these crystal structures also make it possible to understand more
subtle differences among the inhibitory effects of different macrolides. As a pep-
tide elongates, the portion of the macrolide it first encounters will be the sugar
branch that extends from C5 of the lactone ring (Fig. 4.6) towards the peptidyl
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Fig. 4.7 Superposition of macrolides. A cut-
away view of a space-filled representation of
rRNA (gray) and protein (light blue) show the
peptide exit tunnel (left) and the peptidyl
transferase center (upper right) of H. maris-
mortui. The lactone rings of tylosin (orange
sticks), carbomycin A (red sticks), spiramycin
(yellow sticks) and azithromycin (light blue
sticks) become superimposed when rRNA is
superimposed among these structures. The
lactone rings bind to the hydrophobic crevice

between Hm G2099 and A2100 (green
spheres) at the entrance to the peptide exit
tunnel. Hm A2103 (dark green sticks)
changes conformation (white arrow and light
green sticks) and forms a covalent bond to
16-membered macrolides. One distinct sugar
group (in parentheses) extends from the lac-
tone ring of each antibiotic. The isobutyrate
group of carbomycin extends into the active
site crevice (purple and blue spheres) be-
tween Hm A2486 and C2487. Fig. from 8].

transferase active site (Fig. 4.7). Thus, those macrolides that have only a monosac-
charide branch extending from C5 allow the synthesis of a longer oligo-peptide
than those with longer branches extending from C5. For example, in the presence
of erythromycin, which has only a monosaccharide at C5, tetra-peptides accumu-
late [20]. In the presence of tylosin and spiramycin that have longer disaccharide
branches at C5, only di-peptides accumulate. Finally, carbomycin A has an isobu-
tyrate group that extends from its disaccharide branch at C5 all the way into the
active site hydrophobic crevice, and strongly inhibits formation of even di-pep-
tides.

4.3.42 Binding Interactions Between the Lactone Ring and the Ribosome

Hydrophobic interactions dominate the binding of the 15- and 16-membered lac-
tone rings of macrolide antibiotics to the ribosome. One face of the lactone ring is
hydrophobic, because it is comprised entirely of carbon atoms, with the exception
of a single hydrogen bond acceptor group, which is the linking oxygen of the es-
ter bond (Figs. 4.6 and 4.8). In contrast, the opposite face contains many hydro-
philic groups. Crystal structures of the 16-membered macrolide antibiotics tylosin,
carbomycin M and spiramycin, and of the 15-membered macrolide antibiotic azi-
thromycin show that the hydrophobic face of the lactone ring lies almost flat
against the wall of the peptide exit tunnel at a site where it is able to form van
der Waals contacts with hydrophobic portions of 23S rRNA (Fig. 4.8). For exam-
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Fig. 4.8 Macrolide binding interactions and
antibiotic resistance. The lactone ring of a
macrolide (orange), illustrated by tylosin, in-

teracts with the hydrophobic crevice at the en-

trance to the exit tunnel between Hm G2099
and A2100 (Ec A2058 and 2059) and with the
helix terminating base pair Hm C2098-G2646
(Ec G2057-C2611). The sugars form hydrogen
bonds (dotted lines) to ribosomal RNA. (A)

The exocyclic amine (N2) of Hm G2099 is po-

sitioned at the center of these hydrophobic
interactions, and forms unfavorable contacts

(red arrows) with C4 and C7 of the lactone
ring. (B) The mycinose sugar of tylosin inter-
acts with domain Il (gray sticks) of rRNA and
directly contacts large ribosomal subunit pro-
tein L22 (light blue). A model of an N1
methyl group (N1-CH3) has been added to
the crystal structure. (C) Alternative view of
the hydrophobic face of tylosin in binding
site. (D) Model building by changing G2099
to dimethyl-adenine (N6-di-CH3), the base
common to macrolide producing organisms.

ple, one edge of the lactone ring (atoms C5 to C8) follows a hydrophobic crevice
between Hm G2099 and A2100 (Ec 2058 and 2059), and the other edge of the lac-
tone ring forms van der Waals contacts with the hydrophobic face of Hm G2646
(Ec C2611) which is exposed because it forms a helix-terminating base-pair with
Hm C2098 (Ec G2057). The hydrophilic groups on the opposite face of the lactone
ring are exposed to solvent and do not interact with the ribosome.

The two nucleotides that form the hydrophobic crevice at the entrance to the
exit tunnel, Hm G2099 and A2100 (Ec A2058 and A2059), are also the two nucleo-
tides that are biochemically most implicated in MLSp binding. Not only are they
strongly protected by MLSy antibiotics from chemical modification, but mutations
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of these nucleotides confer MLSy resistance (Fig. 4.4). Furthermore, bacterial ribo-
somes that have a highly conserved adenine at Ec 2058 are far more sensitive to
MLSy antibiotics than are archaeal ribosomes that in contrast have a highly con-
served guanine in that position. Mutation of Ec A2058 to guanine in bacteria con-
fers strong resistance to macrolides, especially 14-membered macrolides.

Even using crystal structures of macrolides bound to the less sensitive archaeal
ribosomes, the mechanism of the resistance conferred by the Ec A2058 to G2058
mutation can be understood. Adenine differs chemically from guanine in only
two ways. In guanine, the obligate hydrogen bond donor, N6 of adenine, is re-
placed by the obligate hydrogen bond acceptor, O6, and adenine lacks the exo-
cyclic amine N2 of guanine. It appears that resistance is caused specifically by the
exocyclic N2 of guanine, not by the replacement of N6 by O6. The hydrophilic N2
group of Hm G2099 (Ec A2058 to G) is placed in the middle of the hydrophobic
lactone ring binding site (Fig. 4.8A,B). As a result, the hydrophilic N2 group is
unable to form hydrogen bonds with solvent, and the binding site is reduced both
in size and in hydrophobicity. The N2 group of Hm G2099 contacts both C4 and
C7 of the lactone ring. Removal of the hydrophilic N2 of Hm G2099 (Ec A2058 to
G) would enable the lactone ring to fit more tightly against its binding site and to
form additional van der Waals contacts. Despite the presence of the N2 group, the
16- and 15-membered macrolides do bind to these less sensitive archaeal ribo-
somes. This may be due in part to the larger size of their lactone rings which al-
lows more room for the intrusive N2 of Hm G2099, but in the case of 16-mem-
bered macrolides, other binding features may also come into play (see below).

4.3.4.3 Sugar Interactions with the Ribosome

The sugar branch that extends from C5 of the lactone ring of all macrolides and
extends towards the peptidyl transferase center, also contributes to binding affinity
(Figs. 4.7 and 4.8). In the case of 16-membered macrolides the first sugar of this
branch is mycaminose, and a hydrogen bond forms between its O2A and the N1
of Hm G2099 (Ec A2058), which also interacts hydrophobically with the lactone
ring of macrolides. It is not surprising that G2099 is the nucleotide that is most
strongly protected by macrolide binding from chemical modification.

Interestingly, resistance to macrolides can be conferred not only by mutation of
Ec A2058 to guanine, but also by di-methylation of Ec A2058 at N6. This modifica-
tion is observed in most organisms that produce macrolides. It is easy to examine
the effects of this modification by a model building exercise in which Hm G2099
is replaced by dimethyl A2099 in the crystal structure (Fig. 4.8C, D). This reveals
that one of the added methyl groups will interfere with the atom O2A of the my-
caminose sugar (Fig. 4.8C,D), and by pushing the sugar away from its normal po-
sition will prevent formation of the hydrogen bond between N1 of Hm G2099 and
O2A of the macrolide.

When tylosin binds to the ribosome, the mycinose extension from C14 of the
lactone ring extends down the exit tunnel and interacts with domain II of rRNA
(Fig. 4.8 B). Nucleotide modification by N1 methylation of Ec G748 (Hm A841) in
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domain II, which confers tylosin resistance, is at the bottom of the pocket in
which the mycinose sugar binds. Model building suggests that the added methyl
group will clash with O4C of the tylosin mycinose, and prevent it from forming
hydrogen bonds to the ribosome (Fig. 4.8B). Not surprisingly, this modification
does not alter the affinity of other macrolides for the ribosome, because they do
not have a mycinose at C14. In a rational drug design experiment, removal of
both O4C and its methyl group might reduce the level of resistance conferred by
the methyl modification of Ec G748, by reducing the steric clash, even though
one hydrogen bond would still be lost.

4.3.44 A Covalent Bond

The crystal structures of the three 16-membered macrolides reveals that each forms
a covalent bond with 23S rRNA (Figs. 4.7 and 4.8 A). In the absence of substrates and
of antibiotics, the base of Hm A2103 (Ec 2062) lies flat against the wall of the exit
tunnel of archaeal ribosomes, and forms a non-canonical base pair with Hm
A2538 (Ec 2503). However, upon binding of tylosin, carbomycin M, or spiramycin
the adenine base of Hm A2103 (Ec 2062) rotates approximately 90°. Hm A2103 ex-
tends out from the wall of the exit tunnel and forms a carbinolamine bond between
its N6 and the aldehyde group extending from C6 of the macrolide (Fig. 4.9).

Formation of this carbinolamine bond is revealed by the continuous electron den-
sity that connects the aldehyde group of the antibiotic to Hm A2103 in the unbiased
electron density maps obtained for each of the 16-membered macrolides studied to
date, each of which has an aldehyde group extending from C6. Not surprisingly, that
continuous electron density feature is absent in the unbiased electron density map
calculated for the structure of the 15-membered macrolide azithromycin which has
no aldehyde group at C6. The electron density feature is consistent with formation of
a carbinolamine bond and not with a Schiff base, consistent with the expected chem-
ical reactivity between exocyclic amines and aldehydes (Fig. 4.9) [21].

The carbinolamine bond observed in these crystal structures has not been de-
tected biochemically. Nevertheless, its formation may explain the results of a num-
ber of previous biochemical experiments. Modification or removal of the aldehyde
group from a macrolide results in 100-fold increases in minimum inhibitory con-
centrations (MIC) [22-28]. Furthermore, mutation of Hm A2103 (Ec 2062) to gua-
nine (which has an O6 instead of N6) confers resistance specifically to macrolides
that have an aldehyde group at C6, but not to others [29]. It seems likely that the
carbinolamine bonds observed in these crystal structures also form in vivo, and
are physiologically relevant to the inhibitory effects of macrolides.

This novel covalent interaction between antibiotics and the ribosome might be
exploited in rational drug design experiments. The ribosome is full of exocyclic
amines many of which will be found in crystal structures to be close to bound
antibiotics. Perhaps an aldehyde group could be added to one of these antibiotics
and Dbe designed to form a carbinolamine bond with a nearby exocyclic amine and
to thereby increase binding affinity. Of course, the aldehyde group itself might un-
dergo unanticipated reactions.

m
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Fig. 49 Carbinolamine bond. An amine can react with an aldehyde (left) to form a
carbinolamine intermediate (center) that normally dehydrates to form a Schiff base
(right). However, the exocyclic amine of a nucleoside base can form only the carbinola-
mine bond and not a Schiff base.

4.3.4.5 Macrolides, 14-Membered

X-ray crystal structures of the three 14-membered macrolides, erythromycin, clari-
thromycin and roxithromycin have been solved bound to the Deinococcus radiodu-
rans (Dr) large subunit [4]. They bind at about the same location as the 15- and
16-membered macrolides, near Ec A2058 and A2059 (Hm G2099 and 2100) at the
entrance to the exit tunnel. The desosamine sugar of the 14-membered macro-
lides is positioned very much like the corresponding desosamine sugar of azithro-
mycin and the mycaminose sugar of the 16-membered macrolides in complexes
with H. marismortui ribosomes.

The difference between these two classes of structures is in the way their lac-
tone rings interact with the ribosome. Hydrophobic interactions dominate the
binding of 15- or 16-membered lactone rings (Fig. 4.8) which bind with their hy-
drophobic faces flat against the wall of the exit tunnel. In contrast, the lactone
ring of each of the three 14-member macrolides is oriented approximately perpen-
dicular to that of 15- and 16-membered lactone rings, which exposes their hydro-
phobic faces to solution. Instead, of hydrophobic interactions, it is proposed that
hydrophilic interactions mediate the binding of 14-membered macrolides to the ri-
bosome. Only one of the six hydrogen bonds proposed to stabilize binding of 14-
membered lactone rings is observed to mediate binding of 15- and 16-membered
macrolides to the ribosome. That hydrogen bond, which connects O2A of the
mycaminose sugar to N1 of Hm G2099, may be important to macrolide binding,
because it is observed in all of these structures regardless of the other differences
in binding. Finally, the binding of the 14-membered lactone rings differs from
that of the 15- and 16-membered rings because the former [4] assume a “folded-
in” conformation, and the latter [8] assume a “folded-out” conformation [30].

4.3.4.6 Rational Drug Design of Macrolides
Understanding the mechanism of resistance conferred by a specific mutation is
expected to assist in rational drug design experiments. As described above, crystal
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structures reveal the mechanisms by which the Ec A2058 to G2058 mutation con-
fers resistance to macrolide antibiotics. However, knowledge of that specific resis-
tance mechanism might not be useful in rational drug design experiments. Gua-
nine at Ec 2058 is highly conserved in eukaryotes, including humans, and so a
macrolide redesigned to overcome that resistance mutation might also bind more
tightly to human ribosomes.

The structures of macrolide antibiotics bound to the ribosomes seem to provide
numerous possibilities for rational drug design experiments. However, a few of
these experiments may require an understanding of what causes the 14-mem-
bered macrolides to bind to the ribosome differently than do the 15- and 16-mem-
bered macrolides. With respect to the ribosome, some atoms of the 14-membered
macrolides are located over 6 A away from the corresponding atoms of the larger
macrolides. Knowledge of which mode of binding a given antibiotic assumes
would be crucial to a rational drug design experiment that involves those atoms.

One possible cause of the different macrolide binding modes is that the smaller
size of the 14-membered lactone ring might cause them to bind differently than
do the larger ones. If so, rational drug design experiments on 14-membered macro-
lides may need to preserve and supplement the relevant hydrophilic interactions,
such as the six hydrogen bonds that mediate their binding. In contrast, rational
drug design experiments on 15- or 16-membered macrolides may need to focus in-
stead on the hydrophobic interactions that mediate the binding of their larger lac-
tone rings.

A second possibility is that the two distinct modes of macrolide binding are
caused by the conserved differences between archaeal and bacterial ribosomes. A
good candidate for such a conserved difference is the nucleotide Hm G2099 (Ec
A2058). Hm G2099 is located at the center of the macrolide binding site and is
highly conserved as guanine in archaea and as adenine in bacterial ribosomes.
Furthermore, mutation of Ec 2058 to G2058 affects macrolide binding and confers
resistance to macrolides. If the G2099 to A change does cause the observed differ-
ences in binding between these two systems, then the structure of a macrolide
bound to the bacterial ribosome might be the most relevant for rational drug de-
sign purposes. An archaeal pathogen has not yet been described.

A third possibility is that the differences in macrolide binding between these
sets of experiments result from inaccuracies in the models. Relevant to this possi-
bility, the 14-membered macrolide structures are based on lower resolution data
and have higher free R values than do the other macrolide structures.

These alternate modes of macrolide binding not only pose a challenge to ra-
tional drug design but potentially provide new opportunities in this area. Perhaps
features from both modes of binding could be exploited by a single antibiotic. For
example, the binding affinity of a 15- or 16-membered macrolide antibiotic might
be increased by attaching a hydrogen bonding group that is designed to extend
from its hydrophilic face towards one of the hydrogen bonding partners that was
observed to mediate binding of a 14-membered macrolide.

Many rational drug design experiments may be possible even prior to under-
standing the cause of these differences in binding. Since the desosamine sugar of

113



114

4 Antibiotics and the Ribosome

the 14-membered macrolides binds similarly to the corresponding mycaminose
sugars of the larger macrolides, rational drug design experiments involving that
sugar might be independent of the mode of binding. Accordingly, the differences
in binding may be irrelevant to experiments that involve any of the atoms of the
C5 sugar branch.

435
Lincosamides

Currently, one structure of a lincosamide antibiotic bound to the ribosome is avail-
able for analysis [4]. Like the macrolide antibiotics, clindamycin binds near the hy-
drophobic crevice at the entrance to the peptide exit tunnel. As with the macrolide
carbomycin A, clindamycin interacts not only with the hydrophobic crevice at the
entrance to the peptide exit tunnel, but also with the active site hydrophobic cre-
vice. The nucleotides that surround the clindamycin binding site were previously
implicated in binding of lincosamides based on nucleotide protection studies and
on the analysis of mutations conferred by resistance (Fig. 4.4).

Since lincosamide and macrolide antibiotics share binding sites that only par-
tially overlap, it might be possible to design a combination antibiotic. As this ex-
periment would involve a macrolide, uncertainty over which of the two binding
modes should be used for the macrolide might complicate the experiment. Never-
theless, it may be possible to apply this approach of combining the binding fea-
tures of two antibiotics into one among the various antibiotics that share over-
lapped binding sites near the peptidyl transferase center (Fig. 4.5).

4.3.6
Streptogramins

The chemical structures of streptogramin antibiotics are unlike those of either
macrolides or lincosamides (Fig.4.6) and are unique in that organisms that
synthesize them invariably make two different compounds, one being a strepto-
gramin A and the other a streptogramin B. Streptogramin A and streptogramin B
antibiotics are independently effective as antibiotics, but are much more effective
when used in combination, because they bind cooperatively to the ribosome [18,
31]. Apparently, streptogramin A causes a conformational change of the ribosome
near the peptidyl transferase center that increases the affinity of the ribosome for
streptogramin B [32].

Although no structure of a streptogramin B bound to the ribosome is available,
there is a structure for streptogramin A bound to the ribosome [7]. Streptogramin
A is a large antibiotic that binds in a location that overlaps both the A-site and the
P-site (Fig. 4.5), consistent with reports that streptogramin A inhibits binding of
substrates to both sites [32, 33]. When streptogramin A binds to the ribosome, the
base of Hm A2103 (Ec A2062) rotates about 90° away from the wall of the exit
tunnel (Fig. 4.10) much as it does when 16-membered macrolides bind. This con-
formational change allows the base of Hm A2103 (Ec 2062) to interact hydropho-
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Fig. 410 Streptogramin A. Streptogramin A (light
blue) binds to rRNA (gray) among nucleotides that
are implicated in its binding by chemical modifica-
tion (green) or resistance mutation (orange) studies.
In response to streptogramin A binding, the Hm
A2103 (Ec A2062) changes conformation (black ar-
row) from its native position against the wall of the
exit tunnel (thin green sticks) and a position that ex-
tends into the exit tunnel (thick green sticks). In this
extended conformation, a face of the base of Hm
A2103 stacks against the conjugated amide group of
streptogramin A, and the ribose sugar forms a hydro-
gen bond (dotted line) with the same amide group.

bically with the flat side of the conjugated amide bond of streptogramin A, and
the sugar of Hm A2103 to hydrogen bond to the oxygen of the same amide bond.
In addition, the nucleotides of the active site crevice undergo smaller conforma-
tional changes [7]. It appears that the far side of the base of Hm A2103 forms
part of the binding site for streptogramin B.

4.3.7
Chloramphenicol

Chloramphenicol is widely used in research and in the clinic, although it is
slightly toxic to human mitochondria [34]. Its chemical structure (Fig.4.11) has
been compared to nucleoside analogues such as puromycin, but biochemically the
inhibition of protein translation by chloramphenicol is more like that of MLSg
antibiotics, a group with which it shares no chemical similarity. For example,
many of the nucleotides that are protected from chemical modification by MLSg
antibiotics (e.g., Ec A2058 and A2059) are also protected by chloramphenicol, and
the same mutations confer resistance to both types of antibiotics (Fig. 4.4).
Furthermore, oligo-peptides are reported to accumulate when protein translation
is inhibited by chloramphenicol or by macrolides [35]. However, chloramphenicol
binding also protects Ec A2451 and C2452 at the active site hydrophobic crevice,
and the only macrolide that protects Ec A2451 is Carbomycin A, evidently because
of its isobutyrate extension. Furthermore there are nucleotides protected by MLSg
antibiotics that are not protected by chloramphenicol.

The interactions of chloramphenicol with the ribosome have been studied for
decades, and the some of the results are confusing. For example, the binding of
chloramphenicol to the ribosome has been reported variously as competitive [36—
40], independent [41], and cooperative [40] with respect to macrolide binding.
These inconsistencies may reflect the binding of chloramphenicol to two sites on
the large ribosomal subunit that differ in affinity [42].
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Fig. 411 Chemical structures of antibiotics. Chemical structures of nucleo-
sides are provided in the top row for comparison with the antibiotics shown
in the second row. The third row shows chemical structures of antibiotics that
only weakly resemble the nucleosides to which they have been compared.

Fig. modified from [7].

Two crystal structures of chloramphenicol bound to the ribosome are available.
In one structure, chloramphenicol is observed to bind only at the active site hydro-
phobic crevice of the bacterial (D. radiodurans) ribosome [4]. In the other structure
chloramphenicol binds only at the hydrophobic crevice at the entrance to the exit
tunnel of an archaeal (H. marismortui) ribosome [7]. Both of these sites are sur-
rounded by nucleotides implicated in chloramphenicol binding either by nucleo-
tide protection studies or by mutational studies (Fig.4.12). They probably corre-
spond to the two sites inferred from biochemical experiments.

Currently, it seems likely that the high affinity binding site of chloramphenicol
in bacterial ribosomes is the active site hydrophobic crevice and that the low affin-
ity site corresponds to the crevice at the entrance to the peptide exit tunnel. In ad-
dition, it seems reasonable that binding of chloramphenicol at the active site cre-
vice might have a greater inhibitory effect on protein translation than binding at
the more distant site.
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Fig. 412 Chloramphenicol. A cutaway view
of a space filled representation of the H.
marismortui ribosome chloramphenicol
bound at two sites, the active site hydropho-
bic crevice [4] and at the hydrophobic cre-
vice at the entrance to the exit tunnel [7]. R25%0
Both of these binding sites are surrounded
by nucleotides that upon mutation confer
resistance to chloramphenicol (orange
spheres) or that are protected by chloram-
phenicol from chemical modification (green
spheres). Fig. from [7].

G102 A3

43.8
Nucleoside Analogue Antibiotics

Many antibiotics have been described as nucleoside analogues, because they con-
tain chemical groups that resemble portions of an aminoacylated nucleoside
(Fig. 4.11). However, few of those antibiotics actually bind to the ribosome in a
manner analogous with nucleosides. For example, chloramphenicol has been com-
pared with the aminoacyl-nucleoside substrate puromycin. Its aromatic group has
been compared both with the base of a nucleoside [43] and with an aromatic ami-
no acid side chain [44]. Although, the aromatic group of chloramphenicol ap-
proaches the active site crevice from the same direction as the tyrosyl side chain
of puromycin (Fig.4.12), the binding of chloramphenicol to the ribosome is
neither like that of an amino acid side chain nor a nucleoside base (Fig. 4.12).
Nevertheless, a few antibiotics contain chemical groups that are similar to por-
tions of an aminoacylated nucleoside in chemical structure and in their binding
interactions with the ribosome.

4.3.8.1 Puromycin

The prototypical aminoacylated nucleoside analogue antibiotic is puromycin
which inhibits the protein translation in all three domains of life. The chemical
structure of puromycin is the same as that of tyrosylated adenosine, except for the
presence of three added methyl groups and the replacement of an ester bond with
an amide bond (Fig. 4.11). Puromycin mimics tyrosyl-tRNA so well that it binds
to the A-site and gets incorporated into an elongating peptide. This leads to termi-
nation of translation because puromycin terminated peptides fall off the ribo-
some. Puromycin derivatives have been used crystallographically as peptidyl trans-
ferase substrates and have contributed to our understanding of the structure of
the peptidyl transferase site (Fig. 4.5) [11, 16, 45].

17
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4.3.8.2 Aminoacyl-4-aminohexosyl-cytosine Antibiotics

The aminoacyl-4-aminohexosyl-cytosine group of antibiotics is classified based on
chemical structures (Fig. 4.11) each of which contains a cytosine base. Included in
this group are blasticidin S, gougerotin, amicetin and bamicetin [46]. These anti-
biotics are not used therapeutically. However blasticidin S is an important antifun-
gal used on rice crops. Only the crystal structure of blasticidin S bound to the ri-
bosome is available. The chemical structure of blasticidin S resembles that of pep-
tidyl-cytidine, although not as closely as puromycin resembles a tyrosylated adeno-
sine (Fig. 4.11).

In the crystal structure, blasticidin S binds to two sites on the ribosome
(Fig. 4.13) and forms base-pairs with Hm G2284 and G2285 (Ec 2251 and 2252).
These two guanines are almost totally conserved residues of the P-loop, and are
known to base pair with the CCA end of tRNA in order to position the P-site sub-
strate in the peptidyl transferase center [47].

The blasticidin S molecule that base pairs with Hm G2284 is the better ordered
of the two, and its structure can be fit completely into unbiased electron density
maps. The other blasticidin S molecule is represented by less complete electron
density, and only its base and sugar groups can be modeled unambiguously.
When the phosphates of rRNA are superimposed between one structure contain-
ing blasticidin S and another structure containing a P-site substrate bound to the
ribosome, both the base and sugar groups of the well ordered blasticidin S mole-
cule superimpose on C75 of a P-site substrate bound to the ribosome (Fig. 4.13).
For the less ordered blasticidin S molecule that base pairs with Hm G2285, the
superimposition with C74 of the P-site substrate is limited to only the nucleoside
base. Therefore, blasticidin S, like puromycin, acts in the same manner as a nu-
cleoside analogue in its interaction with the ribosome.

The guanidinium tail of the well ordered blasticidin S binds hydrophobically to
Hm A2474, which is protected by blasticidin S from chemical modification
(Fig. 4.13). In addition, the nitrogens of its guanidinium tail hydrogen bond with
the phosphate that connects Hm A2474 to U2473, a nucleotide that upon muta-
tion confers resistance to blasticidin S [48]. These biochemical observations sug-

Fig. 413 Blasticidin S. Blasticidin S (pur-
ple) base pairs to the P-loop of rRNA
(grey). Its guanidinium tail forms hydrogen
bonds (dotted lines) to the phosphate and
stacks hydrophobically onto the base of
Hm A2474, a nucleotide that is protected
from chemical modification (green) by blas-
ticidin S. Superimposition of rRNA between
crystal structures causes blasticidin S to
become superimposed on C74 and C75
(yellow) of the analogue of a CCA end of
tRNA. Fig. from [7].
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gest that the blasticidin S molecule that is best ordered in the structure corre-
sponds to the blasticidin S molecule that is also the most active physiologically.
Whether or not binding of blasticidin S at the second site is also physiological rel-
evant warrants further investigation.

439
Other Antibiotics that Bind to the 50S Subunit

43.9.1 Sparsomycin

Sparsomycin inhibits protein synthesis in all organisms and consequently is not
used as an antibiotic. However, it has been tested extensively for its antitumor ac-
tivity [49]. Sparsomycin contains a pseudouracil base with a conjugated link to a
sulfur containing tail (Fig. 4.11). This chemical structure has been compared with
that of puromycin, and it has been suggested that sparsomycin binds to the A-site
much like puromycin [50]. Sparsomycin does not bind to the ribosome unless a
P-site substrate is also present.

The structure of sparsomycin and a P-site substrate analogue simultaneously
bound to the 50S ribosomal subunit is available. The binding of sparsomycin to
the ribosome bears no similarity to the binding of puromycin. The pseudouracil
group of sparsomycin binds on top of a P-site substrate analogue and is sand-
wiched between it and the mobile nucleotide Hm A2637 (Fig. 4.14). Sparsomycin’s
sulfur containing tail extends from above the P-site into the A-site hydrophobic
crevice, where it should compete for binding with an A-site substrate. These bind-
ing characteristics account for the failure of sparsomycin to bind the ribosome in
the absence of a P-site substrate, its cooperative binding with a P-site substrate
and for its inhibition of peptide bond formation. Each of the functional groups on
the pseudouracil group forms favorable interactions with the P-site substrate or
with the ribosome.

Fig. 4.14 Sparsomycin. Sparsomycin
(green sticks) is sandwiched between a
tRNA analogue (gray spheres) and Hm
A2637 (white sticks) and forms numerous P-site tRNA
hydrogen or ionic bonds (dotted lines) with
tRNA or rRNA. Fig. from [7].
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4.3.9.2 Anisomycin

Like sparsomycin, anisomycin inhibits eukaryotic ribosomes and has been tested
as an antitumor drug. Also like sparsomycin, the chemical structure of anisomy-
cin has been compared with that of puromycin [44]. The crystal structure of aniso-
mycin bound to the ribosome shows that anisomycin binds to the active site hy-
drophobic crevice (Fig. 4.15). The methoxyphenyl group of anisomycin, like that
of puromycin, inserts into the active site hydrophobic crevice. However, the bind-
ing of anisomycin is unlike that of puromycin, because it approaches the active
hydrophobic crevice from the opposite direction (Fig. 4.5). As the aromatic group
of anisomycin stacks on Hm C2487 (Ec 2452), its sugar group occupies the ob-
long pocket between the two hydrophobic crevices (Figs. 4.6 and 4.15). The nitro-
gen of the sugar group forms a hydrogen bond with N3 of Hm C2487. When Hm
C2487 is mutated to uridine, halophiles become resistant to anisomycin [51]. The
simplest explanation is that this mutation eliminates the hydrogen bond by replac-
ing the N4 hydrogen bond acceptor of cytidine with an N4 hydrogen bond donor
of uridine. This hypothesis could be tested to provide insight into rational drug
design principles by replacing N3 of anisomycin with an oxygen atom. This alter-
nate form of anisomycin should preferentially bind the mutant ribosome and, at
the same time, should be ineffective against the wild type ribosome.

4.4
Prospects for Rational Drug Design of Antibiotics that Bind to the Ribosome

The time for rational design of antibiotics that bind the ribosome has arrived.
Currently, structures of 20 antibiotic/ribosome complexes are readily available in
the Protein Data Bank (http://www.rcsb.org/pdb/). This chapter has discussed only
half of them, the ones that bind to the 50S subunit.

It is anticipated that rational drug design experiments will succeed in the near
future, assuming the necessary precautions are taken. First, neither any X-ray nor
any NMR structure should be accepted without question. The reliability of any
given structure must be verified prior to being used as the basis for a rational
drug design experiment. Analysis of X-ray crystallographic statistics will reveal the
extent of precision that can be expected of a structure. Evaluating the stereochem-

Fig. 415 Anisomycin. Anisomycin (yellow) binds to
the active site hydrophobic crevice forming numerous
hydrogen or ionic bonds (dotted lines) with rRNA.
Fig. from 7].
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istry of a model by checking bond angles, bond distances, dihedral angles and van
der Waals distances will reveal what level of confidence can be placed in a given
structure. Ideally, such analysis will also include a complete set of X-ray diffrac-
tion amplitudes, although such data are not always released.

The possibility of errors in deposited structures must be considered. Errors in
chirality may be prevalent in high resolution small molecule structures. For exam-
ple, the small molecule structure of streptogramin A is represented by its enantio-
mer in the Cambridge Structural Data Base. The effort to solve the structure of
streptogramin A bound to the ribosome was initially hindered by relying on that
incorrect small molecule structure. Likewise, the structure of anisomycin is incor-
rectly diagrammed as its enantiomer in most of the ribosomal literature. Fortu-
nately, these chirality errors were identified when solving structures of these anti-
biotics bound to macromolecules. In fact, the identification of these errors may in-
crease confidence in the reliability of these structures of complexes between ribo-
somes and antibiotics.

Knowledge of the precision of a particular X-ray structure may also be impor-
tant in deciding whether or not a particular rational drug design experiment is
feasible. For example, at a resolution of 3.0 A, the rotamers for the links between
the 16-membered macrolides and sugars are reliable, with the possible exception
of the forosamine sugar of spiramycin. However, the rotamers of smaller groups,
such as the dimethyl amine of mycaminose (Fig. 4.9), are ambiguous. For most
rational drug design experiments, this ambiguity will probably be irrelevant. How-
ever, for a rational drug design experiment involving that dimethylamino group,
awareness that its conformation is ambiguous could be crucial.

Another factor that may require analysis is the observation that some antibiotics
bind to multiple sites. Tetracycline provides the most extreme example and binds
to six separate sites on the small ribosomal subunit [52]. The existence of multiple
binding sites raises the same challenges and opportunities that are raised by anti-
biotics that have multiple modes of binding to a single site, such as is reported
for macrolides. Knowledge of which of these sites or which of these modes of
binding is most physiologically relevant to the inhibitory effects of an antibiotic
would be essential for certain rational drug design experiments. At the same
time, identifying the less relevant sites to which an antibiotic binds at lower affini-
ty may provide for an alternative strategy. A site which is physiologically irrelevant
because its affinity for an antibiotic is low, may become physiologically relevant if
an antibiotic can be redesigned to bind with higher affinity.

Many structures of antibiotics bound to the ribosome are available and are of
sufficient quality (Tab. 4.1) to warrant rational drug design experiments. If the
proper precautions are taken, it is expected that some of these experiments will
succeed in the near future.
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5
Structure-Based Design of Cathepsin K Inhibitors

DanieL F. VEBER and MAXwELL D. CUMMINGS

5.1
Introduction

The use of structural information derived from protein X-ray crystallography for
the design of therapeutically useful molecules has long been viewed as an ideal
approach. We have had the opportunity to participate in a structure-based medici-
nal chemistry project directed at the development of inhibitors of the bone-specif-
ic cysteine protease cathepsin K, as a treatment for bone loss diseases such as os-
teoporosis [1]. The origins of this project were in a high-profile effort at Smith-
Kline Beecham Pharmaceutical Laboratories (now GlaxoSmithKline) built on at-
tempts to utilize newly developed gene sequence data to define therapeutic targets
[2]. This gave the program an exceptionally high level of resource allocation in-
cluding medicinal chemistry, molecular modeling and X-ray crystallography even
in advance of the full purification and large-scale isolation of the enzyme in the
quantities needed for crystallography studies. The high level of support was main-
tained over the extended period of time commonly required to address the phar-
macokinetic issues that so often plague protease inhibitor projects. This project
therefore offers a unique perspective on the application of structure-based design
throughout the course of an extended drug discovery effort.

Many factors can limit the effectiveness of structure-based design in a drug de-
velopment project. For example, a delay in the supply of protein for crystallogra-
phy can hamper the full application of structure-based design toward a medicinal
chemistry effort. Available structures of homologues are undoubtedly useful, but
small differences in protein structures may be significant in analogue design.
When lead discovery and development outpaces structural characterization, the
opportunity for structure-based design to impact the early stages of lead optimiza-
tion can be reduced. This proved not to be the case for the study of cathepsin K
inhibitors in our laboratories; although protein supplies were initially an issue, it
quickly became possible to use structure-based design throughout much of the
project. Additionally, in some cases X-ray crystallography may not be able to un-
equivocally distinguish the presence or absence of a covalent bond between pro-
tein and bound ligand. Within the cysteine protease inhibitor project reviewed
here, we see that even at 2.3 A resolution the presence or absence of covalent in-
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hibitor binding is ambiguous, but nonetheless this is clearly a critical design is-
sue. The more recent ability of crystallographers to define structures at 2.0 A reso-
lution and better on a consistent basis has done much to address this issue.

In the absence of high-resolution structural data detailing the analogue series
and target protein of interest, related structural information can have a significant
positive impact on a structure-based design effort. Prior to 1995 there were ten pa-
pain crystal structures and two cathepsin B crystal structures on deposit at the
Protein Data Bank [3] (PDB) comprising complexes with a variety of active site in-
hibitors. A current search of the PDB (www.rcsb.org) reveals a wealth of structural
information related to cathepsin K and close homologues. There are 43 deposited
structures involving cathepsins B/K/L/S or papain, and many of these have bound
active site inhibitors. Fourteen of these structures were deposited by our collea-
gues at SmithKline Beecham over the course of the cathepsin K discovery project
(PDB ID codes 1AUO, 1AU2, 1AU3, 1AU4, 1BGO, 1AYU, 1AYV, 1AYW, 1BP4,
1BP8, 1BQI, 1NL], INL6, 1ATK); additional cathepsin K-inhibitor structures have
been described by us [4]. The structures from this project range in resolution
from 1.9 A to 2.6 A, with most of the structures between 2.2 A and 2.5 A resolu-
tion. Over the course of the cathepsin K drug discovery and development project
both proprietary and public three-dimensional structural information has played a
key role in the medicinal chemistry effort.

The structural information developed in this project and molecular modeling
studies based thereon proved to be very valuable in guiding the medicinal chemis-
try effort directed toward the development of therapeutically useful cathepsin K
inhibitors, as will be discussed here. Through this work it has also been possible
to highlight some of the present limitations on the use of structural information,
the recognition of which can serve to guide the advances necessary to make it
even more productive in the future.

5.2
Background and Issues to be Addressed Using Protein Structure

Structural information on protease-bound inhibitors can offer design insights in sev-
eral ways. It can directly prove or indirectly suggest the likely mechanism by which
the inhibitor is acting. It can be used to suggest sites on the protein for improved
interactions with inhibitors and suggest design approaches for potential enhance-
ment of potency; similarly, this type of analysis can suggest avenues for improve-
ment of selectivity relative to enzyme homologues, the structure of which may also
be known by crystallography or inferred by homology modeling. Identification of
inhibitor sites not critical to binding may be exploited in the alteration of various
physicochemical properties of pharmaceutical relevance. Finally, it can be used to
suggest ways to rigidify inhibitor conformation, a property now recognized as impor-
tant for the development of oral bioavailability in new drug candidates [5].
Cysteine proteases hydrolyze protein amide bonds through formation of a thio-
ester bond with an active site cysteine thiol. Cathepsin K is a member of the pa-
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pain super-family of cysteine proteases. Other members of this family include ca-
thepsins L, S and B, all of which are structurally homologous and utilize the
same mechanistic pathway for amide bond hydrolysis. It is therefore not surpris-
ing that many of the inhibitors of members of this enzyme class contain an elec-
trophilic group that reacts with the nucleophilic cysteine thiol. Indeed, inhibitors
of cysteine proteases have been recognized as being separable into at least five dis-
tinct classes based on the mechanism of binding to the protease. In undertaking
systematic structure-activity studies, it is important to check continuously that
there has not been a shift in mechanism of action as this can confuse the conclu-
sions being drawn.

The categorization of inhibitors of the papain super-family into five distinct
groups has been reviewed in some detail and examples of each type have been cit-
ed [6]. These groups range in mechanism of action from those interacting in a
purely non-covalent fashion to those that rely primarily on a group that is irrevers-
ibly reactive toward the active site thiol. A brief summary of these categories is
presented here, with some illustrative examples; the reader is directed to reference
6 for more detail.

1. Category I inhibitors act by purely non-covalent forces. The binding can in-
volve interactions that relate to substrate recognition sites, but this is not a
strict requirement as they may also involve ancillary, non-active site elements
of the protease.

2. Category II inhibitors act by formation of a reversible covalent bond between
some group on the enzyme and a functional group on the inhibitor. In the
case of cysteine proteases, the enzyme functional group is generally the active
site cysteine thiol. This category is most specifically characterized by inhibitors
having an electrophile that is not reactive with thiol in any context other than
the enzyme-active site. The ketones discussed extensively here are a specific
example of this category. They show uniquely low activation energy for forma-
tion of the covalent linkage, with the enzyme on-rate being effectively diffu-
sion controlled. The reverse process, being microscopically reversible, will also
have low activation energy, making category II inhibitors functionally equiva-
lent to non-covalent inhibitors.

3. Category III inhibitors are an extension of category II inhibitors, but rely more
heavily on the chemical reactivity of the inhibitor electrophile for formation of
the reversible covalent bond between the enzyme and inhibitor. Owing to this
higher intrinsic reactivity, members of this class are more likely to react non-
specifically with nucleophiles unassociated with the target enzyme, including
water. The greater potential for non-specific reaction with other enzymes or re-
ceptors makes this group less desirable than categories I and II for drug devel-
opment. Important members of this category include the peptide aldehydes
which were a well-known inhibitor type long before the initiation of the cath-
epsin K project at SmithKline Beecham. It was the availability of structural
data on the enzyme-bound form of this inhibitor class that first allowed the
design of category II inhibitors of the ketone type (see below).
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4. Category 1V inhibitors utilize the mechanistic machinery of the target protease
to form a covalent bond with the protease that is either irreversible or requires
a further chemical reaction such as hydrolysis to regenerate the active en-
zyme. The enzyme-regenerating reaction may be either a catalyzed or sponta-
neous chemical process. So-called suicide substrates, quiescent inhibitors and
slow turnover substrates are all representative of this category. The very slow
enzyme off-rates characteristic of this inhibitor class mean that any short term
selectivity for the desired target is likely to disappear in the long term expo-
sure required for in vivo drug action. The example of diacyl-carbohydrazides
discussed below belongs in this category. These compounds have proven to be
especially problematic for mechanistic characterization using protein X-ray
crystallography.

5. Category V inhibitors also rely on the formation of an irreversible covalent
bond with the enzyme, but the formation of this bond relies more on the in-
trinsic chemical reactivity of the inhibitor electrophile than on the reactivity of
the enzyme-active site. On-rates therefore tend to be faster than for category
IV inhibitors. Again, short term selectivity can appear quite good because of
large kinetic differences in the rates of inhibition of related enzymes even
though they are all fast (seconds to minutes) on the time scale of in vivo drug
action (hours to days). However, the lack of an off-rate for every inhibited en-
zyme means that all inhibited enzymes become functionally inactivated. Even
for relatively slowly inhibited enzymes, selectivity may not translate to the rele-
vant in vivo situation.

It is noteworthy that the off-rate of category IV and V inhibitors can be slow rela-
tive to the time involved in crystallization and X-ray data collection. As a result of
this, the nature of the interactions of the inhibitor with the enzyme seen in the X-
ray structure may not bear any relationship to the interactions that occur in driv-
ing the rate of inhibition. Thus, the structure-based optimization of inhibitors
may be flawed when using structures of complexes involving these types of inhibi-
tors.

Inhibitors of categories III, IV and V are, in general, less desirable as drug can-
didates, especially where long term drug administration is planned. Nonetheless,
category III and IV inhibitors can be desirable in short term therapy and have
been features of antimicrobials and anticancer therapeutics. However, the irrever-
sible derivatization of proteins and their degradation fragments can produce an
immune response to the drug and to the proteins that have been derivatized.
Either outcome is undesirable. It is critical to structure-activity studies to know
that the mechanism of action of a drug in categories I and II has not suddenly
evolved to a category III, IV or V type, over the progression of structural modifica-
tion. The recognition of such a change or lack of change can be an important con-
tribution from structural studies of enzyme-inhibitor complexes.
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Cysteine Protease Inhibitors: Historical Perspective

Papain and related cysteine proteinases are among the best studied enzymes from
both structural and mechanistic viewpoints. Papain, a protease from papaya, has his-
torical status as the “parent” of this cysteine protease super-family. The term “pa-
pain” was first introduced in the 19th century [7] and the purified enzyme of this
name was first crystallized in 1937 [8]. Enzymes of this class have since been recog-
nized as being widely distributed in microbes and animals. The unifying features are
a high degree of sequence homology and an active site cysteine that forms a transi-
ent thioester with the cleavage site carboxyl (Fig. 5.1). The active site cysteine thiol is
thought to be activated by a proximate histidine imidazole group for nucleophilic
attack on the substrate’s scissile amide bond. The unique character of this thiol as
a nucleophile has been the basis for the design of many types of inhibitors contain-
ing an electrophilic “warhead” group intended to act by reversible or irreversible
covalent bond formation. Detailed aspects of both the mechanism of proteolysis
and the design of inhibitors have been widely reviewed [9-11]; further discussion
of these aspects is not warranted here. An additional common feature of members
of this enzyme super-family is their synthesis as inactive proenzymes. Specific pro-
teolytic cleavage of this proenzyme results in release of the inhibitory pro-peptide
segment and thereby yields the mature active protease [9].

X-ray crystallographic studies on proenzymes, enzymes and inhibited forms of
papain super-family members have done much to establish a structural rationale
for both the mechanistic aspects of hydrolysis and the nature of inhibition. Berger
and Schechter [10] insightfully introduced the nomenclature defining the “un-
primed” (S) side, N-terminal to the cleavage site, and the “prime” (S') side, C-ter-
minal to the cleavage site. Early crystallographic studies with papain-chloro-
methylketone [11] and papain-E64 [15] complexes were consistent with this propo-
sal, serving to validate this envisioned mode of active site substrate alignment.
However, the direction of binding of the pro-segment (Fig. 2a) of the proenzyme

j\ RSH Rg oH H:NR j\ "Y' Ho oH RSH
= R R —= o —
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Fig. 5.1 Equilibria for papain family, cysteine tone or aldehyde; (bottom) inhibition by a
protease (RSH): (top) catalyzed hydrolysis of diacyl-carbohydrazide.
an amide bond; (middle) inhibition by a ke-
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Fig. 5.2 Inhibitors of papain family cysteine curved arrows indicate the site of thiol attack
proteases. The heavy arrows indicate the di- if it is thought to occur. R1 of pro-segment
rection of binding of the peptidal inhibitor rel- (a) is the specific sequence for any given pa-
ative to the active site cysteine thiol. The pain family pro-enzyme.

is opposite to that observed for these two inhibitors (for cathepsin K see [12]). It
has been assumed that this reversed binding direction is responsible for the inhib-
itory properties of the pro-segment, and that peptide cleavage cannot occur when
a peptide binds in this direction. This assumption is difficult to either substanti-
ate or disprove and therefore remains a matter of conjecture. Clearly, however,
high affinity can be realized when a peptide binds in either direction in the active
site.
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Efforts to initiate structure-based design of cathepsin K inhibitors at SmithKline
Beecham during the early 1990s were hampered by a very limited supply of the
active form of the enzyme. We learned quite early in the project that the classic
types of inhibitors for papain such as leupeptin, E-64 and Cbz-Leu-Leu-Leu-alde-
hyde were also very effective inhibitors of cathepsin K [13], but timely structural
studies were not possible because of the lack of enzyme. The crystallography
group therefore decided to build an experience base with a number of inhibited
forms of papain [14] (46% sequence identity with human cathepsin K). E-64- and
leupeptin-inhibited papain gave structures consistent with those that had been re-
ported previously; in both of these cases the peptide bound on the unprime side
of the active site, with modification of the active site cysteine thiol as a thiohemi-
acetal (leupeptin; see Fig. 5.1 structure II and Fig. 5.2b) or an alkylated thiol (E-
64; see Fig.5.2¢). The structure of papain-bound Cbz-Leu-Leu-Leu-aldehyde re-
vealed an unexpected binding mode. The Cbz group occupies the prime side of
the active site, with the peptide extending toward the active site cysteine in the
same manner as the pro-segment of the proenzyme and forming a thiohemi-ace-
tal with the active site thiol in a substrate-like manner [14]. From the structures of
leupeptin and Cbz-Leu-Leu-Leu-aldehyde bound to papain it was recognized that
favorable binding interactions for similar inhibitors could be achieved on both
sides of the active site cleft, despite the overall differences between the prime and
unprime sides. The affinity for similar recognition elements on both sides of the
active site and concomitant ease with which binding direction can be reversed is a
critical and recurring issue for the evaluation of structure-activity studies of all of
the inhibitor types that we have studied in our laboratories. For inhibitors of this
enzyme class, the potentially ambiguous nature of the definitions of “prime” and
“unprime” becomes clear since peptide chains are able to track almost equally
well in either direction through the binding cleft. Either direction of binding can
accommodate the positioning of a carbonyl mimic of the substrate amide bond in
a position to react with the active site cysteine thiol as exemplified by the two al-
dehydes (Fig. 5.2¢,d). This ambiguity of definition may suggest that Nature has
used both directions in evolving the substrate selectivity profiles of the various
members of this protease family. This flexibility of binding mode can complicate
the development of a predictive SAR for inhibitors and it is therefore crucial to
the track binding mode with structural data whenever possible, and to supple-
ment this with modeling studies when structural data are unavailable.

5.4
Diaminoketone-Based Inhibitors

The observation of two distinct active site binding directions had critical impact
on the design of novel class II type inhibitors in the course of the SmithKline
Beecham medicinal chemistry effort. Our long term strategy for developing im-
proved cathepsin K inhibitors had been to increase inhibitor selectivity by using
electrophilic groups of lower intrinsic chemical reactivity than the aldehydes. It
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also included a desire to enhance selectivity by extension of binding elements into
the prime and unprime sites simultaneously. Both of these goals were achieved
through observations arising from a superposition of the bound forms of the two
aldehyde-inhibited papain structures. This suggested the design and synthesis of
ketone-based inhibitors (e.g., Fig.5.2e). The first of these to be synthesized
proved to be a 22 nM inhibitor of cathepsin K [15].

Crystallographic analysis of the cathepsin K-bound form of the symmetric 1,3-
bis(acyl)diaminoketone (Fig. 5.2¢), confirmed the predicted involvement of both
prime and unprime side binding (exemplified by Fig. 5.3 showing compound (a)
depicted in Fig. 5.4) coupled with the close proximity of the ketone carbonyl to
the active site cysteine thiol. Whether the close proximity of the carbonyl carbon
and thiol sulfur is fully a carbon-sulfur bond (1.8 A) must remain ambiguous
even with our highest resolution structures (1.9 A).

Notably, the symmetric ketone (Fig. 5.2¢) is a relatively poor inhibitor of papain,
the enzyme structure from which it was designed. This has subsequently been rec-
ognized as a consequence of a steric interaction in the S3 binding region that was
not a concern in the design studies [16]. It remains clear, however, that sound struc-
ture-based ideas should be probed by the synthesis of many related analogues in or-
der to avoid missing an unforeseen and potentially advantageous path forward.

This designed ketone was encouraging in that an important goal of potent in vi-
tro inhibition of cathepsin K had been achieved. It served as the beginning of a
long term search for a suitable therapeutic candidate. Ultimately, improved in vi-
tro potency, improved cell-based activity and improved pharmacokinetics were at-
tained. The first steps toward these goals involved attempts to remove peptide-like
elements from the inhibitors. This was achieved through a combination of classi-
cal SAR and structure-based design.

A key step in this direction involved the synthesis of analogues having an aryl-
sulfonamide as replacement for one of the Cbz-L-leucine groups as seen in ke-

Fig. 5.3 Crystal structure of acyclic diaminoketone (Fig. 5.4a) bound in the
active site of human cathepsin K (PDB ID code 1AU2) [15].
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tone (a) of Fig.5.4. In this case, the 4-phenoxy-phenyl sulfonamide replaces one
entire Cbz-L-leucine and is associated with a 10-fold increase in potency as well as
the removal of one chiral center. X-ray crystallography established that the aryl sul-
fonamide occupies the prime side substrate binding site (Fig. 5.3) [15]. Key bind-
ing interactions for this inhibitor include aromatic—aromatic interactions with Tyr-
67 (unprime) and Trp-184 (prime), positioning of an iso-butyl side chain in the hy-
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drophobic S2 pocket, and f-sheet-like hydrogen bonding involving Gly-66 and
Asn-161. The structure is consistent with Cys-25 thiohemiketal formation. To date
an aryl sulfonamide moiety at this position relative to the active ketone has not
been observed bound to the unprime side of the active site.

A modeling study led to a designed non-peptide replacement for the remaining
Cbz-L-leucine group of compound Fig. 5.4a (see Fig. 5.3) by 2-meta-biphenyl-(R)-2-
(4-methylvaleryl)- to give ketone Fig. 5.4f, which retained good inhibitory potency
and provided markedly improved selectivity relative to close enzyme homologues
[17]. X-ray crystallography of the cathepsin K-bound inhibitor established two key
points. Firstly, as in the previous compound (Fig. 5.4a), the shorter terminal aryl
sulfonamide group binds on the prime side of the active site. Secondly, the meta-
biphenyl group is of the R configuration. The binding mode of this configuration
positions the iso-butyl side chain in the same binding pocket as the L-leucine side
chain of the parent inhibitor and the meta-biphenyl isosterically replaces the Cbz-
group of the parent inhibitor. This latter point was a critical outcome of the mod-
eling study, as the initial para-biphenyl isomer was dramatically less active as a ca-
thepsin K inhibitor despite representing a reasonable Cbz-Leu mimic. More de-
tailed modeling analysis indicated that the meta-biphenyl would better comple-
ment the binding site, and this prediction was confirmed by subsequent testing
and crystallographic analysis [17].

5.5
Cyclic Diaminoketone Inhibitors

Analysis of crystal structures of cathepsin K complexes with acyclic inhibitors
bound to cathepsin K and molecular modeling studies led to the postulation of a
preferred mode of cyclization around the active ketone (i.e., Fig.5.4c). Introduc-
tion of conformational constraint in this manner was thought to offer additional
opportunity to further reduce the peptidic nature of the compounds, and also
might lead to increased potency by “locking in” a biologically relevant conforma-
tion. Subsequent systematic synthesis and testing of 5- and 6-membered ring ana-
logues established a strong and unexpected preference for the N-to—C cyclization
as exemplified by cyclic ketones (d) and (e) of Fig. 5.4 [18]. Retrospective analysis
of relevant crystal structures shows a reasonable overlap between analogous acy-
clic and cyclic analogues in the region of the added constraint (Fig.5.5); it was
postulated that the dramatically lower affinity for the C—to—C cyclized compounds
might be due to increased steric hindrance around the active carbonyl [18]. In ad-
dition to highlighting a reasonable correspondence between the atoms of the acy-
clic and cyclic molecules in the region of the added constraint, Fig. 5.5 shows that
while multiple distinct binding modes are accommodated that allow for aromatic—
aromatic interactions with Tyr-67, the positioning of the iso-butyl Leu mimic in S2
is strictly conserved. Similarly, multiple binding modes that terminate with aro-
matic-aromatic interactions involving Trp-184 are possible on the prime side of
the active site.
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Fig. 5.5 Superimposed structures of acyclic n=1in Tab. 5.2, PDB ID code 1AU3 [18]. Pro-
and cyclic diaminoketones bound in the ac- tein backbone atoms were used for superposi-
tive site of human cathepsin K. Acyclic mole- tion; all protein atoms except 1AUO: Cys-

cule (purple): Fig. 5.2e, n=0 in Tab. 5.2, PDB 25:Ca-Sy omitted from view.
ID code TAUO [15]; cyclic molecule (green):

The pyrrolidinone and piperidinones (Tab. 5.2, n=1 and n=2, respectively) had
similarly impressive potencies, establishing that such cyclization led to increased
potency, and also that inhibition was not extremely sensitive to ring size in this
series. As described above, the binding modes observed for the pyrrolidinones
(Tab. 5.2, n=1) in the cathepsin K complex crystal structures seem fairly consis-
tent with previous structures observed with acyclic compounds bound (Fig. 5.5).
Unfortunately the 5- and 6-membered cyclic diaminoketones shared the undesir-

Tab. 5.1 Ki.pp values versus human cathepsin K for acyclic and constrained analogues [19].
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Tab. 5.2 K;.pp values versus human cathepsin K for acyclic and cyclic analogues [15, 18, 19].

Sy
N N
|| SO0 N T e [
= 0 o

ng Ki,app ("M)
n=0 (acyclic) 22

n=1 (mixture of diastereomers) 23

n=2 (mixture of diastereomers) 2.6

n=3 diastereomer A 2.0

n=3 diastereomer B 15

able property of instability of configuration at the aminoketone chiral center, mak-
ing them unsuitable for further development.

A path forward was ultimately realized with 7-membered ring azepanones [19]
(Fig. 5.4e; Tab. 5.2, n=3; Fig. 5.6). Studies had established that epimerization was
negligible in the acyclic 1,3-diaminoketones, and that the rate of ketone enoliza-
tion slowed as the ring of the cyclic ketones was expanded from 5- to 6-membered
[19]. More detailed studies of epimerization in the azepanone series indicated that
these compounds were configurationally stable over a pharmaceutically relevant
time-scale [19]. Structure-activity relationships developed in previous series were
applied successfully to the azepanone scaffold, yielding extremely potent enzyme
inhibitors that exhibited good diastereomeric selectivity as well as reasonable se-
lectivity versus cathepsin K homologues.

As part of an effort to explore substitution of the azepanone scaffold more fully,
a molecular modeling-based design effort was undertaken. This computational
study proved more challenging than it might otherwise have been, due to an ini-
tial difficulty encountered in obtaining crystals of cathepsin K with an azepanone
bound in the active site, and the fact that we did not know the diastereomeric
preference at the outset of these studies. Development of a binding model for the
azepanone-Leu scaffold involved detailed inspection of previous crystal structures,
conformational analysis of a relevant azepanone model system and manual model
building [19]. Ultimately we established a binding model comprising the S dia-
stereomer in the less favorable axial conformation, with the pyridyl sulfonamide
positioned on the prime side of the active site (see also previous section). Confor-
mational analysis had predicted a preference for the equatorial conformer, but it
had proved impossible to develop a plausible binding model based on this confor-
mer for either diastereomer. For example, positioning of the azepanone and
prime side pyridyl sulfonamide appropriately does not allow for S2 occupancy by
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Fig. 5.6 Crystal structure of azepanone (Fig. 5.4€) bound in the active site
of human cathepsin K (PDB ID code TNLJ) [19].

the iso-butyl group, and leads to significant clashes with the enzyme (Fig.5.7).
During the course of the modeling study we obtained small molecule crystal
structures of both diastereomers, establishing that the active diastereomer was of
the S configuration (in agreement with our prediction), and that both diastereo-
mers adopted an equatorial conformation (in disagreement with the scaffold used
in our modeling study). At the end of a lengthy effort to obtain enzyme-inhibitor
co-crystals, we determined the crystal structure of a cathepsin K-azepanone com-
plex, which served, amongst other purposes, to validate our modeling prediction
[19]. In this case, despite a wealth of apparently closely related structural prece-
dents, development of a satisfactory binding model remained challenging.

Crystallographic analysis of the complex of the azepanone (Fig. 5.4¢) bound to
cathepsin K established that, as predicted, the benzofuran maintained the interac-
tion with Tyr-67 and p-sheet-like hydrogen bonds with Gly-66 and Asn-161, the
iso-butyl side chain occupied the S2 pocket and the pyridyl sulfonamide was posi-
tioned in S2’ and formed a hydrogen bond with the indole NH of Tip-184
(Fig. 5.6). As in previous structures the proximity of Cys-25:Sy is consistent with
a mechanism of action involving thiohemiketal formation [19].

Our studies with cyclic and acyclic diaminoketones provide useful examples of the
impact of conformational constraint on inhibitory potency. Tabs. 5.1 and 5.2 show
two analogue series that highlight the sometimes dramatic effects that cyclization
can have. This modification can have equally dramatic effects on pharmacokinetic
properties of the molecules as well. Conformationally restricted analogues have
long been a goal of medicinal chemistry efforts such as the one reviewed here. Only
recently has sufficient pharmacokinetic data become available to reveal the critical
importance of constraint, in the form of reduced rotatable bond count, for improv-
ing oral bioavailability [5] as has been seen with compound (Fig. 5.4¢) [19].
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Fig. 5.7 Crystal structure of azepanone

(Fig. 5.4€) bound in the active site of human
cathepsin K (PDB ID code TNLJ) [19]. The
two aromatic ring systems of the bound aze-
panone have been altered slightly from the
crystal structure, to make these groups com-
pletely planar. One possible equatorial con-
Al former of the S diastereomer was generated,
and the azepanone of this model (purple)
was superimposed onto that of the bound
inhibitor (color-by-atom). The azepanone and
the pyridyl sulfonamide of the model (not
shown for clarity) overlay reasonably well
with the bound inhibitor, but the unprime
side does not. Selected atoms of cathepsin K
residues that clash with the model are
shown in cyan.

Gly 65

5.6
Alkoxymethyl and Thiomethyl Dipeptidyl Ketone-Based Inhibitors

Alkoxymethyl and thiomethyl ketone derivatives are compound classes that were
very early subjects of study in our laboratory as inhibitors of cathepsin K [20].
They had a proven record as inhibitors of other cysteine and serine proteases [21].
They also fit our strategic objectives relating to a desire for reduced intrinsic
chemical reactivity compared with the aldehydes, as well as providing the poten-
tial for including binding elements capable of reaching sites on both the prime
and unprime sides of the active site. Contrary to our straightforward mechanistic
expectations of reversible ketone addition to the enzyme, mechanisms of inhibi-
tion that fit the definitions of inhibitor classes I, II and IV were determined based
on data from X-ray crystallography and mass spectrometry. Unpredicted modes of
binding were also revealed in the numerous crystallography studies that followed.
The simplest member of this family of inhibitors, the methoxy-methyl ketone
(Fig. 5.8a), has been studied as a complex with papain [14]. This enzyme-inhibitor
complex shows binding of the peptide portion of the inhibitor on the prime side
of the active site in a manner similar to that seen for Cbz-Leu-Leu-Leu-aldehyde
(Fig. 5.2d) bound to papain. In contrast to the thiochemi-acetal seen with the alde-
hyde, the carbonyl of the methoxy-methyl ketone (Fig. 5.8a) is quite distant from
the active site thiol, with no possibility of covalent interaction. Therefore, this in-
hibitor meets the criteria for class I inhibition. The n-propyloxy ketone (Fig. 5.8b),
which also binds on the prime side of the active site, has the ketone in close
proximity to the active site thiol of cathepsin K, as seen in the structure of the in-
hibitor-enzyme complex [20]. Covalent attachment appears to have followed from
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the simple addition of two methylene groups, allowing the alkyl chain to extend
somewhat into the binding site for the side chain of leucine that is normally pre-
sent on the unprimed side of the substrates. The consequence is a change from
class I to class II inhibition of cysteine proteases upon extension of a methyl to
propyl ether.

Further studies in this compound series revealed that replacement of the ether
oxygen with sulfur consistently gave inhibitors that behaved as class IV inhibitors.
In each case covalent attachment to the enzyme thiol was detected by mass spec-
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trometry and kinetic studies indicated that inhibition was irreversible [20]. The na-
ture of the reaction has not been confirmed by X-ray crystallographic analysis for
any of these thiomethyl ketones.

What is seen for this series of inhibitors is that small structural modifications
of the inhibitor can completely change the mechanism of inhibition. Clearly,
structure-activity conclusions are very difficult to draw correctly in the absence of
structural data in such a case. In general, the need to assess this type of mechan-
istic promiscuity by crystallography and/or mass spectrometry can become an ex-
cessively demanding resource drain in a medicinal chemistry project.

The synthesis of a series of furanones (Fig. 5.8¢) and pyrrolidinones (Tab. 5.2,
n=1) has revealed equally complicated binding interactions that have been recog-
nized through X-ray crystallography of enzyme-inhibitor complexes [4]. For these
compounds the class II mechanism of inhibition remains constant. However, in
addition to the observation of unpredictable changes in binding direction within
the active site cleft, a new issue arose relating to diastereomer preference for the
chiral center in the furanone or pyrrolidinone ring. This issue carries some im-
portance because of the relative ease of epimerization at this chiral center. These
compounds are difficult to isolate and maintain in a epimerically pure form.
Thus, co-crystallization of inhibitor with the enzyme is the best way to assure that
the most potent isomer is identified and its absolute configuration is defined. The
pyrrolidinone (Fig. 5.8d) has the expected R configuration when bound to cath-
epsin K. This preference is most common for inhibitors that make significant
binding interactions on the unprime side. With the structurally similar furanone
(Fig. 5.8¢) the S configuration in the 5-membered ring is observed, with the por-
tion that is identical to that of the pyrrolidinone (Fig. 5.8d), similarly binding on
the unprime side. This contrasts with the smaller pyrrolidinone (Fig. 5.8¢€) which
binds in the opposite direction and for which the R configuration in the pyrrolidi-
none ring is observed. This binding direction would appear to result from the po-
tential for interaction of the added Cbz group with Trp-184 of cathepsin K.

5.7
Diacylcarbohydrazides

The discovery of potent diaminoketone-based inhibitors of cathepsin K (Fig. 5.2¢)
was rapidly followed up by analogue synthesis aimed at altering electronic, steric
and binding features. A very radical modification that simultaneously addressed
nearly all of these properties was a bis-aza replacement of the two methylene
groups adjacent to the ketone to give the diacyl-carbohydrazide of the type shown
in Fig. 5.4b. This two atom modification of ketone (Fig. 5.2¢€) had a profound im-
pact on the mechanism of inhibition and presented unique and unexpected chal-
lenges in the structural studies [22]. The structural analysis of an enzyme-inhibi-
tor complex for the inhibitor (Fig. 5.4b), with cathepsin K showed the inhibitor to
be bound in a manner quite similar to that seen for the corresponding ketone-
based inhibitor (Fig. 5.2€), with the proximity of the active site thiol to the central
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carbonyl leading to the assumption of covalent attachment. In this light, the re-
sulting tetrahedral adduct would normally be viewed as an intermediate in a hy-
drolytic pathway. The initial assumption was that a molecule frozen at this point
might represent an ideal transition state or intermediate analogue, consistent with
the very high inhibition potency observed for this compound class. However, me-
chanistic studies in solution involving detailed kinetic analysis of the inhibition re-
action coupled with mass spectral analysis of the inhibited enzyme revealed quite
a different picture [23]. The urea of the diacyl-carbohydrazide was seen to undergo
rapid partial hydrolysis with formation of a thiocarbamate linkage to the active
site cysteine thiol (Fig. 5.1, structure V). Deacylation of this inhibited form of the
enzyme was quite slow, and occurred at the same rate for all of the thiol pro-
teases studied in the papain family [23]. This type of inhibitor is, in effect, behav-
ing as a class IV type inhibitor by forming a thiocarbamate (Fig. 5.1, structure V),
in contrast to the class II type (Fig. 5.1, structure IV) inferred from the structural
analysis. The difference between these two classes is important since selectivity
seen for type IV inhibitors in in vitro assays may disappear in an in vivo setting
while that seen in vitro for a type II inhibitor should be expected to relate directly
to the in vivo situation. Alternate explanations for the observation of intact inhibi-
tor in the X-ray analysis are: 1.) The potential for equal population or rapidly equi-
librating populations of unprime and prime side binding after reaction and cleav-
age of the inhibitor, which could give a false appearance of intact inhibitor. 2.) In
the solid state it is possible that the cleavage product (an acyl-hydrazide) remains
bound to the acylated enzyme and in close proximity to the thio-ester site, thereby
allowing for rapid reformation of the diacylcarbohydrazide. Therefore, the local
high concentration of the two cleavage components in the crystal structure studies
compared to those in solution studies may be the reason for the differences in
conclusions drawn in the two types of studies. Explanation 2 is most consistent
with the data presented in reference 27.

A class of thiazole hydrazide inhibitors of cathepsin K has also been evaluated
in references 26 and 27. Similar problems to those described in the preceding
paragraph related to enzyme acylation and slow turnover of inhibitor in solution
were observed in trying to determine the mechanism of protease inhibition based
solely on the X-ray structure analysis.

5.8
Conclusions

The integrated effort of crystallography, modeling and medicinal chemistry as ex-
emplified in this chapter, reveals advanced approaches whereby the progression
from drug discovery leads to compounds with therapeutic potential have been sig-
nificantly accelerated. The early use of structure data from a readily available en-
zyme such as papain which is homologous with a novel target (cathepsin K in
this instance) can produce useful data during the initial discovery phases when
the novel target enzyme has not yet been produced in the quantities needed for
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crystallization studies. The importance of this point in establishing an early colla-
boration of crystallography with the discovery team cannot be over-emphasized.
The ability to generate structural data on less than perfect chemical lead classes
such as the aldehydes described here can result in unexpected observations that
can lead to creative advances in the design of improved molecules. The increased
availability of rare proteins such as cathepsin K through the techniques of molecu-
lar biology facilitates the development of an extensive database of complex struc-
tures with increasingly improved inhibitors over the course of a medicinal chemis-
try project. Certainly structure-based studies would have been impossible had os-
teoclasts been the only source of cathepsin K for crystallography. Indeed we are
not aware of any reports of the isolation of purified cathepsin K for more than
mass spectral and immunologic identification. Improved resolution of X-ray struc-
tures (1.9-2.5 A resolution) have added accuracy to design compared with past ex-
periences at lower resolution (2.5-3.0 A) where a chiral center preference was not
predictable in modeling studies [24]. Faced with the reality that protein crystallo-
graphy gives less than atomic resolution, advanced modeling techniques can be
used to search for optimal structural solutions more systematically, and to help re-
solve conformational and configurational questions. Conclusions that can be read-
ily drawn about inhibitors based on structural data available today include me-
chanistic inferences and determination of inhibitor-binding modes. These are criti-
cally important issues for valid predictions based on structure activity conclusions.
In spite of real improvements in the availability of structure-based data, the
present limitations as seen in this chapter indicate areas for further increases in
both the accuracy and the speed of molecular design. Distinct improvements
could arise from further gains in the resolution of protein structures. Resolution
that could unequivocally define bond distances would add to the ability to eluci-
date mechanistic detail. A second major area for improvement is in the prediction
of how protein structure can adapt to accommodate modified ligands. Advances
in the prediction and evaluation of both structural changes and altered intermole-
cular interactions during docking calculations will enhance our ability to design
and prioritize new molecules. This remains an active area of investigation in
many research groups. It is also important to further facilitate the generation of
crystals of protein-bound ligands and the subsequent generation of structure data.
We see that detailed analysis and design for improved selectivity requires not only
the knowledge of the target-bound ligand but also for ligands bound to non-target
proteins. How can we hope to rationally improve selectivity of, for example, a
cathepsin K inhibitor in the absence of data for binding of that same inhibitor to
cathepsins L, S and B or any other protein that could be the source of drug side
effects? Progress beyond our present state could come from more rapid and facile
isolation and crystallization of these enzymes. It might also arise from improve-
ments in predictive methods for protein structure and for binding interactions.
Our present abilities have resulted from stretching the limits of currently available
methodologies and this paradigm is a likely model for future advances.



5.9

References

1

10

n

12

13

14

15

D.F. VEBER, F.H. DRAKE, M. GOWEN,
Curr. Opin. Chem. Biol. 1997, 1, 151-156.
F.H. DraKE, R.A. Dopps, [.E. JaMEs,
J.R. ConnoR, C. DEBOUCK, S. RICHARD-
soN, E. LEe-Rykaczewski, L. COLEMAN,
D. RiEMAN, R. BARTHLIOW, G. HASTINGS,
M. GoweN, J. Biol. Chem. 1996, 271,
12511-12516.

H.M. BErRMAN, ]. WESTBROOK, Z. FENG,
G. GirrizanDp, T.N. Buat, H. WEissIG,
I.N. Suinbpyarov, P.E. BourNE, Nucl.
Acids Res. 2000, 28, 235-242.

R.W. Marquis, Y. Ru, J. Zeng, R.E. LEg
TrouT, S.M. LoCasTrO, A.D. GRIBBLE, .
WITHERINGTON, A.E. FENwICK, B. GAR-
NIER, T. Tomaszek, D. Tew, M.E. HEm-
LING, C.]. QuinN, W. W. SmiTH, B.
ZHao, M. S. McQuUENEy, C.A. Janson, K.
D’Argssto, D.F. VEBER, J. Med. Chem.
2001, 44, 725-736.

D.F. VEBER, S.R. JoHNsoN, H.-Y.
CHENG, B.R. SmiTH, K. W. WaRD, K.D.
KoprLE, J. Med.Chem. 2002, 45, 2615—
2623.

D.F. VEBER, S.K. THOMPSON, Curr. Opin.
Drug Discovery 2000, 3, 362-369.

A. Wurrtz, E. Boucuut, Compt. Rend.
Acad. Sci. 1879, 89, 425.

A.K. Baris, H. LINEWEAVER, R.R.
THoMmPsoN, Science 1937, 86, 379.

B. Turk, D. Turk, V. Turk, Biochim. Bio-
phys. Acta 2000, 1477, 98-111.

D. LEuNG, G. ABBENANTE, D.P. FAIRLIE,
J. Med. Chem. 2000, 43, 305-341.

R.W. MARrQuIs, Ann. Rep. Med. Chem.
2000, 35, 309-320.

See J. LALoNDE, B. ZHAO, C.A. JANSON,
K.J. D’A1rEssio, M.S. McQUENEY, M.J.
OrsiNi, C.M. Desouck, W.W. SMITH,
Biochemistry 1999, 38, 862-869 and refer-
ences cited therein.

A. BERGER, 1. SCHECTER, Philos. Trans. R.
Soc. London 1970, B257, 249-264.

J. DrenTH, K. H. Katk, H.M. SweN. Bio-
chemistry 1976, 15, 3731-3738.

K.I. VARUGHESE, F.R. AuMED, P.R. Ca-
REY, S. HAsNAIN, P. HUBER, A.C. STORER,
Biochemistry 1989, 28, 1220-1232; and D.
Yamamorto, K. Matsumorto, H. ONIsHI,
T. Isaipa, M. INoug, K. KiTAMURA, H.

16

17

18

19

20

21

22

23

5.9 References

Mizuwo, J. Biol. Chem. 1991, 266,
14771-14777.

J. LALoNDE, B. ZHAo, C.A. Janson, K.J.
D’Aressio, M.S. McQUENEY, M.]. OrsI-
N1, C.M. DeBouck, W.W. SmiTH, Bio-
chemistry 1999, 38, 862-869.

B. VorTa, M. A. LEVY, A. BADGER, J.
BRADBEER, R.A. Dopbs, I.E. JaMEs, S.
THoMPSON, M.]. Bossarp, T. CARR, J.R.
ConNoOR, T.A. ToMASZEK, L. SZEwCZUK,
F.H. DrakE, D.F. VEBER, M. GOWEN, J.
Bone Mineral Res. 1997, 12, 1396-1406.
J.M. LatoNDE, B. Zrao, W.W. SMITH,
C.A. Janson, R.L. DesJar1azs, T.A. To-
MAszEK, T.]. CARR, S.K. THomPsoN, H.-J.
OH, D.S. YamAsHITA, D.F. VEBER, S.S.
ABDEL-MEGUID, J. Med. Chem. 1998, 41,
4567-4576.

D.S. YamasuiTAa, W.W. SMITH, B. ZHAO,
C.A. Janson, T.A. Tomaszek, M.]. Bos-
sarRD, M. A. Levy, H.-]. OH, T.]. CARR,
S.K. THoMmpsoN, C.F. [jamEs, S.A. CARR,
M. McQuEenEy, K. |. D’ALEss1o, B.Y.
AMEGADZIE, C.R. HANNING, S. ABDEL-
MeGuip, R.L. DesJar1ats, ].G. GLEASON,
D.F. VEBER, J. Am. Chem. Soc. 1997, 119,
11351-11352.

D.S. YamMAsHITA, R.A. Dopbs, Curr.
Pharm. Design 2000, 6, 1-24.

R.L. DEsJar1Als, D.S. YamasHITA, H.-J.
OH, I.N. Uzinskas, K.F. ERHARD, A.C.
A11LEN, R.C. HALTIWANGER, B. ZHAO,
W.W. SmITH, S. ABDEL-MEGUID, K.].
D’Aressio, C.A. JaNsoN, M. S. McQUE-
NEY, T.A. Tomaszex, M. A. Levy, D.F. VE-
BER, J. Am. Chem. Soc. 1998, 120, 9114—
9115.

R.W. Marquis, D.S. YamMasHITA, YU Ru,
S. LoCastro, H.-J. OH, K.F. ERHARD,
R.L. DEsJarials, M. S. Heap, W. W.
SMITH, B. ZHAO, C.A. JANSON, S.S. AB-
DEL-MEGUID, T.A. ToMASZEK, M.A. LEvy,
D.F. VEBER, J. Med. Chem. 1998, 41,
3563-3567.

R.W. Marquis, Y. Ru, S.M. LoCasTro, J.
ZENG, D.S. YamasHITA, H.-]. OH, K.F.
ErHARD, L.D. Davis, T.A. ToMASZEK, D.
Tew, K. SALYERS, ]J. PrROkscH, K. WARD,
B. SmrTH, M. LEvy, M.D. CUMMINGS,
R.C. HALTIWANGER, G. TRESCHER, B.

145



146

5 Structure-Based Design of Cathepsin K Inhibitors

24

25

26

Wang, M. E. HEMLING, C.]. QUINN, H.-
Y. CueNng, F. Lin, W.W. SmrTH, C.A.
Janson, B. ZHAO, M. S. McQUENEY, K.
D’Argssio, C.-P. LEg, A. MarRzU1LLI, R.A.
Dobbs, S. BrakE, S.-M. Hwang, 1. E.
James, C.J. Gress, B.R. BRADLEY, M. W.
LARK, M. GoweN, D.F. VEBER, |. Med.
Chem. 2001, 44, 1380-1395.

R.W. Marquits, Y. Ru, D.S. YAMASHITA,
H.-J. On, T.]. CARr, M.A. Levy, T.A. To-
maszek, C.F. I[james, W.W. SmiTH, B.
ZHao, C.A. JaNsoN, S.S. ABDEL-ME-
cuip, K.J. D’Aressio, M. S. MCQUENEy,
D.F. VEBER, Bioorg. Med. Chem. 1999, 7,
581-588.

D.M. JonEes, B. ATrasH, H. Ryper, A.C.
TeGER-N1LSsON, E. GYZANDER, M. SZELKE,
J. Enzym. Inhib. 1995, 9, 43-60; A. M.
Majarir, K. T. CHAPMAN, M. MacCoss,
N.A. THORNBERRY, E.P. PETERSON,
Bioorg. Med. Chem. Lett. 1994, 4, 1965—
1968.

S.K. THOoMPSON, S.M. HAIBERT, M.].
BossarD, T.A. TomaszEk, M. A. Levy, B.

27

28

Zuao, W.W. SmiTH, S.S. ABDEL-ME-
GuIDp, C.A. JaNsoN, K.]. D’ALEss1io, M. S.
McQuENEy, B.Y. AMEGADZIE, C.R. HAN-
NING, R.L. DEsJAr1A1s, J. BrianD, S. K.
SARKAR, M.]. HuppLrEsTON, C.F. [JaAMES,
S.A. Carr, K. T. GARNES, A. SHU, ].R.
HEys, J. BRADBEER, D. ZEMBRYKI, L. LEE-
Rykaczewski, I.E. James, M. W. LARKk,
F.H. DrAKE, M. GOWEN, J.G. GLEASON,
D.F. VEBER, Proc. Natl. Acad. Sci. 1997,
94, 14249-14254.

M.]. Bossarp, T.A. Tomaszex, M. A.
Levy, C.F. IjamEs, M.]. HUDDLESTON, J.
BRriaND, S. THoMPSON, S.M. HALBERT,
D.F. VEBER, S.A. CaARrg, T.D. MExk, D.G.
Tew, Biochemistry 1999, 38 (48), 15893—
15902.

D.F. VEBER, M.G. Bock, S.F. Brapy,
E.H. UM, D.W. Cocuran, G.M. SMmITH,
B.I. LAMonT, R.M. DiPArRDO, M. POE,
R.M. FREIDINGER, B.E. EvaNs, |. BoGER,
Biochem. Soc. Trans. 1984, 12, 956-959.



6
Structure-Based Design of Potent and Selective Cdk4 Inhibitors

Terukl HoNMA

6.1
Introduction

Cyclins and cyclin-dependent kinases (Cdks) play important roles in the regula-
tion of the cell cycle [1, 2]. Each Cdk associates with a corresponding cyclin regu-
latory subunit to activate its phosphorylation activity. Different cyclin—Cdk pairs
are active during each phase of the cell cycle (Fig. 6.1)[3]. In particular, the D type
cyclins associate with Cdk4 or Cdk6 and are thought to regulate the restriction
point in the early G; phase [4-7]. The restriction point represents a key stage in
the life cycle of a cell [8]. Once cells have traversed this point, they proceed to a
cell cycle entry without further input of growth factors for cell cycle progression.

The loss of function or deletion of pl6 (natural specific inhibitor of cyclin D-
Cdk4/6) or pRb (substrate of cyclin D-Cdk4/6) frequently occurs in clinical cancer
cells [9]. In addition, the overexpression of Cdk4 or cyclin D is also observed in
clinical cancer cells [10]. These facts suggest that alterations of the Cdk4-pRb path-
way would be a major factor involved in carcinogenesis. Therefore, Cdk4/6-specif-
ic inhibitors are expected to be useful as a new class of “non-cytotoxic” anticancer
agents [11].

Several Cdk inhibitors such as UCN-01 [12], flavopiridol [13, 14], purvalanol B
[15], pyrido[2,3-d]pyrimidin-7-one [16] and indenopyrazole [17] have already been
developed. Among these, the non-specific Cdk inhibitors UCN-01 and flavopiridol
have been assessed in clinical trials. The next generation of Cdk inhibitors, selec-
tive inhibitors of only one target Cdk, are expected specifically to cause cell cycle
arrest [11]. Suppression of tumor growth by G, arrest is thought to reduce the
stress for normal cells to a greater extent than that in other phases because nor-
mal cells are usually resting in the Go—G; phase. Thus, we tried to design Cdk4-
selective inhibitors that cause specific cell cycle arrest in the G; phase.

In order to identify highly selective and potent Cdk4 inhibitors, we have applied
a structure-based design approach consisting of the following two steps: (1) lead
generation of a new class of Cdk4 inhibitors using a new de novo design strategy

1) Abbreviations: Cdk, cyclin-dependent kinase; SAR, structure-activity relationship; ACD, Avail-
PRD, retinoblastome protein; PDB, Protein able Chemicals Directory
Data Bank; MW, molecular weight;
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[18, 19] and (2) enhancement of Cdk4 selectivity of lead compounds over Cdkl/
Cdk2 and the other kinases on the basis of the binding mode and structural dif-
ferences between Cdk4 and other kinases [20].

This chapter describes the course of the research and discusses the strategy for
the structure-based design in each step.

6.2
Homology Modeling of Cdk4

When we began designing a novel class of Cdk4 inhibitors in the late 1990s, an X-ray
structure of the target protein, Cdk4, had not yet been solved (the X-ray structure of
Cdk4 has not yet been reported to PDB as of December 2002). Therefore, homology
modeling of the target protein based on X-ray structures of homologous proteins
must be performed. One of the most important factors to construct homology mod-
els for structure-based design is the selection of a template X-ray structure. When
selecting the template X-ray structure, both sequence identity with the target protein
and whether or not the X-ray structure is an activated form should be taken into ac-
count. In many proteins, X-ray structures of an activated form are different from
those of an inactivated form, and the alterations extend to putative drug binding
sites. It is necessary to understand the activation mechanism of family proteins
and to examine the literature of the X-ray structures of template candidates. With
respect to the homology modeling of Cdk4, there are many template candidates that
have different sequence identities and activation/inactivation states. We conclusively
constructed a Cdk4 homology model using an X-ray structure of an activated form of
Cdk2 as a template, which is described below.

The X-ray analyses of the Cdk family are summarized in Fig. 6.2A. In 1993, the
first X-ray analysis of monomeric Cdk2 (PDB ID: 1HCK) was reported by De
Bondt et al. [21]. In 1996, the structure of the Thr160-phosphorylated Cdk2-cyclin
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Fig. 6.2 X-ray structures of the Cdk family. lated Cdk2; (d) substrate peptide
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A-ATPyS complex (1JST), which is the final activated form of Cdk2, was clarified
by Russo and co-workers [22-24]. They discovered the activation mechanism of
Cdk2 by analyzing conformational changes in combination with cyclin A as well
as the phosphorylation of Thr160 as shown in Fig. 6.3. In the X-ray structure of
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the monomeric Cdk2-ATP complex (1HCK, Fig.6.3A), the T-loop inhibits pRb
from approaching the pRb-binding region in Cdk2. This T-loop is sequentially
moved out of the pRb binding region by binding with cyclin A (1FIN, Fig. 6.3B)
and by the phosphorylation of Thr160 (1]JST, Fig. 6.3C).

Although the X-ray structures of the Cdk6-p16 complex (1BI7) and Cdk6-p19
complex (1BI8 and 1BLX) are already known, their cyclin binding regions and the
ATP-binding pockets in Cdk6 are both significantly altered by the endogenous in-
hibitors, p16 or p19 [25, 26]. In particular, alterations of locations of the T-loop
and Gly-rich loop have been observed, and these alterations inhibit binding with
ATP. In fact, the binding affinity of ATP to the Cdk6-p16 complex is dramatically
decreased [25]. For this reason, in spite of a very high sequence identity between
Cdk4 and Cdké (70%), we were not able to use these structural data when design-
ing new Cdk4 inhibitors. However, the X-ray structure of the Cdk6-p16 complex
revealed the location of the p16-binding region. p16 is a Cdk4/6 specific inhibitor

pRb binding region

ATPyS

Fig. 6.3 Activation mechanism of Cdk2 by (THCK). (B) X-ray structure of Cdk2-cyclin A-
binding with cyclin A and by phosphorylation ATP (1FIN). (C) X-ray structure of Thr160
of Thr160. (A) X-ray structure of Cdk2-ATP phosphorylated Cdk2-cyclin A-ATPyS (1]JST).
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protein and does not inhibit Cdkl and Cdk2 [28]. This information contributed to
enhancing Cdk4 selectivity over Cdk1/2 as described in Section 6.6.

On the other hand, it is known that the level of sequence identity between Cdk4
and Cdk2 is quite high (45%) [29-32]. Therefore, we thought that it seemed appro-
priate to construct a Cdk4 model based on the final activated form of Cdk2 (1JST).
According to the sequence alignments by Hanks et al. [29] we constructed an initial
Cdk4 model using the modeling software, BIOCESJ[E] [33]. The model was mini-
mized using the CHARMm (Chemistry at Harvard Molecular mechanics) force
field [34] with the exception of the conserved region in Cdk4 and Cdk2. This mini-
mized structure was used for the structure-based design of Cdk4 inhibitors.

6.3
Analysis of the ATP Binding Pocket

Before designing new inhibitors using the constructed homology model of the tar-
get protein, it is necessary to identify location(s) of drug-binding site(s) and to
analyze their properties.

Many methods for drug-binding site detection have already been reported [35-38].
Most of these methods identify reasonably sized concave and hydrophobic features
on the protein surface as putative drug-binding sites. Recently, some programs such
as SiteID [39] and Alpha Site Finder [40] have become commercially available for this
purpose. In the case of Cdk4, we were able to use the ATP binding pocket as one of
the drug-binding sites because X-ray structures of the Cdk2-ATP complex and Cdk2-
ATP-competitive inhibitor complexes have already been solved. With respect to ATP
competitive inhibitors, a problem of target kinase selectivity arises because sequence
identities between ATP binding pockets of most Ser/Thr/Tyr kinases are signifi-
cantly higher than those of other regions [20, 29]. However, the development of cy-
clin- and pRb-competitive inhibitors also have the following problems. The cyclin
binding region and the pRb binding region are so flat that the discovery of small,
potent organic molecules that inhibit strong protein—protein binding is predicted
to be difficult. Because sequence identities between Cdk4 and Cdk1/2 around these
regions are not particularly low compared with those around the ATP binding pock-
ets, a problem regarding selectivity of Cdk4 over Cdkl/2 remains an unresolved
problem. For these reasons, we decided to use the ATP binding pocket as a drug
binding site and solved the selectivity problem by introducing substituents toward
the neighboring Cdk4-specific region (p16 binding region) [20].

In order to establish the properties of the ATP binding pocket, such as shape of
the cavity, hydrogen-bonding sites and hydrophobic regions, we examined X-ray
structures of Cdk2-small ligand complexes. Fig. 6.2 B shows the solvent-accessible
surface of the ATP binding pocket of Cdk2 (1JST) colored by partial charges. Ac-
cording to Fig. 6.2B, we can recognize the shape of the cavity, locations of hydro-
gen-bonding sites (colored sites) and hydrophobic binding regions (white regions).
Furthermore, the importance of these hydrogen-bonding sites and hydrophobic re-
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gions can be predicted by the comparative analysis of X-ray structures of the
Cdk2-ligand complexes.

Hydrogen-bonding sites used by small ligands in the X-ray structures of Cdk2-li-
gand complexes are shown in Fig. 6.2A. Although there are more than 20 hydro-
gen-bonding sites in the ATP binding pocket that can be used by small ligands,
only ten hydrogen-bonding sites were actually used and are listed in Fig. 6.2A.
Among them, the main chain CO of Glu81, the main chain NH and CO of
Leu83, and the side chain N{H are frequently used. In particular, the main chain
NH of Leu83 is the most important because it serves as a hydrogen-bonding donor
in every structure reported thus far. Locations of used hydrogen-bonding sites appear
in Fig. 6.2 C as colored spheres. Radii of the spheres depend on the frequency of use.
The three most frequently used hydrogen-bonding sites (Glu81 NH, Leu83 NH and
CO) are located in the deep area of the ATP binding pocket. The less frequently used
hydrogen-bonding sites are located closer to the outside of the cavity.

In terms of hydrophobicity, some deep areas (hydrophobic regions I and II in
Fig. 6.2A) in the ATP binding pocket around Phe80, Glu81 and Leu83 are occu-
pied by the flat aromatic rings of most Cdk2 inhibitors such as 1-828276 [41],
staurosporin [42] and roscovitine [43]. Indeed, these areas are surrounded by the
hydrophobic amino acid residues Ile10, Vall8, Ala31, Val64, Phe80, Phe82,
Leul34 and Alal44, and form a narrow cavity.

In Cdk4, most of the residues that are important for hydrogen bonds or hydropho-
bic interactions are conserved according to Hanks‘ multiple alignment [29]. Among
the altered amino acid residues, those between Leu83 in Cdk2 and Val96 in Cdk4 are
not critical because only the main chain is used for hydrogen bonds. Therefore, we
determined that the information regarding these structural requirements would also
be useful for discovering a new class of Cdk4 inhibitors [18].

6.4
Strategies for Structure-Based Lead Identification:
Virtual Screening of Known Compounds and de Novo Design

Lead identification based on structural information can be divided into two strate-
gies. The most popular strategy is virtual screening (also called in silico screening
or 3D database search) of known compounds by docking into the target protein
and scoring of the docking models [44, 45]. Another strategy is the design of nov-
el structures fitted to the drug-binding site (de novo design) [46]. The features of
these two strategies are briefly summarized below.

1. Virtual screening (in silico screening, 3D database search) of known com-
pounds
o Representative programs: DOCK [47, 48], ADAM & EVE [49], Autodock [50],
PRO-SELECT [51], FlexX [52] and LigandFit [53].
o Advantage: Selected compounds are available from in-house chemical collec-
tions, commercial reagents or known synthetic methods.
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e Disadvantage: Novel structures that do not exist in known compound data-

bases cannot be generated.
2. de Novo design

o Representative programs: LEGEND [54, 55], LUDI [56], SPROUT [57], HOOK
[58], GrowMol [59], PRO-LIGAND [60], CONCERTS [61] and LeapFrog [62].

o Advantage: Novel structures that do not exist in known compound databases
can be generated.

e Disadvantage: Most output structures are not available from commercial rea-
gents or known synthetic methods.

Apart from the disadvantages listed above, the following two problems commonly
arise: (1) protein flexibility is not taken into sufficient consideration, and (2) the
prediction of binding affinities between the proteins and ligands is not particular-
ly accurate. Since both methods have advantages and disadvantages, the selection
of the strategy depends on objectives of the lead identification and the situation.
To discover lead compounds efficiently from in-house chemical collections or com-
mercial reagents, virtual screening of known compounds is suitable and success-
ful examples have been shown in many recent reports [44, 45]. On the other
hand, to identify a novel class of lead compounds, we would select the de novo de-
sign strategy. In particular, situations where only known compounds have been
used and attractive lead compounds have not been obtained, we have to try the de
novo design.

6.4.1
New de Novo Design Strategies

As already mentioned, the de novo design strategy has the following critical disad-
vantages: (1) de novo design programs do not consider synthetic feasibility when
constructing structures and (2) the prediction of binding affinities for the de-
signed structures is not particularly accurate. For these reasons, in syntheses,
structures designed by the de novo design strategy have been problematic with in-
sufficient or non-existent potency. Therefore, in practice, it has been difficult to
obtain novel lead compounds that are appropriate for medicinal chemists in ac-
tual drug discovery projects.

To overcome these obstacles, since the late 1990s, validation methods for small
fragments that could be substructures of the whole structure have been devel-
oped. These “fragment-based” methods use biophysical experimental techniques
such as NMR spectroscopy [63], X-ray analysis [64] and MS spectroscopy [65] to
validate whether or not each small fragment can bind to the active site of the tar-
get protein. Validated small fragments (called small binders) have been developed
into full-sized novel lead compounds by connecting them or introducing other
suitable substituents. Because these methods can be used to construct whole
structures using small binders for which binding affinities and binding modes are
confirmed, the success rate for the design of potent and novel lead compounds
will be greatly improved.
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A different approach to improving the efficiency of de novo design is prioritiza-
tion by chemical availability (commercial availability and synthetic feasibility) [66,
67]. From a chemist's point-of-view, the synthetic feasibility of various types of
structures designed by the de novo design strategy would be broadly distributed.
For example, there are commercially available structures that do not require any
synthetic effort, and there are synthetically feasible structures that can be synthe-
sized within one week. On the other hand, there are synthetically problematic
structures that take over a year to synthesize, even by post-doctoral synthetic
chemists. In addition, there are also structures that cannot be obtained by cur-
rently available synthetic reactions and structures that are not stable under physio-
logical conditions. For these reasons, when chemists select synthetic targets from
all of the structures designed by the de novo design strategy, information concern-
ing synthetic accessibility is critical. The synthetic accessibility of thousands of
output structures should be provided automatically by a computer-aided system
because manual research as to the synthetic feasibility of a large number of struc-
tures by chemists is impossible.

When performing de novo design, the key to success is to reduce the risk and
cost of each step as much as possible using one or both of these methods. Fig. 6.4
summarizes a new strategy of de novo lead generation combined with fragment-
based methods and with the evaluation of chemical availability. Firstly, small struc-
tures that are predicted to interact with the most important hydrogen-bonding
sites and hydrophobic regions are designed using de novo design programs. Con-
sidering the chemical availability of each structure, candidate structures are se-
lected and obtained through purchase or synthesis. Novel scaffolds of lead com-

—
-
Sl

New Lead Compounds (MW 300-500)
IC,, (K,)= 0.1 - 10 M

De novo design of structures fitted to (1) 30-guided library design
a portion of the targe binding site {2} synithesis and assay

|

Qutput Structures | —————————
- < {1} evakabon of the chemical availabiity
{2} purchasa or synthesis of dervatives I’
{2} &ssay in high concenirations : f
{4} validation by X-ray, NMR, M5 New Scaffolds (MW 150-300)
IC,; (K,J = 10- 1000 M

Fig. 6.4 Schematic figure of new de novo design strategy.
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pounds are identified by assay in high concentrations and are validated using X-
ray, NMR or MS. Ideally, scaffolds should have a MW ranging from 150 to 300
and an ICso (Ky) ranging from 10 to 1000 uM. We then design full-sized com-
pounds (MW ranging from 300 to 500) by the optimization of the scaffold moiety
and/or the introduction of substituents fitted to neighboring binding sites.

6.4.2
Evaluation of Chemical Availability by SEEDS

To evaluate chemical availability of output structures obtained through de novo de-
sign programs, we constructed a supporting system for chemical structure selec-
tion called SEEDS (System for Evaluation of availability of Essential structures
generated by De novo design programs) [67]. This system was constructed by tak-
ing advantage of database searches. The SEEDS system plays three different im-
portant roles and are as follows: (1) SEEDS automatically picks out an essential
core substructure of each output obtained from de novo design programs, (2)
based on each essential part, several queries for searching compound databases
and reaction databases are made automatically, (3) using these queries, SEEDS
searches for commercially available derivatives and/or synthetically feasible deriva-
tives of the essential part, and makes a list of all commercially available deriva-
tives as well as lists of the chemical stability and synthetic accessibility of all out-
puts (Fig. 6.5).

The chemical stability and synthetic accessibility are evaluated using the results
of a database search with various types of queries. The rules for extracting essen-
tial parts and making queries for searching compound databases are shown in an
example (Fig. 6.6). Structure 1 is one of the output structures generated by LE-
GEND. If we searched compound databases using structure 1 itself as a query, no
commercially available derivatives would be obtained because of its relatively sim-
ple alkyl chains, which will not form hydrogen bonds. Therefore, SEEDS extracts
only the essential part (structure 2) of each output. Essential parts include rings
and atoms that form hydrogen bonds. Atoms that form hydrogen bonds are more
important than other parts because hydrogen bonds are one of the major determi-
nants of binding affinity between the protein and the small ligand. Rings are
more important than other parts because they constrain the atoms significantly,
which form hydrogen bonds, in appropriate directions. Rings are also important
for hydrophobic interactions with the hydrophobic surface of the protein. Subse-
quently, SEEDS assigns an appropriate atom type (i.e., atom list, ring bond count
and substitution count) to each atom, and also assigns a suitable bond type (i.e.,
bond list and reaction center) to each bond [68]. Query 3 is one of the examples
used for searching compound databases. In fact, SEEDS automatically makes 3
queries when searching compound databases and 15 queries when searching reac-
tion databases. Chemical stability and synthetic accessibility are evaluated using
the results of a database search with all 18 queries.

By using SEEDS for output structures generated through de novo design pro-
grams, we can obtain the derivatives with minimal chemical efforts and can eluci-
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Fig. 6.5 Schematic figure of SEEDS.

Extract following parts as

1 an essential substructure. 2

(1) atoms which form hydrogen bonds
(2) rings
(3) linker parts between (1) and (2)

Fig. 6.6 Rules for extracting essential parts
and making queries for searching compound
databases. 1 An example of output structures

~-N

A:spaceratoms (C,N, O, S)
X: hetero atoms (N, O, S)
N~ AL A
H sy
. . Ay A 2X
Assign an appropriate atom A" A

type and bond type to each 3
atom and bond.

X=H

——— &

generated by LEGEND. 2 An essential part of
structure 1. 3 One of the queries for search-
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date the potentialities with a biological assay in high concentrations. As previously
described, SEEDS provides both estimates of synthetic accessibility for each out-
put and commercially available derivatives of the essential part of each output.
Taking into consideration the ability of binding affinity predictions for ligands de-
signed by the de novo design strategy, commercially available derivatives should
be purchased and assayed because syntheses of novel structures are costly alterna-
tives even if the structures are synthetically feasible. When attractive structures
are not identified from commercially available derivatives, the next synthetically
accessible derivatives should be considered.
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6.5
Structure-Based Generation of a New Class of Potent Cdk4 Inhibitors

We used the de novo design program LEGEND with SEEDS to generate novel
scaffold candidates of Cdk4 inhibitors with MW of less than 350. After the discov-
ery of some promising scaffold candidates, it is important to validate whether the
scaffold candidates bind to Cdk4 in the desired ways. In order to validate the scaf-
fold candidates, it is critical to use experimental techniques such as X-ray analysis
and NMR spectroscopy. However, both X-ray analysis and NMR measurement of
Cdk4 have proven to be difficult because a crystal of Cdk4 is unstable and the
MW of Cdk4 (44 kDa) is too large to be measured by NMR. Therefore, we synthe-
sized several informer libraries of the scaffold candidates. Using the preliminary
SAR, we validated the binding mode by molecular modeling methods. Subse-
quently, modifications based on the predicted binding mode were implemented in
order to develop potent lead compounds from the identified scaffold.

6.5.1
Identification of New Scaffold Candidates Using LEGEND and SEEDS

To identify new scaffolds that satisfy structural requirements (Fig. 6.2), we applied
the de novo design program, LEGEND. This program is based on the atom-by-atom
approach [46] and is suitable for generation of drug molecules in a deep, narrow cav-
ity just like the ATP binding pocket. With this program, we can specify the direction
of growth, the size of the molecules that will be generated and the hydrogen bonds
that will be formed during calculations. The specification of calculations performed
by LEGEND and the process of scaffold generation are shown in Fig. 6.7.

AsPog
LEGEND ' °
o
order Val96 CO Val96 NH
Glu94 CO  Lys35NCH

- 1000 structures |

# of structures : 1000 I SEEDS
+*# of hydrogen bonds >= 2 | 1) extraction of tial part of
of rings >= 1 ] (1) extraction of an essential part o

output structures
(2) search for derivatives of each
essential part (ACD, MW < 350)

Lysss

4884 compounds |

B Remove compounds with unacceptable
1 skeletons or substituents for development
as lead compounds

382 compounds |

Fig. 6.7 Process of scaffold identification using LEGEND and SEEDS [18].
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First, we obtained 1000 output structures, however, most of these structures
were not commercially available or synthetically feasible. As previously men-
tioned, this problem appears to apply to most de novo design programs that build
structures sequentially.

Using SEEDS, we initially searched for commercially available derivatives. On
searching the ACD [69], 4884 compounds with MW of less than 350 were se-
lected. Compounds with skeletons or functional groups that were unacceptable for
the development of lead compounds were omitted, 382 commercially available
compounds remained. The compounds were purchased for screening in cyclin D-
Cdk4 assays at concentrations of up to 1 mM. We obtained 18 compounds with
ICso values of under 500 uM as hits. Most of the hits had large, flat aromatic
rings and neighboring hydrogen-bonding donors and acceptors. Twelve of the 18
hits were clustered into one of the following four classes according to their struc-
tural profile: diarylurea, cyclic urea and thiourea, 4-aryl-2-aminopyridine and tria-
zine, and pteridine (Fig. 6.8).

In these four classes, our interest was directed at the diarylurea scaffold be-
cause there were five potent compounds with a diarylurea structure, which is ap-
propriate for the rapid construction of structurally diverse libraries. Therefore, we
constructed diarylurea informer libraries by parallel synthesis to validate the po-
tential of the scaffold and to obtain preliminary SAR.

382 compounds

Cdk4 inhibitory assay in high concentrations up to 1 mM
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Fig. 6.8 From scaffold candidates to lead compounds.
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6.5.2
From the Identified Scaffold to Lead Compounds

The data obtained through LEGEND suggested that neighboring NH and CO in
the diarylurea scaffolds form hydrogen bonds with the main chains of Glu94 and/
or Val96. Aromatic rings are supposed to be located in the hydrophobic regions as
shown in Fig. 6.2 B. Based on these insights, we designed informer libraries as de-
scribed below (Fig. 6.8).

Firstly we searched for alternative substituents in place of the 5-chloro-2-methyl-
phenyl group in diarylurea 4, leaving the 7-hydroxynaphthyl group intact. Consider-
ing the deep, narrow shape of the ATP binding pocket, we mainly selected flat aro-
matic amines as building blocks to synthesize diarylurea derivatives. Fifty-five urea
compounds were synthesized in moderate yields (30-70%) from 8-isocyanato-2-
naphthol and alkylamines. Substitutions with 2-pyridinyl (5) gave ICs, values of
7.6 uM, while substitutions with 3-pyridinyl and 4-pyridinyl groups showed poor in-
hibitory activities [18]. It seemed that the relative position of the nitrogen atom in the
aromatic ring might be important for the binding of the inhibitor. None of the com-
pounds substituted with aliphatic amines showed enhanced potency [18].

Next, we kept the 2-pyridinyl group intact and modified the 7-hydroxynaphthyl
group in compound 5. The 7-hydroxynaphthyl group was predicted to be located
in the hydrophobic, narrow and deep area of the ATP binding pocket. Therefore,
as in the case of the first informer library, we mainly selected aromatic amines as
building blocks. Using these building blocks, 410 urea compounds were synthe-
sized and tested in Cdk4 inhibitory assays. This area required an aromatic ring,
because none of the aliphatic substituted compounds showed inhibitory activity
[18]. The existence of a hydrogen-bonding acceptor in the left part of compound 5
led to a significant improvement in potency. This was also the case with com-
pound 6 (ICso=0.1 pM) [18]. Compound 6 was selected as the lead compound for
further modifications.

6.5.3
Confirmation of the Binding Mode

In order to investigate the binding mode of 6 more comprehensively, we performed a
docking study between the Cdk4 model and 6. As a result, four patterns of binding
modes were suggested [18]. Considering the structural requirements for Cdk2/4 in-
hibitors (Fig. 6.2) and the SAR of the informer libraries, we selected the binding
mode candidate shown in Fig. 6.9B. In this binding mode, there is some degree
of steric repulsion between the pyridine ring and the terminal benzene ring in
the fluorenone. On the other hand, the terminal benzene ring in the fluorenone
is supposed to be important for binding affinity since the terminal benzene ring
is appropriately located on the hydrophobic surface of Cdk4.

Based on these assumptions, we attempted to replace the terminal benzene
ring with various types of 5-membered rings in order to eliminate unnecessary in-
tramolecular steric repulsion but while maintaining favorable hydrophobic interac-
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Fig. 6.9 The X-ray structure of Cdk2-7 complex (A) and modeling prediction of Cdk4-6 complex
(B) [18, 19].

tions. These modifications provided more potent compounds [18]. Representative
compound 7 [ICso (Cdk4)=0.042 uM)] is shown in Fig. 6.8.

For further validation of the binding mode, we tried X-ray analysis of the Cdk2—
6 complex using the soaking method. However, compound 6 was so insoluble
(solubility at pH 7.4 in Tris-Cl buffer, <0.01 pg mL™") that soaking was not appro-
priate. During modifications of 6, the relatively soluble compound 7 (solubility at
pH 7.4 in Tris-Cl buffer, 7.18 pg mL™") with a potent binding affinity was ob-
tained. Using compound 7, we succeeded in X-ray analysis of the Cdk2-7 complex
(PDB ID: 1GIH) [19]. A comparison between the modeling prediction and the X-
ray structure is shown in Fig. 6.9. The X-ray analysis showed that 7 formed hydro-
gen bonds with the main chain NH and CO groups of Leu83 (corresponding to
Val96 in Cdk4) and adopted a U-shaped conformation in the ATP binding pocket
of Cdk2. The binding mode of 7 in Cdk2 (Fig. 6.9A) was found to be consistent
with the predicted binding mode of 6 in Cdk4 (Fig. 6.9 B).

Based on the results of the docking study with the Cdk4 model, X-ray analysis
of the Cdk2 complex, and the SAR obtained by the Cdk4 inhibitory assays, we
concluded that mode A was the most preferable binding mode of the diarylurea
series of lead compounds in the activated form of the cyclin D-Cdk4 complex.

6.6
Structure-Based Design of Cdk4 Selective Inhibitors

Cdk4 inhibitor 7, which was obtained from the new de novo design strategy, is
moderately selective for Cdk4 over 14 representative kinases except for the Cdk
family; however, compound 7 inhibits Cdk1 and Cdk2 in addition to Cdk4 with al-
most same potency [20].
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The enhancement of the selectivity for the target protein over its highly homolo-
gous counterparts is not feasible because there are few differences in the protein
surfaces of the active sites. Recently, successful examples of the development of
such selective compounds have been described [70-73], these processes were de-
veloped by applying structural information concerning critical differences in ami-
no acid residues and/or conformational changes between the target proteins
(MMP-12, PTP-1B and COX-2) and their counterparts. However, in the case of
protein Ser/Thr/Tyr kinases, it is much more difficult to improve the selectivity
for a target protein because there are hundreds of homologous kinases in the
superfamily [29-32]. In order to overcome this problem, we initially identified
Cdk4-specific amino acid residues around the ATP binding pocket by comparing
the amino acid sequences of 390 representative kinases. Subsequently, a chemical
library was designed using this information regarding the locations of these ami-
no acid residues and the binding mode of compound 7 to achieve specific interac-
tions with Cdk4 and to discriminate against interactions with other kinases.

6.6.1
Identification of Cdk4-Specific Amino Acid Residues

First, we performed a 3D superposition of the structural model of Cdk4 bound
with compound 7 and the X-ray structure of Thr160-phosphorylated Cdk2-cyclin
A-ATPyS (PDB ID: 1JST). We then chose 39 amino acid residues in the Cdk4
model that are located within 7 A of the ATPyS molecule in the Cdk2.

The multiple alignment of 390 representative kinase sequences by Hanks and
Quinn has been published on the internet [29]. Using multiple alignments, we cal-
culated the following: (1) the conserved ratios for each of the 39 residues of Cdk4 in
the 390 kinases, and (2) the amino acid identities in the region confined within the
39 residues around the ATP binding pocket. The multiple alignments among Cdk4,
Cdk6, Cdkl and Cdk2 and the results of the calculations are summarized in
Fig. 6.10A. From these data, we were able to identify frequently altered amino acid
residues in the 390 kinases and altered amino acid residues in Cdk1/2.

Among the frequently altered residues, those with side chains not facing inhibi-
tors were not useful for designing new inhibitors. We had to use the differences
in chemical properties and/or shape of the side chains of the residues that faced
compound 7 to enhance Cdk4 selectivity. For this purpose, 26 residues that were
directly in contact with or accessible to ATPyS or compound 7 were selected by
considering the 3D structures of the complexes. These residues are shown in the
boxes in Fig. 6.10A. Thirteen residues (Ile12, Vall4, Ala16, Tyrl7, Phe93, His95,
Val96, Asp97, GIn98, Asp99, Thr102, Glul44 and Ala57) that were <40% con-
served in 390 kinases and in contact with or accessible to ATPyS or compound 7
are indicated by yellow circles in Fig. 6.10A. The side chains of Phe93, His95,
Val96 and Alal57 were already predicted to have contact with compound 7 by
modeling and the X-ray structure of the Cdk2-7 complex. The moderately higher
selectivity of compound 7 for Cdk4 over other kinases is likely to be due to specif-
ic interactions with these residues.
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Fig. 6.10 Identification of Cdk4-specific ami- identity based on full sequences. (B) Binding

no acid residues [20]. (A) Amino acid resi- mode of compound 23 in the Cdk4 homology
dues around the ATP binding pocket. model and altered/frequently altered residues
(a)Sequence identity confined to around the in the p16-binding region. (C) Suitable posi-
ATP binding pocket of Cdk4; (b) sequence tions to introduce substituents.

Subsequently, we tried to identify altered amino acid residues in Cdk4 and
Cdk1/2. In the region of the ATP binding pocket of Cdk4, the residue identities
were found to be higher with respect to Cdk1/2 (64%/72%), while the identities
throughout the full sequence were not as high (43%/45%). Among the residues
around the ATP binding pocket, we identified eight residues (Val4, Alal6, His95,
Val96, Asp97, GIn98, Thr102 and Glul44) that were altered in Cdk1/2 and have
contact or are accessible to ATPyS or compound 7 (these residues are indicated by
red circles and a red open circle in Fig. 6.10A). Except for GIn98, all of these resi-
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dues were altered in both Cdkl and Cdk2. Interestingly, GIn98 was conserved in
Cdk2 as shown in Fig. 6.10A and B. It is worth noting that five of the eight resi-
dues were distributed on one side of the ATP binding pocket. According to X-ray
analysis of Cdk6-p16/p19 complexes, this side is the p16-binding region [25-27].
p16 is a Cdk4/6-specific, endogenous inhibitor protein that is thought to suppress
carcinogenesis [9, 74]. Therefore, the amino acid residues in the p16 binding re-
gion of Cdk4 are likely to interact with p16 in a specific way.

By analyzing the binding mode of compound 7, we found that the pyridine ring
of compound 7 is directed toward the amino acid residues in the p16 binding re-
gion (Fig. 6.10B). The terminal of the side chain of Val96 cannot come into con-
tact with the inhibitor because it is hidden by the side chain of Leul47. Ile12 is
replaced by Leu in most of the kinases, this causes only small changes in the pro-
tein surface. For these reasons, we removed Val96 and Ile12 from the target resi-
dues. On the other hand, Asp97 is replaced by His (Cdk2) or Ser (Cdkl), and
Thr102 is replaced by Lys (Cdk1/2) in most kinases. These alterations cause dra-
matic changes in the chemical properties and shape of the protein surface. Ami-
no acid residues such as Asp99, GIn98 and His95 are also useful. Asp99 is re-
placed by Ala, Ser, Asn, Pro or Cys in most protein tyrosine kinases. GIn98 is re-
placed by Met in Cdk1 and by various other residues in other kinases. His95 is re-
placed by Phe in Cdk1/2 and by Phe or Tyr in most kinases. Therefore, in order
to enhance Cdk4 selectivity as compared with Cdk1/2 and other kinases, the intro-
duction of substituents that face the side chains of these residues was expected to
be more effective.

6.6.2
Library Design Based on the Locations of Cdk4-Specific Amino Acid Residues

To select the first target residues to interact with substituents on our lead com-
pounds, we calculated the shortest distances between the substitutable positions
of the inhibitors and the side chain of each residue in the p16 binding region
(Fig. 6.10C). We found that compound 8 [blue sticks in Fig.6.10C, ICsq
(Cdk4)=0.021 pM], which has a 5-membered pyrazole ring, is useful as a lead in
addition to compound 7 and makes it possible to approach these residues from
various directions. Asp99, Thr102 and GIn98 were more accessible than the other
residues. Based on the binding modes, the 5-position of the pyrazole ring in com-
pound 8 (blue bold arrow in Fig. 6.10C) was predicted to be the most appropriate
position and direction to make contact with the side chains of the three residues.
Therefore, we constructed a 5-substituted pyrazole-3-yl urea library to enhance
Cdk4 selectivity.

In order to design suitable substituents, we employed the de novo design pro-
grams, LUDI and LeapFrog. Although the output structures obtained from the de
novo design programs are often not synthetically feasible, these structures have
suitable properties such as a hydrogen-bonding donor, acceptor and hydrophobici-
ty and have an appropriate length of substituents. The alkylaminomethyl groups
and their cyclized groups were provided as typical structures by both LUDI and
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Fig. 6.11 Library design based on locations of Cdk4-specific amino acid residues using de novo
design programs.

LeapFrog (Fig. 6.11). The NHs of these amino groups were predicted to interact
with the carboxyl group of Asp99 and/or the side chain OH of Thr102. The OH
of Thr usually functions as both a hydrogen-bonding donor and acceptor. How-
ever, in this case, the OH of Thr102 was already predicted to make a hydrogen
bond with the carboxyl group of Asp99, and the side chain of Thr102 was ex-
pected to work as a hydrogen-bonding acceptor and to be a small hydrophobic
portion for our lead compounds. With respect to alkyl groups via the amino-
methyl group, hydrophobic substituents were thought to be appropriate consider-
ing the hydrophobic environment surrounded by the side chain methyl group of
Thr102 and the side chain methylene group of GIn98 (Fig. 6.10B). These alkyl-
amino groups can easily be introduced by reductive amination with the corre-
sponding aldehyde of compound 8. Thus, we constructed a chemical library of 8
featuring a pyrazole ring with alkylaminomethyl substituents at the 5-position.
Compounds in the first alkylamino library (64 compounds) were tested by both
cyclin D-Cdk4 and cyclin A-Cdk2 inhibitory assays. Interestingly, the introduction
of the amino groups caused a 100- to 200-fold decrease in the Cdk2-inhibitory ac-
tivity compared with that of compound 7 [ICso (Cdk2)=0.078 pM] [20]. Although
the addition of these amino groups also caused a minor reduction in Cdk4-inhibi-
tory activity in general, the compounds substituted with cyclopentyl (9, Fig. 6.11)
had almost comparable inhibition potencies [ICsy (Cdk4)=0.065 uM] with that of
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compound 7. Consequently, compound 9 showed much better selectivity for Cdk4
over Cdk2 (150-fold). The SAR and structural information around the p16 binding
region suggested the following interactions: (1) the NH3 moieties on the alkylami-
no groups formed a hydrogen bond with the carboxyl group of Asp99 (Asp86 in
Cdk2), (2) in Cdk2, the alkylamino groups constrained by the hydrogen bond with
Asp86 caused electrostatic and/or steric repulsion with the side chain of Lys89,
and (3) in Cdk4, the hydrophobic and bulky substituents of 9 fit into the hydro-
phobic region surrounded by the side chains of Thr102 and GIn98.

From these facts, we designed 10 (Fig. 6.12A) with a pyrrolidine ring to restrict
the substituent, and 11 (Fig. 6.11) with a 5-chloroindan-2-ylaminomethyl group to
enhance the hydrophobic interaction with Cdk4 and selectivity over Cdk2. Com-
pound 10 showed comparable selectivity over Cdk2 (120-fold) with that of 9 [20].
In order to investigate the structural basis of selective Cdk4 inhibition over Cdk2,
we carried out X-ray analysis of these Cdk4-selective inhibitors complexed with
Cdk4. However, we have not yet succeeded because of the low stability of Cdk4.
Accordingly, we made mutant Cdk2, which has F82H, L83V and K89T and mim-
ics the p16-binding region in Cdk4. In addition, we have successfully completed
the X-ray analysis of the mutant Cdk2-10 complex (PDB ID: 1GIJ) using the soak-
ing method (Fig. 6.12A) [19]. In this X-ray structure, the NH; group of the pyrroli-
dine in 10 formed a hydrogen bond with the carboxyl group of Asp86. This
proved our hypothesis.

On the other hand, 11 showed a 30- to 40-fold enhancement in Cdk4 inhibitory
activity (ICs50=0.0023 uM) compared with that of 9. Compound 11 also showed
good selectivity over Cdk1/2 (Fig.6.13B). The docking studies between Cdk4/
Cdk2 and 11 predicted steric repulsion between the large chloroindanyl group
constrained by the hydrogen bond with Asp86 and the side chain of Lys89 in
Cdk2 (Fig. 6.12B). In addition, it was predicted that the chloroindanyl group in 11
would make good van der Waals contact with the side chains of Thr102 and

F82H

His25
Fig. 6.12 Structural basis of selective Cdk4 PDB ID: 1Gl)). (B) Binding mode of 11 in
inhibition by compound 11 [20]. (A) Binding Cdk4 (model).
mode of 10 in Cdk4 mimic Cdk2 (X-ray,
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GIn98 in the Cdk4 model. This contact between hydrophobic surfaces possibly
contributes to the enhanced binding affinity of 11 to Cdk4. Interestingly, 11
showed higher selectivity over Cdk1 (780-fold) than over Cdk2 (190-fold), while 10
showed almost equal selectivity over both Cdkl (130-fold) and Cdk2 (120-fold)
[20]. As already shown in Fig. 6.10A and B, GIn98 in Cdk4 is replaced by Met in
Cdkl but is conserved in Cdk2. This difference between Cdkl and Cdk2 may
cause differences in the inhibitory activities of 11 between Cdkl (0.44 puM) and
Cdk2 (1.8 pM).

Finally, we investigated the Cdk4 selectivity of 11 over other representative ki-
nases. Schematic figures of the binding modes of the key compounds 7 and 11,
their Cdk4 selectivity over the representative kinases and the sequence alignment
(Asp99, Thr102 and GIn98) are summarized in Fig. 6.13A and B. The selectivity
of 11 over Cdk1/2 was remarkably higher than that of compound 7, while the se-
lectivity of 11 over other Ser/Thr kinases and Tyr kinases remained at the same
level or increased. The NHj of 11, which is assumed to interact with Asp99,
would be critical for the higher Cdk4 selectivity not only over Cdk1/2 but also
over other kinases. As shown in Fig. 6.13B, Asp99 is replaced by non-acidic resi-
dues in most tyrosine kinases. Thr102 and GIn98 are also frequently replaced by
other residues in both Ser/Thr kinases and tyrosine kinases. The interactions be-
tween these three residues and 11 were assumed to contribute to the improve-
ment in the selectivity for Cdk4 over Lck (3000-fold), Flt-1 (480-fold), FGFR1
(7000-fold) and PDGFRf (1500-fold) compared with those of compound 7.



6.8 Acknowledgements

6.7
Conclusion

In the generation of lead compounds, we employed a structure-based design con-
sisting of the following steps: (1) homology modeling of the target protein, (2)
scaffold generation with the de novo design program, LEGEND and SEEDS, (3)
construction of informer libraries and (4) structural modification based on the pre-
dicted binding mode. From the results of these steps, we developed a novel diaryl-
urea class of potent inhibitor, 7 (ICs9=0.042 uM). The combination of LEGEND
and SEEDS was so effective that we were able to overcome the difficulty of utiliz-
ing output structures from the de novo design program and could identify some
promising scaffolds including diarylurea. The construction of informer libraries,
the prediction of the binding mode by molecular modeling, and modification
based on the predicted binding mode efficiently led to potent lead compounds (in
the order of 0.01 xnM) from initial compounds (in the order of 10-100 uM).

The identification of Cdk4-specific amino acid residues allowed us to focus on
target residues that interact with substituents on lead compounds. Library design
based on the locations of these residues and the binding modes of lead com-
pounds enabled us to develop potent and selective compounds efficiently. Among
them, compound 11 showed excellent selectivity not only over Cdk1/2 (780-fold/
190-fold) but also over many other kinases (>430-fold) investigated thus far.
Further studies have revealed that 11 causes specific G, arrest in the Rb(+) cancer
cell line (MOLT-4) at concentrations of between 0.1 and 0.5 uM.

The kinase superfamily consists of numerous kinases that have a common folding
pattern. Therefore, it is generally difficult to improve the target kinase selectivity
with respect to all the other kinases at the same time. However, protein kinases play
various important roles in the human body, and they are also very attractive targets
for drug discovery. We believe that this approach should be useful for the more sys-
tematic and efficient development of highly specific kinase inhibitors.

6.8
Acknowledgements

I would like to express my sincere thanks to Dr. Yoshikazu Iwasawa, Dr. Takashi
Hayama, Dr. Kyoko Hayashi, Mr. Tetsuya Aoyama, Dr. Noriaki Hashimoto, Mr. Ta-
kashi Yoshizumi, Dr. Tkuko Suzuki-Takahashi, and other colleagues associated
with the Cdk4 project. I also wish to thank Dr. Hiroshi Funabashi, Mr. Toshiharu
Iwama, Ms. Chinatsu Ikeura, Dr. Tetsuya Takimura (of the modeling group) and
Mari ITkuta (of the X-ray group) for their technical assistance and exciting discus-
sions. I am grateful to Ms. Jocelyn Winward for her critical reading of this manu-
script. I am indebted to Dr. Hajime Morishima, Dr. Susumu Nishimura, and Dr.
Akio Murai for their useful suggestions and heartfelt encouragement.

167



168

6.9

References

[V RN

10

n

12

13

14

15

16

PiNEs, J., Trends Biochem. Sci. 1993, 18,
195-197.

PiNEs, J., Adv. Cancer Res. 1995, 55, 181—
212.

HunTer, T., PINEs, J., Cell 1994, 79, 573—
583.

Tava, Y., Molecular Cells 1995, 5, 191-195.
WEINBERG, R.A., Cell 1995, 81, 323-330.
Kato, J., MAaTsusHIME, H., HIEBERT,
S.W., EweN, M. E., SHERR, C.]., Genes
Dev. 1993, 7, 331-342.

Barpin, V., Lukas, J., MARCOTE, M.]., Pa-
GANO, M., DRAETTA, G., Genes Dev. 1993,
7, 812-821.

P1ANAs-S1LvA, M. D., WEINBERG, R.A,,
Curr. Opin. Cell Biol. 1997, 9, 768-772.
Kams, A., Trends Genet. 1995, 11, 136—
140.

SHERR, C.]., Trends Biochem. Sci. 1995,
20, 187-190.

Fry, D.W., GArrET, M. D., Curr. Opin.
Oncol. Endocrine Metab. Invest. Drugs
2000, 2, 40-59.

AKINAGA, S., SucivyaMAa, K., Akiyama, T.,
Anti-Cancer Drug Des. 2000, 15, 43-52.
Sepracek, H.H., CzecH, J., NaIk, R.,
Kaugr, G., Wor1AND, P., Lostewicz, M.,
PARKER, B., CARLSON, B., SMITH, A., SEN-
DEROWICZ, A., SAusvILLE, E., Int. . On-
col. 1996, 9, 1143-1168.

SENDEROWICZ, A.M., HEADLEE, D., STIN-
soN, S.F., LusH, R.M., Kar1r, N., VILLIAL-
BA, L., Hiit, K., STEINBERG, S.M., FiGg,
W.D., TomPKINS, A., ARBUCK, S.G.,
Sausviiig, E.A., J. Clin. Oncol. 1998, 16,
2986-2999.

Gray, N.S., Wobicka, L., THUNNISSEN,
A.-M., NorMAN, T.C., KwoN, S., EspINO-
zA, F.H., MorGaN, D.O., BARNES, G., LE-
CLERC, S., MEIJER, L., KiMm, S.-H., Lock-
HART, D.]., ScHULTZ, P.G., Science 1998,
281, 533-538.

BarviaN, M., BoscHEkLl, D., Cossrow, J.,
DoBRUSIN, E., FATTAEY, A., FrRITSCH, A.,
Fry, D., HARVEY, P., KELLER, P., GARRETT,
M., La, F., LEororp, W., McCNAMARA, D.,
QuiNn, M., TRumMPP-KALLMEYER, S., Too-
Goop, P, Wu, Z., Zuang, E., J. Med.
Chem. 2000, 43, 4606-4616.

17

18

19

20

21

22

23

24

25

26

27

28

29

6 Structure-Based Design of Potent and Selective Cdk4 Inhibitors

NucikiL, D.A., ETzkorN, A.-M., ViD-
WANS, A., BENFIELD, P.A., BoIiscrAIr, M.,
BurtoN, C.R., Cox, S., CZERNIAK, P.M,,
DorENIAk, D., SErtz, S.P., J. Med. Chem.
2001, 44, 1334-1336.

HonwMa, T., Havasui, K., Aovama, T.,
HasuiMmoTto, N., MACHIDA, T., FUKASAWA,
K., Iwama, T., IKEURA, C., IkuTA, M., SU-
ZUKI-TAKAHASHI, 1., IwAsawa, Y., HAYA-
MA, T., NISHIMURA, S., MORISHIMA, H.,
J. Med. Chem. 2001, 44, 4615-4627.
IxuTA, M., KaMmaTa, K., Furasawa, K.,
Hoxwma, T., MacHIDA, T., Hiral, H., Su-
ZUKI-TAKAHASHI, I., HAvyaMmA, T., N1sHI-
MURA, J. Biol. Chem. 2001, 276, 27548—
27554.

Hoxwma, T., Yosuizuwmi, T., HAsH1iMoTO,
N., Havasui, K., KawaNisHI, N., FUKASA-
wa, K., Takaki, T., IKEURA, C., IKUTA, M.,
SuzUKI-TAKAHASHI, 1., HAYAMA, T.,
NISHIMURA, S., MorisHIMA, H., J. Med.
Chem. 2001, 44, 4628-4640.

DE Bonbpt, H.L., ROSENBIATT, |., JANCA-
RIK, J., JoNEs, H.D., MorGaN, D.O.,
Kim, S.-H., Nature 1993, 363, 595-602.
JEFFREY, P.D., Russo, A.A., Porvak, K.,
Gisss, E., HURWITZ, ]., MASSAGUE, .,
PavieticH, N.P., Nature 1995, 376, 313—
320.

Russo, A.A., JEFFREY, P.D., PAVLETICH,
N.P., Nat. Struct. Biol. 1996, 3, 696-700.
PaviericH, N.P., J. Mol. Biol. 1999, 287,
821-828.

Russo, A.A,, Tong, L., LEg, ].-O., JEF-
FREY, P.D., PavieTicH, N.P., Nature
1998, 395, 237-243.

JerFrey, P.D., Tong, L., PaviericH, N.P.,
Genes Dev. 2000, 14, 3115-3125.
BroTHERTON, D.H., DHANARAJ, V.,
Wick, S., LEoNarDoO, B., DomaILLE, P.],,
VoryaNik, E., Xu, X., PArisiNI, E.,
SMmiITH, B.O., ARCHHER, S.]., SERRANO,
M., BRENNER, S.L., BLunpErL, T.L.,
LAuUE, E.D., Nature 1998, 395, 244-250.
SERRANO, M., HANNON, G.]., BEACH,
D.A., Nature 1993, 366, 704-707.
http://www.nih.go.jp/mirror/Kinases/
pkr/pk_catalytic/pk_hanks_seq_
align_long.html



30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

Hanks, S.K., QuiNN, A.M., HuNTER, T,
Science 1988, 241, 42-52.

Hanks, S.K., QuiNN, A.M., Methods En-
zymol. 1991, 200, 38-62.

Hanxks, S.K., Hu~nTER, T., FASEB ].
1995, 9, 576-596.

BIOCES[E], developed by NEC Co., To-
kyo, Japan.

Brooxks, B.R., BRuccoieri, R.E., O1AF-
soN, B.D., STATES, D.]., SWAMINATHAN,
S., Karrirus, M., J. Comput. Chem. 1983,
4, 187-217.

GoODFORD, P.J., J. Med. Chem. 1985, 28,
849-856.

MIRANKER, A., Karrrus, M., Proteins:
Struct. Funct. Genet. 1991, 11, 29-34.
DEL Carprrio, C.A., TAKAHASHI, Y., SASA-
K1, S., J. Mol. Graph. 1993, 11, 23-42.
HenbpricH, M., RippMAN, F., BARNICKEL,
G., J. Mol. Graph. 1997, 15, 359-363.
SiteID is distributed by TRIPOS Associ-
ates, St. Louis, MO, USA.

Alpha Site Finder is distributed by
Chemical Computing Group Inc., Mon-
treal, Quebec, Canada.

DE Azevepo, W.F., JR, MUELLER-DIECK-
MANN, H.-]., ScHU1ZzE-GAHMEN, U,,
WoriAND, P.]., SausviiLg, E., Kim, S.-
H., Proc. Natl. Acad. Sci. 1996, 93, 2735—
2740.

LAwRIE, A.M., NoBLE, M.E. M., TUNNAH,
P., BrownN, N.R,, Jounson, L.N., ENDI-
cotr, J.A., Nat. Struct. Biol. 1997, 4, 796~
801.

DE Azevepo, W.F. Jr., LECLERC, S., MEI-
JER, L., HAVLICEK, L., STRNAD, M., Kim,
S.-H., Eur. ]. Biochem. 1997, 243, 518—
526.

KiEBE, G., MARTIN, Y.C., eds., Perspective
in Drug Discovery and Design, Vol. 20,
KLUWER/ESCOM, 2000.

BoenM, H. -J., SCHNEIDER, G. (eds.),
Methods and Principles in Medicinal Chem-
istry, Vol. 10, Wiley-VCH, Weinheim,
2000.

Murcko, M.A., An Introduction to de
Novo Ligand Design in Practical Applica-
tion of Computer-Aided Drug Design CHAR-
1FsoN, P.S. (ed.), Marcel Dekker Inc.,
New York, 1997.

Kuntz, I.D., BraNEY, ].M., OATLEY, S.].,
LANGRIDGE, R., FERRIN, T., J. Mol. Biol.
1982, 161, 269-288.

48

49

50

51

52

53

54

55

56

57

58

59

60

61

62

63

64

65

6.9 References

Ewing, T.J.A., MAKINO, S., SKILLMAN,
A.G., Kuntz, 1.D., J. Compt.-Aided. Mol.
Design 2001, 15, 411-428.
YAMADA-M1ZUTANI, M., Tom10KA, N.,
Ita1, A., J. Mol. Biol. 1994, 243, 310-326.
Morris, G.M., GoopskLL, D.S., HALLI-
pay, R.S., Huey, R., HArT, W.E., BELEW,
R.K,, J. Comput. Chem. 1998, 19, 1639—
1662.

Murray, C.W., Crark, D.E., AUTON,
T.R., FirTH, M. A,, L1, J., SYKES, R.A.,
Waskowycz, B., WEsTHEAD, D.R.,
Young, S., C., J. Compt.-Aided Mol. De-
sign 1996, 11, 193-207.

RAREY, M., KRAMER, B., LENGAUER, T.,
KieBg, G., J. Mol. Biol. 1996, 261, 470-
489.

LigandFit is distributed by Accelrys Inc.,
San Diego, CA, USA.

NISHIBATA, Y., ITAI, A., Tetrahedron 1991,
47, 8985-8990.

NisHIBATA, Y., ITAL A., . Med. Chem.
1993, 36, 2921-2928.

Boeuwm, H.J., J. Comput.-Aided Mol. De-
sign 1992, 6, 61-78.

Boeuwm, H.J., J. Comput.-Aided Mol. De-
sign 1992, 6, 593-606.

GiLLET, V.]., JOHNSON, A.P., MATa, P.,
SIKE, S., Wittiams, P., J. Comput.-Aided
Mol. Design 1993, 7, 127-153.

E1sen, M. B., WiLEgy, D.C., KarrrUs, M.,
HusBarD, R.E., Proteins Struct. Funct.
Genet. 1994, 19, 199-221.

CiArk, D.E., FRENKEL, D., LEvy, S.A., L1,
J., Murray, C.W., Rosson, B., Waszko-
wycz, B., WestHEAD, D.R., J. Comput.-
Aided Mol. Design 1995, 9, 13-32.
PeariMAN, D.A,, Murcko, M. A., J. Med.
Chem. 1996, 39, 1651-1663.

LeapFrog is distributed by TRIPOS As-
sociates, St. Louis, MO, USA.

Wryss, D.F., McCoy, M.A., SENIOR,
M.M., Curr. Opin. Drug Discov. Develop.
2002, 5, 630-647.

CARR, R., JHoTI, H., Drug Discov. Today
2002, 7, 522-527.

Swayzg, E.E., JEFFERSON, E.A., SANNEs-
LowEery, K. A., BryN, L.B., RiseN, L.M.,
ARAKAWA, S., OscooD, S.A., HOFSTADLER,
S.A., GrIFfEy, R.H., J. Med. Chem. 2002,
45, 3816-3819.

169



170

6 Structure-Based Design of Potent and Selective Cdk4 Inhibitors

66

67

68

69

Giiiet, V.J., Myart, G., Zsorpos, Z.,
Jounson, A.P., Perspect. Drug Discov. De-
sign 1995, 3, 34-50.

Iwama, T., HoNMa, T., IKEURA, C., FuNa-
BAsHI, H., Morisuima H., unpublished
results.

Database searches were carried out using
ISIS/base. In ISIS/base, the author can
assign the atom list, ring bond count and
substitution count to each atom, and also
assign the bond list to each bond when
making queries for searching compound
databases. In addition, the reaction cen-
ter can be assigned to each bond when
making queries for searching reaction
databases. The atom list and bond list in-
dicate atomic species and bond orders
that are allowed. The ring bond count
shows numbers of additional rings that
are allowed. The substitution count indi-
cates numbers of additional substituents
that are allowed. The reaction center is
the changing pattern of the bond be-
tween the reactant and the product on
searching reaction databases.

The available chemicals directory is dis-
tributed by MDL Information Systems,
San Leandro CA, USA.

70

Al

72

73

74

CHEN, J.M,, Neson, F.C,, Levin, J. 1,
Mositio, D., Moy, F.J., NITAKANTAN, R.,
Zasx, A., Powers, R., J. Am. Chem. Soc.
2000, 122, 9648-9654.

IveErseN, L.F., ANDERSEN, H.S., BRAN-
NER, S., MORTENSEN, S.B., PeTERS, G.H.,
Norris, K., Orsen, O.H., JEPPESEN,
C.B., Lunprt, B.F., Rirka, W., MOLLER,
K.B., Mo1LEr, N.P.H., J. Biol. Chem.
2000, 275, 10300-10307.

Bavwy, C.1., Brack, W.C,, LEGER, S., Our-
MET, N., OUELLET, M., PERCIVAL, M.D.,
Bioorg. Med. Chem. Lett. 1999, 9, 307—
312.

KurumBeaili, R.G., STEVENS, A.M.,
GIERSE, ]. K., McDONALD, J.]., STEGE-
MAN, R.A., PAK, ].Y,, GILDEHAUS, D.,
MivasHIRO, J.M., PENNING, T.D., SEI-
BERT, K., [sakson, P.C., STALLINGS,
W.C., Nature 1996, 384, 644—648.
MepEMA, R.H., HERRERA, R.E., LaMm, F.,
WEINBERG, R.A., Proc. Natl. Acad. Sci.
USA 1995, 92, 6289-6293.



7

Crystallization and Analysis of Serine Proteases with Ecotin
SANDRA M. WAaUGH and ROBERT J. FLETTERICK

Abstract

Ecotin is a macromolecular inhibitor of serine proteases. It is remarkable in bind-
ing and blocking activity of virtually all serine proteases with the canonical Asp-
His-Ser catalytic triad, regardless of the amino acid sequence or substrate specific-
ity. It forms a heterotetramer that inhibits the protease by presenting a substrate-
like, 11 amino acid loop to the active site. Since ecotin mimics a substrate, it de-
fines the amino acids of the protease that are important for substrate binding and
potentially for drug design. The ecotin-protease complex, itself, is well suited for
crystal growth and three-dimensional structure determination. The 13 currently
available three-dimensional structures of ecotin molecules are reviewed here,
along with the protocols for expression, purification and formation of an inhibited
tetramer. An analysis of ecotin and protease contacts suggests how the ecotin-de-
fined active site cleft can be used for drug design.

7.1
What is Ecotin?

Ecotin (eco) is a potent inhibitor of serine proteases that is derived from Escheri-
chia coli. It was originally named for its ability to inhibit trypsin (E. coli trypsin in-
hibitor), but it is known to interact with and inhibit virtually all characterized tryp-
sin-fold serine proteases. It is insensitive to the active site P1 preference of the
protease (the amino acid N-terminal to the cleaved or scissile bond ") and inhibits
proteases with specificity towards basic, large hydrophobic, small aliphatic and
acidic amino acids [2]. This remarkable breadth of inhibition classifies eco as a
fold-specific inhibitor. It forms a unique tetrameric complex consisting of two pro-
tease molecules and two inhibitor molecules (the E,P, complex), binding in a bi-
dentate manner with two surface loop regions known as the primary and second-
ary sites (3) (Fig. 7.1). Eco itself is a 142 amino acid protein that forms a stable

1) Serine protease substrate recognition sites are labeled according to the method of Schecter and
Berger [1].
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Primary

Protease
£y

Secondary
Binding
Site

Ecotin

Dimerization
Interface

Binding Site

Fig. 7.1 The tetramer of eco bound to a
serine protease. Visualized as a cartoon of
the canonical protease and eco interaction
(a), and (b), as two views of the three di-
mensional solution of DT02N trypsin in
complex with eco [3]. Each eco molecule
has three protein—protein interaction sur-
faces. The C-terminus forms an anti-parallel
S ribbon to complete the ecotin dimer inter-
face. The 80’s and 50’s loops form the pri-
mary binding site by interacting with the
protease at the active site cleft in a sub-
strate-like f-sheet conformation. The 60's
and 100’s loops of eco form the secondary
binding site by interacting with the C-termi-
nal a-helix of the protease. Note that each
eco molecule contacts both of the protease
molecules. Two eco molecules (black and
medium grey) form a pair of interactions
each with two protease molecules (light
grey). The catalytic triad residues Ser-195,
Asp-102 and His-57 are in black ball and
stick representation. This figure was made
with Molscript [37] and Raster 3D [38].




7.2 Methods

17 kDa dimer held by an arm-in-arm anti-parallel § ribbon interaction between
the two C-termini. The extensive dimer interface characterizes eco as a domain
swapped dimer [4]. The three-dimensional structure of eco is composed entirely of
f strands and has been described as a modified jellyroll structure [3]. Separate seg-
ments of the eco chain form two spatially independent binding sites to bind to
two protease molecules [3, 5].

The primary site binds in a manner that mimics a protease substrate, forming
between three and eight main chain hydrogen bonds in a f-sheet conformation
along the active site cleft. This substrate-like binding defines the substrate bind-
ing cleft in seven serine proteases to date. The 80’s loop of eco makes an ex-
tended interaction with the protease while the 50’s loop of eco has two functions.
It stabilizes the 80’s loop through the formation of hydrogen bonds and a disul-
fide bridge between Cys-51 and Cys-86, and interacts directly with the protease.
Eco is a potent inhibitor due to the primary site loops, but the method of the inhi-
bition is still undefined. It is proposed that the protease is inhibited by excluding
water from the active site and preventing deacylation of the acyl-enzyme inter-
mediate, the second step in hydrolysis [6]. The eco 80’s loop C-terminal to the
cleaved bond may also stay strongly associated with the active site and increase
the reverse, ligating reaction [7].

The secondary site of eco binds to the protease over 20 A away from the active
site and forms up to 30 van der Waals interactions and up to five additional hy-
drogen bonds. An additional important source of binding energy and association,
the secondary site is composed of the 60’s and 100’s loops of eco and a hydropho-
bic patch near the protease residues 91 to 94 and the C-terminal a helix amino
acids 236 to 242. This patch and helix separated from the 80’s loop accounts for
the fold specificity of eco. Each inhibitor molecule forms an interaction with both
proteases of the tetramer in a clamp configuration that can be adapted to fit most
serine proteases.

Because of the large number of proteases it inhibits, WT (wild type) eco has be-
come useful as a biochemical tool. As a selective inhibitor of serine proteases, eco
has been used in cell culture assays to probe enzymatic activity as well as to ti-
trate the percentage of catalytically active molecules of a previously uncharacter-
ized serine protease [8]. Immobilized eco has been used for the direct purification
of trypsinogen [9]. Finally, eco selectively identified a novel protease implicated in
prostate cancer, membrane type serine protease I (MT-SP1) [10].

7.2
Methods

7.2.1
Expression of Wild Type Ecotin

The following protocol for the expression and purification of WT eco and many of
its variants is a compilation of current strategies from the Craik, Fletterick and La-
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zarus groups [4, 11, 12]. Eco is expressed in the bacterial strains JM101 or BL21,
or an E. coli ecotin knockout strain, IMAeco], generated in the Craik Lab (Ian
Murray, unpublished results). Eco variants are generated in the pBS vector using
the Kunkle mutagenesis protocol [13], cut with BamHI and HindIII (New England
BioLabs), and ligated into the BamHI/HindIII pTacTacEcotin plasmid. IMAeco]
cells are transformed with the pTacTacEcotin plasmid and selected for growth on
LB/Ampicillin plates. A single colony is grown overnight in LB buffer plus
60 pg mL! ampicillin, and then diluted into 1 L of the same buffer. The culture is
grown with shaking at 37°C for 1h when eco expression is induced by the addi-
tion of IPTG to 200 mM. Protein expression continues overnight and up to 12 h.

7.2.2
Purification of Wild Type Ecotin

The cells are harvested by centrifugation at 6000 g for 30 min, and the superna-
tant discarded. Osmotic shock is used to selectively lyze the cells and free the peri-
plasm, by resuspending the cell pellet in 10 mM Tris pH 8.0, 25% sucrose plus
15 mg mL™" lysozyme (Sigma) and incubating with shaking for 1 h. The superna-
tant is retained for the next step where, due to the incredible stability of eco, it
can be separated from many of the remaining proteins by acidification. The solu-
tion is dropped to pH 2.8 by the gradual addition of 1 M HCI, incubated for
30 min and centrifuged. The acid-soluble supernatant is returned to neutral pH
by the addition of 1 M Tris pH 8.0 and followed by the addition of NaCl to 0.3 M.
Neutralization is followed by immersion in boiling water for 10 min. After the ap-
pearance of visible white protein precipitate, the supernatant is isolated by centri-
fugation and dialyzed into distilled water. The resulting eco solution is concen-
trated and purified to homogeneity by reversed phase HPLC chromatography
using a C4 peptide and protein column (Vydac, 5 pm, 4.6x250 mm) with a 20—
60% gradient of 0.1% trifluoroacetic acid and 0.08% trifluoroacetic acid, 95% acet-
onitrile. Eco generally elutes at a solution content of 35% acetonitrile. The now
pure eco is lyophilized and resuspended in distilled water, or a storage buffer
composed of 50 mM Tris pH 8.0, 10 mM NaCl. The eco concentration is verified
by absorbance at 280 nm and SDS-PAGE. Eco has a calculated extinction coeffi-
cient at 280 nm of 21860 M~' cm™', and runs as a monomer of 16 kDa on SDS-
PAGE (Fig. 7.2). Typical yields for a preparation of wild type eco range from 80 to
150 mg L', Measurement of eco by MALDI-MS confirms that the molecular mass
is 16090 kDa.

Several modifications of the above protocol have been described for eco purifica-
tion. These are very useful for the purification of eco variants as they consist of a
gentler series of purification steps. Following the acidification step, the protein is
dialyzed into distilled water and subjected to a 65% (w/v) ammonium sulfate pre-
cipitation. The insoluble fraction is resuspended in distilled water, dialyzed into
10 mM Tris pH 8.0, and concentrated. The resulting protein is purified to homo-
geneity by FPLC chromatography on a Mono-Q anion exchange column (Pharma-
cia) with a slow gradient of 0-15% NaCl.
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Fig. 7.2 Wild type eco purification followed lized supernatant; column 8, soluble fraction
by SDS-PAGE. (a) Consecutive steps of eco after boiling; column 9, purified eco before
purification. Column 1, molecular weight mar-  the column chromatography step. (b) Com-
ker from the bottom: 3, 5.6, 14.8, 20.1, 29.3, plex formation with purified eco. Column 1,
44.7 kDa; column 2, pre-induction; column 3, molecular weight marker from the bottom:
periplasmic fraction; column 4, supernatant 6.5, 16, 25, 32.5, 47.5, 62, 83, and 175 kDa;
following acidification; column 5, insoluble column 2, purified eco [81-84 IEPD]; column
pellet following acidification step; column 6, 3, purified GrB [N66Q]; column 4, purified
molecular weight marker; column 7, neutra- complex of inhibitor and protease.

723

Crystallization of Ecotin and Protease Complexes

Eco forms trimers of two inhibitors to one protease molecule when excess eco is
present [4]. To form the tetramer preferentially, mix the ecotin and protease in a
0.75:1 ratio. An additional purification step should be performed to remove any
excess protease. The complex can be purified to homogeneity by a repetition of
the final protease column purification or by FPLC chromatography on a Superdex
75 gel filtration column [4] (Pharmacia).

7.3
Representative Examples of Ecotin and Protease Structures

Eco is a powerful tool for defining the active sites of serine protease due to the ex-
tended substrate-like interaction that it makes with the protease. The three-dimen-
sional structure of a complex with eco has many advantages that a structure of a
protease alone or bound to a small molecule inhibitor does not have. Eco can be
used to take a molecular impression of the serine protease active site and reveal
features that determine substrate preference. These features are used to design
specific inhibitors with therapeutic prospects. Often, a small molecule inhibitor is
used to define a protease active site cleft, but the resulting structures have particu-
lar drawbacks. Typically, a small molecule inhibitor lacks the prime side interac-
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tions within the substrate-binding cleft and does not extend to greater than the S4
pocket on the non-prime side. In the following paragraphs, we will briefly review
three structures to highlight how eco defines the extended substrate binding of a
serine protease. The fiddler crab collagenase structure defines the limits of the ex-
tended substrate binding [14], the rat granzyme B (grB) structure highlights an
unusually accurate substrate-like interaction [15], and the factor Xa structure de-
fines potential inhibitor pockets and visualizes a previously unstructured domain
[15a].

7.3.1
Ecotin Defines the S7 Through S4' Subsites of Collagenase

Fiddler crab collagenase is a unique collagenase of the chymotrypsin fold. While it is
not a potential therapeutic target, the structure with eco defines the largest interac-
tion surface between eco and a protease to date, and facilitates modeling of a col-
lagen substrate into the active site. Collagenase cleaves collagen into the signature
one-fourth and three-fourths-length fragments [16], hydrolyzes tetrapeptide sub-
strates containing a variety of P1 amino acids including Tyr, His, Leu, Arg and
Lys [17, 18], and is inhibited by WT eco with an inhibition constant of
510+60 pM. It was hypothesized that the specificity determinants are very broad
but selective for extended amino acids without a Pro or hydroxy-Pro. This selectivity
would isolate portions of the collagen that have lower melting energies making them
more suitable for proteolysis. The three-dimensional structure of collagenase and
WT eco defines the largest primary site interaction to date between a serine protease
and an eco molecule by filling the S7 to S4' subsites of the enzyme and burying
1950 A? of surface area [14]. Eco forms three additional main chain hydrogen bonds
with collagenase at the P6 and P7 amino acids that are not found in the trypsin com-
plex. At the secondary site, eco buries 1060 A* and makes two additional hydrogen
bonds between the Glu-92 of the protease and the 60’s loop of eco.

The additional interaction at the collagenase extended sites is offset by the loss of
three hydrogen bonds in the core region of ecotin. These probably contribute to the
flexibility needed to fit the 80’s loop so deeply into the protease binding cleft. In this
complex structure, the eco molecule is rotated several degrees compared with the
trypsin complex. Eco monomers generally rotate and translate up to 5 A relative
to each other between solved complexes [19]. This is attributed to a hinge motion
around the dimer interface of eco, as if eco were a clamp that adjusts to each of
the protease targets presented to it. The secondary site C-terminal helix of collage-
nase is almost 1.5 A from the comparable trypsin helix. Adjustments in the eco mol-
ecule to accommodate this movement are the reason for the rotation and translation
of the dimer and the loss of three stabilizing hydrogen bonds in the eco protein core.

The structure of collagenase and eco highlights an important aspect of the eco-
protease interaction—flexibility. The eco dimer is extremely accommodating of the
differences between serine protease molecules because it binds at two relatively in-
variant regions, the substrate binding cleft and the C-terminal a helix-90’s loop.
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These interactions are found throughout the family of serine proteases and repre-
sent side chain-insensitive substrate binding surfaces.

73.2
Ecotin as a Tight Binding Substrate

The structure of the complex of rat grB [N66Q ] and eco [81-84 IEPD] [15] shows the
mechanism of aspartic acid recognition, a unique specificity in serine proteases. GrB
is a serine protease with an important initiating role in apoptosis. It is packaged in
the granules of cytotoxic lymphocytes with a family of serine protease named gran-
zymes, the putative pore forming protein perforin and proteoglycans [20]. In these
secretory granules, the proteases are activated by the protease dipeptidyl protease
IT [21, 22]. Upon detection of a target cell, the granules are released directionally
and enter the target cell with the aid of perforin. In the target cell, grB is responsible
for the activating cleavage of caspases, and the direct proteolysis of substrates impor-
tant for the apoptotic cascade [20]. GrB has also been implicated in the generation of
autoimmunogenic peptides [23] and is found active and at high levels in the synovial
fluid of patients with rheumatoid arthritis [24, 25] making it a potential therapeutic
target. Despite a strict requirement for acidic residues at P1, grB is still inhibited by
eco with an inhibition constant of 2+5 nM [8].

To generate an inhibitor mirroring the substrate specificity of grB for crystalliza-
tion, a series of eco variants were engineered by sequentially mutating the 81
through 86 loop positions. Mutations at a single site, eco [M84D], encompassing
the P4-P1 sites, eco [81-84 IEPD], and the P4-P2’ sites, eco [81-86 IEPDWG],
were constructed. Inhibition constants were calculated according to tight binding
inhibitor theory [26], and are all in the 1 to 10 nM range (Fig. 7.2). When visual-
ized by SDS-PAGE, two distinct degradation bands appear at approximately 8 and
9 kDa for the variant eco complexes. These fragments are the expected size if clea-
vage by grB occurs at the active site 80’s loop (Fig. 7.3). Although the inhibitor is
cleaved, proteolytic activity measurements confirm the inhibition. All of the eco
variants in complex with grB-formed crystals, and eco [81-84 IEPD] produced
crystals of appropriate resolution for structure determination. Eco [81-84 IEPD]
was constructed to reflect the specificity at the P1 to P4 sites of grB. The wild
type eco P1’-Met and P2'-Ala already fit the grB substrate profile. Previous altera-
tions to eco that altered the primary binding site loop to a substrate for the pro-
tease have resulted in an inhibition incompetent eco. It is possible that eco forms
a transient covalent complex and that the 50’s loop interaction prevents the attack
of water that relieves the complex. The secondary site 60’s and 100’s loops may
also contribute energy to the stabilization of the tetramer.

The structure of grB and eco illustrates the amino acids in the active site of grB
that make contact with an ideal substrate, and provide a template for use in com-
putational drug design efforts. A set of ten amino acids found along the binding
site cleft of grB includes sites identified through mutational studies on other pro-
teases, such as structural positions 192, 226, 189, 99 and 215, and sites not pre-
viously considered a part of the extended binding site region including 171, 174
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Fig. 7.3 SDS-PAGE analysis of the

Ecotin Inhibition, K; (nM) substrate-like features of eco. (a) In-
hibition constants for a panel of eco-
WT 1+3 tin mutants where the ecotin 80’s
M84D 1+5 loop is gradually altered to match
81-84 IEPD 5+2 the ideal grB substrate specificity,
81-86 IEPDWG 11+4 and (b) SDS-PAGE analysis of the
(@) [81-86 IEPDWG] eco when reacted
with WT grB. The eco band is cut
-—minutes— into fragments of 8 and 9 kDa corre-
g6 eco- 1030 0 2 sponding to cleavage at the D/W
- bond of eco. The E,P, complex is
=" further purified before crystallization.
32.5 - - — e -
25 - - — -
16.5 - - — z -
6.5- —_— e A =

and 218. These structural determinants are now under investigation to under-
stand their role in the unique extended specificity of grB (S.M. Waugh, R.]. Flet-
terick, and C.S. Craik submitted).

733
Ecotin Defines Regions Distal to the Factor Xa Protease Domain

Eco is a potent inhibitor of many members of the blood coagulation cascade in-
cluding plasma kallikrein, factor XIla [27], factor IXa and factor Xa [11]. Factor Xa
acts as the adaptor of clotting signals from the extrinsic and intrinsic pathways,
amplifying the signal by binding to factor Va and proteolytically activating throm-
bin. Factor Xa is composed of a serine protease heavy chain and a disulfide-linked
light chain composed of a pair of epidermal growth factor (EGF) repeat regions
and a p-carboxy-glutamic acid-rich domain (Gla domain). The protease domain is
activated by the factor IXa—factor VIII complex or the tissue factor-factor VIla
complex. Factor Xa has been the focus of many drug design programs for this im-
portant role in the generation and maintenance of blood clots. The first crystal
structure of factor Xa was solved without a peptide-derived small molecule inhibi-
tor bound in the active site [28]. The uninhibited protease is a good starting point
for drug design, but missing possible substrate interactions. WT eco is the most
potent macromolecular inhibitor of factor Xa to date, and the M84R mutation low-
ers the inhibition constant from 54 pM to 11 pM. Recently, the X-ray crystallo-
graphic structure of factor Xa bound to M84R eco has been solved. Not only does
the ecotin primary site interaction define the specificity determinants of the pro-
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tease-binding site from P6 to P2’, but more of the light chain is ordered than in
any other solved structure [15a].

At the primary interaction site, M84Reco defines the amino acids that contact
the substrate-like 80’s loop. A hydrophobic P4 interaction occurs between Trp-215,
Tyr-99 and Phe-174 of the protease with Val-84 of eco. GIn-192 primarily mediates
the P3 interaction. Previous structures of factor Xa bound to small molecule inhi-
bitors also implicated these amino acids [29, 30]. The unusual preference at the
P2 substrate position for Gly and Tyr-Trp-Phe is clarified in this structure. Tyr-99
rotates over 120° from the previous position, opening up the P2 pocket to the eco
residue Thr-83, and closing down the S4 pocket. This conformational change at
Tyr-99 explains the factor Xa preference for large hydrophobic P2 amino acids that
was so puzzling in the initial structures.

The structure with eco also visualizes the Gla domain in a previously unseen
conformation. One EGF domain is not visible in the structure, so the Gla domain
seems to float in space distant from the protease (Fig. 7.4). Mg®" ions present in
the crystallization buffer bind to the Gla domain in an intermediate conforma-
tion, filling the three high affinity and low specificity sites. This creates a domain
that is primed for formation of the omega membrane-binding loop with the addi-
tion of Ca”* to the remaining low affinity sites.

In this structure, eco defines an active site binding surface of over 1900 A2, and
explains the unusual kinetic results at the P2 substrate position. It also orders a

Fig. 7.4 The three-dimensional fold of three
serine proteases. (a) Fiddler crab collagenase
defined in complex with WT eco, (b) rat gran-
zyme B in complex with [81-84 IEPD] eco, and
(c) human factor Xa in complex with M84R eco.
Each protease is shown in grey. The catalytic
triad and amino acids contacting the ecotin
molecule in the active site are shown in grey
ball and stick representation. The ecotin mol-

ecule representing the substrate positions P4
through P2’ is shown in black ball and stick
representation. The EGF and Gla domain of
factor Xa are shown in medium grey. Note
that the EGF domain is hidden behind the

protease domain. The magnesium ions are
colored dark grey and the calcium ion is co-
lored light grey. This figure was made with
Molscript [37] and Raster 3D [38].
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portion of the protease not previously visible to crystallography, the Gla domain,
and visualizes it in a membrane-bound conformation. The new, eco bound struc-
ture reveals important portions of the molecule that were poorly understood, de-
spite the presence of multiple factor Xa structures in the literature.

7.4
Crystallization and Structure Determination of E,P, Complexes

Eco is a remarkable inhibitor. It binds to and inhibits proteases with a broad
range of pl values from 3.92 (collagenase) to 9.5 (grB) forming an E,P, complex
that typically buries between 1900 and 2500 A, This large and strongly associated
complex is able to form crystals at a range of pH values from pH 5.0 to pH 8.8
(Tab. 7.1). To bind serine proteases efficiently with many different substrate prefer-

Tab. 7.1a  Structural characteristics of solved eco structures. (a) Eco structures with no pro-
tease bound, or in complex with rat trypsin

Complex Crystallization conditions Asymmetric  Space
Eco Protease unit group
contents

WT None 50 mM Tris pH 8.5 E, P2,2;2
lecy.pdb 20-36% PEG 1500

0.1% (w/v) f-octyl glucoside
wT None 50 mM Tris pH 8.5 E P43;2,2
lecz.pdb 20-36% PEG 1500

0.1% (w/v) trehalose
W130-[ADG] None 100 mM Tris pH 8.0 E P4;2,2
1lifg.pdb 200 mM acetate

28-30% PEG 4000
15% glycerol

wT Rat trypsin 150 mM Na cacodylate pH 6.5 EP P2
[3] [D102N] 300 mM Na acetate

16.5% PEG 4000
A86H Rat trypsin 100 mM Tris pH 8.0 EP Cl21
1slu.pdb® [N143H, 300 mM Na acetate

E151H] 18-22% PEG 4000

YG9F, D70P  Rat trypsin 150 mM Na cacodylate pH 6.2 E,P, P2
lezu.pdb [D102N] 300 mM Na acetate

14% PEG 4000
M84R, 60’s Rat trypsin 150 mM Na cacodylate pH 6.2 E,P, P1
loop 300 mM Na acetate
lezs.pdb 14% PEG 4000

a) Additional structural solutions with bound metal ions: Cu, 1slv.pdb, Ni, 1slw.pdb, and Zn,
1slx.pdb.
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Tab. 7.1b  Eco structures in complex with a serine protease. The following abbreviations are
used for the complexes: E, an ecotin monomer; E,, an ecotin dimer; EP, an ecotin and protease
dimer; E,P,, a tetramer of two eco and two proteases

Complex Crystallization conditions Asymmetric Space
Eco Protease unit group
contents
WT Fiddler crab 100 mM tricine pH 8.2 to 8.8 E,P, P3,21
lazz.pdb collagenase 31-38% PEG 3350
81-84 IEPD Rat granzyme 100 mM Na acetate pH 5.8 E,P, P2
1 fi8.pdb B [N66Q] 100 mM ammonium sulfate
25% PEGmme2000
M84R Thrombin 100 mM citric acid pH 5.0 EP Cc222
1id5.pdb 10 mM sperminetetrahy-
drochloride
15% PEG 6000
WT Bovine chymo- 100 mM Na acetate pH 4.0 E,P, P2,
1n80.pdb trypsin 1.3 M ammonium sulfate
1% PEG 200
wTP Factor Xa 200 mM sodium tartrate, EP 1222
pH 7.1

20% PEG 3350
2% glycerol
wT) Rat granzyme 100 mM Tris pH 8.0 EP P2,2,2
C 125 mM Na acetate
26% PEG 4000

a) see Ref. [15a]
¢) unpublished data.

ences, eco must present a generic, yet acceptable substrate-like binding loop to all
of the protease-active sites. Protease substrates and the eco 80’s loop bind in an
anti-parallel f-sheet conformation and form up to five main chain to main chain
intermolecular hydrogen bonds [31, 32], but additional side chain interactions are
necessary. Val, Thr and Met prime the eco 80’s loop for f-sheet interactions with
the protease because they have a high likelihood of occurring in f-sheet conforma-
tions [34], and are present at the protease positions P4, P2, P1 and P1'. At P4, a
broad preference for hydrophobic amino acids occurs in positional scanning syn-
thetic combinatorial substrate library results for thrombin, trypsin and chymotryp-
sin [18]. This suggests that ecoVal-81 is an important substrate recognition ele-
ment, helping eco to fit many active sites. The two Met residues at the substrate
P1 and P1’ positions also contribute to a generic fit. They form van der Waals con-
tacts within the S1 and S1" pockets that anchor eco without forming electrostatic
interactions repulsive to another protease binding pocket.

WT eco can be engineered for greater selectivity and binding affinity. A single
mutation, M84R, at the protease P1 position, increases the affinity of eco towards
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Tab. 7.2 Inhibition constants for WT, M84R and M84R/M85R eco variants against a panel of
serine proteases. Ecotin can become a highly selective and potent inhibitor of serine proteases
through engineering with phage display [34] and molecular design [36].

Protease Ecotin Inhibition, Ecotin Inhibition,

K; (nM) K; (nM)
Rat trypsin (34) wWT 0.31+0.06 M84R 0.38+0.10
Collagenase (14) wT 0.51+0.06 M84R Not determined
uPA (34) WT 2800+ 160 M84R 3.6+0.6
Thrombin (11) wWT 3000 M84R 1.5
Factor Xa (11) WT 0.054+0.013 M84R 11
MT-SP1 (10) WT 0.782+0.092 M84R/M85R 0.0098+0.0015

most trypsin-like proteases (Tab.7.2). The blood coagulation protease thrombin
has the greatest increase in affinity to the M84R eco mutation. WT eco is unable
to inhibit the protease but M84R eco has an inhibition constant of 1.5 nM an in-
crease of 2x10* times [12]. Using the method of phage display, eco variants can
be generated that are extremely potent against such proteases as trypsin [34], uro-
kinase type plasminogen activator (uPA) [35], MT-SP1 ([10], Factor XIIa and plas-
ma kallikrein (Allart Stoop, personal communication). The mutations indicate
that targeting both the active site substrate-binding regions and distant surface re-
gions like the eco secondary binding site can discover selectivity [36].

There are ten structures of an eco molecule bound to a protease molecule avail-
able (Tab.7.1). Five of the complexes contain the E,P, tetramer in the unit cell
and five occur as an EP dimer related across a crystallographic axis to form the
tetramer. Of the nine complexes solved, seven crystal lattices are represented.
Each complex forms a unique set of crystal contacts upon formation of a stable,
diffraction quality crystal. Inspection of the protein structures indicates that less
than 30% of the crystal contacts are between two eco molecules. Instead, contacts
between the molecules in the unit cell are between loops of the protease, and they
are distributed across the entire protease surface. No region of every protease al-
ways forms a crystal contact, but the 60’s loop, 30’s loop and Pro-222 occur in
many of the complexes (Fig. 7.5). Crystal contacts range in size from a few hun-
dred A? to over 1000 A? indicating that the E,P, tetramer forms diffraction quali-
ty crystals in many crystal lattice conformations. The E,P, associations and config-
urations change depending on the protease, but the solved structures with ecotin
provide a range of models for molecular replacement methods. Most structures
have been solved with an experimentally determined EP complex or an EP model
made from the wild type protease and an ecotin molecule.
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lored black in ball and stick representation.

Fig. 7.5 The distribution of all E,P, complex

crystal contacts visualized on the E,P, tetra-
mer. The ecotin dimer is colored medium
grey, the serine proteases are colored light
grey and the crystal contact loops are colored

Note that the contacts occur all over the
available surface of the protease and less so
on the eco molecule. This figure was made
with Molscript [37] and Raster 3D [38].

black. The catalytic triad of the protease is co-

7.5
Conclusion

For two reasons, eco is useful as a tool for drug design. Firstly, eco forms a pri-
mary site interaction that defines the amino acids in contact with the P4 to P3°
amino acids of a substrate. An active site defined in this manner reflects a physio-
logical form of the binding cleft that is much larger than one defined with a
small molecule inhibitor and extends to the prime side determinants. Secondly,
eco forms a stable complex with trypsin-fold serine proteases that can form dif-
fraction quality crystals. The variety and distribution of crystal contacts over the
surface of the E,P, complex suggests it is stable in a larger range of pH, salt and
precipitating agents than the protease alone. Therefore, eco facilitates crystal
growth through the formation of a complex that samples a large number of crys-
tallization conditions and increases the likelihood of productive crystal associa-
tions over the protease alone. In the future, eco will continue to be important in
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generating X-ray crystallographic solutions of trypsin-fold serine proteases. It may
also have an important role in defining protease—protein interactions that occur
distal to the active site of the protein. Eco, with its unique ability to form and crys-
tallize stable complexes in a manner that maps the determinants of enzyme speci-
ficity, should be considered for the structure determination of any serine protease.

7.6
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8
X-ray Crystallography in the Development
of Orthogonal Ligand—Receptor Pairs

Donarp F. Doyrk and LAUREN J. SCHWIMMER

8.1
Introduction

Interactions between small molecules and proteins are ubiquitous in nature. They
are involved in almost every cellular process, from phosphates regulating signal
transduction, to enzymes catalyzing reactions, to hormones regulating gene tran-
scription. Manipulation of naturally occurring ligand—protein interactions can lead
to the creation of an orthogonal ligand-receptor pair (OLRP). An orthogonal li-
gand-receptor pair is one in which the ligand is not bound by the endogenous,
wild type (wt) receptor and the orthogonal receptor is mutated so that it will not
bind the endogenous ligand. In other words, a protein is mutated so that it no
longer binds its natural ligand, but now binds a new, synthetic ligand (Fig. 8.1).
The creation of orthogonal ligand—receptor pairs can be useful in deconvoluting
some cellular processes and also provide useful tools in the area of chemical ge-
netics.

Wikd Type Receptor Wild Type Receptor
Matural Ligand Synthetic Ligand

\/

Variant Receptar Variant Receptor tein interaction is changed to create an ortho-

Fig. 8.1 Schematic diagram showing how a
naturally occurring small molecule ligand—pro-

Matural Ligand Synthetic Ligand gonal ligand—receptor pair.
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8.2
Applications of OLRPs

Orthogonal ligand-receptor pairs have multiple applications for basic cellular and
biochemical research. They also have practical applications that could soon be in
use in the pharmaceutical and biotechnology industries.

8.2.1
Applications in Basic Research

Orthogonal ligand-receptor pairs offer the ability to control transcription with
small, drug-like molecules. The ability to control transcription with exogenous
small molecules would provide powerful tools for research. Genome projects have
revealed tens of thousands of genes with unknown functions. Orthogonal ligand—
receptor pairs controlling transcription could be used to study the function of
these genes by redirecting the receptor to bind near the promoter of the gene, de-
livering the gene for the orthogonal receptor to the cell or animal, and activating
transcription of the target gene at the desired time by adding the orthogonal li-
gand. If transcription of a set of genes in a cell line or animal were under the
control of multiple ligand-receptor pairs, simply applying the appropriate cocktail
of ligands could control multiple genes. Indeed, the levels of expression of each
gene could be titrated, not only turned just on or off.

A general method of activating transcription with small molecules would pro-
vide useful research tools for creating conditional knockout cell lines and animals.
Genetic knockouts can result in embryonic lethality, which does not allow the
gene function in a mature organism to be studied. Spatio-temporal control of
gene expression through orthogonal ligand-receptor pairs would allow researchers
to stop or start the expression of a gene at any point in development. This condi-
tional gene expression would give a better picture of the gene’s function and be
useful in elucidating signal transduction pathways.

Another method of achieving spatio-temporal control of protein function is to
inhibit the protein once it is expressed, creating conditional alleles. Genetic knock-
outs can have effects on organism that do not allow for direct study of the gene
that is removed. Sometimes the cell or organism can compensate for the loss of
the gene through redundant pathways. The genes for orthogonal proteins can be
incorporated, or substituted for the wild type protein, in the genome of an organ-
ism. An orthogonal ligand for this protein can then be used to inhibit the protein
and the effect of this inhibition can be observed. This type of orthogonal ligand—
enzyme pair can also be used to elucidate direct substrates of the enzyme. If part
of the ligand (e.g., a phosphate group) is transferred to another substrate, this
part can be radioactively labeled, resulting in a labeled product that can be de-
tected.

Signal transduction pathways can also be elucidated by incorporating variant
proteins, which require chemical inducers of dimerization to function. These
small molecules can cause two proteins to come together to initiate the signal.
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They can also be used to block a signaling pathway by capturing a protein and
not allowing it to interact with its natural substrates.

8.2.2
Applications in Applied Research

For practical applications, orthogonal ligand-receptor pairs controlling transcrip-
tion could potentially have a profound impact for gene therapy. The orthogonal re-
ceptor could be directed to activate a gene at its natural locus in the genome, which
would address the cause of the disease or induce apoptosis to kill the diseased
cell. Another possibility for gene therapy is that the orthogonal ligand-receptor
pair can be used to control the expression of another delivered therapeutic gene
(e.g., CFTR for cystic fibrosis). When the therapeutic gene is delivered, the gene
for the orthogonal receptor would be delivered with it. The receptor would be ex-
pressed under a cell-type specific promoter, bind to the synthetic promoter for the
therapeutic gene and express the therapeutic gene to the desired level by the ap-
propriate dose of the orthogonal ligand. This could potentially circumvent a cur-
rent problem with gene therapy — controlling the amount of expression of the
therapeutic protein. Under the described control, if a low efficiency of gene deliv-
ery is achieved, then the appropriate amount of protein can be achieved by in-
creasing the dose of the orthogonal ligand (within limits). Alternatively, adminis-
tering a low ligand concentration would compensate for efficient gene delivery.

Nuclear receptors function in plants. Agricultural applications of orthogonal li-
gand-nuclear receptor pairs include conditional expression of any RNA or pro-
tein, including short interfering RNAs to block gene expression, human vaccine pro-
teins, insecticidal proteins and disease resistance genes. Expressing insecticidal pro-
teins and disease resistance genes only at specific times (rather than constitutively)
would likely decrease the occurrence of resistance developing in the environment.

In signal transduction, after the orthogonal ligand-receptor pairs are used to
elucidate the pathways, they can be used to manipulate the pathways or to build
new ones. Application of chemical inducers of dimerization to this system would
permit activation of signal transduction only in cells expressing the orthogonal re-
ceptor. This system, however, could not be directed to specific target genes and
would further be limited to signal transduction pathways that already exist within
the cell. If this system were linked to a conditional allele system, new signal trans-
duction pathways within the cell could be engineered. A chemical inducer of di-
merization could be used to activate a signal transduction pathway consisting of
orthogonal ligand-receptor pairs.

83
Early Work

Hwang and Miller are pioneers in this area. They changed the specificity of E. coli
elongation factor Tu from guanosine 5-diphosphate (GDP) to xanthosine 5'-di-
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phosphate (XDP) with a single amino acid change [1]. The mutation of aspartate,
which normally forms a salt bridge with the amine at the 2-position of GDP, to
asparagine allows hydrogen bonding with the 2-position carbonyl of XDP. Be-
cause the salt bridge with GDP can no longer occur, orthogonality is introduced.

The term “orthogonal ligand-receptor pair” was first used by Schreiber and co-
workers [2]. They utilized the crystal structure of cyclophilin A (CyP) and its li-
gand, cyclosporin A (CsA), to guide the mutagenesis of CyP and synthesis of CsA
derivatives. Space created by a phenylalanine to alanine and serine to threonine
double mutation in CyP complemented the addition of a methyl group to CsA.
The methylated CsA does not bind the wild type CyP, but has a low nanomolar
binding affinity with the double variant. These first two examples show the viabili-
ty of creating orthogonal ligand-receptor pairs and that structure-guided mutagen-
esis is useful in creating orthogonal-ligand-receptor pairs.

An orthogonal ligand-receptor pair using the progesterone receptor (PR) was
created in a different way. O’'Malley and co-workers [3, 4] found that a PR trun-
cated by 42 residues from the C-terminus (PR-LBDA lost affinity for progesterone
and other endogenous steroids. However, PR-LBDA retained affinity for the anti-
progesterone and antiglucocorticoid small molecule mifepristone (RU486). In fact,
when PR-LBDA was fused with the Gal-4 DNA-binding domain (GAL4-DBD) and
a transcriptional activation domain, this receptor was activated at concentrations
as low as 0.01 nM. This concentration is well below (>1000-fold) the concentra-
tion required for mifepristone to show progesterone antagonist activity. The ability
of this mutated receptor to bind a synthetic ligand at concentrations below those
which cause biological effects and not bind the natural ligands makes this a func-
tionally orthogonal ligand-receptor pair. This system has been shown to be an ef-
fective ligand-inducible transcriptional regulator both in vitro and in a mouse
model.

8.4
Structure-Guided Mutagenesis and OLRPs

With the advent of the genomic and proteomic eras, the availability of a wide vari-
ety of crystal structures has made structure-guided mutagenesis a viable method
for the creation of orthogonal ligand-receptor pairs. By examining crystal struc-
tures of proteins with and without their natural ligand(s), researchers can identify
residues in contact with the ligand. There are two categories of mutations that
can be made: binding pocket mutations and distant mutations. Binding pocket
mutations are those mutations made with residues that directly contact the bound
ligand or define the binding pocket. Distant mutations are mutations that occur
further away from the binding pocket; they do not directly contact the ligand and
do not define the binding pocket.
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8.4.1
Binding Pocket Mutations

Binding pocket mutations have proven to be an effective location for structure-
guided mutagenesis. The interactions between the ligand and the protein can be
visualized. The residues that line the binding pocket not only define the size and
shape of the binding pocket, but also contribute to the electrostatics and hydro-
phobicity of this space. Mutations to these residues can, somewhat predictably, al-
ter the shape, size or environment of the binding pocket and, therefore, change
the binding specificity of the protein. Large amino acids could be changed to
small amino acids to open holes in the binding pocket to allow larger ligands to
bind or vice versa. Also, polar amino acids could be changed to non-polar amino
acids to make the binding pocket more hydrophobic and so forth. These types of
changes have recently been reviewed [5].

There are many examples in the literature of using binding pocket mutations to
make orthogonal ligand-receptor pairs. For the purpose of brevity, the emphasis
of this chapter will be on nuclear receptor orthogonal ligand-receptor pairs.

8.41.1 Nuclear Receptors

Nuclear receptors are a superfamily of ligand-activated transcription factors that
control a broad range of physiological processes [6-8]. They are modular proteins
consisting of two functional domains, a ligand binding domain (LBD) and a DNA-
binding domain (DBD), which are connected by a hinge region. The DNA bind-
ing domain consists of two zinc finger modules that bind six to eight base pairs
of DNA in a response element (enhancer) regulating the target gene. The ligand-
binding domain binds a small molecule ligand. Upon ligand binding, the nuclear
receptor undergoes a conformational change that recruits the transcription ma-
chinery (Fig. 8.2). Nuclear receptors function as either homodimers or heterodi-
mers. Orthogonal ligand—nuclear receptor pairs would allow control of transcrip-
tion through synthetic, drug-like molecules. This control would be useful in gene
therapy, agriculture and metabolic engineering.

Nuclear receptors are good candidates for creating orthogonal ligand—receptor
pairs for a variety of reasons. Firstly, many crystal structures are available with a
variety of natural and synthetic ligands as well as those that have no ligand pre-
sent. Therefore, these structures can be examined and used to guide mutagenesis.
Also, the binding pockets are predominantly defined by side chain atoms. Side
chains are more easily substituted than backbone atoms, which require changing
the protein fold.

Natural variations in nuclear receptors reinforce the idea that nuclear receptors
are good candidates for the creation of orthogonal ligand-receptor pairs. For ex-
ample, the human retinoic acid receptor (RAR) has three subtypes: RARa, RARf
and RARy. These three subtypes differ at 87 amino acids but have only three di-
vergent residues in the binding pocket [11] (Tab. 8.1). However, these three diver-
gent residues are responsible for different binding profiles of synthetic retinoids
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Tab. 8.1 Divergent RAR-binding pocket residues.

Fig. 8.2 The ligand-binding do-
main of the nuclear receptor RXR
binds the small molecule 9-cis re-
tinoic acid (9-cis RA). In the apo-
structure on the left, helix 12
(H12) extends out into the solu-
tion. Upon binding 9-cis RA, H12
folds back on top of the ligand
and LBD creating a binding site
for the transcription machinery.
The transcription machinery is
thereby recruited to the transcrip-
tion start site, resulting in activa-
tion of transcription. Nuclear re-
ceptors generally follow this
mechanism of ligand-activated
transcription. Coordinates from
1LBD [9] and TFBY [10].

Receptor

RAR-a S232 1270 V395
RAR-f A225 1263 V388
RAR-y A234 M272 A397

BMS753

BM3961

H
H
COOH
° COOH

BM8614

BMS411

o fw -
O

Fig. 8.3 Synthetic RAR ligands that show subtype selectivity.
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BMS753, BMS961, BMS614 and BMS411 (Fig. 8.3). Gronemeyer and co-workers
showed that mutating the residues of the binding pocket in one subtype to the
residues in another subtype (i.e., RARy A234S; M272I; A397V to make RARy — a)
changed the binding specificity of the protein. They observed that the binding pro-
file of the variant matched the binding profile of the subtype naturally containing
the binding pocket mutations and not of the parent [12]. This switch in specificity
demonstrates that simple binding pocket mutations have an effect on the specific-
ity of the receptor and that specificity changes can be predicted.

8.4.1.2 Estrogen Receptor OLRPs

The creation of orthogonal ligand—-receptor pairs using the human estrogen recep-
tor (ER) has been the target of two groups: Katzenellenbogen at the University of
Illinois and Koh at the University of Delaware. Both groups focused on the inter-
action of glutamate-353 with the hydroxyl group on the A-ring of estradiol, ER’s
endogenous ligand (Fig. 8.4).

Katzenellenbogen and co-workers [15] proposed three structure-based exchanges
to create an ERa orthogonal ligand-receptor pair: (1) reversing the roles of the hy-
drogen bond donor/acceptor, (2) shifting the position of the interaction by one car-
bon and (3) replacing a polar interaction with a non-polar interaction (Fig. 8.4).
They made three variants (E353S, E353D and E353A) and tested them against a
variety of ligands with corresponding changes. The third exchange gave the best
results. Ligand 1 (Fig. 8.5) has 35-fold greater potency with the E353A variant
than with the wild type ERa. Also, estradiol is 400-fold less potent with this vari-
ant than with wt-ERa and ligand 1 is 2000-fold less potent with wt-ERa than with
this variant. However, there is still significant activation of the E353A at endoge-
nous concentrations of estradiol making this ligand-receptor pair non-orthogonal.
This work is an important step toward understanding the ligand-receptor interac-
tions that are necessary for creating a pair that is orthogonal.

Concurrently, Shi and Koh [16] developed a similar orthogonal ligand-receptor
pair with ERaG400V (a variant that has less background activity in cell culture).
They chose to replace the intra-molecular salt bridge between E353 and R394 with
an inter-molecular salt bridge between the ligand and R394 (Fig. 8.4). They also
chose to make an E353A mutation to allow additional space at this end of the
binding pocket in order to move the E353 half of the salt bridge to the ligand.
Using molecular modeling techniques, three carboxylic acid derivatives of estra-
diol were chosen to be synthesized as potential ligands. They found that the modi-
fied estradiol with a vinyl linker, 2 (Fig. 8.5), activated ERaG400V;E353A at a con-
centration that did not activate ERaG400V. Also, estradiol does not activate the
E353A variant at endogenous concentrations. These two conditions make this pair
functionally orthogonal.

To further refine their system, Shi and Koh [17] examined this orthogonal li-
gand-receptor pair in wild type ERa (wtERa) and wild type ERf (WtERf) as well
as in the corresponding variants (ERaE353A and ERSE305A). They discovered that
ERaE353A is significantly activated by nanomolar concentrations of estradiol;
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Fig. 8.4 (A) X-ray crystal structure
of estradiol bound to human estro-
gen receptor. Residues glutamate-
353 and arginine-394 were modi-
fied in attempts to create orthogo-
nal ligand—receptor pairs. (B) Lig-
plot representation of estradiol in-
teractions with E353 and R394 [13].
Coordinates from 1A52 [14].
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therefore the ligand 2-ERaE353A ligand-receptor pair is not orthogonal. However,
2 shows a 400-fold preference for the variant ERFE305A over the wild type ERf
and a 158-fold preference for ERSFE305A over wtERa. Also, the variant ERFE353A
is not significantly activated by endogenous concentrations of estradiol. This 2-
ERPBE305A ligand-receptor pair, created using structure-guided mutagenesis, is
orthogonal to both naturally occurring ER subtypes. It also supports using polar-
group exchange as a viable method to create orthogonal ligand-receptor pairs.
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1 OH 2 OH
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Fig. 8.5 Synthetic ER ligands.

8.4.1.3 Retinoic Acid Receptor OLRPs

Koh and co-workers [18] used a charge reversal approach in an attempt to create
an orthogonal ligand-receptor pair with the human retinoic acid receptor-y (RAR-
y) and a synthetic, positively charged retinoid. RAR-y is activated by both all-trans-
retinoic acid (at-RA) and 9-cis-retinoic acid, both of which have a carboxylate
group. The crystal structures of RAR-y with these ligands suggest that this nega-
tive charge is stabilized by positively charged amino acids at one end of the bind-
ing pocket [19, 20] (Fig. 8.6). The authors hypothesized that two variants, S289D
and S289G;R278E (both residues are in the positively charged end of the binding
pocket), would bind one of five at-RA derivatives and activate the variant RAR-y,
but not activate the wild type receptor. They found that compound 3, which is
neutral, and 4, which is positively charged (Fig. 8.7), were able to induce transcrip-
tion in the S289G;R278E or S289D, respectively, over the wild type receptor. How-
ever, there is still significant wild type activity with both of these compounds, thus
neither of them can be considered orthogonal. This attempt still represents an im-
portant step in creating charge-reversed orthogonal ligand-receptor pairs and in-
creases the understanding of electrostatic interactions in ligand binding. The diffi-
culties of charge reversal were pointed out early on by Hwang and Warshel [21].

8.4.1.4 Retinoid X Receptor OLRPs
Corey and co-workers, in a series of two papers [22, 23], demonstrated that bind-
ing pocket mutations have the ability to change the specificity of ligand binding
in the human retinoid X receptor-a (RXR-a). In the first paper, the authors se-
lected two sites at which to make a variety of non-polar mutations, F313 and 1436
(Fig. 8.8) [22]. They then tested the transcriptional activation by 9-cis retinoic acid
(9-cRA) and three synthetic RXR ligands. Their results indicated that some vari-
ants showed decreased activation by 9-cRA and increased activation by synthetic li-
gands, while others retained their 9-cRA activation, but were no longer activated
by the synthetic ligands. This indicated that these residues were important for li-
gand specificity and that RXR-a and this class of synthetic ligands showed prom-
ise for obtaining an orthogonal ligand-receptor pair.

In the second paper, Corey and co-workers took a different approach to select-
ing which mutations to make [23]. After comparing the sequences of RXR-a and
RAR-y they chose to mutate ten RXR residues to the corresponding RAR residues
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Fig. 8.6 (A) X-ray crystal structure
of all-trans retinoic acid (atRA)
bound to human RAR-y. Residues
arginine-278 and serine-289 were
modified in attempts to make
orthogonal ligand—receptor pairs.
(B) Ligplot representation of atRA
interactions with $289 and R278
[13]. Coordinates from 2LBD [19].

5289

in single, double and triple variant combinations. These were tested for transcrip-
tional activation by 9-cRA, all-trans retinoic acid and five synthetic ligands. One
combination, Q275C;I310M;F313I, showed low activation by 9-cRA, but high acti-
vation by LG335 (Fig. 8.9). This is an orthogonal ligand-receptor pair, discovered
through structure-guided mutagenesis. This paper also introduces the concept of
“near drugs.” These are compounds synthesized in the drug discovery process
that show no activity with the endogenous receptor. This pool of compounds has
been shown to be an excellent source of orthogonal ligands for nuclear receptors
and could potentially apply to creating orthogonal ligand—receptor pairs for any
other drug target and its “near drugs.”



8.4 Structure-Guided Mutagenesis and OLRPs

Fig. 8.7 Neutral and positively charged syn- 3 o
thetic analogues of atRA.
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8.4.2
Distant Mutations

Distant mutations are useful in making subtle changes in the overall structure of
the protein. They may cause a chain reaction of slight differences in side chain
orientation that propagates to the binding pocket. Also, several mutations, which
have no individual effect, may have a synergistic effect to cause a favorable or un-
favorable change in the protein’s ligand binding ability. The problem is that the ef-
fect of these mutations are difficult to predict using current methods.

Using directed evolution, rather than a structure-based approach, Kagamiyama
and co-workers [24] found that distant mutations were able to alter substrate speci-
ficity of aspartate 2-oxoglutarate aminotransferase (AspAT). They found that the
combination of six mutations, N34D, I137M, S139G, N142T, N297S and V387L
(Fig. 8.10), decreased k.,/Ky, values for AspAT for acidic 2-oxo acids, the natural
ligands, by 20-fold and increased the ke,/K,, for f-branched amino acids, which
are not normally substrates, by up to 10°-fold. Examination of the crystal structure
shows that these residues are between 3.5 and 16.1 A (Tab. 8.2) from the binding
pocket. The authors suggested that these mutations combine to reorient a trypto-
phan, an arginine and a water molecule and remove steric hindrance for the f-
branch. However, the N34D mutation is more than 9 A from the binding pocket
and the authors could not speculate on the value of this mutation, even though it
proved to be essential.

The six mutations in this example were discovered using directed evolution and
not through structure-guided mutagenesis. The difficulty of trying to predict
which distant mutations should be combined to have the desired result is im-
mense. Examination of the AspAT crystal structure may have suggested some of
the mutations, which are fairly close to the binding pocket, but, using current
methods, it would have been impossible to predict the N34D mutation through
structure-guided mutagenesis or that the combination of these mutations would
lead to such a large change in specificity. This unpredictability is a major disad-
vantage and currently excludes these types of mutations from being used for ini-
tial structure-guided mutagenesis to create orthogonal ligand-receptor pairs. Iden-
tifying networks of interacting amino acids in proteins may rectify this problem.
A recent leap forward in this area has been made by Ranganathan and co-workers
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Fig. 8.8 (A) X-ray crystal structure of 9-cis reti-
noic acid (9-cis RA) bound to human RXR-a. Re-
sidues glutamate-275, isoleucine-310, phenylala-
nine-313 and leucine-436 were modified in at-
tempts to make orthogonal ligand-receptor
pairs. Indicated distances are shortest between
residue and 9-cis RA. (B) Ligplot representation
of 9-cis RA interactions with Q275, 1310, F313
and L436 [13]. Coordinates from 1FBY [10].
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[26]. They used a statistical thermodynamic method to analyze multiple sequence
alignments of protein families. They found that co-evolving amino acids form
structurally (and presumably functionally) interacting networks of amino acids.
These networks form the basis of allosteric communication within a protein. The
identification of interacting amino acid networks suggests distant mutations that
could be made in PDZ domains, G-proteins, hemoglobin and serine proteases.
The ability to identify allosteric amino acid networks from a single crystal struc-
ture rather than a family of proteins could make structure-guided mutagenesis of
distant mutations more widely feasible.
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LG335
(0]
Fig. 8.9 The synthetic “near drug”
LG335 is the orthogonal ligand in
an orthogonal ligand-receptor pair

created from the nuclear receptor
RXR-a.

COOH

Fig. 8.10 X-ray crystal structure of an aspartate aminotransferase
(AspAT) bound to its cofactor pyridoxal 5'-phosphate and aspartate.
Directed evolution techniques produced changes in ligand specifici-
ty due to substitution of the disparate positions indicated. Coordi-
nates from TART [25].
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Tab. 8.2  AspAT residues shortest distance to binding pocket.

Residue Distance (A)
N34 9.14

137 3.55

S139 7.29

N142 7.31

N297 16.08

V387 9.66

8.5

Other Examples of OLRPs

8.5.1
Chemical Inducers of Dimerization to Control Transcription

Chemical inducers of dimerization (CID) are bivalent small molecules that bind
two proteins simultaneously. The purpose of these molecules is to bring the pro-
teins together to induce signal transduction [27]. For brevity, we will limit our dis-
cussion to CIDs that directly control transcription. The basic architecture of these
systems consists of two chimeric proteins. The first contains a DNA-binding do-
main (DBD) fused to a ligand-binding domain (LBD) and the second chimera con-
tains an LBD and an activation domain (AD). The small molecule that binds both
of these proteins simultaneously induces proximity of the two proteins, resulting
in transcription activation (Fig. 8.11).

4—
Target Gene
Fig. 8.11 Chemical inducers of dimerization activation domain (AD). The CID is a bivalent
(CID) to control transcription. This system re- small molecule that binds both LBDs, brings
quires two chimeric proteins, one comprising the activation domain near the transcription
a DNA-binding domain (DBD) fused to a li- start site, resulting in activation of transcrip-
gand-binding domain (LBD), and the other tion.

comprising an LBD fused to a transcriptional
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Pollock and co-workers and Cornish and co-workers have both done work in
this area. PollocK's system [28] uses a zinc finger domain (ZFD) fused to FK506-
binding protein (FKBP) as the DBD/LBD chimera and FKBP rapamycin-asso-
ciated protein (FRAP) fused with the activation domain S3H as the LBD/AD chi-
mera. Rapamycin binds both FKBP and FRAP simultaneously [29], bringing the
AD into the vicinity of the DBD, which activates transcription. Rather than rapa-
mycin, which is an immunosuppressive drug, the CID used in this study is
AP21967 (Fig. 8.12), an evidently non-immunosuppressive rapamycin analogue
[30]. They also use an FRAP with a T2098L mutation, which enables binding of
rapamycin and AP21967. Although FRAP:T2098L binds rapamycin, a molecule
that does have biological effects, this molecule is produced by Streptomyces hygro-
scopicus, thus is not endogenous to mammalian cells. The authors reported dose-
dependent mRNA and protein production in response to AP21967. Therefore,
AP21967 and FRAP:T2098L qualify as an orthogonal ligand-receptor pair to con-
trol transcription.

AP21967

COOH O

Linker
NHz

N/\EN\ N
| A

Dexamethasone-Methotrexate

Fig. 8.12 Orthogonal chemical inducers of di-  of FRAP. Dexamethasone-methotrexate binds
merization. AP21967 is a rapamycin analogue both the glucocorticoid ligand-binding do-
that binds both FKBP and the T2098L variant main and dihydrofolate reductase.

N N NH

201



202

8 X-ray Crystallography in the Development of Orthogonal Ligand—Receptor Pairs

Cornish and co-workers [31, 32] developed a system that uses LexA fused with
dihydrofolate reductase (DHFR) as the DBD/LBD chimera and the glucocorticoid
receptor (GR) fused with B24 as the LBD/AD chimera. The CID consists of
methotrexate (Mtx), the DHFR ligand and dexamethasone (Dex), the GR ligand,
connected with a linker (Fig. 8.12). Using a lacZ reporter, which encodes the en-
zyme f-galactosidase, the authors were able to detect dose-dependent hydrolysis of
the p-galactosidase substrates o-nitrophenyl f-D-galactopyranoside (ONPG) in lig-
uid media and X-gal on solid media. Therefore, transcription is occurring in re-
sponse to this CID.

This system was actually developed to engineer enzymes to catalyze reactions in
the linker region of the CID. For this system to function it must be orthogonal to
the cell type in which it functions. This system is orthogonal in yeast, the cell
type in which it was developed. It could be extended to other cell types, but would
not be orthogonal in mammalian cells because the LBDs are endogenous in
many systems and in whole animals. The ligands that are used also bind to the
endogenous proteins, in fact, methotrexate is used as an anti-cancer drug. This
CID system could be developed for transcription-controlling applications in mam-
malian cells if it contained two orthogonal ligand-receptor pairs. Both of the
LBDs used have published crystal structures [33, 34]. Examination of these struc-
tures may suggest mutations that could be made in the binding pocket and modi-
fications that could be made in the ligands to impart full orthogonality on the sys-
tem in mammalian cells.

852
OLRPs and ATP Analogues

Shokat and co-workers have a different vision for the utility of orthogonal ligand—
receptor pairs. They use orthogonal ligand-receptor pairs of protein kinases and
adenosine 5-triphosphate (ATP) analogues to examine kinase signaling pathways.
Amino acids in the ATP binding pockets are mutated to accept ATP derivatives,
which do not bind the wild type kinases. These ligand-receptor pairs allow indi-
vidual enzyme function in this complicated signaling pathway to be studied in
two different ways.

Firstly, direct kinase protein substrates can be identified by creating synthetic
nucleotides that are substrates for the variant kinases. These nucleotides can be
7-32P labeled. This labeled phosphate is transferred to the protein substrate of the
kinase, which can be identified due to its radioactivity. This application was dem-
onstrated by Ulrich et al. [35] using p38 mitogen-activated protein kinase (p38).
The crystal structure of ¢-Src complexed with adenosine 5'-diphosphate (ADP) was
used to identify threonine 255, which is analogous to T106 in p38, as a possible
site for mutation [36]. A T106G mutation in p38 would create a pocket into which
a benzyl group could fit (Fig. 8.13). Labeled N* (benzyl) AICAR triphosphate (5-
amino-imidazole-4-carboxamide ribotide) (Fig. 8.14) was effectively used by p38
T106G to phosphorylate activating transcription factor-2 (ATF-2) and did not bind
to the wild type p38. However, p38 T106G still has the ability to use ATP as a sub-
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Fig. 8.13 (A) X-ray crystal structure of ADP

bound to c-SRC. Threonine-255 is analogous
to threonine-106 in mitogen-activated protein
kinase p38. T106 was changed to a glycine in

8.5 Other Examples of OLRPs

ADP

an attempt to create an orthogonal ligand-re-
ceptor pair. (B) Ligplot representation of ADP
interaction with T255 [13]. Coordinates from
2SRC [36].
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Fig. 8.14 The synthetic orthogonal li-
gand N*-benzyl AICAR triphosphate
does not bind the wild type p38, but
NH can be used as a substrate by the
T106G variant.
. N
N*-(benzyl) AICAR triphosphate </ | 0
N

NH,

strate. This is the first step in creating an orthogonal ligand-receptor pair for la-
beling direct substrates of protein kinases. This change in specificity is sufficient
to identify protein substrates with radiolabeled orthogonal ligands.

A second application involves creating conditional alleles. This would allow clos-
er study of the function of proteins in the kinase pathway. Variant, but functional,
kinases are incorporated into the genome. These variant kinases can then be in-
hibited by ATP analogues specific for that variant. Therefore, a specific protein
can be shutdown at a specific time and the effect can be observed immediately.
The kinase pathway is so complicated and redundant that simple genetic knock-
outs often have no phenotype because the cell compensates for the loss of a sin-
gle gene. With this chemical system, the cell does not have time to compensate.
For example, Bishop et al. [37] used the crystal structure of Hck with tyrosine kin-
ase inhibitor PP1 to identify T338, which is analogous to F88 in cyclin-dependent
kinase Cdc28, as a candidate for mutagenesis [38]. The authors hypothesized that
an F88G mutation would allow Cdc28 to be inhibited by PP1 analogues
(Fig. 8.15). They found that analogue 5 (Fig. 8.16) selectively inhibited the variant
Cdc28, but did not inhibit the wild type protein. This orthogonal ligand-receptor
pair allowed the authors to determine that Cdc28 caused a pre-mitotic cell-cycle ar-
rest in Saccharomyces cerevisiae different from that seen in previous studies [39,
40].

Both of these strategies have broader applications than the kinase signaling
pathways. Orthogonal ligand-receptor pairs could, theoretically, be made for any
ligand-receptor pair. These pairs could then be used to study metabolic pathways
and protein function, to identify small-molecule ligands and other applications.

8.6
Summary

Orthogonal ligand-receptor pairs have only just begun to make an impact on ba-
sic research. The future holds much broader impacts in both basic research and
practical applications in the pharmaceutical industry and biotechnology. X-ray
crystallographic structures have formed the basis for many structure-based



Fig. 8.15 (A) X-ray crystal struc-

ture of PP1 bound to Hck. Threo-

nine-338 is analogous to phenyl-
alanine-88 in cyclin-dependent
kinase Cdc28. T88 was changed
into a glycine in an attempt to
create an orthogonal ligand—re-
ceptor pair. (B) Ligplot represen-
tation of PP1 interaction with
T338 [13]. Coordinates from
1QCF [38].

approaches to creating orthogonal ligand-receptor pairs. Currently, binding pocket
substitutions have seen the most success, but progress is being made on the abil-

8.6 Summary

ity to use X-ray crystallographic structures to guide more distant substitutions.
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Engineering Proteins to Promote Crystallization
Le1 JiN and RoBERT E. BABINE

9.1
Introduction

Structure-based drug design has proven to be an important tool for lead identifica-
tion, optimization and determination of structure-activity relationships in the drug
discovery process [1-3]. Detailed three-dimensional structures of protein targets
with ligands provide information on exactly how small molecules bind, and en-
able a more rational approach for medicinal chemists to make new compounds.
The binding of a ligand to its target often results in large conformational changes
in the protein, which cannot be predicted by current computational tools. Thus,
there is a growing need for large numbers of ligand-protein crystal structures to
guide the iterative cycles of structure-based drug design.

With recent advances in data collection (in house and at synchrotron sources)
and automation software for structure determination, crystal structures can be
solved relatively more easily and faster than before. Although crystallization robots
and nanodrop technology allow more crystallization conditions to be screened in a
timely fashion with small amounts of protein [4], obtaining quality crystals for the
target protein and ligand-protein complexes remains a major challenge.

The general approach to crystallizing a protein is to first use commercially avail-
able screens containing a broad spectrum of conditions, such as those provided
from Hampton Research [5, 6] (hitp://www.hamptonresearch.com) and Emerald
BioStructures (http://www.decode.com/emeraldbiostructures), and then fine-tune the
conditions by systematically adjusting the concentrations of protein and precipi-
tants, varying pH values, additives, temperature and other conditions. However,
one of the parameters that is often ignored is the protein sequence itself.

In the past, a common approach was to crystallize homologous proteins from
different species if the desired protein from one source failed to crystallize. Ken-
drew pioneered this approach and selected sperm whale myoglobin for structural
studies [7]. Campbell et al. crystallized almost every enzyme in the glycolytic path-
way from different organisms [8]. In the classic Agouron paper on iterative pro-
tein crystallographic analysis [3], E. coli thymidylate synthase was used as a surro-
gate for the human enzyme due to difficulties in obtaining high quality crystals of
the human protein. For proteins from agents that infect human cells, such as
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viruses, there are often several serotypes of the same protein. This situation al-
lows the crystallographer to screen several natural proteins for their ability to crys-
tallize. For rhinovirus 3C protease, although the apo-structure was obtained from
the protein from serotype 14, subsequent structural studies of the inhibitor com-
plex were carried out mainly with the serotype 2 enzyme due to the relative ease
in obtaining co-crystals and better diffraction properties of the serotype 2 crystals
[9].

With advances in recombinant DNA technology, another approach gaining pop-
ularity is to use protein engineering to promote crystallization and for solving pro-
tein structures (reviewed in [10]). This chapter will discuss how protein engineer-
ing has become a powerful tool for improving the quality of protein crystals.

9.2
Removing Protein Heterogeneity by Truncation

Multi-domain proteins are often hard to crystallize due to the flexibility of the
linkers that connect the distinct domains. A common approach is to express and
crystallize each domain independently. In distinct-domain or single-domain pro-
teins, flexible N- and C- termini and loops can also prevent the formation of crys-
tals. Identification of the boundaries of domains and flexible loops is often cru-
cial. This information can be determined from limited protease digestion experi-
ments using proteases of different specificity and identification of proteolytic frag-
ments by N-terminal amino acid sequencing and MALDI mass spectrometry. Sec-
ondary structure analysis and sequence alignment of proteins from different spe-
cies can also help delineate boundary limits. If available, analysis of a low resolu-
tion crystal structure can determine, quite accurately, the boundary limits of flex-
ible linkers and loops. DNA engineering techniques are ideal for removing these
problem regions from the protein target to promote crystallization.

The ligand-binding domain of the GluR2 receptor produced crystals that dif-
fracted to 1.5 A resolution only after the domain boundaries were accurately iden-
tified by proteolysis and deletion mutagenesis [11]. In the case of the 24 kDa frag-
ment of the DNA gyrase B subunit from Staphylococcus aureus, the wild type pro-
tein crystallized only in the presence of a ligand and diffracted to 3 A resolution.
Analysis of the structure revealed that there was no electron density for the N-ter-
minal 23 amino acids and a loop comprising residues 109-127. Systematic re-
moval of the residues in the loop was carried out by deletion mutagenesis. The
105-127 deletion mutant was crystallized and diffracted to 2 A resolution [12]. The
ligand-binding domain of human vitamin D receptor (VDR) has an insertion do-
main connecting helices H1 and H3. The length varies between 72 and 81 resi-
dues in the VDR family compared with 15-25 residues for the other nuclear hor-
mone receptors. The sequence homology of this loop region was very low. This
loop is accessible to proteases and is not likely to be well ordered based on sec-
ondary structure prediction. Removal of the flexible insertion domain led to a
more soluble protein and yielded crystals that diffracted to 1.8 A resolution [13].



9.3 Removing Protein Heterogeneity by Point Mutation

Another example, which is directly involved in the process of structure-based
drug design, is the re-engineering of human urokinase, a cancer target [14]. Ini-
tial crystals of human low molecular weight urokinase in complex with a peptidic
inhibitor diffracted to 2.5 A resolution. The active site is in close contact with an-
other molecule related by a noncrystallographic 2-fold axis. The noncrystallo-
graphic and crystallographic packing effectively blocks the active site making it
difficult to diffuse small molecules into the active site by soaking methods. Uroki-
nase contains two chains, A and B, connected by a disulfide bond. The B chain is
the serine protease domain. In the search for a new crystal form of human uroki-
nase, the A-chain and the C-terminal region of the B-chain that were flexible in
the initial structure, indicated by high B-factors, were deleted. This shortened uro-
kinase with two point mutations (which will be discussed later) produced crystals
in a different space group with a monomer in the asymmetric unit, an accessible
active site for soaking experiments and diffraction to 1.5 A resolution. This new
crystal form was used to determine the co-crystal structures of urokinase with
small molecule inhibitors.

9.3
Removing Protein Heterogeneity by Point Mutation

It is well known that post-translational modifications are another source of hetero-
geneity for proteins. There are at least 150 different kinds of covalent modifications
of proteins, such as glycosylation, phosphorylation, S-thiolation, etc. [15]. Although
the modification itself may be very small, like the addition of a single phosphate
group, it may serve a physiological role and cause substantial conformational
changes in the protein. Post-translational modification of a protein usually changes
its molecular weight and can also change its charge. Different forms of the same
protein can be equivalent to entirely foreign proteins where the crystallization pro-
cess is concerned. The goal is to achieve the greatest degree of chemical and struc-
tural homogeneity of protein. Various enzymes can be used to remove an attached
chemical group. For example, alkaline phosphatase can dephosphorylate and glyco-
sidases can remove carbohydrate, but additional purification steps are required. A
better way to ensure the homogeneity of the protein is to mutate residues that are
subject to post-translational modification. In the urokinase example we mentioned
previously [14], two point mutations were constructed. The N302Q mutation re-
moved a glycosylation site, and C279A mutation prevented modification of the free
sulfhydryl left when the disulfide bond between the A- and B-chains was broken by
truncation of the A-chain. This truncated urokinase with two point mutations pro-
duced crystals diffracting to high resolution and suitable for ligand-soaking experi-
ments for structure-based drug design.

The struggle to obtain the crystal structure of angiotensin-converting enzyme
(ACE) is another example. ACE converts inactive angiotensin I to active angioten-
sin II which plays a critical role in the renin-angiotensin system. The many ACE
inhibitors in clinical use were developed without knowledge of the ACE structure.
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They are a first line of therapy for hypertension, heart failure, myocardial infarc-
tion and diabetic nephropathy. ACE is a highly glycosylated protein and has
proved hard to crystallize for more than two decades. Unglycosylated ACE was
shown to be inactive. There are two ACE isoforms, one in somatic tissues and
one in sperm cells. The testis ACE (tACE) is identical to the portion of somatic
ACE that is sufficient for its cardiovascular function, except for the N-terminal 36
residues. A 2.0 A resolution structure of a truncated and chemically modified
form of tACE recently became available [16, 17]. The mutant tACE (tACE3AGN]J)
lacks the N-terminal 36 residues and the C-terminal hydrophobic transmembrane
domain, was expressed in the presence of the a-glucosidase I inhibitor N-butyl-
deoxynojirimycin and was treated with endoglycosidase H to remove all but the
terminal N-acetylglucosamine residues. It was homogeneous on SDS-PAGE and
retained full enzymatic activity, but the expression level was very low. In order to
identify the minimum glycosylation requirements for the expression of enzymati-
cally active tACE, the glycosylation sites (Asn-X-Ser/Thr) on tACEA36 were sys-
tematically mutated by substituting Asn with Gln [18]. Two of the underglycosy-
lated tACEA36 mutants were expressed at significantly high levels and produced
crystals that were isomorphous with the tACEA36N] crystals, although the resolu-
tions were not as good (2.8 and 3.0 A).

9.4
Improving Crystal Packing by Point Mutation

It is well known that homologous proteins from different species do not behave
in the same way with regard to crystallization. Often the differences are a few sur-
face residues. One of the first examples of using point mutation to promote crys-
tallization was the crystallization of human H-chain ferritin [19]. Human ferritin
produced only poor quality crystals under conditions in which rat and horse ferri-
tins yielded good crystals. Introduction of a K86Q mutation at the surface of the
human ferritin allowed the formation of metal bridges in the crystalline lattice
that had been observed in the related rat and horse L-chain ferritin crystal struc-
tures and yielded high quality crystals that diffracted to 1.9 A resolution. A second
example is the elegant study from the Villafranca group demonstrating that a sin-
gle surface amino acid change had a dramatic effect on the crystallization of hu-
man thymidylate synthase (TS) [20]. The structure of the apo-enzyme of human
TS had a disordered active site and was unusable for drug design. Eleven amino
acids were chosen for point mutation based on the structures of the E. coli and
human TS, as well as sequence alignment over eight species of TS. All the amino
acids were on the surface of human TS and were not conserved. The mutations
changed either the charge or polarity of the wild type amino acid. Some of the
mutants crystallized under different conditions with different space groups to
those of the wild type TS and provided ligand-binding information. This was one
of the early examples of using site-directed mutagenesis to change the solubility
of a particular protein and introduce more favorable crystal contacts.
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Carugo and Argos compared the protein-protein contacts in monomeric protein
crystal structures with the physiological protein-protein contacts in oligmers [21].
They found that the area of the protein surface involved in packing contacts was
generally smaller and its amino acid composition indistinguishable from that of
the protein surface accessible to the solvent. Unlike physiological protein-protein
recognition processes, protein crystallization depends on seemingly “random” pro-
tein—protein interactions. Crystallization trials on bovine pancreatic ribonuclease
confirmed that nearly the entire protein surface could be involved in crystal pack-
ing contacts [22]. These make the “design” of good crystal packing very difficult, if
not impossible. There have been several examples of mutations introduced by er-
ror in the PCR process that improved the quality of protein crystals and increased
the resolution significantly [23, 24].

Sequence alignment of related proteins from different species can provide valu-
able information for determining possible residues for mutation. Hydrophobic
residues that are not conserved and are probably surface-exposed are good candi-
dates. These residues are often the cause of protein aggregation. In the case of
the integrase of human HIV-1, in order to overcome the aggregation problem of
the native protein, the hydrophobic residues were systematically replaced with
either alanine or lysine [25]. A single Phe-to-Lys mutant was highly soluble and
crystallized. It provided a crystal structure to 2.5 A resolution.

Wild type human leptin aggregates extensively. A single mutation of Trp-to-Glu
at residue 100 on the surface of the molecule dramatically improved the solubility,
allowed crystallization and provided structural information to 2.4 A resolution [26].
The tryptophan residue was not conserved in the sequence alignment of leptin
from ten different species. Mutagenesis studies on the 24 kDa fragment of the
DNA gyrase B subunit from E. coli further confirmed that single amino acid
changes on the surface can dramatically change crystallization properties [27].
Three out of nine mutants produced crystals with different morphology to that of
the wild type protein. The F104Y mutant diffracted to 2.44 A resolution, an im-
provement over the 2.9 A resolution obtained from the crystals of the wild type
protein.

A more general approach of using site-directed mutagenesis to improve the
crystallizability of a protein has been applied to Rho-specific guanine nucleotide
dissociation inhibitor (RhoGDI) [28, 29]. The hypothesis was that surface residues
with high conformational entropy, such as lysines and glutamates, are likely to
impair the formation of protein-protein contacts in crystal lattices. Replacing ly-
sines and glutamates with alanine-created epitopes that could be incorporated into
crystal contacts with lower entropic penalty, as well as removing charges to alter
the protein’s isoelectric point and solubility properties. There were no crystals ob-
tained with the wild type protein of RhoGDIA66. With single and multiple muta-
tions of RhoGDIAG66, several novel crystal forms were generated. One lysine mu-
tant diffracted to 2.0 A resolution and a glutamate mutant diffracted to 1.2 A reso-
lution. Interestingly, the new crystal contacts often incorporated the epitopes that
carried the mutated sites. Lysines and glutamates can be targeted even without
knowledge of the tertiary structure of a protein since both amino acids are almost
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exclusively located on the protein surface. Clusters of lysine and/or glutamate resi-
dues in close proximity in the sequence are good targets for mutagenesis. The
successful crystallization of the RGS-like domain from PDZ-RhoGEF is a good ex-
ample of such an approach. The wild type protein did not crystallize. One triple
mutant (K463A, E465A and E466A) out of five cluster mutations that were made
was readily crystallized and provided structural information [30, 31].

All of the above examples demonstrate that protein engineering is a powerful
tool for improving protein crystallizability. With recent advances in high through-
put methods for cloning, expression, purification and crystallization of proteins,
multiple truncation constructs with or without random or rationally selected point
mutations are easier to obtain. Engineering the target protein should be consid-
ered one of the variables for obtaining target structures in addition to more classi-
cal screening approaches that vary the solution conditions in the crystallization ex-
periment.
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10
High-throughput Crystallography

HARREN JHOTI

10.1
Introduction

In the late 1990s the concept of high-throughput crystallography was first pro-
posed. It was inspired by the significant achievements in the genomics arena in
which the DNA of several organisms, including homo sapiens, were being se-
quenced using high-throughput methodologies [1]. In fact, earlier in the decade
the broader application of “high-throughput” methodologies became common-
place within the pharmaceutical industry with the birth of high-throughput chem-
istry and screening [2]. During this period X-ray crystallography was unable to
keep pace and the other drug discovery technologies being performed in a high-
throughput mode became the focus of many pharmaceutical companies. More re-
cently, however, there has been a resurgence in interest for using structure-based
approaches, driven largely by major technological developments in crystallography,
which has resulted in many new crystal structures of therapeutic targets. Further-
more, the ability to rapidly obtain crystal structures of a target protein in complex
with small molecules is driving a new wave of structure-based drug design.

The need for “high-throughput crystallography” was originally driven not by the
drug discovery sector but by the “structural genomics” initiatives that were set-up
with the aim of solving crystal structures of representatives from protein families
for which little or no structural information was known [3]. In short, the original
goal of the structural genomics projects was to obtain crystal structures for all
known protein families. Most of these initiatives focused on different bacterial ge-
nomes but they all shared a common need to develop new methods and technolo-
gies ranging from molecular biology to protein production and structure determi-
nation. In this chapter some of these technology developments will be described
briefly and how they have enabled high-throughput X-ray crystallography to be ap-
plied within the drug discovery process discussed.
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10.2
Technological Advances

There are many areas in which new technologies and methods are being devel-
oped to enable high-throughput structure determination by X-ray crystallography
[4, 5]. The process from gene to crystal structure is clearly multidisciplinary and
advances in molecular biology, biochemistry, crystallization, X-ray data collection
and computational analysis underpin high-throughput X-ray crystallography. Many
of these advances are being made in the public-funded initiatives focused on
structural genomics. These programs began several years ago when Japan began
building the RIKEN Genomic Sciences Center in Yokohama and the USA began
funding structural genomics pilot projects under the NIGMS (National Institute
of General Medical Sciences) Protein Structure initiative [6]. Similar programs are
underway in other countries, for example, the Protein Structure Factory in Ger-
many is focusing on solving structures of human proteins in collaboration with
the German Human Genome Project (DHGP) and the European Union has re-
cently funded the Structural Proteomics in Europe (SPINE) program, which is fo-
cused on both eukaryotic and prokaryotic proteins (www.spineurope.org).

The main focus of these structural genomics initiatives is to automate all steps
of structural biology and to determine structures of proteins, using either NMR or
X-ray crystallography, for which no three-dimensional information exists [7]. In ad-
dition to these public-funded centers, some specialist biotechnology companies
were also formed in 1999 to pursue structural genomics programs. These include
Structural GenomiX and Syrrx (San Diego, CA, USA), who are making significant
developments in the automation of streamlining the gene to crystal structure pro-
cess [8]. Other companies, such as Astex Technology (Cambridge, UK) and Abbott
Laboratories (Abbott Park, IL, USA) have also developed high-throughput crystal-
lography as a novel approach for fragment-based lead discovery (see below).

10.2.1
Clone to Crystal

The process of going from the gene of interest to a suitable crystal of the protein
can be broadly separated into two stages. Firstly, significant amounts of chemi-
cally (and conformationally) homogenous protein need to be generated in a robust
and reproducible process. Secondly, the protein then needs to be crystallized in or-
der for the X-ray diffraction experiments to be performed. These two stages will
now be briefly discussed.

10.2.1.1  Protein Production

Expression, purification and characterization of a novel protein in a quantity and
form that is suitable for crystallization and X-ray analysis probably occupies 70—
80% of the time in most academic structural biology groups. Consequently, meth-
ods for high-throughput parallel expression and purification are now being devel-
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oped in many laboratories [9, 10]. Typically, 10-50 mg of protein are required to
screen sufficient numbers of crystallization conditions to obtain the initial crys-
tals. Traditionally, a handful of different DNA constructs would be generated, after
analysis of the protein sequence, in an attempt to remove flexible regions of the
protein that may hinder crystallization. Each construct would then be tested for
expression in the host cell, usually Escherichia coli or insect cells, and the level of
functional protein analyzed using bioassay and polyacrylamide gel electrophoresis
(PAGE). In the past these different constructs would be analyzed sequentially, but
recent developments in molecular biology, based on DNA recombination, now en-
able high-throughput approaches for cloning and expression where tens to hun-
dreds of DNA constructs can easily be generated to test in parallel for high expres-
sion. Protein purification has also seen significant improvements owing to the de-
velopment of affinity tags that allow proteins to be purified significantly faster
and more efficiently [11]. Automated methods based on affinity chromatography,
such as a nickel-nitrilotriacetic acid (Ni-NTA) column, are now available which
can process samples in parallel using a 96-well format [10].

Most of these developments in protein expression have been designed to im-
prove the throughput and efficiency of current in vivo methods. However, recent
developments using in vitro systems have been reported and could potentially of-
fer a new method for routine protein production. For several years there has been
interest in bacterial and eukaryotic cell-free translation systems in which cellular
components contained in artificial cells are used to generate protein but these sys-
tems have suffered from problems with stability and efficiency [12]. If they could
be made to work, these systems could express proteins which would otherwise in-
terfere with cell physiology and so offer advantages over traditional in vivo meth-
ods. For example, proteases that are toxic to the cell could be inhibited by small
molecules during expression, and post-translational modifications such as phos-
phorylation could be better controlled using these cell-free systems. Furthermore,
these systems can be used to produce stable-isotope labelling of proteins for NMR
spectroscopy [12]. Recently, workers have overcome some of the stability problems
and have developed a eukaryotic cell-free expression system, using components of
the wheat seed, which was able to maintain productive translation for 14 days, re-
sulting in several milligrams of protein [13]. These systems also lend themselves
to robotic automation, which means the amounts of protein typically produced
using this approach could be significantly scaled-up.

10.2.1.2  Crystallization

Crystallization is often regarded as a slow, resource-intensive step with low suc-
cess rates in obtaining good X-ray quality crystals. However, much of the failure
during this step can be attributed to poor quality protein samples that often have
some level of chemical or conformational heterogeneity. The use of biophysical
methods, such as fluorescence, circular dichroism, dynamic light scattering and
mass spectrometry, to characterize the protein sample rigorously is a key step be-
fore performing crystallization experiments [14, 15].
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However, significant advances in automation have also improved the process of
crystallization with the new generation of robots able to sample the multidimen-
sional space efficiently by varying precipitant concentration, buffers and pH, all
variables known to affect crystallization. For example, a crystallization robot called
Agincourt, jointly developed by the Genomics Institute of the Novartis Research
Foundation (San Diego, CA, USA) and Syrrx, is able to set-up and observe 60000
samples per day. Several other groups, such as scientists at Emerald Biostructures
(Bainbridge Island, WA, USA), the Protein Structure Factory (Berlin, Germany) as
well as commercial vendors such as Gilson-Cyberlab (Middleton, USA), have de-
veloped similar robots. Each of these crystallization robots has been designed to
optimize and speed-up the experimental process and can prepare and monitor
many thousands of experiments per day.

One key advantage of some of these robotic systems has been the capacity to
perform nanocrystallization. For example, the Agincourt robot has been designed
to dispense volumes in the 20-100 nL range, which significantly reduces the
amount of protein required for screening of crystallization conditions [16]. Using
this robot, crystals of Aurora-A, FAK and EphA2 protein kinases were grown in
vapor diffusion experiments with 50 nL sitting drops, with 1-3 mg of protein
being sufficient to set up over 1200 crystallization conditions [17]. The small drop
size volume was also reported to accelerate crystal growth with maximal crystal
size being reached within 48 hours rather than many days or weeks. These crys-
tals were suitable for X-ray diffraction studies and were used to determine the
structures of the protein kinases to high resolution [17]. Other groups have re-
ported developing batch nanocrystallization methods where total crystallization
volumes as low as 1 nL are being used [18].

One major technical challenge that nanocrystallization, in particular, has pro-
duced is that of automated crystal detection. Traditionally, a crystallographer
would need to check each crystallization drop manually for signs of crystals or
crystalline precipitant using a microscope. This clearly becomes impractical if the
drops are 10-50 nL in size. Automated methods are being developed that allow
the user to monitor and analyze the crystallization experiment [19]. Automatic
crystal identification has remained a challenge as the size and morphology of crys-
tals can vary greatly. Two approaches that are being developed for crystal detection
involve edge-detection and birefringence as protein crystals often have sharp
boundaries and are capable of altering polarized light [18, 20]. An ingenious meth-
od for analyzing the X-ray diffraction quality of a crystal while still in the crystalli-
zation drop has also been reported [21].

10.2.2
Crystal to Structure

Once X-ray quality crystals have been grown data collection using several wave-
lengths or derivatives is required in order to obtain the protein structure. X-ray
data collection has been revolutionized in the last decade by both better X-ray
sources and detectors. Third generation synchrotrons are now available across the
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world which provide high intensity X-ray beams allowing the data collection time
to be significantly reduced [22]. Synchrotron radiation coupled with charged-
coupled device (CCD) detectors have allowed complete X-ray datasets for a crystal
to be collected and processed within hours instead of days. Similarly, laboratory X-
ray sources have also been significantly improved due largely to better optics [23].

Phase determination has also become dramatically easier by the application of
synchrotron radiation to single and multi-wavelength anomalous diffraction tech-
niques, known as SAD and MAD, respectively [24]. In fact, recent reports indicate
that these anomalous diffraction methods can also be carried out on laboratory X-
ray sources [25]. Elegant molecular biology methods for inserting heavy atoms
such as selenium into the protein have been developed using auxotrophic cell ex-
pression systems [26]. This has replaced the approach of heavy atom derivatiza-
tion of native protein crystals, which was often a major bottleneck in the novel
structure determination of a protein. The percentage of protein structures solved
using these methods, such as selenomethionine incorporation, has been increas-
ing over the past decade [27].

Once a suitable electron density map has been generated many new methods of
electron density interpretation and model-building are then available, which allow
rapid and automated construction of protein models without the need for signifi-
cant manual intervention [28]. In some cases, protein models have been automati-
cally built into electron density maps in a matter of hours, rather than manually
which often takes days or weeks. However, as much of this development has been
in academic groups, most of these software tools focus only on the protein elec-
tron density and are unable to perform automated interpretation of ligand elec-
tron density. This has remained a significant problem for industrial groups who
may be performing protein-ligand crystallography for as much as 80% of their
time. To address this problem, specialized software has been developed such as
the x-ligand module in Quanta from Accelrys Inc. (San Diego, CA, USA) and
AutoSolve® from Astex. AutoSolve® allows automated analysis of the differences
in electron density to detect binding of small molecules to the protein [29]. In the
event of ligand binding, the software generates a correctly parameterized model
for the ligand, which is then fitted into the electron density and the protein-ligand
complex refined. AutoSolve® also identifies and models any solvent molecules
and protein conformational movement that may have occurred on ligand binding.

10.2.3
Progress in Structural Genomics

From the beginning the structural biology community has been divided over the
structural genomics programs, with many leading scientists critical of investing so
heavily in these centers, and claiming these exercises are analogous to “stamp-col-
lecting”. The funding is truly unprecedented with Japan promising to fund its RI-
KEN programs and eight new centers with $100 million per year over the next
five years and the NIGMS funding its centers at level of $50 million a year [6].
The critics also voiced concern over the stated goals of the programs, for example,
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the claim from NIGMS was to generate 10000 structures for unique proteins in
10 years and was considered by some to be unrealistic. Many felt that solving pro-
tein crystal structures was very different from sequencing genomes, and that the
gain in productivity seen from “industrialization” in the human genome project
would not extend to structural biology.

A recent conference to review the progress in structural genomics indicated that
some of these initial goals were indeed over-ambitious [30]. Furthermore, the pro-
ductivity of many of these centers has been disappointing with many reporting
similar problems in the different parts of the “gene-to-structure process”. For ex-
ample, the Northeast Structural Genomics Consortium (NESGC) led by Gaetano
Montelione (Rutgers University, USA), reported that from 5187 DNA targets, 917
proteins have been purified from which only 50 structures have been solved using
NMR or X-ray crystallography. Many other structural genomics centers reported
similar attrition rates at this conference, which indicates that the new high-
throughput technologies are not delivering, or at least not yet. The supporters of
these public initiatives claim it is too early to pass judgement and point to 2004
when they believe the technology will be mature enough to be truly evaluated.

The privately based biotechnology companies have, however, reported better pro-
gress leading some observers to conclude that these “industrial-scale” programs
are not best performed in academic centers. Syrrx, for example, claim to have de-
termined 56 structures of unique proteins in the last 8 months. Although most of
these structures are thought to be of bacterial origin, the company has also deter-
mined the structures of some important human protein kinases such as Aurora-
A, FAK and EphA2 [17]. Structural GenomiX also claim to have solved more than
100 crystal structures using their high-throughput crystallography platform, again
most are believed to be of bacterial proteins [29]. Astex has focused its high
throughput crystallography methods solely on human proteins that are key to
drug discovery and recently announced that it had solved the structures of human
cytochrome P450 isozymes 2C9 and 3A4. The human cytochrome P450 enzymes
play a vital role in drug metabolism and so have been of key interest to pharma-
ceutical companies for many years. However, despite many attempts to determine
their structures, these proteins have remained intractable yielding only to high
throughput crystallography methods.

Even if the original goals of the structural genomics initiatives prove to be over-
ambitious, there is little doubt that the momentum, and technologies, generated
by these programs will filter into the wider structural biology community and re-
sult in a significant increase in the number of protein structures. Currently, the
Protein Data Bank (PDB) holds around 19000 protein structures, most of which
have been determined using X-ray crystallography, and this number is expected to
rise exponentially in the coming years (Fig. 10.1) [31]. Owing to this growing
wealth of protein structure data, it is increasingly possible that a therapeutic tar-
get of interest to drug discovery scientists will have had its three-dimensional
structure determined. Therefore the focus is likely to shift from solving the struc-
ture to how protein crystal structures can be exploited in drug discovery.
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Fig. 10.1 Growth in the Protein Data Bank. For many years the number of
protein structures being determined and deposited into the PDB was linear,
however, with the advent of major technology advances over the last decade
the deposition rate has become exponential. (Reproduced from the Protein
Data Bank [31]).

10.3
High-throughput Crystallography in Lead Discovery

With the expectation that the structure of a drug target is probably going to be
known, some groups have been developing methods for high-throughput crystallog-
raphy for a very different purpose. Groups at Abbott and Astex have developed meth-
ods that focus on significantly improving the throughput of protein-ligand crystal-
lography. This can be a bottleneck in drug discovery programs that utilize struc-
ture-based drug design methods. In many of these programs the structural informa-
tion on the binding mode of compounds often lags behind the chemical synthesis,
which reduces its impact. By obtaining crystal structures of protein-ligand com-
plexes in a timelier manner, lead optimization can be performed more effectively.

Furthermore, although the structure of the native target protein is a useful start
to guide a lead discovery program, the maximum value is only derived from struc-
tures of the protein in complexes with potential lead compounds. This is due to
the fact that many proteins undergo some level of conformational movement on
ligand binding which has proved very difficult to predict from the native structure
alone. Also, water molecules often play a key role in the interactions between
small molecules and proteins and their positions need to be established experi-
mentally. The ability to determine crystal structures of protein-ligand complexes
rapidly can not only effectively guide the lead optimization phase but also allows
a new application of X-ray crystallography in drug discovery, that of a screening
technology for fragment-based lead discovery [32].
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10.3.1
Protein-Ligand Crystal Structures

The most reliable approach to determining the structure of a protein-ligand com-
plex is either by co-crystallization or by soaking the ligand into the preformed
crystal. However, when X-ray crystallography is used as a method for ligand
screening, the soaking option is much preferred. After collecting the X-ray data
from a protein crystal exposed to a ligand, the next step is to analyze and inter-
pret the resulting electron density. This step is often time consuming and re-
quires a crystallographer to spend several days assessing the data from a single
protein-ligand experiment. This is a key bottleneck to using X-ray crystallography
as a method for screening compounds. Technology advances have now been made
to automate and accelerate this step. As mentioned earlier, software tools such as
Quanta from Accelrys Inc. (San Diego, CA, USA) and AutoSolve® from Astex
(Cambridge, UK) can assist the crystallographer in the analysis and interpretation
steps.

Another area of automation that has assisted in the high throughput crystallog-
raphy of proteins and protein-ligand complexes involves hardware for mounting
and removing crystals from X-ray detectors, tasks currently performed by scien-
tists. Robotic systems have been developed which can remove cryogenically frozen
crystals from a storage dewar, place and correctly align the crystal on the X-ray de-
tector and remove after the X-ray data have been collected, ready for the next crys-
tal. Several of these systems have been developed by groups at synchrotron beam-
lines, where the data collection is often completed in a matter of minutes and the
time-consuming step has been scientists having to change crystals [33]. However,
with the advent of more sensitive X-ray detectors and more powerful laboratory X-
ray sources, in-house data collection times have also been significantly reduced, so
that a crystal-changing robot can have a significant impact on productivity within
a laboratory setting. In fact, the Automated Crystal Transport, Orientation and Re-
trieval (ACTOR) robot, which was developed by the Abbott group, was one of the
first systems and was designed for use on a laboratory X-ray source [34]. ACTOR
has subsequently been licensed to Rigaku-MSC (Woodlands, TX, USA), a leading
X-ray equipment manufacturer, who has made further improvements and now
markets this robot for both laboratory and synchrotron X-ray sources (Fig. 10.2).

The integration of these software and hardware technological developments can
allow protein-ligand crystallography to be performed with greater automation and
at a significantly faster pace in the laboratory setting. For example, the Abbott
group have reported collecting X-ray data from 18 crystals of dihydroneopterin al-
dolase in 42 hours using a Rigaku rotating anode source with a MarCCD detector
(MarUSA, Evanston, IL, USA) and the original ACTOR system [34]. Similarly, the
Astex group have a hardware configuration based on a Jupiter 140 CCD X-ray de-
tector on a Rigaku Ru-300 HR SKW rotating anode laboratory X-ray source with
an ACTOR robot (all supplied by Rigaku-MSC). X-ray data were recently collected
using this set-up from crystals of protein tyrosine phosphatase 1B (PTP1B), a key
therapeutic target for type 2 diabetes, as part of a fragment screening campaign.
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Fig. 10.2  Automation for X-ray data collection. The ACTOR robot coupled with the
new generation Jupiter CCD detectors from Rigaku-MSC (Woodlands, TX, USA)
allows rapid, unmanned data collection from laboratory x-ray sources [33].

X-ray data from 52 PTP1B crystals were collected and processed in 48 hours with-
out manual intervention (personal communication). These data were analyzed si-
multaneously for ligand binding using AutoSolve®, which in the event of binding
is able to generate a refined protein-ligand crystal structure automatically. To
further optimize the impact of protein-ligand data, crystal structures should then
be automatically presented to the medicinal chemists using a web-based molecu-
lar viewer such as AstexViewer ™, which is capable of displaying key protein-li-
gand interactions and also electron density [35]. This level of automation and
throughput is required if X-ray crystallography is to be used effectively as a screen-
ing technology for fragment-based lead discovery.

10.4
Fragment-Based Lead Discovery

There is growing interest in the use of molecular fragments for lead discovery.
One reason for this interest is due to a problem that is evident in the nature of
“hits” identified from traditional bioassay-based high throughput screens (HTS).
The average MW of successful drugs in the World Drug Index is in the low 300s,
which is similar to the average MW in current corporate compound collections
[36]. This implies that corporate compound collections have evolved to be broadly
“drug-like” instead of “lead-like” with respect to MW and other features. There-
fore, an HTS hit from a compound collection with uM affinity towards the target
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may well already have an average drug MW, however, it is likely that the MW will
increase significantly during the lead optimization process, leading to poor drug-
like properties with respect to solubility, absorption and clearance [37].

In order to address this issue several groups have been developing methods to
identify low MW fragments (MW 100-250) that could be efficiently optimized into
novel lead compounds possessing good drug-like properties. These molecular frag-
ments would by definition have limited functionality and will therefore exhibit weak-
er affinity (typically in the 100 pm—mM range). This level of affinity is outside of the
normal HTS sensitivity range and as such cannot routinely be identified in standard
bioassays due to the high concentration of compound that would be required, inter-
fering with the assay and leading to significant false positives. However, biophysical
methods such as NMR and X-ray crystallography are ideal for detecting weakly bind-
ing molecules. Different libraries of molecular fragments can be used to target a par-
ticular protein. For example, computational analysis of the proteinactive site using
pharmacophoric mapping or protein-ligand docking methods can be used to gener-
ate a focused-fragment library for a target or target class. Alternatively, diversity-
based fragment libraries can be used that have been generated by sampling scaf-
folds in known drug molecules [38]. As in conventional drug discovery, the use of
different fragment libraries in a screening campaign is influenced by the varying
importance of novelty in the initial lead compound.

A key advantage of using molecular fragments for screening is the significant
amount of chemical space that is sampled using a relatively small library of com-
pounds, typically ranging from 500-1000 compounds. For example, if the binding
of several heterocycles is probed against specific binding pockets in a protein, the
discrimination between a binding and non-binding event is dependent solely on
the molecular complementarity and not constrained or modulated by the hetero-
cycle being part of a larger molecule. This is a far more comprehensive and elegant
way to probe for new interactions than having the fragments attached to a rigid tem-
plate, as might derive from a conventional combinatorial chemistry approach.

One of the earliest and most successful applications of fragment-based lead dis-
covery using biophysical methods is that of the NMR methods pioneered by Fesik
and colleagues at Abbott and coined “SAR-by-NMR” [39, 40]. In determining struc-
ture-activity relationships (SAR) by NMR, perturbations to the NMR spectra of a pro-
tein are used to indicate that ligand binding is taking place and to give some indica-
tion of the location of the binding site. Once molecular fragments bound to the tar-
get protein have been identified they can be linked together using structure-based
chemical synthesis to improve the affinity for the target. Compounds with nanomo-
lar affinities for FK506-binding protein were discovered using SAR-by-NMR where
two ligands with micromolar affinities were tethered together [39].

10.4.1
Fragment-Based Lead Discovery Using X-ray Crystallography

X-ray crystallography has the advantage of defining the ligand-binding sites with
more certainty than NMR and the binding orientations of the molecular frag-
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ments play a critical role in guiding efficient lead optimization programs. Further-
more, ligands that bind away from the target active site can be ignored, which
provides another advantage over some NMR methods. Fragment libraries can be
screened as singlets or in cocktails by soaking pre-formed crystals of unliganded
proteins using X-ray crystallography as the primary method of detection. As the
output from an X-ray experiment is a visual description of the bound compound
(its electron density) it is possible to screen cocktails of compounds without the
need to deconvolute. An optimum cocktail size is typically between 4 and 8 and is
defined by the tolerance of the protein crystals to organic solvents and the concen-
tration at which you wish to screen each fragment. Given the affinity of many of
the fragments is expected to be within the high micromolar to low millimolar
range, the final concentration of each individual fragment is often within the 10-
100 millimolar range.

Some of the first experiments in which X-ray crystallography was used as a
“screening tool” were reported by Verlinde and colleagues who exposed crystals of
trypanosomal triosephosphate isomerase to cocktails of compounds in their
search for inhibitors [41]. More recently, Nienaber and colleagues have described a
method for screening using X-ray crystallography that focuses on soaking the tar-

HMN . NH

/D

ATO000037

NH,
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Fig. 10.3  Automatic analysis of ligand electron density. The elec-
tron density was interpreted and models of compounds automati-
cally fitted using AutoSolve®. Although the binding affinity is weak
(AT000037 ICso=46 uM; AT000056 ICso=1 mM) the fragments
bound into the pocket of Trypsin adopt a clearly ordered conforma-
tion. Electron density maps are contoured at 3¢ and density due
to protein and solvent has been removed for clarity.
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shown below. AutoSolve attempts

to fit each of the 8 molecules
oM HNH into the electron density and
ranks the goodness of fit for
o @ each one. In this way the need
O HnH for deconvolution of an active

cocktail is reduced.
[ 0
e H O cl ‘@

get crystals with cocktails of compounds having differing shapes that can easily be
distinguished by visual inspection of the electron density [42]. In these experi-
ments crystals of the anticancer target urokinase were used to screen cocktails of
6-8 compounds in an attempt to discover novel inhibitors with improved pharma-
cokinetic properties. The active compounds were identified visually from the elec-
tron density map and the experiment repeated with the actives removed from the
cocktail. In this way, multiple binders in a cocktail could be identified. Three dif-
ferent compound classes were discovered using this approach, one of which, the
2-aminoquinoline, provided the basis of a new optimized lead compound [42].
Fragment screening using X-ray crystallography can also be used in conjunction
with other biophysical methods such as surface plasmon resonance (SPR). For ex-
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ample, SPR was used by Lesuisse and colleagues to identify novel phosphotyro-
sine mimetics to incorporate into inhibitors of the Src SH2 domain [43]. Over 150
fragments were evaluated for their binding affinity for Src SH2 using SPR and
then soaked into crystals. From these experiments, 20 fragments were found to
bind at the active site and were used design low nanomolar range Src SH2 inhibi-
tors devoid of phosphate groups.

However, to fully exploit X-ray crystallography as a screening approach it is de-
sirable to implement an objective and automated process to address the key bottle-
neck of data interpretation and analysis [29]. AutoSolve®, from Astex, allows rapid
and automated analysis of electron density from fragment-soaking experiments
that use singlets and/or cocktails of compounds. Examples of electron density that
were unambiguously interpreted by AutoSolve® are shown in Fig. 10.3. In each
case the binding mode of the small-molecule fragment is clearly defined by the
electron density, which means that although the affinity may be in the millimolar
range, the binding is ordered, with key interactions being made between the com-
pound and the protein. In fact, AutoSolve® requires no human intervention if the
quality of electron density is high, and can identify the correct compound bound
at the active site from an experiment where the crystal has been exposed to a
cocktail of compounds, therefore reducing the need to deconvolute (Fig. 10.4).

10.4.2
Structure-Based Optimization of Fragment Hits

When the binding of one or more molecular fragments has been determined in
the proteinactive site, this provides a starting point for medicinal chemistry to op-
timize the interactions using a structure-based approach. The fragments can be
combined onto a template or used as the starting point for “growing out” an in-
hibitor into other pockets of the protein (Fig. 10.5). The potency of the original
weakly binding fragment can be rapidly improved using iterative structure-based
chemical synthesis. For example, in one of our lead discovery programs targeted
against the cancer target cyclin-dependent kinase 2, we identified an initial frag-
ment, AT381 (MW =134), which exhibited an ICsy of 1 mM in an enzyme assay.
Using the crystal structure of AT381 bound to CDK2 we were able to improve the
potency more than 100000-fold by synthesizing only 30 analogues (Fig. 10.6). The
resulting compound, AT3851, had an IC5o=30nM and was generated using an
iterative cycle of design and synthesis (unpublished results). Compounds from
this novel lead series are being further optimized to improve pharmacokinetic
properties and show cellular activity against a range of normal and cancer cell
lines including MRC5, HCT116 and HT29.
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Fig. 10.5 Fragment-based lead generation. Once fragments have been identi-
fied bound into the active site they can be used as a start point for iterative
structure-driven chemistry resulting in a drug-size lead compound. If two frag-
ments are bound in 2 different pockets (a) then they could be used to decorate
an appropriate scaffold (b). Alternatively, a single fragment can be rationally
modified to occupy other neighbouring pockets (c).

10.5
Conclusions

The recent increase in available protein crystal structures is driving a new wave of
interest in structure-based drug design. This trend is expected to continue as crystal
structures of more therapeutic drug targets are determined in the coming years.
Technology advances in all aspects of structural biology are fuelling this surge of
protein structure data. Many of these advances in protein production, crystallization
and structure determination have been developed as part of the current structural
genomics initiatives. High throughput crystallography methods are now being used
to solve novel protein crystal structures and protein-ligand complexes. The ability to
generate protein-ligand crystal structures rapidly allows not only accelerated lead op-
timization but a new application of X-ray crystallography, as a screening technology.
This may have particular value for fragment-based lead discovery where the initial
molecular fragments are likely to have an affinity too weak to enable detection using
traditional bioassay-based methods. Initial data generated using X-ray crystallo-
graphic screening of molecular fragment libraries indicates that novel scaffolds
can be identified and subsequently optimized using rapid structure-based synthesis
to generate useful lead compounds. The potential of this fragment-based screening
approach using X-ray crystallography may be significant, in particular against targets
which have remained intractable using conventional screening methods.
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AT381, MW=134

AT2153, MW=237

AT3851, MW=323
IC,= 30nM

AT2035, MW=316
IC;,=750nm

Fig. 10.6 Structure-based lead optimization. Structure-based optimization of the
initial fragment hit (AT381) allows affinity to be rapidly and efficiently built-up
using focused chemical synthesis. The resulting compound (AT3851) is a potent
inhibitor of CDK2 and has good physicochemical properties and shows cell-
based activity against a variety of cancer cell lines.
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Micro-Crystallization

CARL L. HANSEN, MORTEN SOMMER, KYLE SELF, JAMES M. BERGER,
and STEPHEN R. QUAKE

11.1
Introduction

With the completion of the various genome projects including the human ge-
nome, X-ray crystallography is poised to be the workhorse in the next great en-
deavor: illuminating the cellular proteomes. Just as the invention of the micro-
scope helped to bring about an understanding of life at the cellular scale [1], X-ray
crystallography has allowed scientists to observe proteins at the atomic level, driv-
ing a structural revolution in the biological and medical sciences. Unprecedented
technological advances in synchrotron X-ray sources, phasing techniques and com-
puting power have further amplified the power of this technique [2, 3].

These innovations in diffraction methods and model generation have not how-
ever been matched by the development of techniques for reliably and rapidly crys-
tallizing macromolecules. Obtaining diffraction-quality crystals remains a major
bottleneck in structure determination [4], and has prevented X-ray crystallography
from realizing its true potential. The development of generally applicable technol-
ogies that enable the robust routine crystallization of biological macromolecules
will bring about a paradigm shift in biology and drug discovery, allowing research-
ers not only to picture life at the molecular level, but also to open areas of investi-
gation that were previously inaccessible. Emergent technologies utilizing micro-
fluidics now have the potential to solve these problems on several levels, both by
allowing researchers to conduct efficient assays on the nanoliter scale, and by
pushing the development of novel crystallization techniques.

The crystallization of a biological macromolecule is realized by manipulation of
one or more chemical and thermodynamic variables, such that the solubility of a
target molecule in a concentrated solution is reduced, thereby promoting a transi-
tion to the solid phase in the form of a well-ordered crystal. In principle, any ther-
modynamic variable that may directly, or indirectly, affect protein solubility may
be used to induce crystallization. Variables that are most often manipulated in-
clude macromolecule concentration, ionic strength, identity and concentration of
precipitating agents, pH, temperature and small-molecule additives. Together,
these variables comprise a vast multi-dimensional chemical phase space that must
be systematically explored to discover crystallization conditions.
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Natural macromolecule targets for crystallography are both large and extremely
varied. Proteins, for example, are complicated polymers of amino acids with polar,
non-polar, charged and aromatic residues that interact with each other and with
the external environment. These complicated interactions result in a highly varied
and complicated phase space diagram that cannot be determined a priori. Conse-
quently, macromolecular crystallization requires a brute force approach in which
as large a volume of chemical phase space as possible must be explored. For mac-
romolecules possessing a large volume of phase space that is conducive to crystal-
lization, there is a good chance that one of the randomly screened conditions will
result in crystal formation. Since the first “hit” is not likely to be optimal, initial
successes are usually of poor quality, and may consist of spherulites (Fig. 11.1A),
phase separation (Fig. 11.1B), micro-crystals (Fig. 11.1B), needles, needle clusters,
thin plates (Fig. 11.1C), plate stacks (Fig.11.1D), or small single crystals
(Fig. 11.1E). These starting conditions can be used to initiate focused and refined
screening however, eventually producing diffraction quality crystals (Fig. 11.1F).
For macromolecules that are more difficult to crystallize, initial screens may be
too coarse to uncover promising conditions and further screening may be re-
quired. If the conditions required for crystallization are very specific, it may ulti-
mately require many thousands of experiments before a hit is detected, if at all.

The large number of experiments required to uncover successful crystallization
conditions therefore is what represents the most formidable obstacle to determin-
ing the structure of many important biological macromolecules. For example,
membrane proteins play a central role in cell signaling and are often excellent tar-
gets for small molecule therapeutics. Unfortunately, the structures of only a very
few have been determined to date, primarily because of the difficulties associated

Fig. 11.1  Examples of initial crystallization hits from a single on-
chip screening experiment of a type Il topoisomerase ATPase do-
main/ADP, 12 mg mL™". (A) Irregular spherulite. (B) Phase separa-
tion and spherulites with nucleating microcrystals. (C) Thin plate
clusters. (D) Thick plate stacks. (E) Well-formed microcrystals. (F)
Large single crystals. All scale bars are 100 pm.
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with expressing, solubilizing and stabilizing these molecules in large quantities
(>1 mg) [5-7]. Similarly, many proteins in the cell work as large complexes. Struc-
tural information of these targets provides invaluable information regarding com-
plex reactions and protein—protein interactions but such assemblies are exceed-
ingly difficult to purify in large amounts, and at times must even be purified by
processing kilogram quantities of native sources [8, 9].

Traditional techniques for the crystallization of macromolecules include concen-
tration through slow dehydration (vapor diffusion), batch and dialysis methods
and both liquid-liquid and liquid-gel diffusion experiments (for a review see [10]).
Practical limitations of traditional fluid handling approaches require that the mini-
mum volume per assay for these techniques ranges from 0.2 to 1 pL for vapor dif-
fusion and micro-batch methods, and up to 50 pL for micro-dialysis. Since protein
samples may only be available in milligram quantities, and target molecule con-
centrations are generally required in excess of 10 mg mL™, the ability to perform
nanoliter scale assays routinely would not only help to promote a more compre-
hensive screening strategy, but would also allow for experimentation with ultra-
low-abundance macromolecules.

To date robotic automation has been the dominant strategy both for miniaturiz-
ing standard crystallization protocols and for fostering high-throughput crystalliza-
tion [11, 12]. This allows more trials to be conducted with a given sample volume.
State of the art liquid handling robots are capable of accurately dispensing low vis-
cosity solutions in small volumes. These machines have been shown to increase
throughput, reduce sample consumption, and improve reproducibility [4, 13-15].
Nonetheless, there are however several drawbacks that limit robotic success and
applicability. Since dispensing robots are sensitive to solution viscosity and surface
tension, they must be properly calibrated for each working fluid, and frequently
have difficulty dispensing the highly viscous solutions (such as MPD or PEG)
used in crystallography. Furthermore, these systems require significant dedicated
space and are expensive to both purchase and maintain, making them unavailable
to the vast majority of researchers, particularly academic labs. From a progress
standpoint, these systems essentially only scale down the volumes needed to con-
duct screening by traditional methods employing low viscosity solutions. Robotics
have not necessarily changed or improved upon the efficiency of the crystalliza-
tion method itself.

11.2
Microfluidics — Method and Design

In the same way that miniaturization has impacted the electronics industry, mi-
crofluidic technologies promise to spark a revolution in the biological sciences by
integrating ultra small-volume sample processing within a chip format. The use
of nanoliter reaction volumes and highly scaleable parallel sample processing
make microfluidic technologies ideally suited to protein crystallography, where the
screening and processing of precious reagents is required. Beyond reduction in
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sample consumption, the unique properties of mixing and fluid flow at the mi-
cron scale also allow for the implementation of assays that are highly efficient at
detecting crystallization conditions. Despite this enormous potential, several tech-
nical problems have prevented the realization of the full potential of microfluidic
devices for protein crystallization.

In order to perform assays on the nanoliter scale, a system for the accurate me-
tering and dispensing of fluids is required. For such a system to be scaleable and
to have general applicability, it must be insensitive to both the surrounding fluidic
architecture and to the properties of the working fluids. In the case of protein
crystallography, this latter requirement is particularly important since the solu-
tions used in crystal trials cover a large range of chemistries, viscosities, ionic
strengths and pH. Previous work on microfluidic metering has resulted in the de-
velopment of electrokinetic metering systems that manipulate fluids by the appli-
cation of an electric potential to the terminals of the device [16-19]. Using this
technique, once the devices are calibrated, fluids may be accurately metered and
mixed on the picoliter scale [16-21]. This method is not scaleable however, and
there are additional fundamental limitations that prevent its universal application.
For example, the electrokinetic force used in these devices depends strongly on
both the properties of the working fluid and on its interaction with the channel
walls. Small changes in pH or salt concentration that result from ion drift over
time can lead to more than a ten-fold variation in injected volume. These systems
are also dependent on the viscosity and on the fluidic resistance due the sur-
rounding channel architecture. As a result, electrokinetic devices must be recali-
brated for every fluid, and are not suitable for high-throughput screening applica-
tions with a diverse ensemble of unrelated fluids. Moreover, since electrokinetic
systems have no active valves, reagents diffuse through junctions and channels
over time. This leaking dilutes and contaminates samples over time, restricting
the maximally achievable incubation times and the density at which assays may
be integrated on chip. The problem of reagent storage is particularly acute for
crystallization applications where assays may be required to incubate for several
days or weeks.

All of these problems may be addressed by using MEMS (microelectromechani-
cal systems) fabrication techniques to incorporate active mechanical valves on
chip. Traditional MEMS techniques, using “hard” materials such as glass or sili-
con, may be used to fabricate true, leak-proof mechanical valves. However, MEMS
fabrication techniques are expensive and require many processing steps, render-
ing the integration of many valves on a chip a difficult and expensive process.
Furthermore, since these valves are fabricated from hard materials, a large valve
actuator is needed to achieve valve closure at attainable actuation forces. The large
actuators of each valve and the low yield of the fabrication process impose practi-
cal constraints on the degree of integration that is possible in microfluidic devices
made from traditional MEMS techniques.

As an alternative to traditional MEMS techniques, multilayer soft lithography
(MSL) enables the facile and inexpensive large-scale integration of valves on chip
[22, 23]. MSL is an extension of the technique of soft lithography [24], which uses
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replica molding of non-traditional polymer materials from a micromachined mas-
ter. Soft lithography may be used to quickly reproduce features as small as 80 nm,
creating a soft and inexpensive negative of the original master. This technique has
found diverse applications from patterned surface deposition methods to the fabri-
cation of passive microfluidic devices [24-34]. MSL uses consecutive soft lithogra-
phy molding and bonding steps to generate complex multilayer fluidic devices
with active mechanical valves, pumps, mixers and flow control logic.

Owing to their excellent optical properties, low surface energy, and low Young's
modulus, silicone rubbers have become the most popular material for multi-layer
soft lithography. Silicone rubbers are typically formed from the combination of
two liquid components that cross-link into a flexible solid upon curing. One such
example polymer is General Electric RTV 615. Part A of this compound consists
of a platinum catalyst with polydimethylsiloxane polymers that have been func-
tionalized with vinyl groups. Part B contains silicon hydride (Si-H) groups that
covalently bond to the vinyl groups of part A, cross-linking the polymers. When
mixed at the stoichiometric ratio of 10:1 (A:B) there is an equal number of vinyl
and silicon hydride groups, allowing all groups to become incorporated into a
covalent bond. When combined at a different ratio, however, there remain active
groups that do not participate in a covalent bond, and which instead may be used
to bond two surfaces together permanently, creating a monolithic device.

A process flow diagram illustrating the steps in MSL is shown in Fig. 11.2. Two
negative molds, one defining the flow structure, and the other defining the con-
trol structure of valves, are first patterned on a silicon wafer using conventional
photolithography, leaving 10 um raised features of photo-resist. The flow layer
master is then annealed so that the photo-resist is allowed to re-flow, creating
rounded flow channels. Masters are reproduced by replica molding in silicone
rubber. A 30:1 ratio of (A:B) silicone rubber, having excess vinyl groups, is spun
onto the flow mold to a final thickness of 30 pm. A 3:1 silicone rubber layer, con-
taining excess silicon hydride groups, is cast over the control mold to a thickness
of approximately 7 mm. Once both layers are heated and allowed to partially cure,
the structures solidify. The control layer is then peeled from the mold, punched to
create valve access ports, aligned to the flow structure and the entire device is
then heated once again, causing the excess vinyl and silicon hydride groups to

Fig. 11.2  Flow diagram illustration of the technique of multilayer soft lithography.
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covalently bond. The resulting monolithic device is peeled from the flow mold
and channel access ports are punched into it prior to sealing the multilayer poly-
mer to a glass substrate. The substrate itself may additionally have structural fea-
tures, such as microwells of defined volumes that may be accessed through the
molded channels, thus providing larger localized volumes for reactions to occur.

When a control channel crosses over a flow channel, only a thin square mem-
brane of elastomer separates the two, forming a valve (Fig. 11.3A). By pneumatic
or hydraulic pressurization of the control channel, the membrane may be de-
flected down into the flow channel, causing it to seal against the glass substrate
(Fig. 11.3 B). Because of the compliance of the membrane, a hermetic seal may be
easily achieved at moderate actuation pressures even in the presence of particu-
lates or imperfections. The low Young’s modulus of the elastomer (~1 MPa ver-
sus ~ 100 GPa for crystalline silicon) allows for the closing of valves having areas
as small as 100 pm?, so that many thousands of active valves may be integrated
on a chip smaller than a credit card [23].

The actuation pressure required to close a valve is dependent on the geometry
of the valve junction. For a standard geometry of a 10 pm high flow channel, a

Fig. 11.3  Active valves fabricated by multilayer soft lithography. (A) Rendering of valve
geometry; control channel (narrow diagonal) crosses flow channel (wider diagonal)
forming a valve at the intersection. (B) Micrograph of an open valve showing control
(horizontal) and flow (vertical) structures. (C) Closed valve; application of pressure to
control structure deflects the membrane and pinches off the flow structure, creating a
fluidic seal.
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20 pm thick membrane, and a 100 pmx100 pm valve, the required actuation pres-
sure is approximately 6 psi. The strong dependence of actuation pressure on the
channel and valve geometry may be exploited to engineer bridges (valves with
very high actuation pressure) by simply tapering the thickness of a control chan-
nel in the vicinity of a flow channel that is not to be closed. By applying an inter-
mediate actuation pressure, a single control channel may be used to close a plur-
ality of selected flow channels without significantly impeding flow in adjacent
lines.

It is, however, not enough simply to create a device with many integrated
valves. The realization of highly integrated and complex fluidic devices also re-
quires that the problem of priming, or initially filling the device with fluid, be ad-
dressed. For microfluidic devices made from conventional hard materials such as
silicon or glass, this requirement may preclude the use of multiply crossing,
highly complex fluidic architectures. Such devices may therefore need to be
primed using a flow-through method, which requires an outlet through which dis-
placed gas may be vented. The introduction of the priming fluid through a com-
plex fluidic structure may trap air bubbles at junctions and other channel fea-
tures. Surface tension effects at the liquid—gas interfaces of these bubbles result
in a high effective viscosity such that they may not be easily removed and can ad-
versely affect the performance of the device. Furthermore, since a single priming
fluid must pass through the entire device, it may subsequently contaminate or di-
lute sample solutions.

These difficulties can be surmounted in silicone devices by exploiting the gas
permeability of a soft silicone polymer [35, 36]. Arbitrarily complex, connected
fluidic structures may be filled in minutes by a technique called pressurized out-
gas priming (POP). Using the POP technique, a fluid is injected into a closed
channel structure, causing the gas ahead of it to be pressurized. Owing to the per-
meability of the elastomer, the pressurized gas quickly diffuses into the bulk
material, allowing the priming fluid to completely fill the flow structure. Despite
the low surface energy of PDMS (22 mN m™"), aqueous solutions may be easily in-
troduced, at moderate pressures (1-8 psi), into channels having a minimum di-
mension of 1 um, eliminating the need for surface modification protocols. Since
no outlet is needed for venting the gas, dead-end reaction chambers and channels
may be used. By incorporating integrated valves into the flow structure, the device
may be selectively primed with different solutions, allowing for greater design
flexibility.

The ability to fill a device with many different fluids in different channels and
chambers allows for the implementation of a simple and robust geometric meth-
od of metering solutions. The principle behind this scheme is to set up a geome-
try in which two microfluidic chambers may be primed with different solutions
and connected via a fluidic interface that is controlled by a microfabricated valve
(Fig. 11.4). With a central interface valve closed, the two chambers are first dead-
end filled with two different solutions using the POP technique. Once both cham-
bers have been completely filled, containment valves are actuated, isolating the
chambers from the rest of the chip. The interface valve is then opened, creating a
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Fig. 11.4 Barrier interface metering. (A) A set with dye (13 mM bromophenol blue sodium
of microfluidic reaction chambers designed to  salt) and bottom wells are being filled with
mix two fluid samples at three distinct mixing water. (C) Chambers are sealed by actuation
ratios. Reaction chambers having approximate  of the containment valves and the interface
volumes of 5 nL, 12.5 nL and 20 nL are paired valve is released, allowing the solutions to

to produce final mixing ratios of 4:1, 1:1 and slowly mix by diffusion. (D) The complete dif-

1:4 while maintaining a constant reaction vol-  fusive mixing of an organic dye with water,
ume of 25 nL. (B) Dead-end filling of reaction resulting in three distinct concentrations in
chambers by the pressurized outgas priming the different mixing chambers.

(POP) method. Top wells have been filled

constricted fluidic connection between the chambers, and allowing them to mix
by diffusion. In this way, the chambers effectively act as microfluidic measuring
cups, precisely determining the mixing ratio by the relative chamber volumes.
Since the metering depends only on the volume of the chambers, it is an inher-
ently robust technique that is insensitive to resident fluid properties.

1.3
Utility of Microfluidics for Crystallization

In the simple configuration shown in Fig. 11.4, mixing is completely diffusive and
occurs on the order of an hour for small molecules in an aqueous solution.
Although rapid mixing of solutions at the low Reynolds numbers presents a chal-
lenge, several schemes for fast and efficient mixing have been developed. In cases
where rapid mixing is required, it is straightforward to implement the BIM
scheme into a geometry such as a ring, and then enhance mixing by active pump-
ing around the ring using a kneading or chaotic mixing configuration [37-39].
Nonetheless, for some applications it is desirable to suppress the confounding ef-
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fects of convection and instead to allow mixing that is completely diffusive. One
situation where this scheme is particularly useful lies in the crystallization of mac-
romolecules.

The simple geometric metering scheme shown in Fig. 11.4 has been used to de-
velop a highly efficient microfluidic device for protein crystallization in ultra-small
volume reactions. The crystallization chip implements 144 simultaneous metering
and mixing reactions while consuming only 3.0 puL of protein solution. A layout of
the chip (Fig. 11.5) shows 48 reaction centers (Fig. 11.4), each consisting of three
pairs of microfluidic reaction chambers with relative volumes of 1:4, 1:1 and 4:1.
Each pair of chambers is connected to the protein sample and one of 48 crystalli-
zation solution reservoirs. The chip has 480 integrated valves that are actuated
through three separately addressable control lines. As a precaution, 48 safety
valves are included at the solution inlets to avoid the unwanted loss of protein
sample in the unlikely event of an interface valve failure. The remaining two lines
simultaneously control all interface and containment valves. By virtue of this par-
allel architecture and the robustness of the BIM scheme, solutions of varying vis-
cosity, surface tension, pH and ionic strength may be simultaneously metered and
mixed at three different mixing ratios using only two hydraulic control lines.

The chip is contained within a carrier device (Fig. 11.6), which facilitates load-
ing, storage and interfacing with the control lines. The chip is secured in the base
of the carrier with the safety and interface lines directly connected to two of three
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Fig. 11.5 Parallel architecture of crystalliza- valves are actuated in parallel through two
tion chip and blow-up of a single unit cell. All control ports (red). An additional control port
unit cells are connected to a central sample (red; top right) actuates safety valves in the
port (yellow) and one of 48 unique reagent unlikely contingency of a valve failure.

ports (blue). All interface and containment
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Fig. 11.6 Crystallization chip inside carrier de-  pins (right) allow for facile loading and con-
vice. Pressure reservoir (bottom) allows for trol of chip valves.
free transport and storage of chip. Interface

carrier interface pins that are externally accessible. The containment line interface
pin is connected to the chip through a pressure accumulator. Once charged, this
accumulator acts as an on-board pressure source to maintain actuation of the con-
tainment valves for several weeks, thereby allowing the chip to be stored and
transported without the need for any external connections. The top of the carrier
has two cavities with a raised lip around the periphery and stainless steel input
ports for pressurization. The cavities mate with the 48 reagent wells, creating a
seal against the compliant elastomer chip when the plates are pressed together.
Once the carrier is assembled the cavities are pressurized, simultaneously inject-
ing the 48 crystallizing agents into the chip. The protein sample is then loaded
through a single port located in the center of the chip. A 3 pL sample of protein
is aspirated into a pipette tip, and the tip is inserted into the protein port. The tip
is then pressurized through an adapter, injecting the protein into the 144 reaction
chambers. Since the sample is introduced through a single port, there is very lit-
tle lost at the interface, and a true economy of scale is realized with more than
half the sample being used in the crystallization assays.

While the most obvious advantage of microfluidics is the enormous reduction
in sample consumption, the growth of protein crystals can also be fundamentally
improved by taking advantage of the physical properties of fluid flow at the mi-
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cron scale [36]. The successful crystallization of a macromolecule is determined
both by thermodynamic and kinetic considerations. A concentrated solution of the
target molecule must first be brought into a state of supersaturation in which the
crystal phase is energetically favorable, and then kept in this state to allow crystal
nucleation and growth to occur. Super-saturation is induced through the addition
of a precipitating agent. Traditional precipitating agents include salts, polymers
(e.g., polyethylene glycol), organic solvents, buffers and various additives, all of
which are chosen specifically to manipulate thermodynamic variables such as so-
lution pH, dielectric constant, salt concentration and effective protein concentra-
tion. Since there is currently no way to predict a priori which conditions will be fa-
vorable to crystallization, determination of conditions is a purely empirical process
of trial and error. Moreover, because a thorough investigation of phase space by
conventional techniques is impractical, the initial search is directed towards a
sparse matrix or incomplete factorial sampling of likely crystallization agents [40,
41]. Once preliminary conditions have been identified, a refined search is used for
optimizing crystal size and quality.

The chance of success in this search depends both on the number of assays
and the effectiveness of each assay. While there is no general strategy for predict-
ing what conditions will give rise to crystallization, an understanding of the phys-
ics of crystal nucleation and growth may be used to design experiments that in-
crease the chances of success. A hypothetical two-dimensional phase space illus-
trating the protein behavior as a function of protein concentration and precipitat-
ing agent concentration is shown in Fig. 11.7 [36]. This phase space represents
the interaction of a given protein with a specific precipitating solution, and is
therefore unique to that solution. The shape and the extent of the phase space re-
gion will vary dramatically depending on the precipitating agent and target mole-
cule characteristics. For some precipitating agents there may exist a region of
supersaturation bounded by precipitation and solubility curves. In this region the
protein solution is out of equilibrium, and given sufficient time undergoes a
phase transition to a crystalline solid. The time required for such a transition de-
pends strongly on the degree of supersaturation defined as the ratio of the protein
concentration to the maximum soluble concentration in equilibrium. This region
of supersaturation may further be divided into a metastable and a labile region.
Within the labile region, near the precipitation curve, rapid nucleation occurs,
leading to the growth of a large number of small low quality crystals. In many
cases these microcrystals may be too small to be distinguished from the amor-
phous precipitate, a problem that can cause promising conditions to be over-
looked. In the metastable region, near the solubility curve, the growth of large,
high quality crystals is supported, but nucleation is a rare event requiring imprac-
tically long incubation times. Experiments that stay in this region will likely ap-
pear as clear drops and will be unremarkable.

The three-dimensional aggregation of target molecules into a critical nucleus
from which crystal growth may proceed, is a process that requires a higher activa-
tion energy, and hence higher supersaturation, than the subsequent one- or two-
dimensional nucleation needed for crystal facet growth. For this reason, an opti-
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Fig. 11.7 Schematic diagram of the evolution
of vapor diffusion, microbatch and pFID ex-
periments through a two-dimensional projec-
tion of phase space having protein concentra-
tion and precipitating agent concentration as
variables. The phase space is divided into sol-
uble (S), metastable (M), labile (L) and pre-
cipitation (P) regions. Microbatch and hang-
ing-drop experiments start at point || where
the target molecule is combined 1:1 with the
precipitating agent. Microbatch experiments
sample only a point in phase space since in-
cubation under immiscible oil prevents subse-

>

vapor diffusion experiments, equilibration
with a reservoir of precipitating agent slowly
concentrates the reagents, driving the sample
monotonicaly into the super-saturation region
(black). The evolution of a pFID reaction site
having 3 different mixing ratios is shown.
Curves represent the average state of both
the sample side (blue) and precipitating
agent side (purple) of each compound well.
The final states (I, II, Ill) are determined by
the mixing ratio. A decrease in protein con-
centration due to precipitation or crystal
growth is not included in the figure.

quent concentration of reagents (green). In

mal crystal growth scheme should allow for initial nucleation by transiently high
levels of supersaturation, followed by passage into lower supersaturation levels
that support high quality crystal growth [42, 43].

The microfluidic reactor we designed provides exactly this property by imple-
menting a microfluidic free-interface diffusion (WFID) between the precipitant and
the protein solutions on chip. The opening of the microreactor interface valve that
separates the protein from the precipitating solution creates a well-defined fluidic
interface that allows for diffusive equilibration of the coupled micro-wells. The
phase-space trajectory taken by each assay on the chip therefore depends on both
the diffusion constants of the species involved, and the relative volume of the
wells. Shortly after the interface valves are opened, the target macromolecule con-
centration in the target well changes very little, while that of the precipitating
agent, which typically has a much larger diffusion constant, increases towards one
of three final values determined by the mixing ratios. Subsequently, over a time of
approximately 8-24 hours the target macromolecule concentration equilibrates, in-
creasing on the precipitating agent side and decreasing on target macromolecule
side, towards the final protein concentration that is again determined by the mix-
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ing ratios. The macromolecule targets in the pFID assay therefore travel a curved
path through phase space, sampling efficient crystal nucleation conditions in the
labile region prior to settling into a high quality growth regime in the metastable
region. This trajectory can be contrasted with that of microbatch and hanging
drop methods, which are the two most popular assays for crystallization screen-
ing, but have phase trajectories that are stagnant or monotonically increasing in
supersaturation (Fig. 11.7).

The kinetics of the chip pFID assays have many similarities to conventional
free interface diffusion, a technique that has long been recognized as an efficient
method for exploring crystallization space [43-45]. Despite the favorable kinetics
of conventional free interface diffusion, this method has not achieved success in
the protein crystallography community for a number of reasons. For example,
conventional FID set-ups create a liquid interface in a capillary tube, so that solu-
tions must be delicately introduced into opposite ends of the capillary by inserting
a thin needle, making the technique labor intensive and ill-suited to high through-
put screening. Furthermore, the diameter of the capillary must be of a substantial
size (typically 100 pm), necessitating the use of relatively large sample volumes
(generally >5 pL). In addition, the introduction of the second fluid causes transi-
ent convection, which results in a poorly defined interface that may only be re-
duced by cumbersome procedures such as the introduction of hydro-gels or the
freezing of the first solution. The drawbacks of the large volume that is required,
delicate dispensing and the intrinsic poorly defined interface, have thus prohib-
ited the use of FID as either a routine or large scale automated screening tech-
nique.

Even when a well-defined fluidic interface can be created, buoyancy-driven con-
vection due to density differences in the solutions causes complex mixing at the
interface. To avoid this unwanted mixing, capillaries must be stored with the long
axis parallel to gravity and the more dense solution on the bottom. This configura-
tion creates a stable fluidic interface, but often causes nucleated crystals to fall
away from the interface and out of the optimal growth conditions [10]. It has
been proposed that free interface diffusion would therefore only realize its practi-
cal advantages in microgravity environments where gravity-induced convection is
eliminated [10, 43]. However, the unusual properties of fluid flow in microfluidic
devices make it both possible and practical to implement nearly ideal free inter-
face diffusion conditions in terrestrial devices. At the length scales that are rele-
vant in microfluidic devices, the Grashoff number (which measures the ratio of
buoyant to viscous forces) is small so that convection is suppressed and mass
transport is dominated by diffusion [46, 47]. Furthermore, the BIM method allows
many near ideal fluidic interfaces to be established with negligible transient mix-
ing. Lastly, since there are no significant concentration gradients parallel to grav-
ity, nucleated crystals do not fall out of the ideal growth region.

Conventional free interface diffusion achieves high transient levels of supersat-
uration, but has a complicated spatial/temporal gradient due to the constant
cross-section of the capillary. This gradient couples the kinetics and thermody-
namics of traditional free interface diffusion assays in a way that uFID does not.
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In the pFID assay, the fluidic interface is established between the two wells in a
constricted channel where the cross-section is 10 umx100 um. In contrast, the
cross-section of a well is approximately 300 umx100 pm. This constriction acts as
a high-impedance connection between the two channels, localizing the concentra-
tion gradient only to the length of the connecting channel. Fig. 11.8 shows a finite
difference time domain simulation of the diffusive equilibration of a low molecu-
lar weight dye in two micro-wells coupled by a constricted channel (PDE Toolbox,
MATLAB®; The MathWorks Inc. of Natick, MA, USA). With the exception of the
region in close proximity to the inlet, no appreciable concentration gradient forms
in the micro-well itself. In a protein crystallization experiment, this implies that
as the wells equilibrate, the vast majority of the sample evolves simultaneously
through a continuum of thermodynamic conditions. By monitoring the experi-
ment over time it is therefore possible to determine the exact transient conditions
that resulted in crystal nucleation.

In the optimization of crystallization conditions, it is often desirable to slow
down the equilibration process so that favorable conditions are approached more
slowly to produce fewer nucleation events and larger crystals. In vapor diffusion
experiments, this regime can be achieved by methods such as placing a thin layer
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Fig. 11.8 Two-dimensional finite element occurring along the channel with no appreci-
modeling of diffusion of an organic dye in able gradient within the micro-wells. For mod-
aqueous solution between two micro-wells eling purposes, constriction of the channel in
connected by a constricted channel. Simula- the vertical dimension has been represented

tion shows the bulk of the concentration drop by a lateral constriction.
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of semi-permeable oil over the precipitant, increasing the size of the crystalliza-
tion drop to slow equilibration, or by inclusion of a chemical additive such as gly-
cerol to the crystallization drop in order to reduce the vapor pressure. While these
techniques are effective in slowing down the equilibration of the drop with the re-
servoir, they allow for only coarse control of the equilibration kinetics. Conversely,
microfluidic free interface diffusion allows for precise and straightforward control
of the equilibration rate while decoupling the kinetics and thermodynamics of
crystallization.

The absence of any spatial gradient within the micro-wells allows for a simple
analytical solution of the time-dependent evolution of the concentration in each
chamber. The net transport of a diffusing species along the channel is equal to
the product of the diffusive current density and the channel cross-sectional area.
Since the channel is constricted in both height and width, the problem is one-di-
mensional and the gradient along the channel is given by the difference in con-
centration divided by the channel length. The equation governing the change of
concentration in a well of volume V; and concentration C; (#) that is coupled to a
second well of volume V, at concentration C, (t) is therefore given by:

dc; (t) o Cq (t) — Cz(t)
@ - P v )

Integration of this equation and application of the initial conditions C;(0)=Co,
C5(0)=0, gives

C C Vi+V, 1 A
C = +— xexp ngf— (2)
142 0 . LW
Vi \Z

From this equation, it can be seen that for a given diffusion constant and relative
well volume, the rate of equilibration depends only on two characteristic lengths:
the length of the connecting channel and the ratio of the well volume to the chan-
nel cross-sectional area. Thus, modifying the channel geometry allows for intui-
tive and accurate control over the kinetics of equilibration without changing the
chemistry of the solutions. For example, by making the channel twice as long, the
reaction proceeds at one half the speed, whereas reducing the channel cross-sec-
tional area by a factor of two increases the equilibration time by the same factor.
Furthermore, since these length scales only scale time in the exponent, the locus
of concentrations (path through phase space) achieved during a complete equili-
bration depends only on the relative volume of the wells, and is independent of
the channel geometry. The decoupling of the kinetics and thermodynamics of dif-
fusive equilibration has important implications in crystal optimization where it is
often desirable to approach crystallization conditions slowly while conserving the
successful thermodynamic variables.

A further advantage of the constricted channel between the two wells is that
only a very small fraction of the protein sample is exposed to large transient gradi-
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ents that occur shortly after the interface is established. In micro-batch or hang-
ing-drop experiments, the sudden addition of the precipitating agent to the pro-
tein sample induces rapid convective mixing, causing large transient concentra-
tion gradients throughout the drop, and may often result in the immediate precip-
itation of the protein. In the pFID experiments only a very small volume of the
protein is exposed to this gradient, so that more concentrated precipitating solu-
tions should be used with negligible immediate precipitation, and hence ulti-
mately higher levels of supersaturation may be achieved.

Experiments comparing the effectiveness of the chip to two conventional
macroscopic techniques, vapor diffusion and microbatch, show that the chip may
be used to conduct large numbers of nanoliter-scale assays while equaling or in-
creasing crystallization success rates of these methods. In a recent study [36], in-
chip crystallization experiments were conducted on 11 model macromolecules in-
cluding 7 commercially available crystallization standards (Lysosyme, Glucose Iso-
merase, Xylanase, Thaumatin, Protease K, Bovine Trypsin and Beef Liver Cata-
lase), 3 proteins with unpublished structures (bacterial primase catalytic core do-
main, type II topoisomerase ATPase domain and a mycobacterial RNase) and a
bacterial 70S ribosome. Each target was screened against two or more standard
sparse matrices of precipitants. To compare crystallization in chip against stan-
dard crystallization methods, crystallization experiments were repeated for 9 of
the model macromolecules using the conventional micro-batch and hanging-drop
techniques, thereby keeping the precipitant chemistries constant while varying the
kinetic scheme for crystal growth. Successful crystallization conditions were iden-
tified in the pFID format for all model macromolecules tested, and crystal growth
was observed at incubation times ranging from 3 hours to 7 days. High quality
crystals of 4 different proteins grown in chips are shown in Fig. 11.9.

A histogram comparing the number of successful experiments for each method
(Fig. 11.10) shows that identical sparse matrix screens led to crystal growth more
often in the chip than by conventional techniques in all but two cases [36]. For
the bacterial primase catalytic core domain, 11 conditions producing needle crys-
tals of dimensions greater than 100 pm were detected on chip; no hits were ini-
tially observed in either macroscopic method. Further on-chip experimentation,
optimizing around the crystallization conditions, identified in initial screens crys-
tals produced whose largest dimension exceeded 400 pm. These conditions were
subsequently used to reproduce crystallization in microbatch and vapor diffusion
formats, demonstrating that successful on-chip conditions may be exported to
more conventional macroscopic techniques.

During these trials, the chip also produced crystals of two targets that had not
been seen by conventional screening. A previously unidentified crystal form of the
bacterial 70S ribosome was obtained in three conditions of a sparse matrix of pre-
cipitants (Hampton Crystal Screen I), demonstrating that large protein-nucleic
acid complexes may be crystallized in chip (C. Hansen, A. Vila-Sanjurjo and J.
Cate, personal communication). Crystals of a previously uncrystallized myco-
bacterial RNase were also obtained from a single experimental condition on chip,
whereas no crystals had been observed for this sample despite prior extensive



Fig. 11.9 High-quality protein crystals grown
in the crystallization chip. (A) Glucose iso-
merase, 31 mg mL™" in deionized water. Mix-
ing ratio of 1:1 with 0.2 M magnesium ace-
tate tetrahydrate, 20% w/v polyethylene glycol
8000, 0.1 M sodium cacadylate, pH 6.5. (B)
Thaumatin, 50 mg mL™ in 0.1 M ADA (Sigma
Aldrich) pH 6.5. Mixing ratio of 1:1 with

0.8 M potassium sodium tartrate tetrahydrate,
0.1 M HEPES pH 7.5. (C) Chicken egg white

11.3 Utility of Microfluidics for Crystallization

lysosyme, 50 mg mL™" in 0.05 M potassium
dihydrogen phosphate, 20% w/v polyethylene
glycol 8000. (D) Crystals of type Il topoiso-
merase ATPase domain/ADP showing the im-
portance of mixing ratio as a screening pa-
rameter; 12 mg mL™" in 100 mM sodium chlo-
ride, 20 mM TRIS pH 7.0. Mixing ratios of
4:1,1:1 and 1:4 with 0.2 M ammonium
fluoride, 20% w/v polyethylene glycol 3350,
pH 6.2.
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Fig. 11.10 Histogram of crystallization hits for sparse matrix screens of model pro-
teins. Number of screens tested on each protein are lysosyme (L) =2, glucose isomer-
ase (Gl)=2, protease K (PK)=1, bovine liver catalase (BLC)=1, xylanase (X)=2, bac-
terial primase catalytic core domain (BPC) =3, bovine pancreas trypsin (BT)=1, thau-
matin (T)=1, mycobacterial RNase (MR)=3.
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trials using traditional methods. Subsequent broad-based screening efforts for the
RNase around this condition using the hanging-drop vapor diffusion set-ups
proved successful, but only after the protein concentration was increased to
>40 mg mL™".

Consistent with the localization of large initial concentration gradients to the
relatively small volume of the connecting channel, pFID-based chip experiments
result in reduced protein precipitation. It was observed that the mixing ratios and
concentration of crystallization agents that lead to crystallization on chip often
caused the protein to precipitate immediately in hanging drop and microbatch ex-
periments. In the case of a type II topoisomerase ATPase domain, the final con-
centration of precipitating agent achievable in chip was 4 times greater than that
possible for the microbatch method.

Finally, crystal growth in pFID experiments was generally observed to be faster
than in microbatch or hanging-drop. For the type II topoisomerase ATPase do-
main, crystal growth in microbatch required 2 weeks while crystals grown on chip
with the same conditions appeared after only 4 hours of incubation. When crys-
tals grew on chip in less than 12 hours, they were always observed on the protein
side of the compound well, suggesting that the short crystallization times are due
to the high degree of supersaturation achieved in the initial phase of diffusive
equilibration.

Despite the small volumes, crystals of sufficient size for crystallographic struc-
ture determination may be grown and harvested directly from the chip. Fig. 11.11
shows a high-resolution diffraction pattern for a single thaumatin crystal grown
from only 5nL of protein solution [36]. The high-resolution data obtained from
chip-grown crystals exceeds that of crystals grown by conventional ground-based
techniques, and is comparable to that obtained from thaumatin crystals grown in
space [48].

In general, crystallization experiments in space have suggested that micrograv-
ity environments may be well suited for the growth of large, high quality crystals
[48-51]. The mechanism for the increased order of space-grown crystals is not
completely known but is largely attributed to the lack of buoyancy-driven convec-
tion during crystal growth, an effect also present in terrestrial microfluidic devices
[52-54].

Microfluidic technologies have the potential to play a dominant role in the de-
velopment of high-throughput crystallography. While the simple parallel architec-
ture of the present device is ideally suited to preliminary screening experiments,
more sophisticated control and flow architectures will allow for increased func-
tionality and applicability. Using the simple valve configuration as a building
block, multi-valve elements such as peristaltic pumps, rotary mixers and addressa-
ble arrays have already been created on chip [22, 23, 38, 55-57]. These compo-
nents have further been incorporated into higher-level microfluidic mixing and
metering tools that can process samples in the sub-nanoliter range with picoliter
accuracy. Given the current rate of progress in the field these components will no
doubt lead to new technologies with applications both in and beyond protein crys-
tallization.



Fig. 11.11 X-ray diffraction pattern
from a single thaumatin crystal
grown and harvested from a 5 nL
chip micro-well. The inset shows a
clean reflection at 1.35 A resolu-
tion.
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