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## Preface

Econophysics describes phenomena in the development and dynamics of economic systems by using of a physically motivated methodology. First of all, Mandelbrot had analyzed economic and social relations in terms of modern statistical physics. Since then, the number of publications related to this topic has increased irresistible greatly. To be fair to this historical evolution, I point out, however, that physical and economic concepts had already been connected long ago. Terms such as work, power, and efficiency factor have similar physical and economic meanings. Many physical discoveries - for instance in thermodynamics, optics, solid state physics, or chemical physics correspond to a parallel evolution in the fields of technology and economics.

The term econophysics, or social physics, also is not a recent idea. For example, in the small book Sozialphysik published in 1925 [221], R. Lämmel demonstrates how social and economic problems can be understood by applying simple physical relations. Of course, the content of early social physics and the topics of modern econophysics are widely different. Nevertheless, the basic idea (i.e., the description and the explanation of economic phenomena in terms of a physical theory) did not change over the whole time. At this point, an important warning should be pronounced. Econophysics is no substitute for economics. An economic theory differs essentially from what we understand as econophysics. Of course, a short definition of economics is not very simple, even for seasoned economists. A possible working definition may be: Economics is the study of how people choose to use scarce or limited productive resources to produce various commodities and distribute them to various members of society for their consumption. This definition suggests the large variety of disciplines combined under the general term economics: microeconomics, controlling, macroeconomics, finance, environmental economics, and many other scientific branches are usually considered a part of economics.

From this short characterization of economics, it is obvious that the aims of economic investigations and physical research are strongly different. Therefore, the question remains how physical knowledge may contribute to progress in the understanding of the dynamics of economic systems. As mentioned above, it is not the aim of econophysics to replace some or all of the traditional and modern economic sciences by new, physically
motivated theories and methods. The key to answering the question is given by two essential terms: the methodology of physics and the statistical physics of complex systems.

The successful evolution of physics during the last three centuries rests on its methodology, which can certainly be described as being analytical. This means that by decomposing a system into its parts, a physicist may try to understand the properties of the whole system.

In particular, the physical experiment plays a central role during the formation of new physical knowledge. Especially, the reproduction of the results in the course of a well-defined experiment backs up physical theories. A well-established theory then allows predictions about very complicated systems that were never analyzed before by physical methods or that cannot be investigated by physical experiments. A traditional example is astronomy. The motion of planets may be observed with sufficiently complicated instruments, but these observations are not reproducible experiments in a physical sense. On the other hand, gravitational law can be checked by various lab experiments. With knowledge of gravitation theory and starting from well-defined initial conditions, we are able to calculate the motion of planets over a sufficiently long period in agreement with astronomical observations.

A similar situation occurs also for complex systems. General evolution laws, limit probability distribution functions, and universal properties may be checked experimentally for simple systems and allow us to formulate a general theory. If we have obtained such a suitable theory about the behavior of several complex systems, we may use this knowledge also for the analysis of more complicated systems.

We should be aware that the degree of complexity of the economic world is extremely high, which means that usually it is not possible to make economic observations under the controlled experimental conditions characteristic of scientific laboratories. As a result of this limitation, the quantitative economic knowledge is far from complete. However, econophysics may give a consequent basis for the interpretation of the structure and dynamics of economic systems or subsystems such as financial markets or national economies.

The main goal of the book is to present some of the most useful theoretical concepts and techniques for understanding the physical ideas behind the evolution and the dynamics of economic systems. But it should be remarked that the concepts and tools presented are also relevant to a much larger class of problems in the natural sciences as well as in the social and medical sciences. The only condition is that the underlying systems be classified as sufficiently complex. From this point of view, the mathematical background and the general theoretical concept used for the analysis of economic systems may be helpful also for the description of social systems, biological organisms, populations, communication networks, biological evolution processes, meteorology, turbulence, granular matter, epidemics, the geosciences, and so on.

The central theme of the book is that of collective and cooperative properties in the behavior of economic units, such as firms, markets, and consumers. It is very important to understand these properties as a consequence of the interaction of a large number of degrees of freedom. This fact allows us to describe economic phenomena using modern physical concepts, such as deterministic chaos, self-organization, scaling laws, renormalization group techniques, and complexity, but also traditional ideas of fluctuation theories, response theory, disorder, and non-reproducibility.

Obviously, an applicable description of a complex system requires the definition of a set of relevant degrees of freedom. The price one has to pay is that one gets practically no information about the remaining irrelevant degrees of freedom. As a consequence, the theoretical basis used for the analysis of economic processes can be described as a probabilistic theory. The more or less empirical specification of the relevant and irrelevant degrees of freedom is influenced by the scales in mind. Characteristic physical scales are time and length scales. In economics, an additional scale, the so-called price scale, has often been taken into account. Econophysics focuses its attention on the description of economic problems in terms of various scales. These scales of interest determine the choice of the relevant degrees of freedom and the mathematical method for solving the underlying problem.

The first two chapters cover important notations of complex systems and the statistical physics of out-of-equilibrium systems considering the dominant scales and the relevant degrees of freedom, respectively. The mathematics is presented in a simple and intuitive way whenever possible with respect to the mathematical rigor.

The third chapter deals with problems related to financial markets. Although finance and financial mathematics offer a large number of different concepts and mathematical instruments to solve various practical problems, the physical concept presented provides a way to derive the complicated, partially anomalous fluctuations of stock prices and exchange rates from general, universal laws. Additionally, this chapter extends the mathematical and physical tools, for instance by introducing the concept of the renormalization group approach, the generalized central limit theorem, and the theory of large fluctuations.

The fourth chapter considers economic problems that are not directly connected with the dynamics of markets. Microeconomics, the limitation of thermodynamic concepts in the economy, environmental economics, and macroeconomics are discussed in terms of deterministic chaos, stability theory, scaling laws, field theories, and self-organized criticality.

In the subsequent chapter, several numerical methods used for the solution of economic problems are discussed and compared with similar physical techniques. Especially, various kinds of Monte Carlo simulations (dynamical, reversed, and quasi-Monte Carlo) and cellular automaton theories will be introduced.

The last chapter gives an overview of several methods that may be applied for the prediction of the evolution of economic phenomena and for the estimation of general trends in the evolution of economic systems.

This book derives from a course taught several times at the university at Ulm in the Department of Theoretical Physics starting in 2000. Essentially aimed at students in econophysics, the course attracted students, graduate students, and postdoctoral researchers from physics, chemistry, economics, and financial mathematics. I am indebted to all of them for their interest and their discussions.

The course itself contains also some lectures about the dynamics of traffic and communication networks. These are not included in this book but instead I refer the reader to the comprehensive specialiced literature.

I wish to thank P. Reineker, P. Steiner, S. Trimper, S. Stepanow, B. M. Schulz, and S. Henkel for valuable discussions. Last, but not least, I wish to express my gratitude to Springer-Verlag, in particular to Dr. H. J. Koelsch and M. Mitchell for their excellent cooperation.

Ulm, October 2002
Michael Schulz

## Contents

1. Economy and Complex Systems ..... 1
1.1 What Is a Complex System? ..... 1
1.2 Determinism Versus Chaos ..... 4
1.3 The Probability Distribution ..... 7
1.4 The Liouville Equation ..... 9
1.5 Econophysics ..... 10
2. Evolution and Probabilistic Concepts ..... 13
2.1 Some Notations of Probability Theory ..... 13
2.1.1 Probability Distribution of Relevant Quantities ..... 13
2.1.2 Measures of Central Tendency ..... 14
2.1.3 Measure of Fluctuations Around the Central Tendency ..... 15
2.1.4 Moments and Characteristic Functions ..... 16
2.1.5 Cumulants ..... 17
2.2 Generalized Rate Equations ..... 18
2.2.1 The Formal Solution of the Liouville Equation ..... 18
2.2.2 The Nakajima-Zwanzig Equation ..... 19
2.3 Combined Probabilities ..... 24
2.3.1 Conditional Probability ..... 24
2.3.2 Joint Probability ..... 24
2.4 Markov Approximation ..... 26
2.5 Generalized Fokker-Planck Equation ..... 28
2.5.1 Differential Chapman-Kolmogorov Equation ..... 28
2.5.2 Deterministic Processes ..... 33
2.5.3 Fokker-Planck Equation ..... 34
2.5.4 The Master Equation ..... 34
2.6 Correlation and Stationarity ..... 35
2.6.1 Stationarity ..... 35
2.6.2 Correlation ..... 36
2.6.3 Spectra ..... 37
2.7 Stochastic Equations of Motion ..... 38
2.7.1 The Mori-Zwanzig Equation ..... 38
2.7.2 Separation of Timescales ..... 42
2.7.3 Wiener Process ..... 43
2.7.4 Stochastic Differential Equations ..... 44
2.7.5 Ito's Formula and the Fokker-Planck Equation ..... 46
3. Financial Markets ..... 49
3.1 Introduction ..... 49
3.1.1 Finance and Financial Mathematics Versus Econo- physics ..... 49
3.1.2 Scales in Financial Data ..... 51
3.1.3 Measurement of Price Fluctuations ..... 53
3.2 Empirical Analysis ..... 55
3.2.1 Probability Distributions ..... 55
3.2.2 Ergodicity in Financial Data ..... 56
3.2.3 Stationarity of Financial Markets ..... 57
3.2.4 Markov Approximation ..... 60
3.2.5 Taxonomy of Stocks ..... 61
3.3 Long-Time Regime ..... 67
3.3.1 The Central Limit Theorem ..... 67
3.3.2 Convergence Problems ..... 72
3.3.3 Fokker-Planck Equation for Financial Processes ..... 74
3.3.4 The Log-Normal Law ..... 79
3.4 Standard Problems of Finance ..... 80
3.4.1 The Escape Problem ..... 80
3.4.2 The Portfolio Problem ..... 82
3.4.3 Option Pricing Theory ..... 86
3.5 Short-Time Regime ..... 95
3.5.1 High-Frequency Observations ..... 95
3.5.2 Lévy Distributions ..... 97
3.5.3 Convergence to Stable Lévy Distributions ..... 100
3.5.4 Scaling Behavior ..... 101
3.5.5 Truncated Lévy Distributions ..... 106
3.6 Large Fluctuations ..... 108
3.6.1 Extreme Value Theory ..... 108
3.6.2 Partition Function Formalism ..... 115
3.6.3 The Cramér Theorem ..... 120
3.6.4 Extreme Fluctuations ..... 122
3.6.5 A Mechanism for Extreme Price Changes ..... 124
3.7 Memory Effects ..... 126
3.7.1 Time Correlation in Financial Data ..... 126
3.7.2 Ultrashort Timescales ..... 130
3.7.3 Autoregressive Processes ..... 143
3.7.4 Time-Reversible Symmetry ..... 152
4. Economic Systems ..... 157
4.1 The Task of Economics ..... 157
4.2 Microeconomics ..... 165
4.2.1 The Polypolist and Stability Analysis ..... 165
4.2.2 The Monopolist and Chaotic Behavior ..... 170
4.3 Thermodynamics and Economy ..... 174
4.3.1 Thermodynamic Concepts ..... 174
4.3.2 Consumer Behavior ..... 176
4.3.3 Thermodynamics and Environmental Economics ..... 180
4.4 Macroeconomics ..... 181
4.4.1 Models and Measurements ..... 181
4.4.2 Scaling Laws and Scale Invariance ..... 184
4.4.3 Economic Field Theories ..... 188
5. Computer Simulations ..... 195
5.1 Models and Simulations ..... 195
5.2 Monte Carlo Simulations ..... 197
5.2.1 Monte Carlo and Random Generators ..... 197
5.2.2 Dynamic Monte Carlo ..... 199
5.2.3 Quasi-Monte Carlo ..... 200
5.2.4 Reverse Monte Carlo. ..... 203
5.3 Cellular Automata ..... 204
6. Forecasting ..... 207
6.1 Regression and Autoregression ..... 207
6.2 The Bayesian Concept ..... 210
6.2.1 Public Surveys and Decision-Making ..... 210
6.2.2 Bayesian Theory and Forecasting ..... 212
6.3 Neural Networks ..... 213
6.3.1 Introduction ..... 213
6.3.2 Spin Glasses and Neural Networks ..... 214
6.3.3 Topology of Neural Networks ..... 218
6.3.4 Training of Neural Networks ..... 221
6.3.5 Neural Networks for Forecasting ..... 223
References ..... 226

## 1. Economy and Complex Systems

### 1.1 What Is a Complex System?

The aim of this book is to develop concepts and methods that allow us to deal with economic systems from a unifying physically motivated point of view. An economy is usually classified as a manifestation of complex social systems. To clarify this statement, we have to discuss what we mean by complex systems. Unfortunately, an exact definition of complex systems is still an open problem. In a heuristic manner, we may describe them as:

Complex systems are composed of many particles, or objects, or elements that may be of the same or different kinds. The elements may interact in a more or less complicated fashion by more or less nonlinear couplings.

In order to give this formal definition a physical context, we should qualitatively discuss some typical systems that may be denoted truly complex.

The various branches of science offer us numerous examples, some of which turn out to be rather simple, whereas others may be called truly complex. Let us start with a simple physical example. Granular matter is composed of many similar granules. Shape, position, and orientation of the components determine the stability of granular systems. The complete set of the particle coordinates and of all shape parameters defines the actual structure.

Furthermore, under the influence of external force fields, the granules move around in quite an irregular fashion, whereby they perform numerous more or less elastic collisions with each other.

A driven granular system is a standard example of a complex system. The permanent change of the structure due to the influence of external fields and the interaction between the components is a characteristic feature of complex systems.

Another standard complex system is Earth's climate, encompassing all components of the atmosphere, biosphere, cryosphere, and oceans and considering the effects of extraterrestrial processes such as solar radiation and tides.

Computers and information networks are interpreted as a new class of complex systems. This is especially so with respect to hardware dealing
with artificial intelligence, where knowledge and learning processing will be replacing the standard algebra of logic.

In biology, we are again dealing with complex systems. Each higher animal consists of various strongly interacting organs with an enormous number of complex functions. Each organ contains many partially very strong specialized cells that cooperate in a well-regulated fashion.

Probably the most complex organ is the human brain, composed of $10^{11}$ nerve cells. Their collective interaction allows us to recognize visual and acoustic patterns, to speak, or to perform other mental functions. Each living cell is composed of a complicated nucleus, ribosomes, mitochondria, membranes, and other constituents, each of which contain many further components. At the lowest level, we observe many simultaneously acting biochemical processes, such as the duplication of DNA sequences or the formation of proteins.

This hierarchy can also be continued in the opposite direction. Animals themselves form different kinds of societies. Probably the most complex system in our world is the global human society, especially the economy, with its numerous participants (such as managers, employers, and consumers) its capital goods (such as machines, factories, and research centers), its natural resources, its traffic, and its financial systems, which provides us with another large class of complex systems. Economic systems are embedded in the more comprehensive human societies, with their various human activities and their political, ideological, ethical, cultural, or communicative habits.

All of these systems are characterized by permanent structural changes on various scales, indicating an evolution far from thermodynamic equilibrium. The basic constituents of each complex system are its elements, which are expected to have only a few degrees of freedom.

Starting from this microscopic level, we wish to explain the evolution of a complex system at larger scales. Probably, we would arrive at a quite different description of the system at the macroscopic level. Definitely, we have to deal with two problems. First, we have to clarify the scales of interest, and then we have to show that the more or less chaotic motion of the elements contributes to pronounced collective phenomena at macroscopic scales.

The definition of correct microscopic scales as well as suitable macroscopic scales may sometimes be an ambiguous problem. For instance, in ecology we deal with a hierarchy of levels that range from the molecular level through that of animals and humans to that of economic systems and societies. Formally, we can start from the quantum-mechanical level or alternatively from a microscopic, classical many-body system. But in order to describe a complex system at this ultimately microscopic level, we need an enormous amount of information, which nobody is able to handle.

A macroscopic description allows a strong compression of data so that we are no longer concerned with the microscopic motion but rather with properties at large scales. The appropriate choice of the macroscopic level
is by no means a trivial problem. It depends strongly on the question in mind. In order to deal with complex systems, we quite often still have to find adequate variables or relevant quantities to describe the properties of these systems. Each macroscopic system contains a set of usually collective large-scale quantities that may be of interest for the underlying problem. We will denote such degrees of freedom as relevant quantities. The knowledge of these quantities permits the characterization of a special feature of the complex system at the macroscopic level. For instance, investigations of financial markets are based mainly on the analysis of temporally variable asset prices. Thus, we may classify these prices as relevant quantities. However, the giant system of the global economy, with its very complex evolution, is hidden behind these price fluctuations. All of these microscopic or macroscopic well-founded degrees of freedom form the huge set of irrelevant observables for the relatively small group of relevant quantities.

The second problem in treating complex systems consists in establishing relations that allow some predictions about the future evolution of the relevant quantities. Unfortunately, the motions of the irrelevant and relevant degrees of freedom of a complex system are normally coupled strongly together. Therefore, an accurate prediction of future values of the relevant degrees of freedom includes automatically the determination of the accurate evolution of the irrelevant degrees of freedom.

This strategy is naturally a hopeless attempt, independent from the underlying complex system. But a formal possibility to estimate an upper boundary for the total number of degrees of freedom is nevertheless offered. To this aim, we may isolate at a certain time the complex system, including a sufficiently large part of its environment. The momentary state of the isolated system is now considered as an initial condition for further evolution. If the further development of the relevant degrees of freedom runs as it would in the open system, the isolated system is sufficiently large for a quantitative description of the contained complex system. From a mathematical point of view, the evolution of the complex system is then embedded in a well-defined initial problem.

Before we start with the mathematical treatment of complex (especially economic) systems, let us now try to define them more rigorously. The question of whether a system is complex or simple, depends strongly on the level of scientific knowledge. An arbitrary system of linear coupled oscillators is today an easily solvable problem. In the lifetime of Galileo, without knowledge of the theory of linear differential equations, one surely would have classified this problem as a complex system in the context of our definition specified above.

A modern definition that is independent of the actual mathematical level is based on the concept of algebraic complexity. To this aim, we must introduce a universal computer that can solve any mathematically reasonable problem after a finite time with a program of finite length.

Without going into details, we point out that such a universal computer can be constructed, at least in a thought experiment as was shown by Turing. Of course, there exist different programs that solve the same problem. As a consequence of number theory, the lengths of the programs solving a particular problem have a lower boundary. This minimum length may be used as a universal measure of the algebraic degree of complexity. Unfortunately, this meaningful definition raises another problem. As can be shown by means of a famous theorem by Gödel, the problem of finding a minimum program cannot be solved in a general fashion. In other words, we must estimate the complexity of a system in an intuitive way and led by the level of scientific knowledge.

The concept of complexity is a very versatile one. In this book, we want to show how various economic problems can be described by methods belonging to quite different disciplines of the physics of complex systems. At the same time, we will see that at a sufficiently abstract level there exist profound analogies between the behavior of economic systems and other complex systems.

### 1.2 Determinism Versus Chaos

We want to come now to the mathematical treatment of an arbitrary complex system. We proceed from the global system discussed as a thought experiment in the previous section. This system includes both the complex system and a sufficiently large part of its environment. The exact determination of all time-dependent relevant quantities implies the solution of the complete set of microscopic equations of motion of the global system.

The formally complete predictability of the future evolution of the embedded complex system is a consequence of the deterministic Newtonian mechanics. In the sense of classical physics, determinism means that the trajectories of all particles can be computed if their momentum and positions are known at an initial time. The deterministic principle has been shaken twice in modern physics.

First, quantum mechanics tells us that we are not able to make accurate predictions of the trajectory of a particle. However, we can argue that the deterministic character is still conserved as a property of the wave functions. Second, the theory of deterministic chaos has shown that even in classical mechanics predictability cannot be guaranteed without absolutely precise knowledge of the microscopic configuration of the complete global system.

Chaos is not observed in linear systems. A mechanical system is linear if the output from the system is proportional to the input. Mathematically, the signature of a linearity is the superposition principle, which states that the sum of two solutions of the mechanical equations describing the system is again a solution. The theory of linear mechanical systems is fully understood except for some technical problems. The breakdown of the
linearity, and therefore the breakdown of the superposition principle, is a necessary condition for the behavior of a nonlinear mechanical system to appear chaotic.

However, nonlinearity alone is not sufficient for the formation of a chaotic regime. For instance, the equation of a simple pendulum is a nonlinear one. The solutions are elliptic functions without any kind of apparent randomness or irregularity. Solitons are further examples of a regular collective motion in a system with nonlinear couplings. In particular, solitons are stabilized due to the balance of nonlinearity and various dispersion effects.

Standard problems of classical mechanics, such as falling bodies, the pendulum, or the dynamics of planetary systems considering only a system composed of the sun and one planet require only a few degrees of freedom. These famous examples allowed the quantitative formulation of mechanics by Galileo and Newton. In other words, these famous pioneers of modern physics treated one- or, at most, two-body problems without any kind of chaotic behavior.

The mathematical processing becomes more and more complicated, and the solution variety increases enormously, if we increase the number of degrees of freedom and therefore the degree of complexity. Obviously, the tendency to be chaotic increases if the number of degrees of freedom increases.

The apparent unpredictability of a deterministic, mechanical many-body system arises from the sensitive dependence on the initial conditions and from the fact that the initial conditions can be measured only approximately in practice due to the finite resolution of any measuring instrument.

In order to understand this statement, we analyze a microscopic, mechanical system with $2 N$ degrees of freedom. The dynamics can be rewritten in terms of deterministic Hamilton's equations as

$$
\begin{equation*}
\frac{d q_{i}}{\partial t}=\frac{\partial H}{\partial p_{i}} \quad \text { and } \quad \frac{d p_{i}}{\partial t}=-\frac{\partial H}{\partial q_{i}} \tag{1.1}
\end{equation*}
$$

where the $q_{i}$ 's $(i=1, \ldots, N)$ are the generalized coordinates, the $p_{i}$ 's are the generalized momenta conjugate to the $q_{i}$, and $H$ is the Hamiltonian of the system. Coordinates and momenta form the set of degrees of freedom. Formally, these microscopic degrees of freedom can be combined into a supervector $\Gamma=\left\{q_{1}, \ldots, q_{N}, p_{1}, \ldots, p_{N}\right\}$. Each vector $\Gamma$ describes a certain microscopic state of the underlying system. Thus, the whole system under consideration can be represented by a point in a $2 N$-dimensional space, spanned by a reference frame of $2 N$ axes, corresponding to the degrees of freedom $\left\{q_{1}, \ldots, p_{N}\right\}$. This space is called the phase space. It plays a fundamental role, being the natural framework of the dynamics of manybody systems.

Practically all trajectories of the system through the $2 N$-dimensional phase space are unstable against small perturbations. The stability of an arbitrary trajectory to an infinitesimally small perturbation is studied by an analysis of the so-called Lyapunov exponents. This concept is very


Fig. 1.1. The time evolution of an infinitesimally small ball of initial radius $\varepsilon_{1}=\varepsilon_{2}$ in a schematic phase space. The ball is deformed into an ellipsoid with increasing time.
geometrical. Imagine an infinitesimally small ball of radius $\varepsilon(0)$ containing the initial position of neighboring trajectories. Under the action of the dynamics, the center of the ball may move through the phase space, and the ball will be distorted. Because the ball is infinitesimal, this distortion is governed by a linearized theory. Thus, the ball remains an ellipsoid with the $2 N$ principal axes $\varepsilon_{\alpha}(t)$ (Figure 1.1). Then, the Lyapunov exponents can be defined as

$$
\begin{equation*}
\lambda_{\alpha}=\lim _{t \rightarrow \infty} \lim _{\varepsilon(0) \rightarrow 0} \frac{1}{t} \frac{\varepsilon_{\alpha}(t)}{\varepsilon(0)} . \tag{1.2}
\end{equation*}
$$

The limit $\varepsilon(0) \rightarrow 0$ is necessary because, for finite radius $\varepsilon(0)$, as $t$ increases, the ball can no longer be adequately represented by an ellipsoid, due to the increase of nonlinear effects. On the other hand, the long time limit $t \rightarrow \infty$ is important for gathering enough information to represent the entire trajectory. Obviously, the distance between infinitesimal neighboring trajectories diverges if the real part of at least one Lyapunov exponent is positive.

If the diameter of the initial ball has a finite value, then the initial shape is very violently distorted (Figure 1.2). The ball transforms into an amoebalike body that eventually grows out into extremely fine filaments that spread out over the whole accessible phase space. Such a mixing flow is a characteristic property of systems with a sufficiently high degree of complexity.

There remains the question of whether Lyapunov exponents with positive real part occur in microscopic mechanical systems. We obtain as a direct consequence of the time-reversal symmetry that, for every Lyapunov exponent, another Lyapunov exponent exists with opposite sign. In other words, we should expect a regular behavior only then if the real parts of all Lyapunov exponents vanish.


Fig. 1.2. The deformation of a finite ball of the phase space in the course of its time evolution.

However, this situation is practically excluded for complicated manybody systems. Computer simulations have demonstrated also that relatively simple mechanical systems with a few degrees of freedom already show chaotic behavior. All the more, economic systems, such as stock markets and travel networks, or human societies, offer a pronounced chaotic behavior on microscopic scales due to the enormous number of degrees of freedom.

### 1.3 The Probability Distribution

Although most many-body systems exceed the technical possibilities of the mathematical calculus of mechanics, we are able to calculate the properties of large systems by applying of methods belonging to statistical physics. In order to do this, we have to ask for a general concept describing complex systems at microscopic scales. This description should fulfill two conditions. On the one hand, the approach should consider the apparent unpredictability of the chaotic motion of many-body systems, and on the other hand, it should be a starting point for establishing relations between various relevant quantities at the macroscopic level.

As already mentioned in the previous section, a concrete prediction about the microscopic movement of all particles is impossible if the initial condition cannot be determined exactly. We may, however, give the probability for the realization of a certain microscopic state either on the basis of the preparation of the complex system or due to a suitable empirical estimation.

The intuitive notation of the probability is clear in dice games or coin tossing. The probability is empirically defined by the relative frequency of a given realization repeating the game an infinite number of times. Probability reflects our partial ignorance, as in the outcome of a dice game. This frequency concept of probability, introduced at the beginning of the last century, is not very suitable for the characterization of complex systems such as financial markets, traffic networks, or human societies.

In fact, we are neither able to determine frequencies by a successive repetition in the sense of a scientific experiment nor have we enough
information about possible outcomes. An alternative way to overcome this dilemma is the interpretation of the probability as a degree of belief that an event will occur. This concept was the original point of view of Bayes, and it combines a priori judgments and scientific information in a natural way.

Bayesian statistics is very general and can be applied to any thinkable process, independent of the feasibility of repeating the process under the conserved conditions. This definition is particularly suitable for economic or social systems because a repetition in the sense of a scientific experiment is almost always impossible for such systems.

In order to formulate the probability concept more precisely, we use the language of set theory. The elements of such a theory are denoted with respect to the probabilistic properties as events. In particular, each microscopic state represented by a vector $\Gamma$ of the phase space is denoted as a certain event of the underlying microscopic system.

Events form various sets, including the set of all events $\Omega$ and the set of no events. For instance, an arbitrary region of the phase space corresponds to such a set of events, and the whole phase space has to be interpreted as the set $\Omega$. All possible sets of events form a closed system under the operations of union and intersection.

From this abstract point of view, the probability is now defined as a measure $P(A)$ of our degree of belief in the appearance of an arbitrary event contained in the set $A$. The measure $P(A)$ is always nonnegative, $P(A) \geq 0$, and normalized, $P(\Omega)=1$. Furthermore, if $A$ and $B$ are two nonoverlapping sets, $A \cap B=\emptyset$, the probability that an event is contained in $A \cup B$ is the probability that the event is an element either of $A$ or of $B$. This leads to the main axiom of probability theory

$$
\begin{equation*}
P(A \cup B)=P(A)+P(B) \quad \text { for } \quad A \cap B=\emptyset . \tag{1.3}
\end{equation*}
$$

We generalize this relation to a countable collection of nonoverlapping sets $A_{i}(i=1,2, \ldots)$ such that $A_{i} \cap A_{j}=\emptyset$ for all $i \neq j$ and obtain

$$
\begin{equation*}
P\left(\bigcup_{i} A_{i}\right)=\sum_{i} P\left(A_{i}\right) \tag{1.4}
\end{equation*}
$$

After this excursion into set theory, we can continue our original problem. We consider the set of events $A(\Gamma)$ that the system is within an infinitesimal volume element $d \Gamma=\prod_{i=1}^{N}\left[d q_{i} d p_{i}\right]$ of the phase space centered on the microscopic state $\Gamma$.

The main problem is to assign the probability measure $d P(A(\Gamma), t)$ that at time $t$ a microscopic state is an element of $A(\Gamma)$. This is an a priori probability, which is simply assumed with respect to our experience. In other words, this intuitive step reflects the degree of belief. It is convenient to write

$$
\begin{equation*}
d P=\rho\left(q_{1}, \ldots, q_{s}, p_{1}, \ldots, p_{s}, t\right) d q_{1} \ldots d q_{s} d p_{1} \ldots d p_{s}=\rho(\Gamma, t) d \Gamma \tag{1.5}
\end{equation*}
$$

where the function $\rho(\Gamma, t)$ is denoted as the probability density for the outcome of the state $\Gamma$ at time $t$. By definition, the density is a nonnegative
quantity. Each finite region $R$ of the phase space is a union of infinitesimal volume elements. Due to (1.4), the probability of finding a microscopic state in this region at time $t$ is

$$
\begin{equation*}
P(R, t)=\int_{R} d \Gamma \rho(\Gamma, t) . \tag{1.6}
\end{equation*}
$$

If we expand the region $R$ over the whole phase space, we receive the normalization condition

$$
\begin{equation*}
\int \rho(\Gamma, t) d \Gamma=1 \tag{1.7}
\end{equation*}
$$

This equation corresponds to $P(\Omega)=1$ in the language of set theory, reflecting our knowledge that the certainty of finding the system somewhere in the phase space is always true.

Finally, it should be remarked that the probabilistic description based on Bayesian statistics is the only concept when we have not enough information about a realistic system, and even if we have this information, it is still a convenient representation for complex systems. Of course, the concrete mathematical structure of a microscopic founded probability distribution may be too complicated for a further treatment. But the probabilistic concept itself permits the theoretical overcoming of the general problem that initial conditions are measurable only with a finite accuracy.

### 1.4 The Liouville Equation

We want to address the task of whether we can determine the evolution of the probability distribution for a given microscopic system. To this aim, we assume that an initial state $\Gamma_{0}$ was realized with a certain probability $\rho\left(\Gamma_{0}, t_{0}\right) d \Gamma$.

In the course of the deterministic microscopic motion, the initial state is shifted into another microscopic state along the trajectory $\Gamma(t)=\left\{q_{i}(t), p_{i}(t)\right\}$ with the boundary condition $\Gamma(0)=\Gamma_{0}$. In other words, the probability density $\rho$ is conserved along each trajectory of the complex system. This circumstance requires

$$
\begin{equation*}
\frac{d \rho}{d t}=\frac{\partial \rho}{\partial t}+\sum_{i=1}^{N}\left[\frac{\partial \rho}{\partial q_{i}} \dot{q}_{i}+\frac{\partial \rho}{\partial p_{i}} \dot{p}_{i}\right]=0 . \tag{1.8}
\end{equation*}
$$

After replacing the velocities $\dot{q}_{i}$ and forces $\dot{p}_{i}$ by the equations (1.1), we arrive at

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\hat{L} \rho=0 \tag{1.9}
\end{equation*}
$$

where we have introduced the Liouvillian of the system

$$
\begin{equation*}
\hat{L}=\sum_{i=1}^{N}\left[\frac{\partial H}{\partial p_{i}} \frac{\partial}{\partial q_{i}}-\frac{\partial H}{\partial q_{i}} \frac{\partial}{\partial p_{i}}\right] . \tag{1.10}
\end{equation*}
$$

The relation (1.9) is called the Liouville equation and is the most important equation of statistical physics, just as the Schrödinger equation is the main equation of quantum mechanics. The Liouvillian plays the same role that the Hamiltonian plays in Newtonian mechanics. The Hamiltonian fixes the rules of evolution of any microscopic state of the underlying system. In statistical physics, the Liouvillian again defines the equation of motion, which is now represented by the distribution function $\rho$.

For all microscopic systems, the mechanical and statistical representations of the evolution are equivalent. The difference between the descriptions lies in the definition of what we call the objects of evolution: points in phase space are the objects of classical mechanics, while distribution functions are the objects of statistical physics.

The meaning of the Liouville equation for the evolution of an economic system and also for many other complex systems lies in the combination of the probabilistic and deterministic features of the evolution process. Let us believe in the sense of Bayesian statistics that an economic situation at time $t_{0}$ can be described at the microscopic level by a probability distribution $\rho\left(\Gamma, t_{0}\right)$. Then, the Liouville equation represents a deterministic map of $\rho\left(\Gamma, t_{0}\right)$ onto the probability distribution $\rho(\Gamma, t)$ at a later time $t>t_{0}$. In other words, the Liouville equation conserves our degree of belief.

### 1.5 Econophysics

Economics is traditionally oriented toward choice and decision problems. The classical description of economics involves two general aspects that are of particular interest for a physical interpretation of economic processes. First, economics is a discipline that deals only with a certain aspect of reality, namely the items of scarcity. In particular, it concentrates on the optimum manner in which man employs scarce resources.

Second, economics focuses its attention on the behavior of various human decision units, such as households, financial markets, and governmental agencies. The outcome of an economic process was generally considered to be a result of intrinsic or endogenous mechanisms of the economic system itself and of various more or less external or exogenous factors from a purely economic point of view.

However, economists are increasingly becoming aware of the fact that economic systems are embedded in their human and natural environments and that many apparently exogenous factors are a part of a larger complex system of physical, biological, and social mechanisms controlling the evolution of our planet.

The question remains how physics can contribute to understanding economic problems. The great success of physics rests on its methodology, which can certainly be described as analytical. By decomposing a system into its parts, a physicist tries to understand the properties of the whole system. From this point of view, phenomena such as migration, commuting, production decisions, financial transactions, traffic, and transportation can be analyzed by applying of physical methods.

In order to deal with economic systems, we quite often still have to find the relevant quantities to describe the essential properties of these systems. This problem is still the task of economic investigations. The physical contribution may consist of establishing more or less general equations that describe the evolution of relevant quantities and the relations between these quantities on the basis of universal laws.

A second task should be the solution of these equations by applying modern techniques of statistical physics. This is, roughly speaking, the field of econophysics.

Econophysics may give new impulses both to economic decision-making and risk management and to a deeper understanding of systems with an enormous degree of complexity. However, we warn that to understand econophysics as an alternative way that replaces traditional and modern economic sciences. These scientific disciplines still require a profound economic knowledge.

## 2. Evolution and Probabilistic Concepts

### 2.1 Some Notations of Probability Theory

### 2.1.1 Probability Distribution of Relevant Quantities

In the microscopic probability distribution $\rho(\Gamma, t)$, all degrees of freedom are contained equally. Such a function, even if we were able to determine it, would of course be impractical and therefore unusable for the analysis of complex systems because of the large number of contained degrees of freedom.

In general, we are interested in the description of complex systems only on the basis of the relatively small number of relevant degrees of freedom. Such an approach may be denoted as a kind of reductionism. Unfortunately, we are not able to give an unambiguous definition of what degree of freedom is relevant for the description of a complex system and what degree of freedom is irrelevant. As we have mentioned in the previous chapter, the relevant quantities are introduced empirically in accordance with the underlying problem.

To proceed, we split the complete phase space into a subspace of the relevant degrees of freedom and the complementary subspace of the irrelevant degrees of freedom. Then, every microscopic state $\Gamma$ may be represented as a combination of the set $Y=\left\{Y_{1}, Y_{2}, \ldots Y_{N_{\text {rel }}}\right\}$ of $N_{\text {rel }}$ relevant degrees of freedom and the set $\Gamma_{\text {irr }}$ of the irrelevant degrees of freedom so that

$$
\Gamma= \begin{cases}Y & \text { relevant degrees of freedom }  \tag{2.1}\\ \Gamma_{\mathrm{irr}} & \text { irrelevant degrees of freedom }\end{cases}
$$

The microscopic probability density may be written as $\rho(\Gamma, t)=\rho\left(Y, \Gamma_{\mathrm{irr}}, t\right)$. In order to eliminate the irrelevant degrees of freedom, we integrate the probability density over $\Gamma_{\text {irr }}$

$$
\begin{equation*}
p(Y, t)=\int d \Gamma_{\mathrm{irr}} \rho\left(Y, \Gamma_{\mathrm{irr}}, t\right) \tag{2.2}
\end{equation*}
$$

The remaining probability density $p(Y, t)$ is more suitable for describing complex systems. The elimination of all more or less microscopic, irrelevant degrees of freedom corresponds to the transition from the microscopic level to a macroscopic representation. By definition, the probability density $p(Y, t)$ is also normalized:

$$
\begin{equation*}
\int d Y p(Y, t)=\int d Y d \Gamma_{\mathrm{irr}} \rho\left(Y, \Gamma_{\mathrm{irr}}, t\right)=\int d \Gamma \rho(\Gamma, t)=1 \tag{2.3}
\end{equation*}
$$

The integration over all irrelevant degrees of freedom means that we suppose a maximal measure of ignorance of these quantities.

We may think about this description in geometrical terms. The system of relevant degrees of freedom can be represented by a point in the corresponding $N_{\text {rel }}$-dimensional subspace of the phase space. Obviously, an observer records an apparently unpredictable behavior of the evolution of the relevant quantities at the macroscopic scale if he considers only the relevant data.

That is because of the fact that the dynamical evolution of the relevant quantities is governed by the hidden irrelevant degrees of freedom on microscopic scales. Thus, different microscopic trajectories in the phase space can lead to the same macroscopic results in the subspace and, vice versa, identical macroscopic initial configurations may develop into different directions.

We are not able to predict the later evolution completely even if we know the initial conditions precisely. In other words, the restriction onto the subspace of relevant quantities leads to a permanent loss of the degree of belief.

The average of an arbitrary function $f(\Gamma)$ is obtained by adding all values of $f(\Gamma)$ considering the statistical weight $\rho(\Gamma, t) d \Gamma$. Hence

$$
\begin{equation*}
\bar{f}(t)=\int d \Gamma \rho(\Gamma, t) f(\Gamma) \tag{2.4}
\end{equation*}
$$

The mean value may be a time-dependent quantity due to the time dependence of the probability density. If the function $f$ depends only on the relevant degrees of freedom (i.e., $f=f(Y)$ ), then we get

$$
\begin{equation*}
\bar{f}(t)=\int d \Gamma \rho(\Gamma, t) f(Y)=\int d Y p(Y, t) f(Y) \tag{2.5}
\end{equation*}
$$

In this expression, the dynamics of the irrelevant degrees of freedom are again hidden in the distribution function $p(Y, t)$. Obviously, the relevant probability density satisfies all conditions necessary for a sufficient description of a complex system on the level of the selected set of relevant degrees of freedom.

### 2.1.2 Measures of Central Tendency

Suppose that we consider a probability distribution function $p(Y, t)$ with only one relevant degree of freedom. Generally, each multivariable probability density may be reduced to such a single variable function by integration over all degrees of freedom except one.

Let us now answer the following question. What is the typical value of the outcome of a given problem with a sufficiently high degree of complexity if we know the probability distribution function $p(Y, t)$ ? Unfortunately,
there is no unambiguous answer. The quantity used most frequently for the characterization of the central tendency is the mean or average

$$
\begin{equation*}
\bar{y}(t)=\int d Y p(Y, t) Y \tag{2.6}
\end{equation*}
$$

There are two other major measures of central tendency. The probability $P_{<}(y, t)$ gives the time-dependent fraction of events with values less then $y$,

$$
\begin{equation*}
P_{<}(y, t)=\int_{-\infty}^{y} d Y p(Y, t) \tag{2.7}
\end{equation*}
$$

The function $P_{<}(y, t)$ increases monotonically with $y$ from 0 to 1 . Using (2.7), the central tendency may be characterized by the median $y_{1 / 2}(t)$. The median is the halfway point in a graded array of values,

$$
\begin{equation*}
P_{<}\left(y_{1 / 2}, t\right)=\frac{1}{2} \tag{2.8}
\end{equation*}
$$

Finally, the most probable value $y_{\max }(t)$ is another quantity describing the mean behavior. This quantity maximizes the density function

$$
\begin{equation*}
\left.\frac{\partial p(Y, t)}{\partial Y}\right|_{Y=y_{\max }(t)}=0 \tag{2.9}
\end{equation*}
$$

If this equation has several solutions, the most probable value $y_{\max }(t)$ is the one with the largest $p$. Apart from unimodal symmetric probability distribution functions, the three quantities differ. These differences are important for the interpretation of empirical averages obtained from a finite number of observations.

For a few trials, the most probable value will be sampled first and the average made on a few such measures will not be far from $y_{\max }(t)$. In contrast, the empirical average determined from a large but finite number of observations approaches progressively the true average $\bar{y}(t)$.

### 2.1.3 Measure of Fluctuations Around the Central Tendency

We consider again only one degree of freedom as a relevant quantity. When repeating observations of this variable several times, one expects them to be within an interval anchored at the central tendency. The width of this interval is a measure of the deviations from the central tendency. A possible measure of this width is the average of the absolute value of the spread defined by

$$
\begin{equation*}
D_{\mathrm{sp}}(t)=\int_{-\infty}^{\infty} d Y\left|Y-y_{1 / 2}(t)\right| p(Y, t) \tag{2.10}
\end{equation*}
$$

The absolute value of the spread does not exist for probability distribution functions decaying as or slower than $Y^{-2}$ for large $Y$. Another measure is the standard deviation $\sigma$. This quantity is the square root of the variance $\sigma^{2}$ :

$$
\begin{equation*}
\sigma^{2}=\int_{-\infty}^{\infty} d Y[Y-\bar{y}(t)]^{2} p(Y, t) \tag{2.11}
\end{equation*}
$$

The standard deviation does not always exist, such as for probability densities $p(Y, t)$ with tails decaying as or slower than $Y^{-3}$.

### 2.1.4 Moments and Characteristic Functions

Now, we come back to the general case of a multivariable probability distribution function $p(Y, t)$ with $Y=\left\{Y_{1}, Y_{2}, \ldots Y_{N_{\text {rel }}}\right\}$. Here, $N_{\text {rel }}$ is the number of relevant degrees of freedom and therefore the dimension of the vector $Y$. The moments of order $n$ are defined by the average

$$
\begin{equation*}
m_{\alpha_{1} \alpha_{2} \ldots \alpha_{n}}^{(n)}(t)=\int d Y\left[\prod_{k=1}^{n} Y_{\alpha_{k}}\right] p(Y, t) \tag{2.12}
\end{equation*}
$$

The first moment $m_{\alpha}^{(1)}(t)$ is the mean $\bar{y}_{\alpha}(t)$ of component $\alpha$. Therefore, the formal vector $\left\{m_{1}^{1}(t), m_{2}^{1}(t), \ldots\right\}$ defines in generalization of (2.6) the central tendency of the underlying dynamics. The second moment $m_{\alpha \beta}^{(2)}(t)$ corresponds to the average

$$
\begin{equation*}
m_{\alpha \beta}^{(2)}(t)=\int d Y p(Y, t) Y_{\alpha} Y_{\beta} \tag{2.13}
\end{equation*}
$$

These quantities are also denoted as components of the correlation matrix. For the definition (2.12) to be meaningful, the integral on the right-hand side must be convergent. That means a necessary condition for the existence of a moment of order $n$ is that the probability density function decays faster than $|Y|^{-n-N_{\text {rel }}}$ for $|Y| \rightarrow \infty$. This is trivially obeyed for probability distribution functions that vanish outside a finite region of the space of relevant degrees of freedom.

Statistical problems are often discussed in terms of moments because they avoid the difficult problem of determining the full functional behavior of the probability density. In principle, the knowledge of all moments is in many realistic cases equivalent to that of the probability distribution function. However, the strict equivalence between the knowledge of the moments and the probability density requires further constraints.

The moments are closely related to the characteristic function, which is defined as the Fourier transform of the probability distribution

$$
\begin{equation*}
\hat{p}(k, t)=\int d Y \exp \{i k Y\} p(Y, t) \tag{2.14}
\end{equation*}
$$

with the $N_{\text {rel }}$-dimensional vector $k=\left\{k_{1}, k_{2}, \ldots, k_{N_{\text {rel }}}\right\}$. From here, we obtain the inverse relation

$$
\begin{equation*}
p(Y, t)=\frac{1}{(2 \pi)^{N_{\mathrm{rel}}}} \int d k \exp \{-i k Y\} \hat{p}(k, t) \tag{2.15}
\end{equation*}
$$

Thus, the normalization condition (2.3) is equivalent to $\hat{p}(0, t)=1$, and the moments of the probability density can be obtained from derivatives of the characteristic function at $k=0$ :

$$
\begin{equation*}
m_{\alpha_{1} \alpha_{2} \ldots \alpha_{n}}^{(n)}(t)=\left.(-i)^{n} \prod_{l=1}^{n}\left(\frac{\partial}{\partial k_{\alpha_{l}}}\right) \hat{p}(k, t)\right|_{k=0} \tag{2.16}
\end{equation*}
$$

If all moments exist, the characteristic function may also be presented as the series expansion

$$
\begin{equation*}
\hat{p}(k, t)=\sum_{n=0}^{\infty} \sum_{\left\{\alpha_{1}, \alpha_{2}, \ldots \alpha_{n}\right\}} \frac{i^{n}}{n!} m_{\alpha_{1} \alpha_{2} \ldots \alpha_{n}}^{(n)}(t)\left(\prod_{l=1}^{n} k_{\alpha_{l}}\right) . \tag{2.17}
\end{equation*}
$$

The inversion formula shows that different characteristic functions arise from different probability distribution functions (i.e., the characteristic function $\hat{p}(k, t)$ is truly characteristic). Additionally, the straightforward derivation of the moments by (2.16) makes any determination of the characteristic function directly relevant to measurable quantities.

### 2.1.5 Cumulants

Another important function is the cumulant generating function, which is defined as the logarithm of the characteristic function

$$
\begin{equation*}
\Phi(k, t)=\ln \hat{p}(k, t) \tag{2.18}
\end{equation*}
$$

This leads to the introduction of the cumulants $c_{\alpha_{1} \alpha_{2} \ldots \alpha_{n}}(t)$ as derivatives of the cumulant generating function at $k=0$,

$$
\begin{equation*}
c_{\alpha_{1} \alpha_{2} \ldots \alpha_{n}}^{(n)}(t)=\left.(-i)^{n} \prod_{l=1}^{n}\left(\frac{\partial}{\partial k_{\alpha_{l}}}\right) \Phi(k, t)\right|_{k=0} \tag{2.19}
\end{equation*}
$$

Each cumulant of order $n$ is a combination of moments of order $l \leq n$, as can be seen by substitution of (2.17) and (2.18) into (2.19). We get for the first cumulants

$$
\begin{aligned}
c_{\alpha}^{(1)} & =m_{\alpha}^{(1)} \\
c_{\alpha \beta}^{(2)} & =m_{\alpha \beta}^{(2)}-m_{\alpha}^{(1)} m_{\beta}^{(1)} \\
c_{\alpha \beta \gamma}^{(3)} & =m_{\alpha \beta \gamma}^{(3)}-m_{\alpha \beta}^{(2)} m_{\gamma}^{(1)}-m_{\beta \gamma}^{(2)} m_{\alpha}^{(1)}-m_{\gamma \alpha}^{(2)} m_{\beta}^{(1)}+2 m_{\alpha}^{(1)} m_{\beta}^{(1)} m_{\gamma}^{(1)}
\end{aligned}
$$

$$
\begin{equation*}
\vdots \tag{2.20}
\end{equation*}
$$

The first-order cumulants are the averages of the single components $Y_{\alpha}$. The second-order cumulants define the covariance matrix $\widetilde{\sigma}$ with the elements

$$
\begin{equation*}
\tilde{\sigma}_{\alpha \beta}=c_{\alpha \beta}^{(2)}=m_{\alpha \beta}^{(2)}-m_{\alpha}^{(1)} m_{\beta}^{(1)} \tag{2.21}
\end{equation*}
$$

The covariance is a generalized measure of the degree to which the values $Y$ deviate from the central tendencies. In particular, for a single variable
$Y$, the second-order cumulant is equivalent to the variance $\sigma^{2}$. Higher-order cumulants contain information of decreasing significance. Especially if all higher-order cumulants vanish, we can easily deduce using (2.18) and (2.15) that the corresponding probability density $p(Y, t)$ is a Gaussian probability distribution

$$
\begin{equation*}
p(Y, t)=\frac{1}{\sqrt{\operatorname{det} 2 \pi \widetilde{\sigma}}} \exp \left\{-\frac{1}{2}\left(Y-m^{(1)}\right) \tilde{\sigma}^{-1}\left(Y-m^{(1)}\right)\right\} \tag{2.22}
\end{equation*}
$$

Note that the theorem of Marcienkiewicz [254] shows that either all but the first two cumulants vanish or there are an infinite number of nonvanishing cumulants. In other words, the cumulant generating function cannot be a polynomial of degree greater than 2.

Obviously, higher-order cumulants characterize the natural deviation from Gaussian behavior. In the case of a single variable $Y$, the normalized thirdorder cumulant $\lambda_{3}=c^{(3)} / \sigma^{3}$ is called the skewness, while $\lambda_{4}=c^{(4)} / \sigma^{4}$ is called excess kurtosis. The skewness is a measure of the asymmetry of the probability distribution function. For symmetric distributions, the excess kurtosis quantifies the first correction to the Gaussian behavior.

### 2.2 Generalized Rate Equations

### 2.2.1 The Formal Solution of the Liouville Equation

We can formally integrate the Liouville equation (1.9) to obtain the solution

$$
\begin{equation*}
\rho(\Gamma, t)=\exp \{-\hat{L} t\} \rho(\Gamma, 0) \tag{2.23}
\end{equation*}
$$

This expression considers the microscopic equations of motion due to the concrete structure of the Liouvillian $\hat{L}$. The operator $\exp \{-\hat{L} t\}$ is referred to as the time propagator associated with the dynamical variables of the system. For a better understanding of the meaning of the time propagator, let us expand the exponential function in powers of $t$ :

$$
\begin{equation*}
\rho(\Gamma, t)=\left[1-\hat{L} t+\frac{1}{2!}(\hat{L} t)^{2}-\frac{1}{3!}(\hat{L} t)^{3}+\ldots\right] \rho(\Gamma, 0) \tag{2.24}
\end{equation*}
$$

The right-hand side may be interpreted as a perturbative solution obtained from a successive integration of the Liouville equation. To demonstrate this, we write the Liouville equation as an integral equation. Then, we are able to construct the map

$$
\begin{equation*}
\rho^{(n+1)}(\Gamma, t)=\rho(\Gamma, 0)-\int_{0}^{t} \hat{L} \rho^{(n)}(\Gamma, \tau) d \tau \tag{2.25}
\end{equation*}
$$

with the initial function $\rho^{(0)}(\Gamma, t)=\rho(\Gamma, 0)$. The series $\rho^{(0)}, \rho^{(1)}, \ldots, \rho^{(n)}, \ldots$ converges eventually against the solution $\rho(\Gamma, t)$ of the Liouville equation. In fact, we receive

$$
\begin{align*}
\rho^{(1)} & =\rho^{(0)}-\hat{L} \rho^{(0)} t \\
\rho^{(2)} & =\rho^{(0)}-t \hat{L} \rho^{(0)}+\frac{t^{2}}{2} \hat{L}^{2} \rho^{(0)} \\
\rho^{(3)} & =\rho^{(0)}-t \hat{L} \rho^{(0)}+\frac{t^{2}}{2} \hat{L}^{2} \rho^{(0)}-\frac{t^{3}}{6} \hat{L}^{3} \rho^{(0)} \\
& \vdots \tag{2.26}
\end{align*}
$$

As expected, the solutions $\rho^{(0)}, \rho^{(1)}, \rho^{(2)}, \ldots$ of the hierarchical system (2.25) are identical with the first terms of the expansion (2.24).

Unfortunately, for complex systems, the formal solution (2.23) is in general too complicated to be useful in practice. In order to describe the dynamical behavior of such systems, we must look for alternative ways.

### 2.2.2 The Nakajima-Zwanzig Equation

Obviously, knowledge of the relevant probability density $p(Y, t)$ is a sufficient presupposition for the study of complex systems on the level of the chosen relevant degrees of freedom. Our previous knowledge allows us to derive this function from the complete microscopic probability distribution function $\rho(\Gamma, t)$. For this purpose, we would have to solve the Liouville equation with all of the microscopic degrees of freedom at first. Then, in the subsequent step, we would be able to remove the irrelevant degrees of freedom from the microscopic distribution function by integration.

To avoid this unrealistic procedure, we want to answer the question of whether one can find an equation that describes the evolution of $p(Y, t)$ and contains exclusively relevant degrees of freedom.

Of course, we can also remove the relevant degrees of freedom from every given microscopic probability distribution so that we arrive at the distribution function of the irrelevant degree of freedom

$$
\begin{equation*}
\rho_{\mathrm{irr}}\left(\Gamma_{\mathrm{irr}}, t\right)=\int d Y \rho\left(Y, \Gamma_{\mathrm{irr}}, t\right) \tag{2.27}
\end{equation*}
$$

where we have to consider the normalization condition

$$
\begin{equation*}
\int d \Gamma_{\mathrm{irr}} \rho_{\mathrm{irr}}\left(\Gamma_{\mathrm{irr}}, t\right)=1 \tag{2.28}
\end{equation*}
$$

The product of the probability distributions (2.27) at the initial time $t_{0}$ and (2.2) at the time $t$ is again a probability density

$$
\begin{equation*}
\widetilde{\rho}\left(Y, \Gamma_{\mathrm{irr}}, t, t_{0}\right)=\rho_{\mathrm{irr}}\left(\Gamma_{\mathrm{irr}}, t_{0}\right) p(Y, t) \tag{2.29}
\end{equation*}
$$

Of course, this surrogate probability distribution is no longer identical to the microscopic probability density $\rho(\Gamma, t)$. But the average values of any functions of relevant degrees of freedom calculated by an application of the density $\widetilde{\rho}$ remain unchanged in comparison with the use of $\rho$. Indeed, we get

$$
\begin{equation*}
p(Y, t)=\int d \Gamma_{\mathrm{irr}} \rho\left(Y, \Gamma_{\mathrm{irr}}, t\right)=\int d \Gamma_{\mathrm{irr}} \widetilde{\rho}\left(Y, \Gamma_{\mathrm{irr}}, t, t_{0}\right) \tag{2.30}
\end{equation*}
$$

The generation of the surrogate probability distribution $\widetilde{\rho}$ is usually called a projection formalism. This procedure may be symbolically expressed by an application of a projection operator onto the probability distribution function

$$
\begin{equation*}
\widetilde{\rho}\left(Y, \Gamma_{\mathrm{irr}}, t, t_{0}\right)=\hat{P} \rho(\Gamma, t) \tag{2.31}
\end{equation*}
$$

where we have introduced the special projection operator

$$
\begin{equation*}
\hat{P}_{\ldots}=\rho_{\mathrm{irr}}\left(\Gamma_{\mathrm{irr}}, t_{0}\right) \int d \Gamma_{\mathrm{irr}} \ldots \tag{2.32}
\end{equation*}
$$

Apart from $\hat{P}$, we still need the complementary operator $\hat{Q}=1-\hat{P}$. Using (2.32), it is simple to demonstrate that these operators have the "idempotent" properties

$$
\begin{equation*}
\hat{P}^{2}=\hat{P}, \quad \hat{Q}^{2}=\hat{Q}, \quad \text { and } \quad \hat{P} \hat{Q}=\hat{Q} \hat{P}=0 \tag{2.33}
\end{equation*}
$$

typically for all projection operators. The first equation is a direct consequence of (2.32), while the last two follow from

$$
\begin{equation*}
\hat{Q}^{2}=1-2 \hat{P}+\hat{P}^{2}=1-2 \hat{P}+\hat{P}=1-\hat{P}=\hat{Q} \tag{2.34}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{Q} \hat{P}=\hat{P}-\hat{P}^{2}=\hat{P}-\hat{P}=0 \tag{2.35}
\end{equation*}
$$

We return now to the question of how to describe the time-dependent evolution of the relevant probability density. To proceed, we need some information about the initial distribution at time $t_{0}$. Although we can provide a meaningful initial distribution for simple physical systems due to the realization of an arbitrary number of repeatable experiments, we must fall back on more or less accurate estimations depending on the respective level of experience if we want to describe phenomena of social or economic systems. The distribution of the relevant degrees of freedom can be fixed relatively simply: we assume that the values $Y_{0}$ of all relevant degrees of freedom are well-known at the initial time $t_{0}$. Therefore, we can write

$$
\begin{equation*}
p\left(Y, t_{0}\right)=p\left(Y, t_{0} \mid Y_{0}, t_{0}\right)=\delta\left(Y-Y_{0}\right) \tag{2.36}
\end{equation*}
$$

In this context, $p\left(Y, t \mid Y_{0}, t_{0}\right)$ means the probability density of the relevant degrees of freedom at time $t$, while the initial state was $Y_{0}$. In principle, the following procedure works also for all other thinkable initial distributions. We will see somewhat later that all of these cases can be mapped onto (2.36). On the other hand, we have no essential information about the irrelevant degrees of freedom.

However, we may assume that relevant and irrelevant degrees of freedom are uncorrelated, at least for the initial state. Here the idea of Bayesian statistics comes into its own. The statistical independence of relevant and irrelevant degrees can be neither verified nor rejected. It is an "a priori"
assumption reflecting the degree of our belief. Considering these assumptions, the initial microscopic probability distribution can be written as

$$
\begin{equation*}
\rho\left(\Gamma, t_{0}\right)=\rho_{\mathrm{irr}}\left(\Gamma_{\mathrm{irr}}, t_{0}\right) \delta\left(Y-Y_{0}\right)=\widetilde{\rho}\left(Y, \Gamma_{\mathrm{irr}}, t_{0}, t_{0}\right) \tag{2.37}
\end{equation*}
$$

with the property

$$
\begin{equation*}
\hat{P} \rho\left(\Gamma, t_{0}\right)=\rho\left(\Gamma, t_{0}\right) \tag{2.38}
\end{equation*}
$$

Now, we apply the projection operator $\hat{P}$ to the Liouville equation (1.9) and obtain

$$
\begin{align*}
\frac{\partial \hat{P} \rho(\Gamma, t)}{\partial t} & =-\hat{P} \hat{L}(\hat{P}+\hat{Q}) \rho(\Gamma, t) \\
& =-\hat{P} \hat{L} \hat{P} \rho(\Gamma, t)-\hat{P} \hat{L} \hat{Q} \rho(\Gamma, t) \tag{2.39}
\end{align*}
$$

We replace $\rho(\Gamma, t)$ in the second term of the right-hand side by the formal solution (2.23) of the Liouville equation where the initial time $t_{0}$ is taken into account. Then, we arrive at

$$
\begin{equation*}
\hat{P} \hat{L} \hat{Q} \rho(\Gamma, t)=\hat{P} \hat{L} \hat{Q} \mathrm{e}^{-\hat{L}\left(t-t_{0}\right)} \rho\left(\Gamma, t_{0}\right) . \tag{2.40}
\end{equation*}
$$

For the further treatment of this expression, we need the identity

$$
\begin{equation*}
\mathrm{e}^{-\hat{L}\left(t-t_{0}\right)}=\mathrm{e}^{-\hat{L}_{1}\left(t-t_{0}\right)}-\int_{t_{0}}^{t} d t^{\prime} \mathrm{e}^{-\hat{L}_{1}\left(t-t^{\prime}\right)} \hat{L}_{2} \mathrm{e}^{-\hat{L}\left(t^{\prime}-t_{0}\right)} \tag{2.41}
\end{equation*}
$$

where we have split the Liouvillian into two arbitrary parts, $\hat{L}_{1}$ and $\hat{L}_{2}$, via $\hat{L}=\hat{L}_{1}+\hat{L}_{2}$. This identity may be checked by the derivative with respect to the time

$$
\begin{align*}
-\hat{L} \mathrm{e}^{-\hat{L}\left(t-t_{0}\right)}= & -\hat{L}_{1} \mathrm{e}^{-\hat{L}_{1}\left(t-t_{0}\right)}-\hat{L}_{2} \mathrm{e}^{-\hat{L}\left(t-t_{0}\right)} \\
& +\hat{L}_{1} \int_{t_{0}}^{t} d t^{\prime} \mathrm{e}^{-\hat{L}_{1}\left(t-t^{\prime}\right)} \hat{L}_{2} \mathrm{e}^{-\hat{L}\left(t^{\prime}-t_{0}\right)} \tag{2.42}
\end{align*}
$$

Then, substituting the integral kernel using (2.41), we obtain

$$
\begin{align*}
-\hat{L} \mathrm{e}^{-\hat{L} \Delta t} & =-\hat{L}_{1} \mathrm{e}^{-\hat{L}_{1} \Delta t}-\hat{L}_{2} \mathrm{e}^{-\hat{L} \Delta t}+\hat{L}_{1}\left[\mathrm{e}^{-\hat{L}_{1} \Delta t}-\mathrm{e}^{-\hat{L} \Delta t}\right] \\
& =-\hat{L}_{2} \mathrm{e}^{-\hat{L} \Delta t}-\hat{L}_{1} \mathrm{e}^{-\hat{L} \Delta t} \\
& =-\hat{L} \mathrm{e}^{-\hat{L} \Delta t} \tag{2.43}
\end{align*}
$$

with $\Delta t=t-t_{0}$. Thus, the identity (2.41) is proven. In particular, if we replace $\hat{L}_{1}$ by $\hat{L} \hat{Q}$ and $\hat{L}_{2}$ by $\hat{L} \hat{P}$, we get

$$
\begin{equation*}
\mathrm{e}^{-\hat{L}\left(t-t_{0}\right)}=\mathrm{e}^{-\hat{L} \hat{Q}\left(t-t_{0}\right)}-\int_{t_{0}}^{t} d t^{\prime} \mathrm{e}^{-\hat{L} \hat{Q}\left(t-t^{\prime}\right)} \hat{L} \hat{P} \mathrm{e}^{-\hat{L}\left(t^{\prime}-t_{0}\right)} \tag{2.44}
\end{equation*}
$$

We substitute (2.44) into (2.40) so that we obtain

$$
\begin{align*}
\hat{P} \hat{L} \hat{Q} \rho(\Gamma, t)= & \hat{P} \hat{L} \hat{Q} \mathrm{e}^{-\hat{L} \hat{Q}\left(t-t_{0}\right)} \rho\left(\Gamma, t_{0}\right) \\
& -\int_{t_{0}}^{t} d t^{\prime} \hat{P} \hat{L} \hat{Q} \mathrm{e}^{-\hat{L} \hat{Q}\left(t-t^{\prime}\right)} \hat{L} \hat{P} \mathrm{e}^{-\hat{L}\left(t^{\prime}-t_{0}\right)} \rho\left(\Gamma, t_{0}\right) \tag{2.45}
\end{align*}
$$

The first addend on the right-hand side disappears. This property follows from a Taylor expansion of the exponential function. The expansion is apparently an infinite series, but by (2.38) we know that all coefficients must vanish identically as a result of (2.33). To go further, we write the integral kernel in a more symmetric form. Considering $\hat{Q}=\hat{Q}^{2}$, we conclude that

$$
\begin{align*}
\hat{Q} \mathrm{e}^{-\hat{L} \hat{Q} \tau} & =\hat{Q}\left[1-\tau \hat{L} \hat{Q}+\frac{\tau^{2}}{2} \hat{L} \hat{Q} \hat{L} \hat{Q}+\ldots\right] \\
& =\hat{Q}\left[1-\tau \hat{Q} \hat{L} \hat{Q}+\frac{\tau^{2}}{2} \hat{Q} \hat{L} \hat{Q}^{2} \hat{L} \hat{Q}+\ldots\right] \hat{Q}=\hat{Q} \mathrm{e}^{-\hat{Q} \hat{L} \hat{Q} \tau} \hat{Q} \tag{2.46}
\end{align*}
$$

From (2.23), we see that

$$
\begin{equation*}
\hat{P} \hat{L} \hat{Q} \rho(\Gamma, t)=-\int_{t_{0}}^{t} d t^{\prime} \hat{P} \hat{L} \hat{Q} \mathrm{e}^{-\hat{Q} \hat{L} \hat{Q}\left(t-t^{\prime}\right)} \hat{Q} \hat{L} \hat{P} \rho\left(\Gamma, t^{\prime}\right) \tag{2.47}
\end{equation*}
$$

and coming back to (2.39), we obtain

$$
\begin{equation*}
\frac{\partial \hat{P} \rho(\Gamma, t)}{\partial t}=-\hat{P} \hat{L} \hat{P} \rho(\Gamma, t)+\int_{t_{0}}^{t} d t^{\prime} \hat{P} \hat{L} \hat{Q} \mathrm{e}^{-\hat{Q} \hat{L} \hat{Q}\left(t-t^{\prime}\right)} \hat{Q} \hat{L} \hat{P} \rho\left(\Gamma, t^{\prime}\right) \tag{2.48}
\end{equation*}
$$

When this relationship is integrated over all irrelevant degrees of freedom, we obtain a closed linear integrodifferential equation for the probability distribution function of the relevant degrees of freedom. Considering (2.32), we get

$$
\begin{align*}
\frac{\partial p(Y, t)}{\partial t}= & -\int d \Gamma_{\mathrm{irr}}\left[\hat{L} \rho_{\mathrm{irr}}\left(\Gamma_{\mathrm{irr}}, t_{0}\right)\right] p(Y, t) \\
& +\int_{t_{0}}^{t} d t^{\prime} \int d \Gamma_{\mathrm{irr}} \\
& \times\left[\hat{L} \hat{Q} \mathrm{e}^{-\hat{Q} \hat{L} \hat{Q}\left(t-t^{\prime}\right)} \hat{Q} \hat{L} \rho_{\mathrm{irr}}\left(\Gamma_{\mathrm{irr}}, t_{0}\right)\right] p\left(Y, t^{\prime}\right) \tag{2.49}
\end{align*}
$$

or, more precisely,

$$
\begin{align*}
\frac{\partial p\left(Y, t \mid Y_{0}, t_{0}\right)}{\partial t}= & -\hat{M}\left(t_{0}\right) p\left(Y, t \mid Y_{0}, t_{0}\right) \\
& +\int_{t_{0}}^{t} d t^{\prime} \hat{K}\left(t_{0}, t-t^{\prime}\right) p\left(Y, t^{\prime} \mid Y_{0}, t_{0}\right) \tag{2.50}
\end{align*}
$$

where we have introduced the frequency operator

$$
\begin{equation*}
\hat{M}\left(t_{0}\right)=\int d \Gamma_{\mathrm{irr}}\left[\hat{L} \rho_{\mathrm{irr}}\left(\Gamma_{\mathrm{irr}}, t_{0}\right)\right] \tag{2.51}
\end{equation*}
$$

and the memory operator

$$
\begin{equation*}
\hat{K}\left(t_{0}, t-t^{\prime}\right)=\int d \Gamma_{\mathrm{irr}}\left[\hat{L} \hat{Q} \exp \left\{-\hat{Q} \hat{L} \hat{Q}\left(t-t^{\prime}\right)\right\} \hat{Q} \hat{L} \rho_{\mathrm{irr}}\left(\Gamma_{\mathrm{irr}}, t_{0}\right)\right] . \tag{2.52}
\end{equation*}
$$

This equation is called the Nakajima-Zwanzig equation or the generalized rate equation. The Nakajima-Zwanzig equation is still a proper relation, although it apparently describes only the evolution of the relevant probability distribution function. However, the complete dynamics of the irrelevant degrees of freedom, including their interaction with the relevant degrees of freedom in particular, is hidden in the memory operator.

The dependency of the operators $\hat{M}$ and $\hat{K}$ on the initial time $t_{0}$ is a remarkable property and reflects the fact that a complex system does not necessarily have to be in a stationary state. Therefore, completely different developments of the probability density $p\left(Y, t \mid Y_{0}, t_{0}\right)$ may be observed for the same system and for the same initial conditions but for different initial times.

The Nakajima-Zwanzig equation allows the prediction of the further evolution of the relevant probability distribution function, presupposing that we are able to determine the exact mathematical structure of the frequency and memory operators. In principle, we are also able to derive more general evolution equations than the Nakajima-Zwanzig equation (e.g., by use of time-dependent projectors or projection operators that depend even on the relevant probability distribution function). But then the useful convolution property is lost, which characterizes the memory term in (2.50). Additionally, all evolution equations obtained by projection formalisms are physically equivalently and mathematically accurate so that also from this point of view none of the thinkable evolution equations possesses a possible preference.

The main problem is, however, the determination of the operators $\hat{M}$ and $\hat{K}$. The complete determination of these quantities equals the solution of the Liouville equation. Consequently, this way is unsuitable for systems with a sufficiently high degree of complexity. But we can try to approach these operators of the Nakajima-Zwanzig equation in a heuristic manner using empirical experiences and mathematical considerations. Physical intuition plays an important role at several stages of this approach. Furthermore, especially for economic systems, we must take into account a lot of economical, technological, and social facts.

In this way, one can combine certain model conceptions and real observations and arrive at a comparatively reasonable approximation of the accurate evolution equation. Here it also becomes important what projection formalism one used. However, for the majority of economic problems, (2.50) is quite a suitable equation that gives us the opportunity for further progress.

### 2.3 Combined Probabilities

### 2.3.1 Conditional Probability

In the future, we will usually consider the space of the relevant degrees of freedom. Therefore, we will abandon an extra designation of all quantities that are related to this space. We speak now of an $N$-dimensional state $Y$ and of the corresponding state space instead of relevant degrees of freedom and their corresponding subspace of dimension $N_{\text {rel }}$. Only if the possibility of a mistake exists will we use the old notation.

As discussed in the previous section, $p\left(Y, t \mid Y_{0}, t_{0}\right)$ is the probability density that the system in the state $Y_{0}$ at time $t_{0}$ will be in the state $Y$ at time $t>t_{0}$. Hence,

$$
\begin{equation*}
P\left(R, t \mid Y_{0}, t_{0}\right)=\int_{R} d Y p\left(Y, t \mid Y_{0}, t_{0}\right) \tag{2.53}
\end{equation*}
$$

is the probability that the system occupies an arbitrary state of the region $R$ at time $t$ if the system was in the state $Y_{0}$ at time $t_{0}$. This is a special kind of conditional probability that is directly related to the time development of a complex system.

More generally, the conditional probability may be defined in the language of set theory. Here $P(A \mid B)$ is the probability that an event contained in the set $A$ appears under the condition that we know it was also contained in the set $B$.

In particular, we can interpret $A$ as the set of all trajectories of the system that touch the region $R$ at time $t$, while $B$ is the set of trajectories that go at time $t_{0}$ through the point $Y_{0}$. In this sense, each trajectory is an event. Both $A$ and $B$ are subsets of the set $\Omega$ of all trajectories. Then, $P(A \mid B)=P\left(R, t \mid Y_{0}, t_{0}\right)$ may be understood as the probability that any trajectory of $B$ belongs also to $A$. In particular, we therefore receive the normalization condition $P(\Omega \mid B)=1$, which allows us to conclude that

$$
\begin{equation*}
\int d Y p\left(Y, t \mid Y_{0}, t_{0}\right)=1 \tag{2.54}
\end{equation*}
$$

Statistical independence means $P(A \mid B)=P(A)$ (i.e., the knowledge that one event occurs in $B$ does not change the probability that it occurs in $A$ ). If $P(A \mid B)>P(A)$, we say that $A$ and $B$ are positively correlated, while $P(A \mid B)<P(A)$ corresponds to a negative correlation between $A$ and $B$.

### 2.3.2 Joint Probability

Let us now consider an event that is an element of the set $A$ as well as of the set $B$. Then, the event is contained also in $A \cap B$. The probability $P(A \cap B)$ is called the joint probability that the event is contained in both classes. Conditional probabilities, the joint probabilities, and the usual probabilities or unconditional probabilities become connected very naturally as

$$
\begin{equation*}
P(A \cap B)=P(A \mid B) P(B)=P(B \mid A) P(A) \tag{2.55}
\end{equation*}
$$

This representation allows a natural definition of statistically independent events. Obviously, statistical independence requires simply $P(A \cap B)=$ $P(A) P(B)$ and therefore $P(A \mid B)=P(A)$ and $P(B \mid A)=P(B)$. For example, the probability that a complex system stays in the infinitesimal small volume $d Y$ at time $t$ and was in the volume $d Y_{0}$ at the initial time $t_{0}$ is a typical problem to consider. The corresponding (infinitesimal) joint probability may be written as $d P\left(Y, t ; Y_{0}, t_{0}\right)=p\left(Y, t ; Y_{0}, t_{0}\right) d Y d Y_{0}$ with

$$
\begin{equation*}
p\left(Y, t ; Y_{0}, t_{0}\right)=p\left(Y, t \mid Y_{0}, t_{0}\right) p\left(Y_{0}, t_{0}\right) \tag{2.56}
\end{equation*}
$$

Suppose that we know all sets $B_{i}$ that could condition the appearance of an event in the set $A$. The $B_{i}$ should be mutually exclusive, $B_{i} \cap B_{j}=\emptyset$ for all $i \neq j$, and exhaustive, $\bigcup_{i} B_{i}=\Omega$. Thus, we obtain

$$
\begin{equation*}
P(A)=P(A \cap \Omega)=P\left(A \cap \bigcup_{i} B_{i}\right)=P\left(\bigcup_{i}\left(A \cap B_{i}\right)\right) \tag{2.57}
\end{equation*}
$$

If we take into account $\left(A \cap B_{i}\right) \cap\left(A \cap B_{j}\right)=\emptyset$, we obtain due to (1.4) and (2.55)

$$
\begin{equation*}
P(A)=\sum_{i} P\left(A \cap B_{i}\right)=\sum_{i} P\left(A \mid B_{i}\right) P\left(B_{i}\right) . \tag{2.58}
\end{equation*}
$$

This general relation specifies immediately in the case of the probability density to

$$
\begin{equation*}
p(Y, t)=\int p\left(Y, t \mid Y_{0}, t_{0}\right) p\left(Y_{0}, t_{0}\right) d Y_{0} \tag{2.59}
\end{equation*}
$$

Because of the symmetry $P(A \cap B)=P(B \cap A)$, we get also

$$
\begin{equation*}
p\left(Y_{0}, t_{0}\right)=\int p\left(Y, t \mid Y_{0}, t_{0}\right) p\left(Y_{0}, t_{0}\right) d Y \tag{2.60}
\end{equation*}
$$

Due to (2.54), the last equation is a simple identity. Equation (2.56) permits in particular the extension of the initial condition (2.36) on any probability distributions.

This constitutes a warning that it is always preferable to represent each joint probability distribution function $p(Y, t ; Z, \tau)$ in the form (2.56). If we want to generally determine this joint probability for $t>\tau>t_{0}$, then we must calculate the integral

$$
\begin{equation*}
p(Y, t ; Z, \tau)=\int d Y_{0} p\left(Y, t \mid Z, \tau ; Y_{0}, t_{0}\right) p\left(Z, \tau \mid Y_{0}, t_{0}\right) p\left(Y_{0}, t_{0}\right) \tag{2.61}
\end{equation*}
$$

in which the conditional probability $p\left(Y, t \mid Z, \tau ; Y_{0}, t_{0}\right)$ occurs. The reason for the more complicated structure consists in the fact that the deterministic character of the microscopic dynamics is possibly partially conserved on the level of the relevant degrees of freedom. Hence, it remains a certain memory


Fig. 2.1. Possible contributions to the joint probability density $p\left(Y, t ; Z, \tau ; Y_{0}, t_{0}\right)$. The integration over all positions $Y_{0}$ leads to $p(Y, t ; Z, \tau)$. Only the full trajectories contribute to the conditional probability density $p\left(Z, \tau \mid Y_{0}, t_{0}\right)$ as well as to the conditional probability density $p\left(Y, t \mid Z, \tau ; Y_{0}, t_{0}\right)$. These events form, together with the probability density $p\left(Y_{0}, t_{0}\right)$, the joint probability $p\left(Y, t ; Z, \tau ; Y_{0}, t_{0}\right)$. The dashed curves are also contained in $p\left(Z, \tau \mid Y_{0}, t_{0}\right)$ but not in $p(Y, t ; Z, \tau)$. Roughly speaking, they are filtered out due to conditional probability $p\left(Y, t ; \mid Z, \tau ; Y_{0}, t_{0}\right)$ in the expression $p\left(Y, t ; Z, \tau ; Y_{0}, t_{0}\right)=p\left(Y, t ; \mid Z, \tau ; Y_{0}, t_{0}\right) p\left(Z, \tau \mid Y_{0}, t_{0}\right) p\left(Y_{0}, t_{0}\right)$. On the other hand, the product $p(Y, t ; \mid Z, \tau) p\left(Z, \tau \mid Y_{0}, t_{0}\right) p\left(Y_{0}, t_{0}\right)$ considers also the dotted lines, which contribute particularly to $p(Y, t \mid Z, \tau)$. Thus, we have to expect $p\left(Y, t ; \mid Z, \tau ; Y_{0}, t_{0}\right) \neq p(Y, t ; \mid Z, \tau)$. The equivalence between both quantities holds only if no memory effect appears.
of the initial information, which is, for instance, expressed by the appearance of the memory kernel $\hat{K}\left(t-t^{\prime}\right)$ in the Nakajima-Zwanzig equation. This effect indicates a possible feedback between the relevant degrees of freedom via the hidden irrelevant degrees of freedom. Only if this feedback disappears does $p\left(Y, t \mid Z, \tau ; Y_{0}, t_{0}\right)=p(Y, t \mid Z, \tau)$ apply and the simpler relationship $p(Y, t ; Z, \tau)=p(Y, t \mid Z, \tau) \rho(Z, \tau)$ become valid for arbitrary points in time (see Figure 2.1).

On the other hand, (2.56) is always valid. The correctness of this relation is justified by the fact that relevant and irrelevant degrees of freedom are assumed to be initially uncorrelated as well as by the fact that even former information is unknown. We point out again that this assumption has to be understood in the sense of the Bayesian definition of statistics.

### 2.4 Markov Approximation

We once again return to the problem of the selection of relevant degrees of freedom. If we define the relevant degrees of the complex system in such a way that all of these variables change relatively slowly compared with the irrelevant degrees of freedom, then the memory kernel (2.52) of the NakajimaZwanzig equation may approach

$$
\begin{equation*}
\hat{K}\left(t_{0}, t-t^{\prime}\right)=\hat{K}\left(t_{0}\right) \delta\left(t-t^{\prime}\right) \tag{2.62}
\end{equation*}
$$

This representation is called the Markov approximation. The assumption of such a separation between slow relevant timescales and fast irrelevant timescales is at least an appropriate approximation for many complex systems. But it should be remarked that there is really no such thing as a system with Markov character. If we observe the system on a very fine timescale, the immediate history will almost certainly be required to predict the probabilistic development. In other words, there is a certain characteristic time during which the previous history is important. However, systems whose memory time is so small may be, on the timescale on which we carry out observations, assumed to be Markov-like systems. We substitute (2.62) in the Nakajima-Zwanzig equation (2.50) to get

$$
\begin{equation*}
\frac{\partial p\left(Y, t \mid Y_{0}, t_{0}\right)}{\partial t}=-\hat{L}_{\text {Markov }} p\left(Y, t \mid Y_{0}, t_{0}\right) \tag{2.63}
\end{equation*}
$$

with the Markovian $\hat{L}_{\text {Markov }}=\hat{M}\left(t_{0}\right)-\hat{K}\left(t_{0}\right)$. However, we know also about situations where a part of the irrelevant degrees of freedom is considerably slower than the relevant degrees of freedom and only the remaining part of the irrelevant degrees of freedom contributes to the fast dynamics. In these cases, it seems to be more favorable to derive the evolution equation for the probability density $p\left(Y, t \mid Y_{0}, t_{0}\right)$ by the use of time-dependent projectors capturing the effects of the slow irrelevant dynamics.

Such a generalization basically changes nothing in the general procedure of the separation of the timescales except for the occurrence of an explicit time dependence of the operator $\hat{L}_{\text {Markov }}(t)$. Therefore, we can use the Markov approximation also for these problems. However, the concept of the separation of timescales fails or becomes uncontrolled if a suitable set of irrelevant degrees of freedom offers characteristic timescales similar to those of the relevant degrees of freedom. By assuming an infinitesimal time interval $d t$, we obtain from (2.63)

$$
\begin{equation*}
p\left(Y, t+d t \mid Y_{0}, t_{0}\right)=\left[1-\hat{L}_{\mathrm{Markov}}(t) d t\right] p\left(Y, t \mid Y_{0}, t_{0}\right) \tag{2.64}
\end{equation*}
$$

In general, we may express the operator $1-\hat{L}_{\text {Markov }}(t) d t$ by an integral representation

$$
\begin{equation*}
p\left(Y, t+d t \mid Y_{0}, t_{0}\right)=\int d Z U_{\text {Markov }}(Y, t+d t \mid Z, t) p\left(Z, t \mid Y_{0}, t_{0}\right) \tag{2.65}
\end{equation*}
$$

We multiply (2.65) with the initial distribution function $p\left(Y_{0}, t_{0}\right)$ and integrate over all configurations $Y_{0}$. Considering (2.59), we get

$$
\begin{equation*}
p(Y, t+d t)=\int d Z U_{\text {Markov }}(Y, t+d t \mid Z, t) p(Z, t) \tag{2.66}
\end{equation*}
$$

Thus, the integral kernel $U_{\text {Markov }}(Y, t+d t \mid Z, t)$ can be interpreted as the conditional probability density $p(Y, t+d t \mid Z, t)$ for a transition from the state $Z$ at time $t$ to the state $Y$ at time $t+d t$. This constitutes a further explanation. We remember that (2.61) requires the more general relation

$$
\begin{align*}
p(Y, t+d t)= & \int d Y_{0} \int d Z p\left(Y, t+d t \mid Z, t ; Y_{0}, t_{0}\right) \\
& \times p\left(Z, t \mid Y_{0}, t_{0}\right) p\left(Y_{0}, t_{0}\right) \tag{2.67}
\end{align*}
$$

A simple comparison between (2.66) and (2.67) leads to the necessary condition $p\left(Y, t+d t \mid Z, t ; Y_{0}, t_{0}\right)=p(Y, t+d t \mid Z, t)$. This is simply another formulation of the Markov property. It is, even by itself, extremely powerful. In particular, this property means that we can define higher conditional and joint probabilities in terms of the simple conditional probability. To obtain a general relation between the conditional probabilities at different times, we shift the time $t \rightarrow t+d t$ in (2.65) and obtain

$$
\begin{align*}
p\left(Y, t+2 d t \mid Y_{0}, t_{0}\right)= & \int d Z p(Y, t+2 d t \mid Z, t+d t) \\
& \times p\left(Z, t+d t \mid Y_{0}, t_{0}\right) \tag{2.68}
\end{align*}
$$

On the other hand, the transformation $d t \rightarrow 2 d t$ leads to

$$
\begin{equation*}
p\left(Y, t+2 d t \mid Y_{0}, t_{0}\right)=\int d Z p(Y, t+2 d t \mid Z, t) p\left(Z, t \mid Y_{0}, t_{0}\right) \tag{2.69}
\end{equation*}
$$

so that we obtain from (2.65), (2.68), and (2.69)

$$
\begin{align*}
p(Y, t+2 d t \mid Z, t)= & \int d X p(Y, t+2 d t \mid X, t+d t) \\
& \times p(X, t+d t \mid Z, t) \tag{2.70}
\end{align*}
$$

When repeating this procedure infinitely many times, one obtains a relation for finite time differences

$$
\begin{equation*}
p\left(Y, t \mid Z, t^{\prime \prime}\right)=\int d X p\left(Y, t \mid X, t^{\prime}\right) p\left(X, t^{\prime} \mid Z, t^{\prime \prime}\right) \tag{2.71}
\end{equation*}
$$

which is the Chapman-Kolmogorov equation. This equation is a rather complex nonlinear functional equation relating all conditional probabilities obtained from a given Markovian to each other.

This is a remarkable result: the conditional probability density obtained from an arbitrary Markovian must satisfy the Chapman-Kolmogorov equation. In addition, the Chapman-Kolmogorov equation is an important criterion for presence of the Markov property. Whenever empirically determined conditional probabilities satisfy (2.71), we are able to introduce the Markov property.

### 2.5 Generalized Fokker-Planck Equation

### 2.5.1 Differential Chapman-Kolmogorov Equation

The determination of the Markovian for a given process on the basis of a microscopic theory is probably excluded. Therefore, we are always dependent
on empirical considerations and observations. It would be reasonable to know some rules from which the Markovian $\hat{L}_{\text {Markov }}$ could be constructed.

For all evolutionary processes with Markov properties, the parameterfree Chapman-Kolmogorov equation (2.71) is a universal relation. However, the Chapman-Kolmogorov equation has many solutions. In particular, for a given dimension $N$ of the state $Y$, every solution of (2.63) must also be a solution of (2.71) independent from the special mathematical structure of the operator $\hat{L}_{\text {Markov }}$. Therefore, we could possibly use this equation to obtain information about the general mathematical structure of $\hat{L}_{\text {Markov }}$. To do so, we follow Gardiner [143] and define the subsequent quantities for all $\varepsilon>0$ :

$$
\begin{equation*}
A_{\alpha}(Z, t)=\lim _{\delta t \rightarrow 0} \frac{1}{\delta t} \int_{|Y-Z|<\varepsilon} d Y p(Y, t+\delta t \mid Z, t) \Delta Y_{\alpha}+o(\varepsilon) \tag{2.72}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{\alpha \beta}(Z, t)=\lim _{\delta t \rightarrow 0} \frac{1}{\delta t} \int_{|Y-Z|<\varepsilon} d Y p(Y, t+\delta t \mid Z, t) \Delta Y_{\alpha} \Delta Y_{\beta}+o(\varepsilon) \tag{2.73}
\end{equation*}
$$

where we have used the notation $\Delta Y_{\alpha}=Y_{\alpha}-Z_{\alpha}$. Furthermore, we introduce

$$
\begin{equation*}
W(Y \mid Z ; t)=\lim _{\delta t \rightarrow 0} \frac{1}{\delta t} p(Y, t+\delta t \mid Z, t) \tag{2.74}
\end{equation*}
$$

for $|Y-Z|>\varepsilon$. We will see later that these quantities were chosen in a very natural way. They can be obtained directly from observations or defined by suitable model assumptions.

If we are able to build the Markovian, $\hat{L}_{\text {Markov }}$ by the exclusive use of these quantities, we have arrived at our goal. Note that possible higher-order coefficients must vanish for $\varepsilon \rightarrow 0$. For instance, the third-order quantity defined by

$$
\begin{equation*}
C_{\alpha \beta \gamma}(Z, t)=\lim _{\delta t \rightarrow 0} \frac{1}{\delta t} \int_{|Y-Z|<\varepsilon} d Y p(Y, t+\delta t \mid Z, t) \Delta Y_{\alpha} \Delta Y_{\beta} \Delta Y_{\gamma} \tag{2.75}
\end{equation*}
$$

may be approximated by $\left|C_{\alpha \beta \gamma}\right| \simeq\left|B_{\alpha \beta}\right| \varepsilon=o(\varepsilon)$. Thus, if $B_{\alpha \beta}$ exists, the coefficient $C_{\alpha \beta \gamma}$ is of an order of magnitude $o(\varepsilon)$ and disappears for $\varepsilon \rightarrow 0$. To proceed, we consider the time evolution of the average of an arbitrary function $f$ that is twice continuously differentiable,

$$
\begin{align*}
& \frac{\partial}{\partial t} \int d Z f(Z) p\left(Z, t \mid Y, t^{\prime}\right) \\
= & \lim _{\delta t \rightarrow 0} \frac{1}{\delta t} \int d Z f(Z)\left[p\left(Z, t+\delta t \mid Y, t^{\prime}\right)-p\left(Z, t \mid Y, t^{\prime}\right)\right] d Z \\
= & \lim _{\delta t \rightarrow 0} \frac{1}{\delta t} \iint d Z d X f(Z) p(Z, t+\delta t \mid X, t) P\left(X, t \mid Y, t^{\prime}\right) \\
& -\lim _{\delta t \rightarrow 0} \frac{1}{\delta t} \iint d Z d X f(X) p(Z, t+\delta t \mid X, t) P\left(X, t \mid Y, t^{\prime}\right), \tag{2.76}
\end{align*}
$$

where we have used the Chapman-Kolmogorov equation (2.71) in the first term and the normalization condition (2.54) to produce the corresponding terms in (2.76). Since $f(Z)$ is twice continuously differentiable, we may write

$$
\begin{align*}
f(Z)= & f(X)+\sum_{\alpha} \frac{\partial f(X)}{\partial X_{\alpha}}\left[Z_{\alpha}-X_{\alpha}\right] \\
& +\frac{1}{2} \sum_{\alpha \beta} \frac{\partial^{2} f(X)}{\partial X_{\alpha} \partial X_{\beta}}\left[Z_{\alpha}-X_{\alpha}\right]\left[Z_{\beta}-X_{\beta}\right]+R(Z, X) \tag{2.77}
\end{align*}
$$

where the reminder function $R(Z, X)$ vanishes for $|X-Z|=\varepsilon \rightarrow 0$ as $o\left(\varepsilon^{2}\right)$. We now divide the integrals in (2.76) into two regions, $|X-Z| \leq \varepsilon$ and $|X-Z|>\varepsilon$, and substitute (2.77) into (2.76):

$$
\begin{align*}
& \frac{\partial}{\partial t} \int d Z f(Z) p\left(Z, t \mid Y, t^{\prime}\right) \\
= & \lim _{\delta t \rightarrow 0} \frac{1}{\delta t} \iint_{|Z-X|<\varepsilon} d Z d X p(Z, t+\delta t \mid X, t) p\left(X, t \mid Y, t^{\prime}\right) \\
& \times\left\{\sum_{\alpha} \frac{\partial f(X)}{\partial X_{\alpha}}\left[Z_{\alpha}-X_{\alpha}\right]+\frac{1}{2} \sum_{\alpha \beta} \frac{\partial^{2} f(X)}{\partial X_{\alpha} \partial X_{\beta}}\left[Z_{\alpha}-X_{\alpha}\right]\left[Z_{\beta}-X_{\beta}\right]\right\} \\
& +\lim _{\delta t \rightarrow 0} \frac{1}{\delta t} \iint_{|Z-X|<\varepsilon} d Z d X R(Z, X) p(Z, t+\delta t \mid X, t) p\left(X, t \mid Y, t^{\prime}\right) \\
& +\lim _{\delta t \rightarrow 0} \frac{1}{\delta t} \iint_{|Z-X|<\varepsilon} d Z d X f(X) p(Z, t+\delta t \mid X, t) p\left(X, t \mid Y, t^{\prime}\right) \\
& +\lim _{\delta t \rightarrow 0} \frac{1}{\delta t} \iint_{|Z-X| \geq \varepsilon} d Z d X f(Z) p(Z, t+\delta t \mid X, t) p\left(X, t \mid Y, t^{\prime}\right) \\
& -\lim _{\delta t \rightarrow 0} \frac{1}{\delta t} \iint d Z d X f(X) p(Z, t+\delta t \mid X, t) p\left(X, t \mid Y, t^{\prime}\right) \tag{2.78}
\end{align*}
$$

Let us compute the limit $\varepsilon \rightarrow 0$ line-by-line. The first term of this expression can be transformed in the following way. We take the limit $\delta t \rightarrow 0$ inside the integral to obtain, with the help of (2.72) and (2.73),

$$
\begin{align*}
(1)= & \int d X p\left(X, t \mid Y, t^{\prime}\right) \\
& \times\left\{\sum_{\alpha} A_{\alpha}(X, t) \frac{\partial f(X)}{\partial X_{\alpha}}+\frac{1}{2} \sum_{\alpha \beta} B_{\alpha \beta}(X, t) \frac{\partial^{2} f(X)}{\partial X_{\alpha} \partial X_{\beta}}\right\} \tag{2.79}
\end{align*}
$$

The second term of (2.78) disappears for $\varepsilon \rightarrow 0$ due to $R(Z, X) \sim o\left(|Z-X|^{2}\right)$. The third term and the fifth term can be collected in one expression. Thus, we get

$$
\begin{align*}
(3)+(5)=-\lim _{\delta t \rightarrow 0} \frac{1}{\delta t} \iint_{|Y-Z| \geq \varepsilon} & d Z d X f(X) p(Z, t+\delta t \mid X, t) \\
& \times p\left(X, t \mid Y, t^{\prime}\right) \tag{2.80}
\end{align*}
$$

or with the use of (2.74) and considering $\varepsilon \rightarrow 0$,

$$
\begin{equation*}
(3)+(5)=-\mathcal{H} \iint d Z d X f(X) W(Z \mid X ; t) p\left(X, t \mid Y, t^{\prime}\right) \tag{2.81}
\end{equation*}
$$

Notice that we use the symbol $\mathcal{H}$ to indicate the principal value integral. We finally get for the fourth term

$$
\begin{equation*}
(4)=\mathcal{H} \iint d X d Z f(Z) W(Z \mid X ; t) p\left(X, t \mid Y, t^{\prime}\right) \tag{2.82}
\end{equation*}
$$

We put these results together to obtain

$$
\begin{align*}
& \int d X \frac{\partial}{\partial t} p\left(X, t \mid Y, t^{\prime}\right) f(X)=\int d X p\left(X, t \mid Y, t^{\prime}\right) \\
\times & \left\{\sum_{\alpha} A_{\alpha}(X, t) \frac{\partial f(X)}{\partial X_{\alpha}}+\frac{1}{2} \sum_{\alpha \beta} B_{\alpha \beta}(X, t) \frac{\partial^{2} f(X)}{\partial X_{\alpha} \partial X_{\beta}}\right\} \\
+ & \mathcal{H} \iint d Z d X[f(X)-f(Z)] W(X \mid Z ; t) p\left(Z, t \mid Y, t^{\prime}\right), \tag{2.83}
\end{align*}
$$

and after integrating by parts, we get

$$
\begin{align*}
& \frac{\partial}{\partial t} \int d X f(X) p\left(X, t \mid Y, t^{\prime}\right)=\int d X f(X) \\
\times & \left\{-\sum_{\alpha} \frac{\partial}{\partial X_{\alpha}} A_{\alpha}(X, t)+\frac{1}{2} \sum_{\alpha \beta} \frac{\partial^{2}}{\partial X_{\alpha} \partial X_{\beta}} B_{\alpha \beta}(X, t)\right\} p\left(X, t \mid Y, t^{\prime}\right) \\
\times & \mathcal{H} \iint d Z d X[f(X)-f(Z)] W(X \mid Z ; t) p\left(Z, t \mid Y, t^{\prime}\right) \tag{2.84}
\end{align*}
$$

Finally, we consider that we have chosen the function $f$ to be arbitrary. We can then deduce that the conditional probability fulfills the relation

$$
\begin{align*}
& \frac{\partial}{\partial t} p\left(X, t \mid Y, t^{\prime}\right)=-\sum_{\alpha} \frac{\partial}{\partial X_{\alpha}} A_{\alpha}(X, t) p\left(X, t \mid Y, t^{\prime}\right) \\
+ & \frac{1}{2} \sum_{\alpha \beta} \frac{\partial^{2}}{\partial X_{\alpha} \partial X_{\beta}} B_{\alpha \beta}(X, t) p\left(X, t \mid Y, t^{\prime}\right)  \tag{2.85}\\
+ & \mathcal{H} \int d Z\left[W(X \mid Z ; t) p\left(Z, t \mid Y, t^{\prime}\right)-W(Z \mid X ; t) p\left(X, t \mid Y, t^{\prime}\right)\right]
\end{align*}
$$

This equation is the differential form of the Chapman-Kolmogorov equation, which is denoted in the literature as the forward differential ChapmanKolmogorov equation. The right-hand side of this equation defines the general structure of the Markovian $\hat{L}_{\text {Markov }}$.

If we want to specify the differential Chapman-Kolmogorov equation, we must consider that by definition the components $B_{\alpha \beta}(X, t)$ must form a positive-definite matrix and that $W(X \mid Z ; t)$ must be a nonnegative function. Then, it can be shown under certain conditions that a nonnegative solution to the differential Chapman-Kolmogorov equation exists and that this solution also satisfies the Chapman-Kolmogorov equation. The conditions to be satisfied are the initial condition

$$
\begin{equation*}
p(X, t \mid Y, t)=\delta(X-Y) \tag{2.86}
\end{equation*}
$$

which follows directly from (2.59), and any appropriate boundary conditions.
We may also derive the backward differential Chapman-Kolmogorov equations, which give the time evolution with respect to the initial variables of $p\left(X, t \mid Y, t^{\prime}\right)$. To do this, we consider

$$
\begin{aligned}
\frac{\partial}{\partial t^{\prime}} p\left(X, t \mid Y, t^{\prime}\right)= & \lim _{\delta t \rightarrow 0} \frac{1}{\delta t^{\prime}}\left[p\left(X, t \mid Y, t^{\prime}\right)-p\left(X, t \mid Y, t^{\prime}-\delta t^{\prime}\right)\right] \\
= & \lim _{\delta t \rightarrow 0} \frac{1}{\delta t^{\prime}} \int d Z p\left(Z, t^{\prime} \mid Y, t^{\prime}-\delta t^{\prime}\right) p\left(X, t \mid Y, t^{\prime}\right) \\
& -\lim _{\delta t \rightarrow 0} \frac{1}{\delta t^{\prime}} \int d Z p\left(X, t \mid Z, t^{\prime}\right) p\left(Z, t^{\prime} \mid Y, t^{\prime}-\delta t^{\prime}(2.87)\right.
\end{aligned}
$$

by use of the normalization condition (2.54) in the first term and the Chapman-Kolmogorov equation (2.71) in the second term. It is easy to show that we can carry out the infinitesimal shift $p\left(Z, t^{\prime} \mid Y, t^{\prime}-\delta t^{\prime}\right) \rightarrow$ $p\left(Z, t^{\prime}+\delta t^{\prime} \mid Y, t^{\prime}\right)$ without a noticeable change of (2.87). Hence, we get

$$
\begin{align*}
\frac{\partial}{\partial t^{\prime}} p\left(X, t \mid Y, t^{\prime}\right)= & \lim _{\delta t \rightarrow 0} \int d Z \frac{p\left(Z, t^{\prime}+\delta t^{\prime} \mid Y, t^{\prime}\right)}{\delta t^{\prime}} \\
& \times\left[p\left(X, t \mid Y, t^{\prime}\right)-p\left(X, t \mid Z, t^{\prime}\right)\right] \tag{2.88}
\end{align*}
$$

and therefore, using techniques similar to those used for the derivation of (2.85),

$$
\begin{align*}
& \frac{\partial}{\partial t^{\prime}} p\left(X, t \mid Y, t^{\prime}\right)=-\sum_{\alpha} A_{\alpha}\left(Y, t^{\prime}\right) \frac{\partial}{\partial Y_{\alpha}} p\left(X, t \mid Y, t^{\prime}\right) \\
- & \frac{1}{2} \sum_{\alpha \beta} B_{\alpha \beta}\left(Y, t^{\prime}\right) \frac{\partial^{2}}{\partial Y_{\alpha} \partial Y_{\beta}} p\left(X, t \mid Y, t^{\prime}\right) \\
+ & \mathcal{H} \int d Z W\left(Z \mid Y ; t^{\prime}\right)\left[p\left(X, t \mid Y, t^{\prime}\right)-p\left(X, t \mid Z, t^{\prime}\right)\right] . \tag{2.89}
\end{align*}
$$

This equation is called the backward differential Chapman-Kolmogorov equation. We remark that the forward and backward equations are equivalent to each other. The main difference is which set of variables is held fixed. For the forward equation, solutions exist for $t \geq t^{\prime}$ and (2.86) is the initial condition with respect to the free variables $(X, t)$. In the case of the backward equation, we hold $(X, t)$ fixed so that since the backward equation expresses development in $t^{\prime} \leq t,(2.86)$ is the final condition of (2.89).

### 2.5.2 Deterministic Processes

There are also in complex systems phenomena that may be described by a completely deterministic motion. If the corresponding processes possess also a Markov character, then they can be described by a differential ChapmanKolmogorov equation with $B_{\alpha \beta}=0$ and $W(Y \mid Z ; t)=0$. It remains the equation

$$
\begin{equation*}
\frac{\partial}{\partial t} p\left(X, t \mid Y, t^{\prime}\right)=-\sum_{\alpha} \frac{\partial}{\partial X_{\alpha}} A_{\alpha}(X, t) p\left(X, t \mid Y, t^{\prime}\right) \tag{2.90}
\end{equation*}
$$

The solution to this equation with the initial condition (2.86) is

$$
\begin{equation*}
p\left(X, t \mid Z, t^{\prime}\right)=\delta(X-\widetilde{X}(t)) \tag{2.91}
\end{equation*}
$$

This means that the system moves along the trajectory $\widetilde{X}(t)=\left\{\widetilde{x}_{1}(t), \widetilde{x}_{2}(t), \ldots\right\}$ obtained by solving the ordinary differential equations

$$
\begin{equation*}
\frac{d \widetilde{x}_{\alpha}(t)}{d t}=A_{\alpha}(\widetilde{X}(t), t)=A_{\alpha}\left(\left\{\widetilde{x}_{1}(t), \widetilde{x}_{2}(t), \ldots\right\}, t\right) \tag{2.92}
\end{equation*}
$$

with the initial conditions

$$
\begin{equation*}
\widetilde{x}\left(t^{\prime}\right)=\left\{\widetilde{x}_{1}\left(t^{\prime}\right), \widetilde{x}_{2}\left(t^{\prime}\right), \ldots\right\}=Y \tag{2.93}
\end{equation*}
$$

The equations (2.92) are also called kinetic equations. These differential equations, however, are generally not equations of motion in the sense of classical mechanics. In particular, most kinetic equations are irreversible (i.e., they are not invariant under reversal of the time direction).

If a system is far from possible stationary states, then such equations describe a complex system mostly sufficiently. The structure of the solution (2.91) indicates the deterministic character of (2.90). To demonstrate the validity of (2.91), we point out first that for $t=t^{\prime}$ the initial conditions (2.93) lead to $P\left(X, t \mid Z, t^{\prime}\right)=\delta(X-Z)$. The proof for all other times is best obtained by direct substitution. We see that

$$
\begin{align*}
\frac{d p\left(X, t \mid Y, t^{\prime}\right)}{d t} & =-\sum_{\alpha}\left[\frac{\partial}{\partial X_{\alpha}} \delta(X-\widetilde{X}(t))\right] \frac{d \widetilde{x}_{\alpha}(t)}{d t} \\
& =\sum_{\alpha} \frac{\partial}{\partial X_{\alpha}}\left[\delta(X-\widetilde{X}(t)) A_{\alpha}(\widetilde{X}(t), t)\right] \\
& =\sum_{\alpha} \frac{\partial}{\partial X_{\alpha}}\left[A_{\alpha}(X, t) P\left(X, t \mid Y, t^{\prime}\right)\right] \tag{2.94}
\end{align*}
$$

leads to the expected identity. It should be remarked that the methods of characteristics can be used to obtain (2.92) from (2.90) in a direct way.

### 2.5.3 Fokker-Planck Equation

If we assume the quantities $W(X \mid Z ; t)$ to be zero, the differential ChapmanKolmogorov equation reduces to the generalized Fokker-Planck equation

$$
\begin{align*}
\frac{\partial}{\partial t} p\left(X, t \mid Y, t^{\prime}\right)= & -\sum_{\alpha} \frac{\partial}{\partial X_{\alpha}} A_{\alpha}(X, t) p\left(X, t \mid Y, t^{\prime}\right) \\
& +\sum_{\alpha \beta} \frac{1}{2} \frac{\partial^{2}}{\partial X_{\alpha} \partial X_{\beta}} B_{\alpha \beta}(X, t) p\left(X, t \mid Y, t^{\prime}\right) \tag{2.95}
\end{align*}
$$

The functions $A_{\alpha}(X, t)$ are the components of the drift vector, and the $B_{\alpha \beta}(X, t)$ are known as components of the diffusion matrix. As mentioned above, the diffusion matrix is symmetric and positive-semidefinite as a result of the definition (2.73).

The general solution of this differential equation cannot be given explicitly. However, we can use certain similarities in the mathematical structure of the Fokker-Planck equation and the Schrödinger equation of quantum mechanics in order to transfer well-known solution methods.

But there are some important differences between both equations that have to do with the operator structure of the right-hand side. Each Schrödinger equation always requires a self-adjoint but not necessarily positive-definite Hamilton operator, while the differential operator of a Fokker-Planck equation must be positive-semidefinite but not self adjoint. In the case of constant components $A_{\alpha}$ and $B_{\alpha \beta}$, the Fokker-Planck equation (2.95) can be solved exactly, subject to the initial condition (2.86), and we arrive at

$$
\begin{equation*}
p\left(X, t \mid Y, t^{\prime}\right)=\frac{1}{\sqrt{\operatorname{det}(2 \pi B \Delta t)}} \exp \left\{-\frac{1}{2 \Delta t} \sum_{\alpha \beta} \Delta X_{\alpha} B_{\alpha \beta}^{-1} \Delta X_{\beta}\right\} \tag{2.96}
\end{equation*}
$$

with $\Delta X_{\alpha}=X_{\alpha}-Y_{\alpha}-A_{\alpha} \Delta t, \Delta t=t-t^{\prime}$, and $N$ the dimension of the state space. This is nothing other than a multivariable Gaussian probability distribution function. The initial condition appears for $\Delta t \rightarrow 0$, while the Gaussian spreads over the whole space for $\Delta t \rightarrow \infty$. The center of the Gaussian moves with the constant velocity $A=\left\{A_{1}, A_{2}, \ldots\right\}$.

### 2.5.4 The Master Equation

Finally, we consider the case $A_{\alpha}=B_{\alpha \beta}=0$ so that we now have

$$
\begin{align*}
\frac{\partial}{\partial t} p\left(X, t \mid Y, t^{\prime}\right)= & \mathcal{H} \int d Z W(X \mid Z ; t) p\left(Z, t \mid Y, t^{\prime}\right) \\
& -\mathcal{H} \int d Z W(Z \mid X ; t) p\left(X, t \mid Y, t^{\prime}\right) \tag{2.97}
\end{align*}
$$

This is a so called master (or rate) equation. The initial condition of this equation is again given by (2.86). In order to discuss the underlying processes
described by master equations, we solve (2.97) approximately in first order to a small time interval $\delta t$. The short-time solution to this equation with the initial condition (2.86) is

$$
\begin{align*}
p\left(X, t^{\prime}+\delta t \mid Y, t^{\prime}\right)= & \delta(X-Y)\left[1-\mathcal{H} \int d Z W(Z \mid Y ; t) \delta t\right] \\
& +W(X \mid Y ; t) \delta t \tag{2.98}
\end{align*}
$$

The first contribution corresponds to a finite probability for the system to stay at the original position $Y$ in the state space. This probability decreases with increasing time. The probability that the system does not remain at $Y$ is given by the second term of (2.98). Hence, a characteristic path of the system through the state space will consist of a series of discontinuous jumps whose distribution is given by $W(X \mid Y ; t)$. For this reason, processes described by master equations are denoted as jump processes.

The master equation (2.97) may be specified for the case where the state space consists of discrete numbers only. Then, the master equation takes the form

$$
\begin{equation*}
\frac{\partial}{\partial t} p_{n n^{\prime}}\left(t, t^{\prime}\right)=\sum_{m}\left[W_{n m}(t) p_{m n^{\prime}}\left(t, t^{\prime}\right)-W_{m n}(t) p_{n n^{\prime}}\left(t, t^{\prime}\right)\right] \tag{2.99}
\end{equation*}
$$

with $W_{n m}(t)=W(n \mid m ; t)$ and $p_{n m}\left(t, t^{\prime}\right)=p\left(n, t \mid m, t^{\prime}\right)$. In this representation, the concept of jump processes becomes particularly clear. But it should be noted again that pure jump processes can occur even in a continuous state space ${ }^{1}$.

### 2.6 Correlation and Stationarity

### 2.6.1 Stationarity

The macroscopic dynamics of a complex system are stationary in a strict sense if all joint probabilities are invariant under a time shift $\Delta t$ :

$$
\begin{equation*}
p\left(X_{1}, t_{1} ; \ldots, X_{n}, t_{n} ; \ldots\right)=p\left(X_{1}, t_{1}+\Delta t ; \ldots, X_{n}, t_{n}+\Delta t ; \ldots\right) \tag{2.100}
\end{equation*}
$$

From here, we conclude that $p(X, t)=p(X)$ so that, due to (2.55), all conditional probabilities are also invariant under a time shift.

Furthermore, the definition of stationarity implies that the operators of the Nakajima-Zwanzig equation (2.50) no longer depend on the initial time, $\hat{M}\left(t_{0}\right)=\hat{M}$ and $\hat{K}\left(t_{0}, t-t^{\prime}\right)=\hat{K}\left(t-t^{\prime}\right)$, and that the coefficients of the differential Chapman-Kolmogorov equation (2.85) are simple functions of

[^0]the states (i.e., $A_{\alpha}(X, t)=A_{\alpha}(X), B_{\alpha \beta}(X, t)=B_{\alpha \beta}(X)$, and $W(X \mid Y ; t)=$ $W(X \mid Y))$. Finally, stationarity means that all moments and cumulants have constant values.

There exist several other definitions of stationary processes that are, in fact, less restrictive. For instance, an $n$th order stationary process arises when (2.100) holds only for joint probability distribution functions of less than $n+1$ points in time, while asymptotically stationary processes are observed only for infinitely large shifts $\Delta t$.

### 2.6.2 Correlation

The knowledge of moments and cumulants does not tell a great deal about the dynamics of a complex system. For instance, all moments have constant values in the special case of stationary systems. What would be of interest are measurable quantities obtained from joint probabilities (or alternatively from the conditional probabilities) that give simultaneously information about the state of the system at several points in time. The simplest quantity is the correlation function

$$
\begin{equation*}
\overline{f(t) g\left(t^{\prime}\right)}=\int d X d X^{\prime} f(X) g\left(X^{\prime}\right) p\left(X, t ; X^{\prime}, t^{\prime}\right) \tag{2.101}
\end{equation*}
$$

between two arbitrary functions, $f$ and $g$, of the state of the system. A special case is the autocorrelation function $\overline{f(t) f\left(t^{\prime}\right)}$, which considers the same quantity at different time points. Higher correlations can be constructed in a similar way:

$$
\begin{equation*}
\overline{f_{1}\left(t_{1}\right) \ldots f_{n}\left(t_{n}\right)}=\int \prod_{i}^{n}\left[d X^{(i)} f_{i}\left(X^{(i)}\right)\right] p\left(X^{(1)}, t_{1} ; \ldots ; X^{(n)}, t_{n}\right) \tag{2.102}
\end{equation*}
$$

A very natural class of correlation functions may be obtained by identifying the functions $f_{i}$ with the components $X_{\alpha}$ of the state vector. These correlation functions may be interpreted as generalized moments, $\overline{x_{\alpha_{1}}\left(t_{1}\right) \ldots x_{\alpha_{n}}\left(t_{n}\right)}$, which approach the standard definition (2.12) for $t_{1}=\ldots=t_{n}=t$. Analogously, we can design combinations of correlation functions that may be understood as a generalization of the cumulants (2.19). For instance, the generalized covariance functions are defined by

$$
\begin{equation*}
C_{\alpha \beta}\left(t, t^{\prime}\right)=\overline{x_{\alpha}(t) x_{\beta}\left(t^{\prime}\right)}-\overline{x_{\alpha}(t)} \overline{x_{\beta}\left(t^{\prime}\right)} \tag{2.103}
\end{equation*}
$$

which are useful to consider for processes with average values different from zero. Because of (2.100), stationarity always requires that the correlation functions be invariant under a time shift. In particular, we get for stationary processes $\overline{x_{\alpha}(t) x_{\beta}\left(t^{\prime}\right)}=\overline{x_{\alpha}\left(t-t^{\prime}\right) x_{\beta}(0)}$ and $C_{\alpha \beta}\left(t, t^{\prime}\right)=C_{\alpha \beta}\left(t-t^{\prime}, 0\right)$, which is simply denoted as $C_{\alpha \beta}\left(t-t^{\prime}\right)$.

Finally, we introduce the so-called correlation time. For the sake of simplicity, here we concentrate on the discussion of the autocovariance
function $C\left(t-t^{\prime}\right)$ of a stationary process in a one-dimensional state space. The symmetry of this function requires immediately

$$
\begin{equation*}
C\left(t-t^{\prime}\right)=C\left(t^{\prime}-t\right)=C\left(\left|t-t^{\prime}\right|\right) . \tag{2.104}
\end{equation*}
$$

One possibility that provides a measure for the corresponding correlation time $\tau_{c}$ is the integral

$$
\begin{equation*}
\tau_{c}=C^{-1}(0) \int_{0}^{\infty} C(t) d t \tag{2.105}
\end{equation*}
$$

This definition is independent of the precise functional form of the autocovariance function. The correlation time $\tau_{c}$ may have a finite, infinite, or indeterminate value.

The last case is more or less irrelevant for the majority of complex systems. It corresponds, for instance, to periodic autocovariance functions (e.g., $C(t) \sim$ $\cos (\omega t))$. A divergent timescale $\tau_{c} \rightarrow \infty$ indicates the existence of a dominant correlation. Processes characterized by such an autocorrelation function are said to be long-range correlated. For instance, $C(t) \sim t^{-a}$ with $0<a<1$ is a typical autocovariance function of long-range correlated processes.

When the integral (2.105) is finite, the corresponding process shows a short-range correlated behavior. In this case, the values of the observed quantities are practically uncorrelated if sequentially realized measurements are separated by a timescale sufficiently longer than $\tau_{c}$. An important example is the autocovariance of the Ornstein-Uhlenbeck process, $C \sim \exp \left\{-t / \tau_{c}\right\}$, which is often used to model a realistic noise signal.

### 2.6.3 Spectra

In order to characterize a stationary process, it is very natural to calculate the Fourier transform for the covariance functions $C_{\alpha \beta}(t)$ :

$$
\begin{equation*}
S_{\alpha \beta}(\omega)=\int_{-\infty}^{+\infty} d t C_{\alpha \beta}(t) \exp \{i \omega t\} . \tag{2.106}
\end{equation*}
$$

Due to the symmetry property $C_{\alpha \beta}(t)=C_{\beta \alpha}(-t)$, the Fourier transforms are self-adjoint; $S_{\alpha \beta}(\omega)=S_{\beta \alpha}^{*}(\omega)$. The $S_{\alpha \beta}(\omega)$ are called the spectral functions of the underlying processes. In addition to the classification of correlation processes introduced above, the same properties might be investigated in the frequency domain.

To this end, we consider again a stationary process in a one-dimensional state space. We obtain from (2.106) and (2.105) the important relation $\tau_{c}=S(0)$. Therefore, we conclude that a convergent behavior of $S(\omega)$ in the low-frequency regions indicates a short-range correlation, while any kind of divergence is related to long-range correlations.

### 2.7 Stochastic Equations of Motion

### 2.7.1 The Mori-Zwanzig Equation

At the beginning of the book, we already mentioned that the microscopic mechanical (or quantum-mechanical) equations of motion and the Liouville equation are equivalent representations of a given system. Subsequently, we demonstrated that the Liouville equation could be reduced to a NakajimaZwanzig equation, which contains only the relevant degrees of freedom representing a suitable description of the system on a more or less macroscopic level. It is reasonable to ask whether one can also reduce the complicated system of microscopic mechanical equations of motion to a macroscopic description. To this end, we introduce a set of linearly independent, differentiable functions $G_{\alpha}(t)(\alpha=1, \ldots, M)$ that are assumed to be functions of the microscopic state $\Gamma=\left\{q_{1}, \ldots, p_{N}\right\}, G_{\alpha}(t)=$ $G_{\alpha}(\Gamma(t))$. All of these functions are denoted as relevant variables representing macroscopically observable or measurable quantities of interest. The time evolution of each $G_{\alpha}$ is ruled by the microscopic equations of motion

$$
\begin{equation*}
\frac{d G_{\alpha}}{d t}=\sum_{i}^{N}\left[\frac{\partial G_{\alpha}}{\partial q_{i}} \dot{q}_{i}+\frac{\partial G_{\alpha}}{\partial p_{i}} \dot{p}_{i}\right]=\sum_{i}^{N}\left[\frac{\partial G_{\alpha}}{\partial q_{i}} \frac{\partial H}{\partial p_{i}}-\frac{\partial G_{\alpha}}{\partial p_{i}} \frac{\partial H}{\partial q_{i}}\right] \tag{2.107}
\end{equation*}
$$

where we have used Hamilton's equations (1.1) describing the evolution of all $2 N$ microscopic coordinates $q_{i}$ and momenta $p_{i}$. From (2.107), we get

$$
\begin{equation*}
\frac{d G_{\alpha}}{d t}=\hat{L} G_{\alpha} \tag{2.108}
\end{equation*}
$$

where the Liouvillian $\hat{L}$ is defined as in (1.10). Equation (2.108) is formally integrated to yield

$$
\begin{equation*}
G_{\alpha}(t)=\exp \left\{\hat{L}\left(t-t_{0}\right)\right\} G_{\alpha}^{0} \tag{2.109}
\end{equation*}
$$

and the $G_{\alpha}^{0}=G_{\alpha}\left(\Gamma_{0}\right)$ are fixed by the microscopic initial state $\Gamma_{0}=\Gamma\left(t_{0}\right)$. In other words, the relevant quantities $G_{\alpha}(t)$ of a given system are unique functions of the initial state, $G_{\alpha}(t)=G_{\alpha}\left(t, \Gamma_{0}\right)$. To proceed, we should eliminate all irrelevant degrees of freedom contained in the Liouvillian by the use of an appropriate projection formalism.

A convenient starting point for this intention is the introduction of a scalar product $(A, B)$. As is easily verified, the scalar product properties are satisfied by identifying, for instance, the scalar product with the average

$$
\begin{equation*}
(A, B)=\int d \Gamma_{0} A\left(\Gamma_{0}\right) B\left(\Gamma_{0}\right) p\left(\Gamma_{0}, t_{0}\right) \tag{2.110}
\end{equation*}
$$

considering the probability distribution function at the initial time $t_{0}$. This representation has the advantage that the scalar products

$$
\begin{equation*}
\left(G_{\alpha}(t), G_{\beta}\left(t^{\prime}\right)\right)=\int d \Gamma_{0} G_{\alpha}\left(t, \Gamma_{0}\right) G_{\beta}\left(t^{\prime}, \Gamma_{0}\right) p\left(\Gamma_{0}, t_{0}\right) \tag{2.111}
\end{equation*}
$$

are identical to the correlation functions, $\left(G_{\alpha}(t), G_{\beta}\left(t^{\prime}\right)\right)=\overline{G_{\alpha}(t) G_{\beta}\left(t^{\prime}\right)}$. In order to interpret (2.111) we must consider that each microscopic initial state $\Gamma_{0}$ defines a unique trajectory of the system through the phase space, while the statistical weight of each trajectory is given by $p\left(\Gamma_{0}, t_{0}\right) d \Gamma_{0}$. We remark that many other possibilities defining a suitable scalar product exist. For the following derivation, the precise structure of the scalar product is of secondary interest.

The central point is the introduction of an appropriate projection operator $\hat{P}$. We use the definition

$$
\begin{equation*}
\hat{P}=\sum_{\alpha \beta} G_{\alpha}^{0} H_{\alpha \beta}\left(G_{\beta}^{0}, \ldots\right), \tag{2.112}
\end{equation*}
$$

where the $H_{\alpha \beta}$ are the components of the inverse of the $M \times M$ matrix formed by the scalar products $\left(G_{\alpha}^{0}, G_{\beta}^{0}\right)$. Obviously, we get $\hat{P} G_{\alpha}^{0}=G_{\alpha}^{0}$ and therefore $\hat{P}^{2} G_{\alpha}^{0}=G_{\alpha}^{0}$. Thus, the projection operator and the corresponding complementary operator $\hat{Q}=1-\hat{P}$ fulfill the relations (2.33). Let us now consider the formal solution (2.109) of the equation of motion and insert the identity operator $\hat{P}+\hat{Q}$ after the propagator $\exp \left\{\hat{L}\left(t-t_{0}\right)\right\}$. We obtain

$$
\begin{align*}
\frac{d G_{\alpha}(t)}{d t} & =\exp \left\{\hat{L}\left(t-t_{0}\right)\right\}(\hat{P}+\hat{Q}) \hat{L} G_{\alpha}^{0} \\
& =\exp \left\{\hat{L}\left(t-t_{0}\right)\right\} \hat{P} \hat{L} G_{\alpha}^{0}+\exp \left\{\hat{L}\left(t-t_{0}\right)\right\} \hat{Q} \hat{L} G_{\alpha}^{0} \tag{2.113}
\end{align*}
$$

The first term can be written as

$$
\begin{equation*}
\exp \left\{\hat{L}\left(t-t_{0}\right)\right\} \hat{P} \hat{L} G_{\alpha}^{0}=\sum_{\beta \gamma} \Omega_{\alpha \gamma} G_{\gamma}(t) \tag{2.114}
\end{equation*}
$$

where we have introduced the $M \times M$ frequency matrix $\Omega_{\alpha \gamma}$,

$$
\begin{equation*}
\Omega_{\alpha \gamma}=\sum_{\beta} H_{\gamma \beta}\left(G_{\beta}^{0}, \hat{P} \hat{L} G_{\alpha}^{0}\right) \tag{2.115}
\end{equation*}
$$

The second term in equation (2.113) can be rearranged by using the identity

$$
\begin{equation*}
\mathrm{e}^{\hat{L}\left(t-t_{0}\right)}=\mathrm{e}^{\hat{L}_{1}\left(t-t_{0}\right)}+\int_{t_{0}}^{t} d t^{\prime} \mathrm{e}^{\hat{L}\left(t-t^{\prime}\right)} \hat{L}_{2} \mathrm{e}^{\hat{L}_{1}\left(t^{\prime}-t_{0}\right)} \tag{2.116}
\end{equation*}
$$

with $\hat{L}=\hat{L}_{1}+\hat{L}_{2}$. This identity may be checked in a similar way as (2.41) by a derivative with respect to the time. If we replace $\hat{L}_{1}$ by $\hat{Q} \hat{L}$ and $\hat{L}_{2}$ by $\hat{P} \hat{L}$, we arrive at

$$
\begin{align*}
\mathrm{e}^{\hat{L}\left(t-t_{0}\right)} \hat{Q} \hat{L} G_{\alpha}^{0}= & \mathrm{e}^{\hat{Q} \hat{L}\left(t-t_{0}\right)} \hat{Q} \hat{L} G_{\alpha}^{0} \\
& +\int_{t_{0}}^{t} d t^{\prime} \mathrm{e}^{\hat{L}\left(t-t^{\prime}\right)} \hat{P} \hat{L} \mathrm{e}^{\hat{Q} \hat{L}\left(t^{\prime}-t_{0}\right)} \hat{Q} \hat{L} G_{\alpha}^{0} \tag{2.117}
\end{align*}
$$

Because of the properties (2.33), the first contribution can be transformed into

$$
\begin{equation*}
f_{\alpha}(t)=\mathrm{e}^{\hat{Q} \hat{L}\left(t-t_{0}\right)} \hat{Q} \hat{L} G_{\alpha}^{0}=\hat{Q} \mathrm{e}^{\hat{Q} \hat{L}\left(t-t_{0}\right)} \hat{Q} \hat{L} G_{\alpha}^{0} . \tag{2.118}
\end{equation*}
$$

This quantity is referred to as the fluctuating force or the residual force. By construction, the time evolution of $f_{\alpha}(t)$ from its initial value $\hat{Q} \hat{L} G_{\alpha}^{0}$ is ruled by the anomalous propagator $\exp \left\{\hat{Q} \hat{L}\left(t-t_{0}\right)\right\}$ rather than by the usual one, $\exp \left\{\hat{L}\left(t-t_{0}\right)\right\}$. The presence of the complementary projection operator $\hat{Q}$ has the important consequence that

$$
\begin{equation*}
\left(G_{\beta}^{0}, f_{\alpha}(t)\right)=0 . \tag{2.119}
\end{equation*}
$$

From a geometrical point of view, the fluctuating forces $f_{\alpha}(t)$ are orthogonal to all initial relevant quantities $G_{\beta}^{0}$ at all times. In other words, the forces evolve in a subspace intrinsically different from the one spanned by the set $G_{\beta}^{0}$. The first term on the right-hand side of $(2.117)$ can be transformed into a more convenient form. We write

$$
\begin{align*}
& \mathrm{e}^{\hat{L}\left(t^{\prime}-t_{0}\right)} \hat{P} \hat{L} \mathrm{e}^{\hat{Q} \hat{L}\left(t-t^{\prime}\right)} \hat{Q} \hat{L} G_{\alpha}^{0} \\
= & \mathrm{e}^{\hat{L}\left(t^{\prime}-t_{0}\right)} \sum_{\gamma \beta} G_{\gamma}^{0} H_{\gamma \beta}\left(G_{\beta}^{0}, \hat{L} \hat{Q} \mathrm{e}^{\hat{Q} \hat{L}\left(t-t^{\prime}\right)} \hat{Q} \hat{L} G_{\alpha}^{0}\right) \\
= & \sum_{\beta \gamma} G_{\gamma}\left(t^{\prime}\right) H_{\gamma \beta}\left(G_{\beta}^{0}, \hat{L} \hat{Q} \mathrm{e}^{\hat{Q} \hat{L}\left(t-t^{\prime}\right)} \hat{Q} \hat{L} G_{\alpha}^{0}\right), \tag{2.120}
\end{align*}
$$

where we have used (2.109). As a result, the equation of motion (2.113) can be written as

$$
\begin{equation*}
\frac{d G_{\alpha}(t)}{d t}=\sum_{\gamma}\left[\Omega_{\alpha \gamma} G_{\gamma}(t)+\int_{t_{0}}^{t} d t^{\prime} K_{\alpha \gamma}\left(t-t^{\prime}\right) G_{\gamma}\left(t^{\prime}\right)\right]+f_{\alpha}(t) \tag{2.121}
\end{equation*}
$$

where we have introduced the quantity

$$
\begin{align*}
K_{\alpha \gamma}\left(t-t^{\prime}\right) & =\sum_{\beta} H_{\gamma \beta}\left(G_{\beta}^{0}, \hat{L} \hat{Q} \mathrm{e}^{\hat{Q} \hat{L}\left(t-t^{\prime}\right)} \hat{Q} \hat{L} G_{\alpha}^{0}\right) \\
& =\sum_{\beta} H_{\gamma \beta}\left(G_{\beta}^{0}, \hat{L} f_{\alpha}\left(t-t^{\prime}\right)\right), \tag{2.122}
\end{align*}
$$

which is referred to as the memory matrix. It should be pointed out that both the frequency matrix and the memory matrix still depend on the initial time $t_{0}$. Equation (2.121) is called the generalized Langevin equation or the Mori-Zwanzig equation. No approximation has been taken into account in the previous derivation, so (2.121) is still equivalent to the mechanical equations of motion (2.107).

A special situation occurs in the case of stationarity. Then, we obtain

$$
\begin{equation*}
K_{\alpha \gamma}\left(t-t^{\prime}\right)=-\sum_{\beta} H_{\gamma \beta}\left(f_{\beta}\left(t^{\prime}\right), f_{\alpha}(t)\right), \tag{2.123}
\end{equation*}
$$

where we have used the relation $\left(G_{\beta}^{0}, \hat{L} f_{\alpha}\left(t-t^{\prime}\right)\right)=-\left(f_{\beta}\left(t^{\prime}\right), f_{\alpha}(t)\right)$, which can be checked straightforwardly. For the sake of simplicity, we set $t_{0}=0$. Then, due to the stationarity, we obtain

$$
\begin{equation*}
\left(f_{\beta}\left(t^{\prime}\right), f_{\alpha}(t)\right)=\left(f_{\beta}(0), f_{\alpha}\left(t-t^{\prime}\right)\right)=\left(\hat{Q} \hat{L} G_{\beta}^{0}, f_{\alpha}\left(t-t^{\prime}\right)\right) \tag{2.124}
\end{equation*}
$$

It is easily demonstrated that

$$
\begin{equation*}
\left(\hat{Q} \hat{L} G_{\beta}^{0}, f_{\alpha}\left(t-t^{\prime}\right)\right)=\left(\hat{L} G_{\beta}^{0}, \hat{Q} f_{\alpha}\left(t-t^{\prime}\right)\right)=\left(\hat{L} G_{\beta}(0), f_{\alpha}\left(t-t^{\prime}\right)\right) \tag{2.125}
\end{equation*}
$$

and therefore $\left(f_{\beta}\left(t^{\prime}\right), f_{\alpha}(t)\right)=\left(\hat{L} G_{\beta}\left(t^{\prime}\right), f_{\alpha}(t)\right)$. Thus, we get the desired relation

$$
\begin{align*}
\left(f_{\beta}\left(t^{\prime}\right), f_{\alpha}(t)\right) & =\frac{d}{d t^{\prime}}\left(G_{\beta}\left(t^{\prime}\right), f_{\alpha}(t)\right)=\frac{d}{d t^{\prime}}\left(G_{\beta}(0), f_{\alpha}\left(t-t^{\prime}\right)\right) \\
& =-\frac{d}{d t}\left(G_{\beta}(0), f_{\alpha}\left(t-t^{\prime}\right)\right)=-\frac{d}{d t}\left(G_{\beta}\left(t^{\prime}\right), f_{\alpha}(t)\right) \\
& =-\left(G_{\beta}\left(t^{\prime}\right), \hat{L} f_{\alpha}(t)\right)=-\left(G_{\beta}^{0}, \hat{L} f_{\alpha}\left(t-t^{\prime}\right)\right), \tag{2.126}
\end{align*}
$$

where several times we have applied the stationarity condition and the formal equation of motion (2.108), which is valid, of course, for all dynamic quantities of the system.

From (2.121), it is straightforward to obtain the corresponding equation for the correlation functions $\overline{G_{\alpha}(t) G_{\beta}\left(t_{0}\right)}$. Exploiting the orthogonality of the residual forces and the relevant quantities (2.119), we obtain

$$
\begin{align*}
\frac{d}{d t} \overline{G_{\alpha}(t) G_{\beta}\left(t_{0}\right)}= & \sum_{\gamma} \Omega_{\alpha \gamma} \overline{G_{\gamma}(t) G_{\beta}\left(t_{0}\right)} \\
& +\sum_{\gamma} \int_{t_{0}}^{t} d t^{\prime} K_{\alpha \gamma}\left(t-t^{\prime}\right) \overline{G_{\gamma}\left(t^{\prime}\right) G_{\beta}\left(t_{0}\right)} \tag{2.127}
\end{align*}
$$

This equation is still linear in the correlation functions and may be solved by standard methods. Equation (2.127) can also be derived from the NakajimaZwanzig equation (2.50) in similar form.

The remaining problem is the specification of the frequency and memory matrices. The definitions (2.115) and (2.122) are in general too complicated to be useful in practice. In particular, if we want to describe phenomena in financial markets or social systems with equations of type (2.121) and (2.127), we require alternative methods in order to approximate these quantities. Physical intuition and empirical economic, social, and psychological knowledge play very important roles at several stages of these approaches.

In a correct framework, the results of the formalism are particularly rewarding because of their simple mathematical form. Of course, the results obtained cannot be claimed to be the output of a real theory firmly rooted in microscopic intuition and reasoning, but the general structure of (2.121) and (2.127) is motivated by universal principles of theoretical physics.

### 2.7.2 Separation of Timescales

Suppose that we have included in the set $\left\{G_{\alpha}\right\}$ all of the dynamical variables with a time dependence much slower than any microscopic timescale predictable from the Liouvillian. These relevant quantities determine substantially the macroscopic behavior of the system. Since the projection formalism gives no particular hint of a preference of the set of these slow variables, we have to deal with problems that occurred also with the introduction of the Markov approximation of the Nakajima-Zwanzig equation. Especially, the choice of which variables are actually slow is largely guided by the problem in mind.

After we determine the slow quantities as relevant variables, we can assume that the projection formalism collects the fast dynamics more or less in the residual forces due to the very complicated time dependence ruled by the anomalous propagator $\exp \left\{\hat{Q} \hat{L}\left(t-t^{\prime}\right)\right\}$. From a macroscopic point of view, the residual forces behave apparently as random functions. As a consequence, all of the elements of the memory matrix (2.123) are likely to be characterized by decay times considerably shorter than those associated with the elements $\overline{G_{\alpha}(t) G_{\beta}\left(t^{\prime}\right)}$ of the correlation matrix.

Thus, we may assume that over the characteristic timescales of $\overline{G_{\alpha}(t) G_{\beta}\left(t^{\prime}\right)}$, the decay time of the memory matrix is so short that $K_{\alpha \gamma}\left(t-t^{\prime}\right)$ may be approximately written as

$$
\begin{equation*}
K_{\alpha \gamma}\left(t-t^{\prime}\right)=K_{\alpha \gamma}^{0} \delta\left(t-t^{\prime}\right) \tag{2.128}
\end{equation*}
$$

This estimation is again called the Markov approximation or the separation of timescales. The representation (2.128) requires that the residual force correlations be of a $\delta$-type, $\overline{f_{\alpha}(t) f_{\beta}\left(t^{\prime}\right)} \sim \delta\left(t-t^{\prime}\right)$, and furthermore that the condition $\bar{f}_{\alpha}(t)=0$ holds, which can always be satisfied after realizing the shifts $f_{\alpha} \rightarrow f_{\alpha}-\bar{f}_{\alpha}$ and the corresponding changes of $G_{\alpha}$. As a consequence of (2.128), the Mori-Zwanzig equations (2.121) now read

$$
\begin{equation*}
\frac{d G_{\alpha}(t)}{d t}=\sum_{\gamma} \tilde{\Omega}_{\alpha \gamma} G_{\gamma}(t)+f_{\alpha}(t) \tag{2.129}
\end{equation*}
$$

with $\tilde{\Omega}_{\alpha \gamma}=\Omega_{\alpha \gamma}+K_{\alpha \gamma}^{0}$. It is seen that the separation of timescales yields a complete loss of memory effects in the Mori-Zwanzig equations. The system of ordinary linear differential equations (2.129) is a linearized version of a set of so-called Langevin equations. In particular, the Markov approximation reduces (2.127) to

$$
\begin{equation*}
\frac{d}{d t} \overline{G_{\alpha}(t) G_{\beta}\left(t_{0}\right)}=\sum_{\gamma} \widetilde{\Omega}_{\alpha \gamma} \overline{G_{\gamma}(t) G_{\beta}\left(t_{0}\right)} \tag{2.130}
\end{equation*}
$$

representing a simple homogeneous system of linear differential equations with constant coefficients.

### 2.7.3 Wiener Process

Let us now study the properties of the trajectories of the so-called normalized Wiener process $W(t)$. This process satisfies a Fokker-Planck equation (2.95) in which there is only one variable $W$, the drift coefficient is zero, and the diffusion coefficient is 1 :

$$
\begin{equation*}
\frac{\partial}{\partial t} p\left(W, t \mid W^{\prime}, t^{\prime}\right)=\frac{1}{2} \frac{\partial^{2}}{\partial W^{2}} p\left(W, t \mid W^{\prime}, t^{\prime}\right) \tag{2.131}
\end{equation*}
$$

All trajectories connecting the state $W^{\prime}$ at time $t^{\prime}$ with the state $W$ at time $t$ contribute to the conditional probability density $p\left(W, t \mid W, t^{\prime}\right)$. In order to be able to discuss the properties of these trajectories, we have to solve (2.131) under the initial condition $p\left(W, t^{\prime} \mid W^{\prime}, t^{\prime}\right)=\delta\left(W-W^{\prime}\right)$. This is a standard procedure leading to the well-known Gaussian

$$
\begin{equation*}
P\left(W, t \mid W^{\prime}, t^{\prime}\right)=\frac{1}{\sqrt{2 \pi\left(t-t^{\prime}\right)}} \exp \left\{-\frac{\left(W-W^{\prime}\right)^{2}}{2\left(t-t^{\prime}\right)}\right\} \tag{2.132}
\end{equation*}
$$

Thus, if the process has arrived at the state $W^{\prime}$ at time $t^{\prime}$, the averaged state at time $t>t^{\prime}$ is given by

$$
\begin{equation*}
\bar{w}=\int W p\left(W, t \mid W^{\prime}, t^{\prime}\right) d W=W^{\prime} \tag{2.133}
\end{equation*}
$$

while the variance (2.11) becomes

$$
\begin{equation*}
\sigma^{2}=\int_{-\infty}^{\infty} d W[W-\bar{w}]^{2} p\left(W, t \mid W^{\prime}, t^{\prime}\right) d W=t-t^{\prime} \tag{2.134}
\end{equation*}
$$

It is easy to see that, for $\delta t=t-t^{\prime} \rightarrow 0$, equation (2.134) yields $\left|W-W^{\prime}\right| \sim$ $\sqrt{\delta t} \rightarrow 0$ and $|d W(t) / d t| \sim\left|W-W^{\prime}\right| / \delta t \rightarrow \infty$. Therefore, each trajectory of a Wiener process is a continuous path but not a differentiable path.

Let us now determine the autocorrelation function of the Wiener process on the condition that the initial value of the process is $W_{0}=W\left(t_{0}\right)$. The corresponding joint probability density is given by

$$
\begin{equation*}
p\left(W, t ; W^{\prime}, t^{\prime} \mid W_{0} t_{0}\right)=p\left(W, t \mid W^{\prime}, t^{\prime}\right) p\left(W^{\prime}, t^{\prime} \mid W_{0}, t_{0}\right) \tag{2.135}
\end{equation*}
$$

so that

$$
\begin{align*}
\overline{w(t) w\left(t^{\prime}\right)} & =\iint W W^{\prime} p\left(W, t \mid W^{\prime}, t^{\prime}\right) p\left(W^{\prime}, t^{\prime} \mid W_{0}, t_{0}\right) d W d W^{\prime} \\
& =\min \left(t-t_{0}, t^{\prime}-t_{0}\right)+W_{0}^{2} \tag{2.136}
\end{align*}
$$

We conclude that the autocovariance function of the Wiener process is given by $C\left(t, t^{\prime}\right)=\min \left(t-t_{0}, t^{\prime}-t_{0}\right)$. As a final point, we should note that infinitesimal changes $d W(t)=W(t+d t)-W(t)$ satisfy

$$
\begin{equation*}
\overline{d W(t)}=0 \quad \text { and } \quad \overline{d W(t)^{2}}=d t \tag{2.137}
\end{equation*}
$$

due to (2.133) and (2.134), while (2.136) leads to

$$
\begin{equation*}
\overline{d W(t) d W\left(t^{\prime}\right)}=0 \quad \text { for } \quad t \neq t^{\prime} \tag{2.138}
\end{equation*}
$$

Higher orders vanish as $\overline{d W(t)^{f}} \sim d t^{f / 2}=o(d t)$ for $f>2$. The simplest way of characterizing these results is to say that $d W(t)$ is an infinitesimal element of order $1 / 2$ (i.e., $d W(t) \sim \sqrt{d t}$ ) and that in calculating differentials, infinitesimal elements of order higher than 1 are discarded so that $d W(t)^{2+n} \sim d t^{1+n / 2} \rightarrow 0$ for all $n>0$.

From here, we obtain the important result that the stochastic fluctuation of $d W(t)$ causes $\overline{d W(t) / d t}=0$, while $\overline{|d W(t) / d t|} \sim d t^{-1 / 2}$ diverges.

### 2.7.4 Stochastic Differential Equations

The linearity of the Langevin equation (2.129) is a consequence of the projection formalism introduced in the previous sections. In many practical cases, we have to deal with nonlinear Langevin equations. These equations may be derived in a more or less intuitive manner, but they are only rarely based on a real theoretical framework. However, in the case of Markov processes, the Langevin equations can be obtained from the corresponding Fokker-Planck equations.

To proceed, we now consider a system of stochastic differential equations that generalizes the linear system (2.129):

$$
\begin{equation*}
\dot{Y}_{\alpha}(t)=a_{\alpha}(Y(t))+\sum_{k=1}^{R} b_{\alpha, k}(Y(t)) \eta_{k}(t) \tag{2.139}
\end{equation*}
$$

Here, $a_{\alpha}(Y)$ and $b_{\alpha, k}(Y)$ are differentiable functions of the $N$-dimensional state vector $Y$, while the $\eta_{k}(t)(k=1, \ldots, R)$ are linearly independent stochastic functions.

Equations of such a type are also denoted as Langevin equations. In principle, these equations can be derived formally from (2.129) in a heuristic way. To do this, we take into account a set of $N$ relevant quantities $G_{\alpha}$. These relevant quantities may be specified as functions of the state vector $Y$, $G_{\alpha}(t)=G_{\alpha}(Y(t))$. We substitute (2.139) into $\dot{G}_{\alpha}=\sum_{\beta}\left(\partial G_{\alpha} / \partial Y_{\beta}\right) \dot{Y}_{\beta}$ and compare the result with (2.129). This allows us to identify

$$
\begin{equation*}
\sum_{\beta} \frac{\partial G_{\alpha}}{\partial Y_{\beta}} a_{\beta}=\sum_{\beta} \tilde{\Omega}_{\alpha \beta} G_{\beta} \quad \text { and } \quad f_{\alpha}(t)=\sum_{\beta, k} \frac{\partial G_{\alpha}}{\partial Y_{\beta}} b_{\beta, k} \eta_{k}(t) \tag{2.140}
\end{equation*}
$$

The first equation defines the functions $a_{\alpha}(Y)$, while the second one requires a further explanation. The fluctuation forces $f_{\alpha}(t)$ are assumed in the context of the Markov approximation to be fast-varying quantities with more or less stochastic character, but they can be structured nevertheless from the relatively slow relevant quantities and the fast irrelevant variables. Even the macroscopically uncontrollable dynamics of the irrelevant degrees of freedom are the reason for the apparently stochastic behavior of the fluctuation forces $f_{\alpha}(t)$. Therefore, the separation

$$
\begin{equation*}
f_{\alpha}(t)=\sum_{k=1}^{R} \tilde{B}_{\alpha, k}(Y) \eta_{k}(t) \tag{2.141}
\end{equation*}
$$

of the fluctuation forces into bilinear combinations of independent stochastic functions $\eta_{k}(t)$ that are assumed to be exclusively controlled by the dynamics of the irrelevant degrees of freedom and systematic terms $\tilde{B}_{\alpha, k}=\sum_{\beta}\left(\partial G_{\alpha} / \partial Y_{\beta}\right) b_{\beta, k}$ controlled by the relevant quantities and the state vector, respectively, is a natural ansatz that is not in disagreement with the requirements of the projection formalism.

It should be noted that (2.141) is only an obvious assumption, which is perhaps supported by empirical experience. Equation (2.141) cannot yet be generally derived in the framework of a closed theory.

As mentioned above, the Markov approximation (2.128) requires

$$
\begin{equation*}
\overline{f_{\alpha}(t) f_{\beta}\left(t^{\prime}\right)} \sim \delta\left(t-t^{\prime}\right) \quad \text { and } \quad \bar{f}_{\alpha}(t)=0 \tag{2.142}
\end{equation*}
$$

This $\delta$-function character is transferred also to the stochastic functions $\eta_{k}(t)$. In general, we are able to specify the stochastic functions to

$$
\begin{equation*}
\overline{\eta_{k}(t) \eta_{k^{\prime}}\left(t^{\prime}\right)}=\delta_{k k^{\prime}} \delta\left(t-t^{\prime}\right) \quad \text { and } \quad \bar{\eta}_{k}(t)=0 \tag{2.143}
\end{equation*}
$$

by a suitable choice of the functions $\tilde{B}_{\alpha, k}(Y)$ in (2.141).
Let us return to the discussion of the stochastic differential equation (2.139). Unfortunately, this equation as it stands has no meaning, and we do not know how to deal with it. The reason is that the $\delta$-character of the correlation functions (2.143) causes jumps in the state vector $Y(t)$ such that the value of $Y(t)$ at time $t$ is not well-defined. Basically, the problem comes from the fact that the stochastic functions $\eta_{k}(t)$ change substantially during an infinitesimally small time interval so that the equation does not specify what value of $b_{\alpha, k}(Y)$ should be used in the product $b_{\alpha, k}(Y(t)) \eta_{k}(t)$.

For a better understanding of the problem, we divide the time axis into infinitesimally small subintervals of length $d t$ by means of partitioning points $t_{i}$ with $t_{i+1}=t_{i}+d t$ and define intermediate points $\tau_{i}$ such that $t_{i}<\tau_{i}<t_{i+1}$. Then, we obtain from (2.139)

$$
\begin{equation*}
Y_{\alpha}\left(t_{i+1}\right)=Y_{\alpha}\left(t_{i}\right)+a_{\alpha}\left(Y\left(t_{i}\right)\right) d t+\sum_{k} \int_{t_{i}}^{t_{i+1}} b_{\alpha, k}\left(Y\left(t^{\prime}\right)\right) \eta_{k}\left(t^{\prime}\right) d t^{\prime} \tag{2.144}
\end{equation*}
$$

or, due to the mean value theorem,

$$
\begin{equation*}
Y_{\alpha}\left(t_{i+1}\right)=Y_{\alpha}\left(t_{i}\right)+a_{\alpha}\left(Y\left(t_{i}\right)\right) d t+\sum_{k} b_{\alpha, k}\left(Y\left(\tau_{i}\right)\right) \int_{t_{i}}^{t_{i+1}} \eta_{k}\left(t^{\prime}\right) d t^{\prime} \tag{2.145}
\end{equation*}
$$

The main problem comes from the integral

$$
\begin{equation*}
d W_{k}\left(t_{i}\right)=\int_{t_{i}}^{t_{i+1}} \eta_{k}\left(t^{\prime}\right) d t^{\prime} \tag{2.146}
\end{equation*}
$$

It is easily seen that the application of (2.143) leads to

$$
\begin{equation*}
\overline{d W_{k}\left(t_{i}\right) d W_{k^{\prime}}\left(t_{j}\right)}=\delta_{k k^{\prime}} \delta_{i j} d t \quad \text { and } \quad \overline{d W_{k}\left(t_{i}\right)}=0 \tag{2.147}
\end{equation*}
$$

This is nothing other than the mean and the correlation of infinitesimal changes of independent Wiener processes $W_{k}(t)(k=1, \ldots, R)$. Now, we can rewrite (2.145) to obtain

$$
\begin{equation*}
Y_{\alpha}\left(t_{i+1}\right)=Y_{\alpha}\left(t_{i}\right)+a_{\alpha}\left(Y\left(t_{i}\right)\right) d t+\sum_{k} b_{\alpha, k}\left(Y\left(\tau_{i}\right)\right) d W_{k}\left(t_{i}\right) \tag{2.148}
\end{equation*}
$$

However, we can evaluate $b_{\alpha, k}\left(Y\left(\tau_{i}\right)\right)$ at an arbitrary intermediate time $\tau_{i}$. It is clear that the choice of this intermediate time has important consequences for numerical simulations of stochastic processes. Two general concepts were established.

In the Ito interpretation, the value of $Y\left(\tau_{i}\right)$ is taken before the jump. This means explicitly

$$
\begin{equation*}
Y_{\alpha}\left(t_{i+1}\right)=Y_{\alpha}\left(t_{i}\right)+a_{\alpha}\left(Y\left(t_{i}\right)\right) d t+\sum_{k} b_{\alpha, k}\left(Y\left(t_{i}\right)\right) d W_{k}\left(t_{i}\right) \tag{2.149}
\end{equation*}
$$

On the other hand, in the Stratonovich interpretation, we take the mean of $Y(t)$ before and after the jump so that $Y\left(\tau_{i}\right)=\left(Y\left(t_{i+1}\right)+Y\left(t_{i}\right)\right) / 2$; namely

$$
\begin{align*}
Y_{\alpha}\left(t_{i+1}\right)= & Y_{\alpha}\left(t_{i}\right)+a_{\alpha}\left(Y\left(t_{i}\right)\right) d t \\
& +\sum_{k} b_{\alpha, k}\left(\frac{Y\left(t_{i}\right)+Y\left(t_{i+1}\right)}{2}\right) d W_{k}\left(t_{i}\right) . \tag{2.150}
\end{align*}
$$

It is known that the same stochastic process occurs for Ito stochastic differential equations and Stratonovich stochastic differential equations if the conditions

$$
\begin{equation*}
a_{\alpha}^{\text {Stratonovich }}=a_{\alpha}^{\text {Ito }}-\frac{1}{2} \sum_{\beta, k} b_{\beta, k}^{\text {Ito }} \frac{\partial b_{\alpha, k}^{\text {Ito }}}{\partial Y_{\beta}} \tag{2.151}
\end{equation*}
$$

and

$$
\begin{equation*}
b_{\alpha, k}^{\text {Stratonovich }}=b_{\alpha, k}^{\text {Ito }} \tag{2.152}
\end{equation*}
$$

are satisfied. Finally, we remark that, independently of the interpretation of the stochastic differential equation (2.139), the coefficients $a_{\alpha}(Y)$ and $b_{\alpha, k}(Y)$ can be extended to explicitly time-dependent functions $a_{\alpha}(Y, t)$ and $b_{\alpha, k}(Y, t)$. Such an extension is motivated above all by the fact that possibly a part of the irrelevant variables possesses relatively slow timescales on the order of magnitude of the characteristic time of the relevant quantities.

### 2.7.5 Ito's Formula and the Fokker-Planck Equation

Let us consider an arbitrary differentiable function $f(Y)$, where $Y=Y(t)$ is the solution of the Ito stochastic differential equation (2.149). For the sake
of simplicity, we consider only one relevant degree of freedom and only one Wiener process. Then, the Ito differential equation reads

$$
\begin{equation*}
d Y=a(Y, t) d t+b(Y, t) d W(t) \tag{2.153}
\end{equation*}
$$

The differential $d f$ is defined as

$$
\begin{equation*}
d f=f(Y(t+d t))-f(Y(t))=f(Y+d Y)-f(Y) \tag{2.154}
\end{equation*}
$$

We expand (2.154) to second order in $d Y$,

$$
\begin{equation*}
d f=\frac{\partial f(Y)}{\partial Y} d Y+\frac{1}{2} \frac{\partial^{2} f(Y)}{\partial Y^{2}} d Y^{2}+o\left(d Y^{2}\right) \tag{2.155}
\end{equation*}
$$

and replace $d Y$ by (2.153). Considering $d W \sim d t^{1 / 2}$, we expand (2.155) up to first order in $d t$,

$$
\begin{equation*}
d f=\frac{\partial f(Y)}{\partial Y}[a(Y, t) d t+b(Y, t) d W]+\frac{1}{2} \frac{\partial^{2} f(Y)}{\partial Y^{2}}[b(Y, t) d W]^{2} \tag{2.156}
\end{equation*}
$$

where all other terms have been discarded since they are of higher order. This relation is known as Ito's formula.

Now, we perform the average with respect to all realizations of the Wiener process $W(t)$ and obtain

$$
\begin{equation*}
\frac{\overline{d f}}{d t}=\overline{\frac{\partial f(Y)}{\partial Y} a(Y, t)}+\frac{1}{2} \overline{\frac{\partial^{2} f(Y)}{\partial Y^{2}} b^{2}(Y, t)} . \tag{2.157}
\end{equation*}
$$

For the determination of the averages, we used the Ito calculus, especially (2.147) and the property that the value of $Y(t)$ is taken before the jump $d W(t)$. The last remark means that the actual value of $Y(t)$ and the value of the subsequent jump $d W(t)$ are statistically independent.

On the other hand, $Y(t)$ has the conditional probability density $p\left(Y, t \mid Y_{0}, t_{0}\right)$. If the evolution starts from the initial state $Y\left(t_{0}\right)=Y_{0}$, then the averages are given by

$$
\begin{equation*}
\frac{\overline{d f}}{d t}=\int \frac{\partial}{\partial t} p\left(Y, t \mid Y_{0}, t_{0}\right) f(Y) d Y \tag{2.158}
\end{equation*}
$$

and

$$
\begin{align*}
\overline{\frac{\partial f(Y)}{\partial Y} a(Y, t)} & =\int \frac{\partial f(Y)}{\partial Y} a(Y, t) p\left(Y, t \mid Y_{0}, t_{0}\right) d Y \\
& =-\int f(Y) \frac{\partial}{\partial Y}\left[a(Y, t) p\left(Y, t \mid Y_{0}, t_{0}\right)\right] d Y \tag{2.159}
\end{align*}
$$

and

$$
\begin{align*}
\overline{\frac{\partial^{2} f(Y)}{\partial Y^{2}} b^{2}(Y, t)} & =\int \frac{\partial^{2} f(Y)}{\partial Y^{2}} b^{2}(Y, t) P\left(Y, t \mid Y_{0}, t_{0}\right) d Y \\
& =\int f(Y) \frac{\partial^{2}}{\partial Y^{2}}\left[b^{2}(Y, t) P\left(Y, t \mid Y_{0}, t_{0}\right)\right] d Y \tag{2.160}
\end{align*}
$$

Putting all of these results together and integrating by parts, we arrive at

$$
\begin{align*}
& \int d Y f(Y) \frac{\partial}{\partial t} p\left(Y, t \mid Y_{0}, t_{0}\right) \\
= & \int d Y f(Y) \frac{1}{2} \frac{\partial^{2}}{\partial Y^{2}}\left[b^{2}(Y, t) p\left(Y, t \mid Y_{0}, t_{0}\right)\right] \\
& -\int d Y f(Y) \frac{\partial}{\partial Y}\left[a(Y, t) p\left(Y, t \mid Y_{0}, t_{0}\right)\right] \tag{2.161}
\end{align*}
$$

Now, we consider that we have chosen the function $f(Y)$ to be arbitrary. Hence, we conclude that the conditional probability satisfies the equation

$$
\begin{align*}
\frac{\partial}{\partial t} p\left(x, t \mid y, t^{\prime}\right)= & \frac{1}{2} \frac{\partial^{2}}{\partial x^{2}}\left[b^{2}(x, t) p\left(x, t \mid y, t^{\prime}\right)\right] \\
& -\frac{\partial}{\partial x}\left[a(x, t) p\left(x, t \mid y, t^{\prime}\right)\right] \tag{2.162}
\end{align*}
$$

Obviously, we get a complete equivalence between the stochastic differential equation (2.153) and the Fokker-Planck equation (2.162). This result can be generalized for the case of a system of $N$ stochastic differential equations with $R$ Wiener processes. The set of differential equations may be given by (2.139). The corresponding Fokker-Planck equation then reads

$$
\begin{align*}
\frac{\partial}{\partial t} p\left(Y, t \mid Y_{0}, t_{0}\right)= & \frac{1}{2} \sum_{\alpha, \beta} \frac{\partial^{2}}{\partial Y_{\alpha} \partial Y_{\beta}}\left[B_{\alpha \beta}(Y, t) p\left(Y, t \mid Y_{0}, t_{0}\right)\right]  \tag{2.163}\\
& -\sum_{\alpha} \frac{\partial}{\partial Y_{\alpha}}\left[A_{\alpha}(Y, t) p\left(Y, t \mid Y_{0}, t_{0}\right)\right] \tag{2.164}
\end{align*}
$$

with

$$
\begin{equation*}
B_{\alpha \beta}(Y, t)=\sum_{k=1}^{\mu} b_{\alpha, k}(Y, t) b_{\beta, k}(Y, t) \quad \text { and } \quad A_{\alpha}(Y, t)=a_{\alpha}(Y, t) . \tag{2.165}
\end{equation*}
$$

A similar connection between the Stratonovich stochastic differential equations and a corresponding Fokker-Planck equation can be obtained by application of the converting rules (2.151) and (2.152). Thus, the system of stochastic differential equations (2.139) in the Stratonovich interpretation is related to the Fokker-Planck equation

$$
\begin{align*}
& \frac{\partial}{\partial t} p\left(Y, t \mid Y_{0}, t_{0}\right) \\
= & \frac{1}{2} \sum_{\alpha, \beta, k} \frac{\partial}{\partial Y_{\alpha}}\left[b_{\alpha, k}(Y, t) \frac{\partial}{\partial Y_{\beta}}\left(b_{\beta, k}(Y, t) p\left(Y, t \mid Y_{0}, t_{0}\right)\right)\right] \\
& -\sum_{\alpha} \frac{\partial}{\partial Y_{\alpha}}\left[a_{\alpha}(Y, t) p\left(Y, t \mid Y_{0}, t_{0}\right)\right] . \tag{2.166}
\end{align*}
$$

Finally, it should be noted that the connection between the stochastic differential equations and Fokker-Planck equations allows us to create representative trajectories for a given Fokker-Planck equation by numerical simulations.

## 3. Financial Markets

### 3.1 Introduction

### 3.1.1 Finance and Financial Mathematics Versus Econophysics

When economists, finance mathematicians, and physicists are dealing with a financial problem or wish to understand an economic issue related to business investment, operations, or financing, a wide variety of ideas and techniques are available to generate quantitative answers.

The mathematical way starts from well-defined hypotheses that consider more or less idealized economic rules and specific initial and boundary conditions. This input may be obtained from an empirical analysis of financial data or from other quantitative economic investigations. Actually, this part is an intermediate field between financial mathematics and financial management because it requires economic experience to decide which data are important in the context of the problem and what is the order of their significance. The exact solution of a financial problem formulated hypothetically is the intrinsic power of financial mathematics, which developed into an extensive field over the last four decades. Financial mathematics is, however, restricted by the capacity of the methodology to be applied. Especially, mathematics offers only solutions that have to be understood as recommendations supporting decisions in a company's investments or in financial operations or various transactions.

Apart from providing specific numerical answers using the tools of financial mathematics, the economic approach to financial problems depend significantly on the points of view of the parties involved, on the relative importance of the issue, and on the nature and reliability of the information available. The central aim of finance is to answer concrete situations with concrete decisions.

Therefore, finance may be interpreted as the art of asking significant questions and giving meaningful answers to these significant questions. Such questions include the following: Have the problem and its relative importance in the overall business context been clearly spelled out, including the relevant alternatives to be considered? Which specific factors, relationships, and trends are likely to be helpful in analyzing the special problem? What is the order of their importance, and in what sequence should they be addressed?

How precise an answer is necessary in relation to the importance of the problem itself? Would additional refinement be worth the effort? How reliable are the available data, and how is this uncertainty likely to affect the range of results?

These questions have purely economic character. In order to be able to give a sufficient answer, the economist employs a whole line of experiences in addition to possible mathematical solutions delivered from financial mathematics. All of this allows us to say that an economist is mainly interested in finding a rational approach to a given financial problem. However, both the economist and the financial mathematician will have difficulties in combining the specific dynamics of financial data with general properties of complex systems.

The physical way offers, however, the possibility of describing financial phenomena in a universal theoretical framework. There is the hope that the physical progress in investigation of complex systems with other apparent behavior allows a deeper insight also into the dynamics of the financial markets. Results that would be obtained only from a direct observation of finance dynamics can possibly also be derived from discoveries in other fields of physics.

The financial market is a complex system from a physical point of view. In such a system, the rates of stocks and other asset prices are characterized as relevant degrees of freedom. All other degrees of freedom are irrelevant quantities. The intention to want to describe the evolution of the share prices conceals itself behind this division, whereas, for instance, the mental states of the traders are interpreted as more or less uninteresting (i.e., irrelevant) information for financial transactions.

The total number of quantitatively available financial quantities such as shares, trading volumes, and funds is approximately of an order of magnitude of $10^{8}-10^{10}$. This number is extremely small compared to the size of the irrelevant set containing the degrees of freedom with direct or indirect contact with the underlying structures of the financial market. For instance, all atoms that are involved in the raising of awareness of traders, politicians, employers and employees, in the formation of the climate, and the structure and function of production plants, traffic systems, and communication networks contribute to the irrelevant degrees of freedom. Every individual transaction basically leads to a small change in the market value of a stock. But a gigantic number of processes is hidden behind every transaction that can be formally traced back up to the microscopic level.

We have discussed in the previous chapter that the dynamics of the irrelevant microscopic degrees of freedom may be formally eliminated by application of a suitable projection formalism. It was demonstrated that one obtains probabilistic equations describing such a system on the relevant macroscopic level.


Fig. 3.1. A schematic representation of processes contributing to the complex structure of financial decisions.

At first, it seems reasonable to describe financial markets within the framework of a Markov approximation. This suggestion is supported by the fact that the characteristic timescale of financial processes is between 1 and $10^{8} \mathrm{sec}$, while the effective timescale of the microscopic interactions is of an order of magnitude of $10^{-14} \mathrm{sec}$. However, this assumption is only a part of the truth. Although the irrelevant degrees of freedom are based on atomic movements, these are not exclusively chaotic but show a high collectivity and therefore a complicated hierarchy; see Figure 3.1. Especially, only the lower levels of this hierarchy are fast compared to price fluctuations of shares. Rather, the exchange rates affect the decisions of the traders, their psychological state, and their pursued trading strategy. That leads to a feedback mechanism that can modify the Markov character considerably.

### 3.1.2 Scales in Financial Data

In the natural sciences, especially in physics, the problem of reference units is considered basic to all experimental and theoretical work. Efforts are continually made to find the optimal reference units of a given problem and to improve the accuracy of their determination. The system of the physical units is permanently improved in order to eliminate even the smallest deviations. Unfortunately, we observe another situation in finance. The scales used here are often given in units that are themselves fluctuating in time.

The most important quantity is the price, which is indicated in units of a home currency or a key currency. However, the values of the national currencies are not constant in time. The ratios of the individual currencies among each other as well as the prices of commodities such as gold or diamonds show substantial fluctuations. The causes for these fluctuations


Fig. 3.2. Annual percentage change of the gross domestic product for Germany and several eastern European countries. From Statistisches Bundesamt Deutschland 2002
are miscellaneous and cannot usually be separated in detail. Possible causes are, for example, fluctuations in the global currency markets, inflation, or national and global economic growth or economic recessions. For instance, Figure 3.2 shows the annual percentage change of the German gross domestic product in comparison with those of some eastern European countries. Obviously, economic growth is neither a constant nor is it a time-dependent function that shows the same behavior for all countries.

Another problem is the choice of an appropriate timescale to use for analyzing financial data. The physical time is well-defined, but the traditional stock exchanges close aperiodically overnight and on weekends [131] and more or less randomly during holidays. The difficulty consists in the fact that we do not know how we have to handle the discontinuances and a possible arrival of information during this time. Similar problems appear in electronic stock markets. Although these markets are active 24 hours per day, the social environment and several biological cycles push the market activity to a permanent change of intensity in each financial region of the world.

Another possible timescale describing financial time series is the number of transactions. This scale eliminates the effect of the randomly distributed time intervals elapsing between transactions. Another source of randomness, the volume of transactions, still remains. It should be remarked that other definitions of timescales consider also the influence of the trading volume. For instance, the time index of the number of effective transactions occurring in
the market is such a measure. This timescale is not affected by the actual trading activity but differs for different shares.

The trading time is the time that elapses during open market hours. This timescale depends on the local stock exchange. Furthermore, price changes and the release of relevant information during the night lead to jumps at the opening and therefore to a possible misfit of data. However, the trading time is the most common choice in many research studies and is also used in the context of this chapter as an underlying timescale.

It should be remarked that financial time series are discontinuous. However, we can formally extend this series to continuous functions. In practice, this is performed by the application of various interpolation techniques. Such an apparently academic continuation is a natural way in the framework of our general approach. Obviously, behind this artificial extension is concealed the fact that the microscopic processes contributing to the price formation are continuous. The problem is, that we neither know the values of the microscopic variables at a certain time nor can we calculate the actual prices from these data. From our macroscopic point of view, new information about the price is only obtainable after a transaction. This fine philosophical difference is insignificant for many practical and theoretical applications. Nevertheless, sometimes the use of the concept of continuous series proves expedient, in particular for the investigation of relatively short time periods.

### 3.1.3 Measurement of Price Fluctuations

Let us define $X_{\alpha}(t)$ as the price of a financial asset $\alpha$ at time $t$. Then, we may ask which is the appropriate variable describing the stochastic behavior of the price fluctuations. The simplest choice is the introduction of the price changes

$$
\begin{equation*}
\delta X_{\alpha}(t, \delta t)=X_{\alpha}(t+\delta t)-X_{\alpha}(t) \tag{3.1}
\end{equation*}
$$

where $\delta t$ is a well-defined interval -the time horizon- of the time series. The merit of this approach is that (3.1) is a simple linear relation. This means in particular that the price changes are additive:

$$
\begin{equation*}
\delta X_{\alpha}\left(t, \delta t_{1}+\delta t_{2}\right)=\delta X_{\alpha}\left(t+\delta t_{1}, \delta t_{2}\right)+\delta X_{\alpha}\left(t, \delta t_{1}\right) \tag{3.2}
\end{equation*}
$$

Unfortunately, the definition (3.1) is seriously affected by possible changes in money scales due to possible fluctuations in the global currency markets or inflation effects. Furthermore, the strength of the fluctuations $\delta X_{\alpha}(t)$ depends seriously on the order of magnitude of the actual price of the asset $X_{\alpha}(t)$; see Figure 3.3. Alternatively, one can analyze deflated price changes

$$
\begin{equation*}
\delta \widetilde{X}_{\alpha}(t, \delta t)=g(t+\delta t) X_{\alpha}(t+\delta t)-g(t) X_{\alpha}(t) \tag{3.3}
\end{equation*}
$$

where $g(t)$ is a deflation factor that considers the effects of inflation and possible fluctuations in the growth rate of the economy. The factor $g(t)$


Fig. 3.3. Daily prices $X(t)$, absolute values of the price differences $|\delta X(t)|$, and logarithmic price changes $|\xi(t)|$ (Deutsche Telekom, reference time period 11/00$07 / 02$ ). Intuitively, the price changes $\delta X(t)$ seem to be dependent on the daily prices $X(t)$, while the logarithmic price changes are more or less independent from $X(t)$.
rescales the price fluctuations so that $\delta \widetilde{X}_{\alpha}(t)$ is given in terms of a more or less constant money scale. However, the problem remains that $\delta \widetilde{X}_{\alpha}(t)$ scales with $X_{\alpha}(t)$. Additionally, the deflation factor is practically unpredictable, and there is no unique definition of $g(t)$.

A more appropriate choice is the use of the returns

$$
\begin{equation*}
R_{\alpha}(t, \delta t)=\frac{\delta X_{\alpha}(t)}{X_{\alpha}(t)}=\frac{X_{\alpha}(t+\delta t)}{X_{\alpha}(t)}-1 \tag{3.4}
\end{equation*}
$$

The merit of this approach is that returns provide a direct percentage of gain or loss in a given time period. The return itself is related to the net yield, which is defined as

$$
\begin{equation*}
R_{\alpha}^{\star}(t, \delta t)=\frac{\delta X_{\alpha}(t)+E_{\alpha}(t, \delta t)}{X_{\alpha}(t)}=R_{\alpha}(t, \delta t)+\frac{E_{\alpha}(t, \delta t)}{X_{\alpha}(t)} \tag{3.5}
\end{equation*}
$$

where $E_{\alpha}(t, \delta t)$ represents the profits (e.g., dividends or interest) in the time period $[t, t+\delta t]$. Therefore, the return is a very natural measure describing the price fluctuations of shares. The disadvantage is that the returns are nonlinearly coupled by means of multiplication:

$$
\begin{equation*}
R_{\alpha}\left(t, \delta t_{1}+\delta t_{2}\right)=\left[R_{\alpha}\left(t+\delta t_{1}, \delta t_{2}\right)+1\right]\left[R_{\alpha}\left(t, \delta t_{1}\right)+1\right]-1 \tag{3.6}
\end{equation*}
$$

To overcome this problem, we introduce the difference of the natural logarithm of the price

$$
\begin{equation*}
\xi_{\alpha}(t, \delta t)=\ln X_{\alpha}(t+\delta t)-\ln X_{\alpha}(t)=\ln \frac{X_{\alpha}(t+\delta t)}{X_{\alpha}(t)} . \tag{3.7}
\end{equation*}
$$

These quantities are additive,

$$
\begin{equation*}
\xi_{\alpha}\left(t, \delta t_{1}+\delta t_{2}\right)=\xi_{\alpha}\left(t+\delta t_{1}, \delta t_{2}\right)+\xi_{\alpha}\left(t, \delta t_{1}\right), \tag{3.8}
\end{equation*}
$$

and the approach (3.7) is organized so that the correction of the scales by deflating factors leads to an additive term

$$
\begin{equation*}
\widetilde{\xi}_{\alpha}(t, \delta t)=\ln \frac{g(t+\delta t) X_{\alpha}(t+\delta t)}{g(t) X_{\alpha}(t)}=\xi_{\alpha}(t, \delta t)+\ln \frac{g(t+\delta t)}{g(t)} . \tag{3.9}
\end{equation*}
$$

The natural logarithmic price differences and the returns are the most commonly studied quantities in financial time series. For high-frequency data, $\delta t$ is small and $\left|\delta X_{\alpha}\right| \ll \delta X_{\alpha}$. Thus, we get the important approximation $\xi_{\alpha}(t, \delta t) \approx R_{\alpha}(t, \delta t)$.

### 3.2 Empirical Analysis

### 3.2.1 Probability Distributions

From a physical point of view, a financial market is a complex system whose evolution is given by the $A$-dimensional vector $X(t)=\left\{X_{1}(t), \ldots, X_{A}(t)\right\}$ of all simultaneous observed share quotations and other asset prices. Alternatively, one can also use the vector of the logarithmic price differences $\xi(t, \delta t)=\left\{\xi_{1}(t, \delta t), \ldots, \xi_{A}(t, \delta t)\right\}$ in place of $X(t)$. Both vectors are equivalent representations of the set of relevant degrees of freedom on the same macroscopic level of the underlying financial system. For the sake of simplicity, we mostly use the vector $\xi(t, \delta t)$, which we transform if necessary into other representations. In the context of this book, the vector function $\xi(t, \delta t)$ is also denoted as the trajectory of the financial market in the $A$ dimensional space of the asset prices.

We had already generally discussed that on the macroscopic level each complex system can be described by a probabilistic theory. In this sense, the probability distribution function $p_{\delta t}(\xi, t)$ is the central quantity of a physical description of financial markets. By definition, $p_{\delta t}(\xi, t)$ is the probability density for a change of the logarithmic prices by the value $\xi$ from the beginning to the end of the time interval $[t, t+\delta t]$. The explicitly specified control parameter $\delta t$ is necessary to complete the definition of the logarithmic price differences (3.7). If we want to study the properties of the probability distribution function, we must consider that in reality only one trajectory $\xi(t, \delta t)$ is at our disposal for a statistical analysis. Each repetition in the sense of a statistical experiment with the same initial conditions and
the same boundary conditions is principally excluded. The quantity $p_{\delta t}(\xi, t)$ is therefore interpreted in the context of Bayesian statistics as the hypothetical probability density that a change $\xi$ could have taken place at time $t$ independently of the realized event. If the event is situated still in the future, $p_{\delta t}(\xi, t)$ is the probability density with which the change $\xi$ can be expected.

Additionally, as a generalization of $p_{\delta t}(\xi, t)$, we introduce the joint probability density $p_{\delta t}\left(\xi^{(N)}, t_{N} ; \xi^{(N-1)}, t_{N-1} ; \ldots ; \xi^{(0)}, t_{0}\right)$ with $N+1$ sequenced points in time. The knowledge of this function allows formally the determination of arbitrary correlations via (2.102). Normally, one chooses the parametrization of the time in such a way that the sampling times are regularly spaced, $t_{n+1}=t_{n}+\delta t$. In the joint probability representation, each vector function $\xi(t, \delta t)$ between the initial time $t_{0}$ and the final time $t_{N}$ or, more precisely, each series $\left\{\xi\left(t_{0}, \delta t\right), \ldots, \xi\left(t_{N}, \delta t\right)\right\}$ is one probabilistic event.

The reduction on lower probability distribution functions is made via integration over all noninteresting variables. By the way, this procedure may be interpreted as a discrete version of a so-called path integral considering the whole set of hypothetically allowed discrete trajectories of the financial system during the time interval $\left[t_{0}, t_{N}\right]$. Using conditional probabilities, the joint probability can be written as

$$
\begin{align*}
p_{\delta t}\left(\xi^{(N)}, t_{N} ; \ldots ; \xi^{(0)}, t_{0}\right)= & p_{\delta t}\left(\xi^{(N)}, t_{N} \mid \xi^{(N-1)}, t_{N-1} ; \ldots ; \xi^{(0)}, t_{0}\right) \\
& \times p_{\delta t}\left(\xi^{(N-1)}, t_{N-1} \mid \xi^{(N-2)}, t_{N-2} ; \ldots\right) \\
& \vdots  \tag{3.10}\\
& \times p_{\delta t}\left(\xi^{(1)}, t_{1} \mid \xi^{(0)}, t_{0}\right) p_{\delta t}\left(\xi^{(0)}, t_{0}\right) .
\end{align*}
$$

The main problem is now that one must obtain all information from the only trajectory observed in reality. To this end, we need some assumptions, which will be discussed in the following.

### 3.2.2 Ergodicity in Financial Data

The first important prerequisite is the assumption of the validity of the ergodic hypothesis. There are different formulations of this hypothesis; for further information, see the specialized literature [16, 57, 336, 378]. Roughly speaking, the ergodic hypothesis generally requires that a system starting from an arbitrary initial state can always arrive at each final state after a sufficiently long time. In other words, the total set of all possible trajectories is topologically not separable (see Figure 3.4). Since we know from our observations, however, only one function $\xi(t, \delta t)$ for a given financial market, the assumption of ergodicity is an a priori hypothesis. This theorem can neither be proven nor disproven for such systems. But even if a repetition of the development under the same macroscopic conditions were possible and the system would arrive at areas in the state space that it would


Fig. 3.4. Possible trajectories in an ergodic (left figure) and a nonergodic (right figure) system of four initial and four final states. If we possess only the empirical information about the existence of trajectories between $(A, B)$ and $\left(A^{\prime}, B^{\prime}\right)$, we cannot decide from an empirical view whether the total system is ergodic or nonergodic.
never achieve during the original evolution, this new information would be irrelevant. From this point of view, the ergodicity hypothesis is an application of the principle of Occam's razor [399, 400]. This idea is attributed to the 14th century Franciscan monk William of Occam and states that entities should not be multiplied unnecessarily. The most useful statement of this principle is that the better theory of two competing theories that make exactly the same predictions is the simpler one. Occam's razor is used to cut away unprovable concepts.

### 3.2.3 Stationarity of Financial Markets

As a second important prerequisite for the description of financial markets, one assumes stationarity. We had already pointed out in the previous chapter that stationarity means that all probability distribution functions and all correlation functions are invariant under an arbitrary shift in time. This condition as well as the ergodic hypothesis allows us to replace the ensemble averages (2.5) and (2.102) by appropriate time averages. In particular, we expect for the correlation functions of order $K$

$$
\begin{equation*}
\overline{\prod_{k=1}^{K} \xi_{\alpha_{k}}\left(t_{n_{k}}, \delta t\right)}=\left\langle\prod_{k=1}^{K} \xi_{\alpha_{k}}\left(t_{n_{k}}, \delta t\right)\right\rangle \tag{3.11}
\end{equation*}
$$

with the time-averaged correlation function

$$
\begin{equation*}
\left\langle\prod_{k=1}^{K} \xi_{\alpha_{k}}\left(t_{n_{k}}, \delta t\right)\right\rangle=\lim _{S \rightarrow \infty} \frac{1}{S} \sum_{m=0}^{S-1} \prod_{k=1}^{K} \xi_{\alpha_{k}}\left(t_{n_{k}}-m \delta t, \delta t\right) \tag{3.12}
\end{equation*}
$$



Fig. 3.5. Daily logarithmic price changes $|\xi(t)|$ and corresponding moving averages for $T=10$ and $T=100$ trading days. The time horizon is $\delta t=1$ trading day (Commerzbank AG stock, reference time period 11/00-07/02).

In practice, we will attempt to determine the time-averaged values from a finite number of observations. To this end, we consider $S$ equidistant records present in the time interval $[t-T, t]$ with $T=(S-1) \delta t$. The heuristically constructed averages

$$
\begin{equation*}
\left\langle\prod_{k=1}^{K} \xi_{\alpha_{k}}\left(t_{n_{k}}, \delta t\right)\right\rangle_{T}=\frac{\delta t}{T+\delta t} \sum_{m=0}^{T / \delta t} \prod_{k=1}^{K} \xi_{\alpha_{k}}\left(t_{n_{k}}-m \delta t, \delta t\right) \tag{3.13}
\end{equation*}
$$

are denoted also as moving averages. They are dependent on the time $t$, the width of the time window $T$, and the frequency $\delta t^{-1}$ of financial observations. If we assume stationarity, then we expect that these time averages should converge to constant values for a sufficiently large number of observations. However, we must be very careful with the stationarity assumption. A typical example is the moving mean value of logarithmic price fluctuations,

$$
\begin{equation*}
\left\langle\xi_{\alpha}(t, \delta t)\right\rangle_{T}=\frac{\delta t}{T+\delta t} \sum_{m=0}^{T / \delta t} \xi_{\alpha}(t-m \delta t, \delta t) \tag{3.14}
\end{equation*}
$$

If we analyze this average obtained from the data of an individual share, we find considerable fluctuations even for wide time windows and a large number of observations (see Figure 3.5). Several trends may be hidden behind these relatively slow fluctuations, which are basically influenced by macroeconomic
and political phenomena rather than by the intrinsic dynamics of the financial market.

Unfortunately, it is very difficult to extract the current trend from the actual moving averages since the mean values represent only a timedelayed trend because of the asymmetric location of the time arguments with respect to the current time $t$. We may at least partially remove these trends by using relative fluctuations, $\widetilde{\xi}_{\alpha}(t, \delta t)=\xi_{\alpha}(t, \delta t)-\left\langle\xi_{\alpha}(t, \delta t)\right\rangle_{T}$. A typical example is the empirical second moment of the trend-corrected logarithmic price fluctuations

$$
\begin{equation*}
\sigma_{\alpha}^{2}(t, T, \delta t)=\left\langle\widetilde{\xi}_{\alpha}^{2}(t, \delta t)\right\rangle_{T}=\left\langle\xi_{\alpha}^{2}(t, \delta t)\right\rangle_{T}-\left\langle\xi_{\alpha}(t, \delta t)\right\rangle_{T}^{2} \tag{3.15}
\end{equation*}
$$

This moment is, of course, the mean square standard deviation or the variance of the natural logarithm of the prices of the corresponding asset. The quantity is related to the so-called volatility, which is formally defined on the basis of the returns (3.4)

$$
\begin{equation*}
\sigma_{\alpha}^{\text {vola }}(t, T, \delta t)=\sqrt{\left\langle R_{\alpha}^{2}(t, \delta t)\right\rangle_{T}-\left\langle R_{\alpha}(t, \delta t)\right\rangle_{T}^{2}} \tag{3.16}
\end{equation*}
$$

The volatility is a technical term in finance that in particular evaluates the risk of a stock. For sufficiently small price fluctuations, both definitions (3.15) and (3.16) are practically equivalent. The heuristic analysis of the volatility of various asset prices shows that the thesis of stationarity is approximately valid for long elementary times $\delta t$ and large time windows $T$ (see Figure 3.6). Nevertheless, also in the case of an apparent stationarity must we be very careful in generalizing such empirical observations. If we employ small time windows but high-frequency observations, we find considerable volatility fluctuations, which are partially affected by daily cycles. Therefore, we will always speak of stationarity only within the framework of an ideal financial market.

It should be noted that the computation of moving averages is numerically executed in more extensive ways. Very popular are causal linear convolution operations [446, 447]. Such techniques can also be applied on irregularly spaced time series. As explained above, inhomogeneous time series arise from tick-by-tick data, including every quote or transaction price of the financial market. The basic idea is a very natural generalization of (3.13). We define a suitable causal kernel $\omega(t)$ and determine the moving averages via a discrete convolution

$$
\begin{equation*}
\left\langle\prod_{k=1}^{K} \xi_{\alpha_{k}}(t, \delta t)\right\rangle_{\omega}=\frac{\sum_{m} \omega\left(t-t_{m}\right) \prod_{k=1}^{K} \xi_{\alpha_{k}}\left(t_{m}, \delta t\right)}{\sum_{m} \omega\left(t-t_{m}\right)} \tag{3.17}
\end{equation*}
$$

where the causality requires $\omega(t)=0$ for $t<0$ so that no information from the future is used. A frequently used function is the exponentially decaying kernel $\omega(t)=\exp \{-t / T\}$. The repeated application of the convolution


Fig. 3.6. Moving mean square standard deviation of the logarithmic price changes $\sigma^{2}(t, T, \delta t)$ for different time windows $T=5, T=20$, and $T=100$ trading days. The time horizon is $\delta t=1$ trading day (Deutsche Telekom stock, reference time period 11/00-07/02).
procedure is a method to generate new operators that may be linearly combined to make more complicated kernels. For instance, the exponential kernel allows the construction of [446]

$$
\begin{equation*}
\omega_{n}(t)=\exp \left\{-\frac{t}{T}\right\} \sum_{k=0}^{n} \frac{1}{k!}\left(\frac{t}{T}\right)^{k} \tag{3.18}
\end{equation*}
$$

Obviously, we find $\omega_{n}(t) \approx 1$ for $t \ll T$, whereas the exponential decay $\omega_{n}(t) \sim \exp \{-t / T\}$ dominates for $t \gg T$.

### 3.2.4 Markov Approximation

In principle, the joint probability (3.10) contains all necessary information for the description of a financial market on the macroscopic level using price changes at relevant quantities. Unfortunately, this function is too complicated for practical application.

However, if the logarithmic differences $\xi_{\alpha}$ of the asset prices correspond to a sufficiently long time horizon $\delta t$, then we can assume that the price fluctuations take place statistically independently. In other words, if $\delta t>\delta t_{\text {Markov }}$, we may use the Markov approximation

$$
\begin{equation*}
p_{\delta t}\left(\xi^{(n)}, t_{n} \mid \xi^{(n-1)}, t_{n-1} ; \ldots ; \xi^{(0)}, t_{0}\right)=p_{\delta t}\left(\xi^{(n)}, t_{n}\right) \tag{3.19}
\end{equation*}
$$

and consequently

$$
\begin{equation*}
p_{\delta t}\left(\xi^{(N)}, t_{N} ; \xi^{(N-1)}, t_{N-1} ; \ldots ; \xi^{(0)}, t_{0}\right)=\prod_{j=0}^{N} p_{\delta t}\left(\xi^{(j)}, t_{j}\right) \tag{3.20}
\end{equation*}
$$

In the first part of this chapter, we will regard sufficiently large time differences $\delta t$ well above the Markov horizon $\delta t_{\text {Markov }}$. In this case, one can describe the development of the data of a certain financial market in the context of the theory of Markov processes.

In the opposite case (i.e., below the Markovhorizon), memory effects play an important role that cannot be neglected. We will analyze this problem in the last part of this chapter.

### 3.2.5 Taxonomy of Stocks

Correlation and Anticorrelation. In financial markets, many stocks are traded simultaneously. A reasonable way to detect similarities in the time evolution starts from the correlation coefficients

$$
\begin{equation*}
\vartheta_{\alpha \beta}=\frac{\left\langle\xi_{\alpha}(t, \delta t) \xi_{\beta}(t, \delta t)\right\rangle_{T}-\left\langle\xi_{\alpha}(t, \delta t)\right\rangle_{T}\left\langle\xi_{\beta}(t, \delta t)\right\rangle_{T}}{\sqrt{\left\langle\xi_{\alpha}^{2}(t, \delta t)\right\rangle_{T}-\left\langle\xi_{\alpha}(t, \delta t)\right\rangle_{T}^{2}} \sqrt{\left\langle\xi_{\beta}^{2}(t, \delta t)\right\rangle_{T}-\left\langle\xi_{\beta}(t, \delta t)\right\rangle_{T}^{2}}} . \tag{3.21}
\end{equation*}
$$

These coefficients are simply the normalized components of the heuristically determined covariance matrix. With this definition, the correlation coefficients can assume values between -1 and +1 . In the case of $\vartheta_{\alpha \beta}=1$, the stocks $\alpha$ and $\beta$ are completely correlated so that we obtain $\xi_{\alpha}(t, \delta t)=A \xi_{\beta}(t, \delta t)+B$ with $A>0$ and arbitrary $B$. The opposite situation of a complete anticorrelation occurs for $\vartheta_{\alpha \beta}=-1$. Finally, $\vartheta_{\alpha \beta}=0$ indicates uncorrelated changes in the time evolution of stock prices.

We may discuss the correlation coefficients in terms of a geometric representation. To this end, we introduce the normalized price fluctuations

$$
\begin{equation*}
\hat{\xi}_{\alpha}(t, \delta t)=\frac{\xi_{\alpha}(t, \delta t)-\left\langle\xi_{\alpha}(t, \delta t)\right\rangle_{T}}{\sqrt{\left\langle\xi_{\alpha}^{2}(t, \delta t)\right\rangle_{T}-\left\langle\xi_{\alpha}(t, \delta t)\right\rangle_{T}^{2}}} \tag{3.22}
\end{equation*}
$$

so that the correlation coefficients can be written as second moments of these reduced quantities

$$
\begin{equation*}
\vartheta_{\alpha \beta}=\left\langle\hat{\xi}_{\alpha}(t, \delta t) \hat{\xi}_{\beta}(t, \delta t)\right\rangle_{T} \tag{3.23}
\end{equation*}
$$

Let us now combine the $S$ records of the normalized price fluctuations $\hat{\xi}_{\alpha}(t, \delta t)$ into the $S$-dimensional vector $\vec{\xi}_{\alpha}=S^{-1 / 2}\left[\hat{\xi}_{\alpha}\left(t_{0}, \delta t\right), \hat{\xi}_{\alpha}\left(t_{1}, \delta t\right) \ldots, \hat{\xi}_{\alpha}\left(t_{S}, \delta t\right)\right]$ with $S=T / \delta t+1$ and $t_{n}=t-n \delta t$. Thus, the correlation coefficient is simply the scalar product $\vartheta_{\alpha \beta}=\vec{\xi}_{\alpha} \vec{\xi}_{\beta}$. The vector $\vec{\xi}_{\alpha}$ has unit length because of


Fig. 3.7. The empirical frequency distribution function $f\left(d_{\alpha \beta}\right)$ of the Euclidean distances between the stocks of the German stock index DAX (reference time interval $12 / 00-12 / 01$, daily observations).
$\vec{\xi}_{\alpha}^{2}=\vartheta_{\alpha \alpha}=1$. The Euclidean distance between the vectors $\vec{\xi}_{\alpha}$ and $\vec{\xi}_{\beta}$ is obtainable from the Pythagorean relation

$$
\begin{equation*}
d_{\alpha \beta}^{2}=\left\|\vec{\xi}_{\alpha}-\vec{\xi}_{\beta}\right\|^{2}=\vec{\xi}_{\alpha}^{2}+\vec{\xi}_{\alpha}^{2}-2 \vec{\xi}_{\alpha} \vec{\xi}_{\beta} \tag{3.24}
\end{equation*}
$$

so that

$$
\begin{equation*}
d_{\alpha \beta}=\sqrt{2\left(1-\vec{\xi}_{\alpha} \vec{\xi}_{\beta}\right)}=\sqrt{2\left(1-\vartheta_{\alpha \beta}\right)} \tag{3.25}
\end{equation*}
$$

This distance is an appropriate measure to characterize the temporal synchronization of shares (see Figure 3.7). Obviously, the distance between completely correlated assets vanishes, while the distance gets its maximum value $d_{\alpha \beta}=2$ for completely anticorrelated stocks. Due to the Euclidean character, the distances between stocks are symmetric, $d_{\alpha \beta}=d_{\beta \alpha}$, positivesemidefinite, $d_{\alpha \beta} \geq 0$ with $d_{\alpha \alpha}=0$, and satisfy the triangular inequality, $d_{\alpha \beta} \leq d_{\alpha \gamma}+d_{\beta \gamma}$. The knowledge of the distance matrix between stocks is customarily used to decompose the set of shares into suitable subsets of closely related stocks.

Ultrametricity. The main problem with a possible decomposition procedure is the definition of a space in which the stocks are embedded. Unfortunately, the dimension of the space spanned by the vectors $\vec{\xi}_{\beta}$ is too large for a reasonable analysis. It is simple to check that such a space has at least the dimension $\min (A-1, S)$, where $A$ is the total number of stocks that were taken into account. One way to obtain a simple taxonomy of the
correlations between stocks, however, is the introduction of an additional hypothesis about the spatial topology.

Let us make the working hypothesis that a useful space for linking $A$ stocks is an ultrametric space. This a posteriori hypothesis is motivated by the fact that the associated taxonomy is meaningful from an economic point of view. A good introduction to ultrametricity for physicists is given elsewhere [324]. Here, we just remind the reader that the usual triangular equation $d_{\alpha \beta} \leq d_{\alpha \gamma}+d_{\beta \gamma}$ is substitute in spaces endowed with an ultrametric distance $\hat{d}_{\alpha \beta}$ by the stronger inequality

$$
\begin{equation*}
\hat{d}_{\alpha \beta} \leq \max \left(\hat{d}_{\alpha \gamma}, \hat{d}_{\beta \gamma}\right) \tag{3.26}
\end{equation*}
$$

In an ultrametric space, all triangles have at least two equal sides that are larger than or equal to the third side. Ultrametric spaces provide a natural way to describe hierarchically structures of complex systems since the concept of ultrametricity is directly connected to the concept of hierarchy. A hierarchical tree is a very good way of representing an ultrametric set of objects. We remark that in the solution of the mean-field spin-glass theory, one finds an exact ultrametric structure: the equilibrium states are organized on a hierarchical tree, and if we pick up three configurations of the system and compute their distances, we find an ultrametric triangle [128, 129, 301].

The point is now to find a formalism in order to transform the metric distances into ultrametric distances. Assuming that the metric distance matrix with the components $d_{\alpha \beta}$ exists, several ultrametric spaces can be obtained by performing the given partition of the set of $A$ shares. Among all of the possible ultrametric topologies associated with the metric distances, the subdominant ultrametric structure convinces because of its simplicity. In the presence of a metric space defined by the whole set of distances $d_{\alpha \beta}$, the subdominant ultrametric topology can be obtained by determining the minimal spanning tree.

Formally, the minimal spanning tree is a graph of $A-1$ edges connecting the $A$ shares in such a way that the graph structure minimizes the sum over the metric edge distances. The investigation of the subdominant ultrametric topology allows us to determine in a unique way an indexed hierarchy of the $A$ stocks. The technique of constructing a minimal spanning tree of $A$ shares, known as Kruskal's algorithm [298, 422], is simple and direct.

In the first step, we have to find the pair of stocks separated by the smallest distance $d_{\alpha \beta}$. This pair forms a cluster of size 2 , and the ultrametric distance is equivalent to the metric distance $\hat{d}_{\alpha \beta}=d_{\alpha \beta}$. We then determine the minimum of the remaining metric distances. If this distance combines another pair, we get a further cluster of size 2 . But if a connection to the already existing cluster appears, the cluster size increases by 1. Furthermore, we identify all ultrametric distances between the new element and the old elements of the cluster with the smallest metric distance between the new element and the old elements. If we continue this procedure, the size of the
clusters increases monotonously. Finally, we find stock pairs that combine two clusters. The ultrametric distance between all elements of the one cluster and all elements of the other cluster is then precisely the metric distance of the connecting pair.

After we have finished this procedure, we arrive at a complete matrix of ultrametric distances $\hat{d}_{\alpha \beta}$. In contrast to the matrix of metric distances, the number of different elements in the ultrametric distance matrix cannot exceed $A-1$.

The graphic representation of the minimal spanning tree can be obtained straightforwardly. To do this, we represent each stock by a site and connect all pairs $(\alpha, \beta)$ of sites if the condition $\hat{d}_{\alpha \beta}=d_{\alpha \beta}$ is satisfied. Figure 3.8 shows the minimal spanning tree for the German stock index (DAX).

Another representation is the so-called indexed hierarchical tree, which considers the subdominant ultrametric structure more explicitly. In Figure 3.9, we show this tree associated with the minimal spanning tree of the DAX.

Random Potts Models. Another possibility for the arrangement of shares is the construction of a fixed number of groups with minimum metric distances. To do this, we assume that the number of groups is defined by $G<A$. A stock $\alpha$ is characterized by a group number $s_{\alpha} \in[1, \ldots, G]$ that defines the affiliation to a group. Further, let us define a functional that exclusively considers all metric distances inside the groups,


Fig. 3.8. Minimal spanning tree of the German stock index (DAX) (reference time interval $12 / 00-12 / 01$, daily observations).


Fig. 3.9. Hierarchical tree of the German stock index (DAX) (reference time interval 12/00-12/01, daily observations). The lengths of the branches correspond to the metric distance to the nearest stock.

$$
\begin{equation*}
H=\sum_{\alpha \neq \beta} J_{\alpha \beta} \delta_{s_{\alpha}, s_{\beta}} \tag{3.27}
\end{equation*}
$$

with $\delta_{s s^{\prime}}=1$ for $s=s^{\prime}$ and $\delta_{s s^{\prime}}=0$ for $s \neq s^{\prime}$. The coupling parameters $J_{\alpha \beta}=J\left(d_{\alpha \beta}\right)$ are chosen as they increase monotonously with the argument $d_{\alpha \beta}$. Supposing that the coupling parameter between the share pair $(\alpha, \beta)$ is $J_{\alpha \beta}$, the contribution to $H$ is equal to $J_{\alpha \beta}$ if the two shares are in the same group and equal to 0 if they are in different groups. The minimization of $H$ by rearranging the occupations should lead the groups to contain relatively synchronous stocks.

A functional of type (3.27) is usually denoted as the Hamiltonian of a Potts model [183, 314, 435] in the framework of statistical physics. Such a model is a generalization of the well-known two-state Ising model to an arbitrary number $G$ of discrete states: $s_{\alpha}=1, \ldots, G$ instead of $s_{\alpha}= \pm 1$. In the language of our problem, each Potts state corresponds to a certain stock group. The minimization of $H$ corresponds to the determination of the ground states of the Hamiltonian of the Potts model. Because of the more or less stochastic structure of the distance matrix, there are many local minimum configurations $\left\{\widehat{s}_{1}^{(i)}, \widehat{s}_{2}^{(i)}, \ldots, \widehat{s}_{A}^{(i)}\right\}$, with $i=1,2, \ldots$, which complicate the determination of a ground state.

The Potts model is relatively sensitive to the choice of the function $J\left(d_{\alpha \beta}\right)$. As an example, we study the coupling parameter $J_{\alpha \beta}=d_{\alpha \beta}^{2}-c$, where $c$ is an arbitrary number. For $c>4$, we obtain $J_{\alpha \beta}<0$, and the minimum
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Fig. 3.10. Group structure of the DAX (reference time interval 12/00-12/01, daily observations) obtained for $c=4$ (antiferromagnetic regime). An equipartition of the occupation per group is found.
configurations of (3.27) show a ferromagnetic behavior. This means that the global minimum ${ }^{1}$ is one in which a particular one of the $G$ different states $s_{\alpha}$ is more probable than the others for all shares $\alpha$. In other words, for sufficiently large $c$, all shares are collected in one group, so that this regime is not very important for the arrangement of stocks.
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Fig. 3.11. Group structure of the DAX (reference time interval 12/00-12/01, daily observations) obtained for $c=2$ (Potts glass regime). A large main group dominates the group structure.

[^1]For $c<0$, there occurs an antiferromagnetic behavior. Here, the global minimum configuration is characterized by an equipartition of the $G$ different states. Thus, the average occupation of a group is given by $A / G$.

The case $c \approx 2$ is related to a so-called Potts-glass. This regime offers a very complicated configuration landscape. In particular, we expect a very heterogeneous occupation of the groups. The stocks of a group are mainly correlated, whereas for stocks of different groups, anticorrelation predominates.

The analysis of the various stock markets shows that several groups are obtainable using the antiferromagnetic (Figure 3.10) or the glassy regime (Figure 3.11) of the Potts model and that these groups are homogeneous with respect to their industry sector and often also with respect to their industry subsector.

### 3.3 Long-Time Regime

### 3.3.1 The Central Limit Theorem

We want to attempt to determine the possible probability distribution function $p_{\delta t}(\xi, t)$ of the price fluctuations more closely. Up to now, we can only say that such a function must exist. A certain estimate of the probability density is possible by an application of empirical methods to financial data, but the preserved information may contain considerable errors. Therefore, we want to choose another way. To this end, we assume that we know the probability distribution function $p_{\delta t}(\xi, t)$ for price changes over a very short time horizon $\delta t$. In the following context, we designate $p_{\delta t}(\xi, t)$ also as an elementary probability distribution function. Indeed, the time horizon should be above the Markov horizon, $\delta t>\delta t_{\text {Markov }}$. Then, the joint probability for the time series $\left\{\xi\left(t_{1}, \delta t\right), \ldots, \xi\left(t_{N}, \delta t\right)\right\}$ is given by (3.20):

$$
\begin{equation*}
p_{\delta t}\left(\xi^{(N)}, t_{N} ; \xi^{(N-1)}, t_{N-1} ; \ldots ; \xi^{(1)}, t_{1}\right)=\prod_{j=1}^{N} p_{\delta t}\left(\xi^{(j)}, t_{j}\right) \tag{3.28}
\end{equation*}
$$

Let us now determine the function $p_{N \delta t}(\xi, t)$ for a price change $\xi$ during the time interval $[t, t+N \delta t]$. Because the logarithmic price changes are additive, we get

$$
\begin{equation*}
p_{N \delta t}(\xi, t)=\int \prod_{j=1}^{N} d \xi^{(j)} \delta\left(\xi-\sum_{j=1}^{N} \xi^{(j)}\right) \prod_{j=1}^{N} p_{\delta t}\left(\xi^{(j)}, t_{j}\right) \tag{3.29}
\end{equation*}
$$

with the condition $t_{1}=t$. The Markov property allows us to derive the complete functional structure of the probability distribution function $p_{N \delta t}(\xi, t)$ from the sole knowledge of the elementary probability densities $p_{\delta t}\left(\xi^{(j)}, t_{j}\right)$. It is convenient to use the characteristic function (2.14), which
is defined as the Fourier transform of the probability density. Hence, we obtain

$$
\begin{align*}
\hat{p}_{N \delta t}(k, t) & =\int d \xi \exp \{i k \xi\} p_{N \delta t}(\xi, t) \\
& =\int \prod_{j=1}^{N} d \xi^{(j)} \exp \left\{i k \sum_{j=1}^{N} \xi^{(j)}\right\} \prod_{j=1}^{N} p_{\delta t}\left(\xi^{(j)}, t_{j}\right) \\
& =\prod_{j=0}^{N} \hat{p}_{\delta t}\left(k, t_{j}\right) \tag{3.30}
\end{align*}
$$

Let us assume for the moment that the financial market is in a steady state (i.e., the characteristic function is a time-independent quantity). Thus, (3.30) can be written as

$$
\begin{equation*}
\hat{p}_{N \delta t}(k)=\left[\hat{p}_{\delta t}(k)\right]^{N} \tag{3.31}
\end{equation*}
$$

What can we learn from this approach? To this end, we provide a naive scaling procedure to (3.31). We start from the expansion of the characteristic function in terms of cumulants. If we focus on distribution functions of single prices, we obtain

$$
\begin{equation*}
\hat{p}_{\delta t}(k)=\exp \left\{\sum_{n=1}^{\infty} \frac{c^{(n)}}{n!}(i k)^{n}\right\} \tag{3.32}
\end{equation*}
$$

and, because of (3.31),

$$
\begin{equation*}
\hat{p}_{N \delta t}(k)=\exp \left\{\sum_{n=1}^{\infty} \frac{N c^{(n)}}{n!}(i k)^{n}\right\} \tag{3.33}
\end{equation*}
$$

where $k$ is now a simple scalar quantity instead of a vector of dimension $A$. Obviously, when $N \rightarrow \infty$, the quantity $\xi$ goes to infinity with the central tendency $\bar{\xi}=N c^{(1)}$ and the standard deviation $\sigma=\left(N c^{(2)}\right)^{1 / 2}$. Since the drift can be zero or can be put to zero by a suitable shift $\xi \rightarrow \xi-\bar{\xi}$, we conclude that the relevant scale is that of the fluctuations, namely the variance $\sigma$. The corresponding range of $k$ is simply its inverse since $\xi$ and $k$ are conjugate in the Fourier transform. Thus, after rescaling $k \rightarrow \hat{k} N^{-1 / 2}$, the cumulant expansion reads

$$
\begin{equation*}
\hat{p}_{N \delta t}(\hat{k})=\exp \left\{\sum_{n=1}^{\infty} \frac{c^{(n)} N^{1-n / 2}}{n!}(i \hat{k})^{n}\right\} \tag{3.34}
\end{equation*}
$$

Apart from the first cumulant, we find that the second cumulant remains invariant while all higher cumulants approach zero as $N \rightarrow \infty$. Thus, only the first and second cumulants will remain for sufficiently large $N$, and the probability distribution function $p_{N \delta t}(\xi, t)$ approaches a Gaussian function. The result of our naive argumentation is the central limit theorem. The precise formulation of this important theorem is:

The sum, normalized by $N^{-1 / 2}$ of $N$ random independent and identically distributed states of zero mean and finite variance, is a random variable with a probability distribution function converging to the Gaussian distribution with the same variance. The convergence is to be understood in the sense of a limit in probability (i.e., the probability that the normalized sum has a value within a given interval converges to that calculated from the Gaussian distribution).

We will now give a more precise derivation of the central limit theorem. Formal proofs of the theorem may be found in probability textbooks such as Feller [101, 119, 412]. Here, we follow a more physically motivated way of Sornette [383] using the technique of the renormalization group theory.

This powerful method [444] introduced in field theory and in critical phase transitions, is a very general mathematical tool that allows one to decompose the problem of finding the collective behavior of a large number of elements on large spatial scales and for long times into a succession of simpler problems with a decreasing number of elements whose effective properties vary with the scale of observation. In the context of the central limit theorem for finance, these elements refer to the elementary price changes $\xi(t, \delta t)$.

The renormalization group theory works best when the problem is dominated by one characteristic scale that diverges at the so-called critical point. The distance to this criticality is usually determined by a control parameter, which may be identified in our special case as $N^{-1}$. Close to the critical point, a universal behavior becomes observable that is related to typical phenomena such as scale invariance or self-similarity. As we will see below, the form stability of the Gaussian probability distribution function is such a kind of self-similarity.

The renormalization consists of an iterative application of decimation and rescaling steps. The first step is to reduce the number of elements to transform the problem into a simpler one. We use the thesis that, under certain conditions, the knowledge of all of the cumulants is equivalent to the knowledge of the probability densityr, so we can write

$$
\begin{equation*}
p_{\delta t}(\xi)=f\left(\xi, c^{(1)}, c^{(2)}, \ldots, c^{(m)}, \ldots\right) \tag{3.35}
\end{equation*}
$$

where $f$ is a unique function of $\xi$ and the infinite set of all cumulants $\left\{c^{(1)}, c^{(2)}, \ldots\right\}$. Every distribution function can be expressed by the same function in this way, however with differences in the infinite set of parameters.

The probability distribution function $p_{N \delta t}(\xi)$ may be the convolution of $N=2^{n}$ identical distribution functions $p_{\delta t}(\xi)$. This specific choice of $N$ is not a restriction since we are interested in the limit of large $N$, and how we reach this limit is irrelevant. We denote the result of the $2^{n}$-fold convolution as

$$
\begin{equation*}
p_{N \delta t}(\xi)=f^{(n)}\left(\xi, c^{(1)}, c^{(2)}, \ldots, c^{(m)}, \ldots\right) \tag{3.36}
\end{equation*}
$$

Furthermore, we obtain from (3.31) the general relation

$$
\begin{equation*}
p_{2 \delta t}(\xi)=f\left(\xi, 2 c^{(1)}, 2 c^{(2)}, \ldots, 2 c^{(m)}, \ldots\right) \tag{3.37}
\end{equation*}
$$

With this knowledge, we are able to generate $p_{N \delta t}(\xi)$ also from $p_{2 \delta t}(\xi)$ by a $2^{n-1}$-fold convolution

$$
\begin{equation*}
p_{N \delta t}(\xi)=f^{(n-1)}\left(\xi, 2 c^{(1)}, 2 c^{(2)}, \ldots, 2 c^{(m)}, \ldots\right) \tag{3.38}
\end{equation*}
$$

Here, we see the effect of the decimation. The new convolution considers only $2^{n-1}$ price changes with respect to the new time difference $2 \delta t$ instead of $2^{n}$ steps and a timescale $\delta t$. The decimation itself corresponds to the pairing due to the convolution (3.29) between two identical elementary probability distributions

$$
\begin{equation*}
p_{2 \delta t}(\xi)=\int p_{\delta t}\left(\xi-\xi^{\prime}\right) p_{\delta t}\left(\xi^{\prime}\right) d \xi^{\prime} \tag{3.39}
\end{equation*}
$$

The notation of the scale is inherent to the probability distribution function. The new elementary probability distribution function $p_{2 \delta t}(\xi)$ obtained from (3.39) may display differences from the probability density from which we started. We compensate for this by the scale factor $\lambda^{-1}$ for $\xi$. This leads to the rescaling step $\xi \rightarrow \lambda^{-1} \xi$ of the renormalization group, which is necessary to keep the reference scale.

With the rescaling of the components of the price vector $\xi$, the cumulants are also rescaled, and each cumulant of order $m$ has to be multiplied by the factor $\lambda^{-m}$. This is a direct consequence of (2.19) because it demonstrates that the cumulants of order $m$ have the dimension $|k|^{-m}$ and $|\xi|^{m}$, respectively. The conservation of the probabilities $p_{\delta t}(\xi) d \xi=p_{\delta t}\left(\xi^{\prime}\right) d \xi^{\prime}$ introduces a prefactor $\lambda^{-A}$ as a consequence of the change of the $A$-dimensional vector $\xi \rightarrow \xi^{\prime}$. We thus obtain from (3.38)

$$
\begin{equation*}
p_{N \delta t}(\xi)=\lambda^{-A} f^{(n-1)}\left(\frac{\xi}{\lambda}, \frac{2 c^{(1)}}{\lambda}, \frac{2 c^{(2)}}{\lambda^{2}}, \ldots, \frac{2 c^{(m)}}{\lambda^{m}}, \ldots\right) \tag{3.40}
\end{equation*}
$$

The successive repetition of both decimation and rescaling leads after $n$ steps to

$$
\begin{equation*}
p_{N \delta t}(\xi)=\lambda^{-n A} f^{(0)}\left(\frac{\xi}{\lambda^{n}}, \frac{2^{n} c^{(1)}}{\lambda^{n}}, \frac{2^{n} c^{(2)}}{\lambda^{2 n}}, \ldots, \frac{2^{n} c^{(m)}}{\lambda^{m n}}, \ldots\right) \tag{3.41}
\end{equation*}
$$

As mentioned above, $f^{(n)}\left(\xi, \ldots c^{(m)}, \ldots\right)$ is a function that is obtainable from a convolution of $2^{n}$ identical functions $f\left(\xi, \ldots c^{(m)}, \ldots\right)$. In this sense, we obtain the matching condition $f^{(0)} \equiv f$ so that we arrive at

$$
\begin{equation*}
p_{N \delta t}(\xi)=\lambda^{-n A} f\left(\frac{\xi}{\lambda^{n}}, \frac{2^{n} c^{(1)}}{\lambda^{n}}, \frac{2^{n} c^{(2)}}{\lambda^{2 n}}, \ldots, \frac{2^{n} c^{(m)}}{\lambda^{m n}}, \ldots\right) \tag{3.42}
\end{equation*}
$$

Finally, we have to fix the scale $\lambda$. We see from (3.42) that the particular choice $\lambda=2^{1 / m_{0}}$ makes the prefactor of the $m_{0}$ th cumulant equal to 1 ,
while all higher cumulants decrease to zero as $n=\log _{2} N \rightarrow \infty$. The lower cumulants diverge with $N^{\left(1-m / m_{0}\right)}$, where $m<m_{0}$.

The only reasonable choice is $m_{0}=2$ because $\lambda=\sqrt{2}$ keeps the probability distribution function in a window with constant width. In this case, only the first cumulant may remain divergent for $N \rightarrow \infty$. As mentioned above, this effect can be eliminated by a suitable shift of $\xi$. Thus, we arrive at

$$
\begin{equation*}
\lim _{N \rightarrow \infty} p_{N \delta t}(\xi)=N^{-A / 2} f\left(\frac{\xi}{\sqrt{N}}, c^{(1)} \sqrt{N}, c^{(2)}, 0, \ldots, 0, \ldots\right) \tag{3.43}
\end{equation*}
$$

In particular, if we come back to the financial problem, we have thus obtained the asymptotic result that the probability distribution of price changes over large time intervals $N \delta t$ has only its two first cumulants nonzero. Hence, as discussed in subsection 2.1.5, the corresponding probability density is a Gaussian law.

If we return to the original scales, the final Gaussian probability distribution function $p_{N \delta t}(\xi)$ is characterized by the mean $\bar{\xi}=\bar{\xi}(N \delta t)=N c^{(1)}=$ $N \bar{\xi}(\delta t)$ and the covariance matrix $\tilde{\sigma}=\tilde{\sigma}(N \delta t)=N c^{(2)}=N \tilde{\sigma}(\delta t)$, where $c^{(1)}$ and $c^{(2)}$ are the first two cumulants of the elementary probability density $p_{\delta t}(\xi)$. Hence, we obtain

$$
\begin{equation*}
\lim _{N \rightarrow \infty} p_{N \delta t}(\xi)=\frac{1}{(2 \pi)^{A / 2} \sqrt{\operatorname{det} \tilde{\sigma}}} \exp \left\{-\frac{1}{2}(\xi-\bar{\xi}) \tilde{\sigma}^{-1}(\xi-\bar{\xi})\right\} \tag{3.44}
\end{equation*}
$$

or with the rescaled and shifted states,

$$
\begin{equation*}
\lim _{N \rightarrow \infty} p_{N \delta t}(\xi)=\frac{1}{(2 \pi)^{A / 2} \sqrt{\operatorname{det} c^{(2)}}} \exp \left\{-\frac{1}{2} \hat{\xi}\left[c^{(2)}\right]^{-1} \hat{\xi}\right\} \tag{3.45}
\end{equation*}
$$

The quantity $\hat{\xi}$ is simply the sum normalized by $N^{-1 / 2}$ of $N$ random independent and identically distributed states $\xi(t+n \delta t, \delta t)-c^{(1)}$ of zero mean and finite variance,

$$
\begin{equation*}
\hat{\xi}=\frac{\xi-\bar{\xi}(N \delta t)}{\sqrt{N}}=\frac{1}{\sqrt{N}} \sum_{j=0}^{N-1}\left(\xi(t+n \delta t, \delta t)-c^{(1)}\right) \tag{3.46}
\end{equation*}
$$

In other words, (3.45) is the mathematical formulation of the central limit theorem. The Gaussian distribution function itself is a fixed point of the convolution procedure in the space of functions in the sense that it is formstable under the renormalization group approach. Notice that form stability, or alternatively self-similarity, means that the resulting Gaussian function is identical to the initial Gaussian function after an appropriate shift and a rescaling of the variables.

We remark that the convergence to a Gaussian behavior also holds if the initial variables have different probability distribution functions with finite variance of the same order of magnitude. In particular, small deviations of financial data from the stationarity condition are not so important for the
long-time analysis in the frame of the central limit theorem. The generalized fixed point is now the Gaussian law (3.44) with

$$
\begin{equation*}
\bar{\xi}=\sum_{n=0}^{N-1} \bar{\xi}(t+n \delta t, \delta t) \quad \text { and } \quad \tilde{\sigma}=\sum_{n=0}^{N-1} \tilde{\sigma}(t+n \delta t, \delta t), \tag{3.47}
\end{equation*}
$$

where $\bar{\xi}(t+n \delta t, \delta t)$ and $\tilde{\sigma}(t+n \delta t, \delta t)$ are the mean trend vector and the covariance matrix, respectively, obtained from the time-dependent probability distribution function $p_{\delta t}(\xi, t+n \delta t)$.

Finally, it should be remarked that the two conditions of the central limit theorem may be partially relaxed. The first condition under which this theorem holds is the Markov property. This strict condition can, however, be weakened, and the central limit theorem still holds for weakly correlated variables under certain conditions. The second condition, that the variance of the variables be finite, can be somewhat relaxed to include probability functions with algebraic tails $|\xi|^{-3}$. In this case, the normalizing factor is no longer $N^{-1 / 2}$ but can contain logarithmic corrections.

### 3.3.2 Convergence Problems

As a consequence of the renormalization group analysis, the central limit theorem is applicable in a strict sense only in the limit of infinite $N$. But in practice, the Gaussian shape is a good approximation of the center of a probability distribution function if $N$ is sufficiently large. It is important to realize that large deviations can occur in the tail of the probability distribution function $p_{N \delta t}(\xi)$, whose weight shrinks as $N$ increases. The center is a region of width at least of the order of $\sqrt{N}$ around the average $\bar{\xi}(N \delta t)$.

Let us make more precise what the center of a probability distribution function means. For the sake of simplicity, we investigate states of only one component (i.e., $\xi$ is a scalar quantity). As before, $\xi$ is the sum of $N$ identically distributed variables $\xi^{(j)}$ with mean $\bar{\xi}(\delta t)=c^{(1)}$, variance $\sigma^{2}(\delta t)=c^{(2)}$, and finite higher cumulants $c^{(m)}$. Thus, the central limit theorem reads

$$
\begin{equation*}
\lim _{N \rightarrow \infty} p_{N \delta t}(x)=\frac{1}{\sqrt{2 \pi}} \exp \left\{-\frac{x^{2}}{2}\right\} \tag{3.48}
\end{equation*}
$$

where we have introduced the reduced variable

$$
\begin{equation*}
x=\sigma^{-1} \hat{\xi}=\frac{\xi-N \bar{\xi}(\delta t)}{\sqrt{N c^{(2)}}} \tag{3.49}
\end{equation*}
$$

In order to analyze the convergence behavior for the tails [152], we start from the probability

$$
\begin{equation*}
P_{>}^{(N)}(z)=P^{(N)}(x>z)=\int_{z}^{\infty} p_{N \delta t}(x) d x \tag{3.50}
\end{equation*}
$$

and analyze the difference $\Delta P^{(N)}(z)=P_{>}^{(N)}(z)-P_{>}^{(\infty)}(z)$, where $P_{>}^{(\infty)}(z)$ is simply the complementary error function due to (3.48). If all cumulants are finite, one can develop a systematic expansion in powers of $N^{-1 / 2}$ of the difference $\Delta P^{(N)}(z)$ [72],

$$
\begin{equation*}
\Delta P^{(N)}(z)=\frac{\exp \left\{-z^{2} / 2\right\}}{\sqrt{2 \pi}} \sum_{n=1}^{\infty}\left[\frac{Q_{1}(z)}{N^{1 / 2}}+\frac{Q_{2}(z)}{N} \ldots+\frac{Q_{m}(z)}{N^{m / 2}} \cdots\right] \tag{3.51}
\end{equation*}
$$

where the $Q_{m}(z)$ are polynomials in $z$, the coefficients of which depend on the first $m+2$ normalized cumulants of the elementary probability distribution function, $\lambda_{k}=c^{(k)} / \sigma^{k}$. The explicit form of these polynomials can be obtained from the textbook of Gnedenko and Kolmogorov [152]. The first two polynomials are

$$
\begin{equation*}
Q_{1}(z)=\frac{\lambda_{3}}{6}\left(1-z^{2}\right) \tag{3.52}
\end{equation*}
$$

and

$$
\begin{equation*}
Q_{2}(z)=\frac{\lambda_{3}^{2}}{72} z^{5}+\left(\frac{\lambda_{4}}{24}-\frac{5 \lambda_{3}^{2}}{36}\right) z^{4}+\left(\frac{5 \lambda_{3}^{2}}{24}-\frac{\lambda_{4}}{8}\right) z^{3} \tag{3.53}
\end{equation*}
$$

If the elementary probability distribution function has Gaussian behavior, all of its cumulants $c^{(m)}$ of order larger than 2 vanish identically. Therefore, all $Q_{m}(z)$ are also zero, and the probability density $p_{N \delta t}(x)$ is Gaussian.

For an arbitrary asymmetric probability distribution function, the skewness $\lambda_{3}$ is nonvanishing in general and the leading correction is $Q_{1}(z)$. The Gaussian law is valid if the relative error $\left|\Delta P^{(N)}(z)\right| / P_{>}^{(\infty)}(z)$ is small compared to 1 . Since the error increases with $z$, the Gaussian behavior first becomes observable close to the central tendency. The necessity condition $\left|\lambda_{3}\right| \ll N^{1 / 2}$ follows directly from $\left|\Delta P^{(N)}(z)\right| / P_{>}^{(\infty)}(z) \ll 1$ for $z \rightarrow 0$.

For large $z$, the approximation of $p_{N \delta t}(x)$ by a Gaussian law remains valid if the relative error remains small compared to 1 . Here, we may replace the complementary error function $P_{>}^{(\infty)}(z)$ by its asymptotic representation $\exp \left\{-z^{2} / 2\right\} /(\sqrt{2 \pi} z)$. We thus obtain the inequality $\left|z Q_{1}(z)\right| \ll N^{1 / 2}$ leading to $\left|z^{3} \lambda_{3}\right| \ll N^{1 / 2}$. Because of (3.49), this relation is equivalent to the condition

$$
\begin{equation*}
|\xi-N \bar{\xi}(\delta t)| \ll\left|\lambda_{3}\right|^{-1 / 3} \sigma N^{2 / 3} \tag{3.54}
\end{equation*}
$$

This means that the Gaussian law holds in a region of order of magnitude $|\xi-N \bar{\xi}(\delta t)| \ll\left|\lambda_{3}\right|^{-1 / 3} \sigma N^{2 / 3}$ around the central tendency.

A symmetric probability distribution function has a vanishing skewness so that the excess kurtosis $\lambda_{4}=c^{(4)} / \sigma^{4}$ provides the leading correction to the central limit theorem. The Gaussian law is now valid if $\lambda_{4} \ll N$ and

$$
\begin{equation*}
|\xi-N \bar{\xi}(\delta t)| \ll\left|\lambda_{4}\right|^{-1 / 4} \sigma N^{3 / 4} \tag{3.55}
\end{equation*}
$$

(i.e., the central region in which the Gaussian law holds is now of order of magnitude $N^{3 / 4}$ ).

Another class of inequalities describing the convergence behavior with respect to the central limit theorem was found by Berry [43] and Esséen [114]. The Berry-Esséen theorems [120] provide inequalities controlling the absolute difference $\left|\Delta P^{(N)}(z)\right|$. Suppose that the variance $\sigma$ and the average

$$
\begin{equation*}
\eta=\int|\xi-\bar{\xi}(\delta t)|^{3} p_{\delta t}(\xi) d \xi \tag{3.56}
\end{equation*}
$$

are finite quantities. Then, the first theorem reads

$$
\begin{equation*}
\left|\Delta P^{(N)}(z)\right| \leq \frac{3 \eta}{\sigma^{3} \sqrt{N}} \tag{3.57}
\end{equation*}
$$

The second theorem is the extension to not identically distributed variables. In the language of finance, this case corresponds to a nonstationary market. Here, we have to replace the constant values of $\sigma$ and $\eta$ by

$$
\begin{equation*}
\left\langle\sigma^{2}(t, \delta t)\right\rangle_{N}=\frac{1}{N} \sum_{n=0}^{N-1} \sigma^{2}(t+n \delta t, \delta t) \tag{3.58}
\end{equation*}
$$

and

$$
\begin{equation*}
\langle\eta(t, \delta t)\rangle_{N}=\frac{1}{N} \sum_{n=0}^{N-1} \eta(t+n \delta t, \delta t) \tag{3.59}
\end{equation*}
$$

where $\sigma(t, \delta t)$ and $\eta(t, \delta t)$ are obtained from the time-dependent elementary probability distribution function $p_{\delta t}(\xi, t)$. Then, the following inequality holds:

$$
\begin{equation*}
\left|\Delta P^{(N)}(z)\right| \leq \frac{6\langle\eta(t, \delta t)\rangle_{N}}{\left\langle\sigma^{2}(t, \delta t)\right\rangle_{N}^{3 / 2} \sqrt{N}} \tag{3.60}
\end{equation*}
$$

Notice that the Berry-Esséen theorems are less stringent than the results obtained from the cumulant expansion (3.51). We see that the central limit theorem gives no information about the behavior of the tails for finite $N$. Only the center is well-approximated by the Gaussian law. The width of the central region depends on the detailed properties of the elementary probability distribution functions.

The Gaussian probability distribution function is the fixed point, or the attractor, of a well-defined class of functions. This class is also called the basin of attraction with respect to the corresponding functional space. When $N$ increases, the functions $p_{N \delta t}(\xi)$ become progressively closer to the Gaussian attractor. As discussed above, this process is not uniform. The convergence is faster close to the center than in the tails of the probability distribution function.

### 3.3.3 Fokker-Planck Equation for Financial Processes

Let us assume that the financial market is in a stationary state and we know the set of all prices at a given initial time $t_{0}$. The probability distribution
function $p_{t-t_{0}}(\xi)$ to observe the overall logarithmic price changes $\xi$ at $t>t_{0}$ with $t-t_{0} \gg \delta t_{\text {Markov }}$ can be interpreted as a conditional probability

$$
\begin{equation*}
p\left(\xi, t \mid 0, t_{0}\right)=p_{t-t_{0}}(\xi) \tag{3.61}
\end{equation*}
$$

The number of elementary price changes during the time interval $\Delta t=t-t_{0}$ is simply given by $N=\Delta t / \delta t$. For large $N$ and moderate price fluctuations, the probability density $p_{t-t_{0}}(\xi)$ is well-approximated by the Gaussian shape law (3.44)

$$
\begin{align*}
p_{t-t_{0}}(\xi)= & \frac{1}{(2 \pi \Delta t)^{A / 2} \sqrt{\operatorname{det}\left[c^{(2)} / \delta t\right]}} \\
& \times \exp \left\{-\frac{1}{2 \Delta t}\left(\xi-\frac{c^{(1)}}{\delta t} \Delta t\right)\left[\frac{c^{(2)}}{\delta t}\right]^{-1}\left(\xi-\frac{c^{(1)}}{\delta t} \Delta t\right)\right\} \tag{3.62}
\end{align*}
$$

with $\Delta t=t-t_{0}$. Obviously, the corresponding conditional probability satisfies the initial condition $p\left(\xi, t_{0} \mid 0, t_{0}\right)=\delta(\xi)$. The cumulants $c^{(1)}$ and $c^{(2)}$ are obtainable from the elementary probability distribution function $p_{\delta t}(\xi)$. If $\delta t \gg \delta t_{\text {Markov }}$ the function $p_{\delta t}(\xi)$ itself can be generated from probability distribution functions with significantly shorter time horizons by the convolution procedure introduced above. Therefore, we conclude that $c^{(1)} \sim \delta t$ as well as $c^{(2)} \sim \delta t$. It is reasonable to introduce the trend rate vector $\mu=c^{(1)} / \delta t$ and covariance rate matrix $\Phi=c^{(2)} / \delta t$, which are mainly independent from the timescale $\delta t$. Thus, we obtain

$$
\begin{align*}
p\left(\xi, t \mid 0, t_{0}\right)= & \frac{1}{(2 \pi \Delta t)^{A / 2} \sqrt{\operatorname{det} \Phi}} \\
& \times \exp \left\{-\frac{1}{2 \Delta t}(\xi-\mu \Delta t) \Phi^{-1}(\xi-\mu \Delta t)\right\} \tag{3.63}
\end{align*}
$$

This equation is equivalent to (2.96) and therefore the solution of the FokkerPlanck equation

$$
\begin{align*}
\frac{\partial}{\partial t} p\left(\xi, t \mid 0, t_{0}\right)= & \sum_{\alpha \beta} \frac{1}{2} \frac{\partial^{2}}{\partial \xi_{\alpha} \partial \xi_{\beta}} \Phi_{\alpha \beta} p\left(\xi, t \mid 0, t_{0}\right) \\
& -\sum_{\alpha} \frac{\partial}{\partial \xi_{\alpha}} \mu_{\alpha} p\left(\xi, t \mid 0, t_{0}\right) \tag{3.64}
\end{align*}
$$

with the initial condition $p\left(\xi, t_{0} \mid 0, t_{0}\right)=\delta(\xi)$. In the last equation, we have explicitly emphasized the components of the $A$-dimensional vectors $\xi$ and $\mu$ and the $A \times A$ matrix $\Phi$.

The last step requires some remarks. As a consequence of the central limit theorem, the Gaussian probability distribution (3.44) is an asymptotically self-similar function under the convolution procedure discussed above. In contrast to this forward extrapolation, the construction of the Fokker-Planck equation (3.64) includes a backward extrapolation of the self-similarity
of the Gaussian probability distribution function onto short times. The existence of a backward extrapolation is secured because Gaussian laws belong to the class of infinitely divisible probability distribution functions [120, 152]. But the backward procedure is not a unique formalism. Since the Gaussian probability distribution function is the limit distribution obtained from the convolution of arbitrary (usually identical) elementary probability distribution functions with finite variance, it can also be divided into several elementary probability densities in the course of the backward extrapolation.

Therefore, we require additionally the conservation of the self-similarity during the backward extrapolation to short timescales. Notice that this is only a helpful a priori model assumption, as opposed to the universal validity of the central limit theorem at long time scales.

Therefore, we cannot expect the short-time solution of the Fokker-Planck equation to conform with the observations in real financial markets. It is convenient to say that the Fokker-Planck equation (3.64) describes the dynamics of an ideal financial market. Although this equation yields possibly wrong results for short timescales, the solution approaches reality with increasing time difference $t-t_{0}$.

The Fokker-Planck equation corresponds to a set of Ito stochastic differential equations

$$
\begin{equation*}
d \xi_{\alpha}(t)=\mu_{\alpha} d t+\sum_{k=1}^{R} b_{\alpha, k} d W_{k}(t) \tag{3.65}
\end{equation*}
$$

with $R$ Wiener processes $W_{k}(t)$ and the $A \times R$ matrix $b$. This matrix is connected with the covariance rate via

$$
\begin{equation*}
\Phi_{\alpha \beta}=\sum_{k=1}^{R} b_{\alpha, k} b_{\beta, k} \tag{3.66}
\end{equation*}
$$

We must consider that the functions $W_{k}(t)$ show the characteristic properties of a Wiener process only above the Markov horizon. Roughly speaking, we have to replace the differential $d W_{k}(t)$ by the difference $\delta W_{k}(t)=W_{k}\left(t+\delta t_{\text {Markov }}\right)-W_{k}(t)$ in order to keep the rules (2.137) of the Ito calculus.

We stress again that both the Ito stochastic differential equation and the corresponding Fokker-Planck equation describe an idealized substitute process that may be interpreted as a model of the financial market. This model approaches the real market only in a limited framework.

All $R$ Wiener processes contributing to the stochastic differential equation can be interpreted as results of individual human decisions, while the coupling constants $b_{\alpha, k}$ represent more or less the action of external economic factors affecting the financial market [337]. In this theory, an economic factor is common to the set of stocks under consideration.

The matrix $b$ may be calculated from the covariance rate $\Phi$. To do this, we take into account that $\Phi$ is a symmetric positive-definite (or positivesemidefinite) matrix that can be written as

$$
\begin{equation*}
\Phi_{\alpha \beta}=\sum_{k=1}^{A} \varphi_{\alpha, k} \lambda_{k} \varphi_{\beta, k} \tag{3.67}
\end{equation*}
$$

where $\varphi_{\alpha, k}$ is the $\alpha$ th component of the $k$ th normalized eigenvector and $\lambda_{k}$ is the corresponding eigenvalue. If we compare (3.66) and (3.67), we get $b_{\alpha, k}=\sqrt{\lambda_{k}} \varphi_{\alpha, k}$. Thus, we may identify the eigenvalues $\lambda_{k}$ as possible economic control factors, while the components of the normalized eigenvectors $\varphi_{\alpha, k}$ define the economic weight of this factor with respect to the stock $\alpha$. In other words, the determination of possible economic control mechanisms is equivalent to the determination of the eigenvalues and eigenvectors of the matrix $\Phi$. Obviously, the total number of economic factors is limited by $R \leq A$ because the matrix $\Phi$ has $A$ nonnegative eigenvalues $\lambda_{k} \geq 0$. In particular, if $\Phi$ is a positive-semidefinite matrix and the eigenvalue $\lambda=0$ is $m$-fold degenerated, we get $R=A-m$ since the corresponding eigenvectors do not contribute to the coupling parameters $b_{\alpha, k}$. The strength of the $k$ th economic factor is given by

$$
\begin{equation*}
\Xi_{k}=\left\|b_{\alpha, k}\right\|^{2}=\sum_{\alpha} b_{\alpha, k}^{2}=\sum_{\alpha} \varphi_{\alpha, k}^{2} \lambda_{k}=\lambda_{k}, \tag{3.68}
\end{equation*}
$$

where we have used the fact that the eigenvectors $\varphi_{k}$ are normalized.


Fig. 3.12. The empirical frequency distribution function $f\left(\Phi_{\alpha \beta}\right)$ of the matrix elements $\Phi_{\alpha \beta}$ corresponding to the German stock index DAX (reference time interval $12 / 00-12 / 01$, daily observations).


Fig. 3.13. The rank-ordered eigenvalues of the matrix $\Phi$ corresponding to the German stock index DAX (reference time interval 12/00-12/01, daily observations).

Within the framework of our theory, the existence of a few eigenvalues dominating the matrix $\Phi$ (or the corresponding covariance matrix $\tilde{\sigma}$ ) can be interpreted as evidence of a small number of economic factors that have an essential effect on the stochastic dynamics of the price fluctuations $\xi(t)$.

At first sight, the coefficients of the matrix $\Phi$ seem to be more or less randomly distributed variables (Figure 3.12). Thus, we should be able to use the experiences of physics and mathematics with respect to the random matrix theory [84, 163, 269]. But the empirical analyses (Figure 3.13) detect a prominent eigenvalue far larger than, and a small group of eigenvalues slightly larger than, what is expected from the random matrix theory $[220,311]$.

This result gives reason for two comments. On the one hand, the covariance matrix is obviously not a simple random matrix since it shows complicated correlations between the components. Therefore, we must be very carful when comparing the spectrum of eigenvalues of a symmetric positive-definite random matrix with the spectrum of the covariance matrix $\Phi$.

On the other hand, we should extend the term "economic factors" to "economic-psychological effects." It is well-known and can be confirmed by empirical observations that the daily trading of all assets or at least of large groups of assets depends strongly on the actual mental situation of the traders. Bad or positive news, even if it concerns only a company or a small industrial sector, often has effects on the valuation of all other stocks or of an essential portion of the other stocks. These psychological effects lead to a strong common behavior that essentially influences the correlation between the share prices. It can be expected that these effects especially contribute mainly to the largest eigenvalues of the covariance matrix $\Phi$.

### 3.3.4 The Log-Normal Law

Another quantity frequently used in finance is the return (3.4). The returns and the logarithmic price changes are connected via the relation $\xi_{\alpha}(t, \delta t)=\ln \left(R_{\alpha}(t, \delta t)+1\right)$. Thus, the components $r_{\alpha}(t, \delta t)=R_{\alpha}(t, \delta t)+1$ are distributed according to a log-normal probability distribution function because the $\xi_{\alpha}(t, \delta t)$ are distributed according to a Gaussian law.

The log-normal distribution is a fixed point in the functional space, not under addition but under multiplication, which is equivalent to the addition of logarithms. Therefore, the log-normal law is not a true stable distribution; it can be simply mapped onto the Gaussian probability distribution function. Substituting $\xi_{\alpha}$ by $\ln r_{\alpha}$, the Gaussian law will be transformed into the expression

$$
\begin{align*}
p\left(r, t \mid 1, t_{0}\right)= & \frac{1}{(2 \pi \Delta t)^{A / 2} \sqrt{\operatorname{det} \Phi} \prod_{\alpha} r_{\alpha}} \\
& \times \exp \left\{-\sum_{\alpha \beta} \ln \left(\frac{r_{\alpha}}{\mathrm{e}^{\mu_{\alpha} \Delta t}}\right) \frac{\left[\Phi^{-1}\right]_{\alpha \beta}}{2 \Delta t} \ln \left(\frac{r_{\beta}}{\mathrm{e}^{\mu_{\beta} \Delta t}}\right)\right\} \tag{3.69}
\end{align*}
$$

with $\Delta t=t-t_{0}$. Let us briefly discuss the properties of this probability distribution function for the one-dimensional case (i.e., for $A=1$ ). Then, $\mathrm{e}^{\mu \Delta t}$ is the measure of central tendency corresponding to the median $r_{1 / 2}(t)$ as defined in (2.8). Another measure of central tendency is the most probable value $r_{\text {max }}(t)$, defined in (2.9). We obtain

$$
\begin{equation*}
r_{\max }(t)=\exp \{(\mu-\Phi) \Delta t\} \tag{3.70}
\end{equation*}
$$

while the mean is equal to

$$
\begin{equation*}
\bar{r}(t)=\exp \{(\mu+\Phi / 2) \Delta t\}, \tag{3.71}
\end{equation*}
$$

so that we get the relation $\bar{r}(t)^{2} r_{\max }(t)=r_{1 / 2}^{3}(t)$. Obviously, the mean can be much larger than $r_{\max }(t)$. These differences are important for the interpretation of financial data on the basis of the returns. Suppose that we have only a small number of observations. Then, the most probable value will be sampled first, and the empirical average will not be far from $r_{\max }(t)$.

In contrast, the empirical average determined from a large number of observations approaches progressively the true average $\bar{r}(t)$. However, this value is eventually much larger than the true trend $\exp \{\mu \Delta t\}$. We remark that the corresponding Gaussian law satisfies $\bar{\xi}(t)=\xi_{1 / 2}(t)=\xi_{\max }(t)$.

The log-normal probability distribution function can be mistaken locally for a power law. To see this, we write

$$
\begin{equation*}
p\left(r, t \mid 1, t_{0}\right)=\frac{r_{1 / 2}(t)}{\sqrt{2 \pi \Delta t \Phi}}\left(\frac{r}{r_{1 / 2}(t)}\right)^{-\varsigma\left(r / r_{1 / 2}(t)\right)} \tag{3.72}
\end{equation*}
$$

with

$$
\begin{equation*}
\varsigma(x)=1+\frac{\ln x}{2 \Delta t \Phi} \tag{3.73}
\end{equation*}
$$

Since $\varsigma\left(r / r_{1 / 2}(t)\right)$ is a slowly varying function of $r$, (3.72) shows that the log-normal law distribution becomes indistinguishable from the $r^{-1}$ distribution at least for fluctuations in a moderate range around the median $r_{1 / 2}(t)$ and for sufficiently large values $\Delta t \Phi$. This is an important remark for the analysis of empirical frequency distribution functions of the returns using double-logarithmic plots. Especially for large $\Delta t \Phi$, the log-normal distribution mimics a power law very well over a large range.

The conditional probability distribution function of the returns (3.69) can be rewritten as a conditional probability density of the prices

$$
\begin{align*}
& p\left(X, t \mid X_{0}, t_{0}\right)=\frac{1}{(2 \pi \Delta t)^{A / 2} \sqrt{\operatorname{det} \Phi} \prod_{\alpha} X_{\alpha}} \\
& \times \exp \left\{-\sum_{\alpha \beta} \ln \left(\frac{X_{\alpha}}{X_{0, \alpha} \mathrm{e}^{\mu_{\alpha} \Delta t}}\right) \frac{\left[\Phi^{-1}\right]_{\alpha \beta}}{2 \Delta t} \ln \left(\frac{X_{\beta}}{X_{0, \beta} \mathrm{e}^{\mu_{\beta} \Delta t}}\right)\right\} \tag{3.74}
\end{align*}
$$

Thus, for sufficiently long time differences $\Delta t=t-t_{0} \gg \delta t_{\text {Markov }}$, the prices of assets are log-normally distributed.

### 3.4 Standard Problems of Finance

### 3.4.1 The Escape Problem

It is often of interest to know how long an asset price whose dynamics are described by a Fokker-Planck equation (3.64) remains in a certain interval. In the following, we restrict ourselves to the case of one stock, $A=1$. Furthermore, we assume that at $t_{0}=0$ the initial price $X_{0}=X(0)$ has a value between $X_{\min }$ and $X_{\max }$ (i.e., $X_{\min }<X_{0}<X_{\max }$ ). Then, the first passage time $T$ is the time at which the price $X(t)$ first leaves the interval [ $X_{\min }, X_{\max }$ ]. If we are interested only in the passage of an upper or lower boundary, we have to take into account $X_{\min }=0$ or $X_{\max }=\infty$.

For the sake of simplicity, we translate the problem into a representation using logarithmic price changes (see Figure 3.14). Then, we have to deal with the boundaries $\xi_{\min }$ and $\xi_{\max }$ and the initial condition $\xi(0)=\eta$, which satisfies $\xi_{\text {min }}<\eta<\xi_{\text {max }}$.

The first-passage-time problem implies that a certain price evolution $\xi(t)$ is removed from the set of events (i.e., of all allowed price trajectories under consideration) if it reaches the upper or lower boundary. This means that the first-passage-time problem (or the escape problem) corresponds to a FokkerPlanck equation with absorbing conditions [143, 330]. The definition of the first-passage time requires that the probability


Fig. 3.14. Two price trajectories and the corresponding first-passage (escape) times.

$$
\begin{equation*}
P(T \geq t \mid \eta)=P_{\geq}(t, \eta)=\int d \xi p(\xi, t \mid \eta, 0) \tag{3.75}
\end{equation*}
$$

define the fraction of "nonadsorbed" trajectories. We remark that the righthand side is no longer the normalization condition (2.54) because there is a permanent probability current through the upper and lower boundaries. This current is implicitly determined [330] by the absorbing conditions $p\left(\xi, t \mid \xi_{\min }, 0\right)=p\left(\xi, t \mid \xi_{\max }, 0\right)=0$. Due to these boundary conditions, the probability density $p(\xi, t \mid \eta, 0)$ considers only the fraction of price trajectories that remain in the "nonadsorbed" state during the whole evolution time $t$. Obviously, the boundary conditions are equivalent to

$$
\begin{equation*}
P_{\geq}\left(t, \xi_{\min }\right)=P_{\geq}\left(t, \xi_{\max }\right)=0 \tag{3.76}
\end{equation*}
$$

The initial condition $p(\xi, 0 \mid \eta, 0)=\delta(\xi-\eta)$ completes the escape problem. We get the corresponding relation

$$
\begin{equation*}
P_{\geq}(0, \eta)=1 \quad \text { for } \quad \xi_{\min }<\eta<\xi_{\max } \tag{3.77}
\end{equation*}
$$

We are especially interested in the moments of the first-passage time because these moments contain the same information as the corresponding probability distribution. Since $P_{\geq}(t, \eta)$ is the probability that $T \geq t$, the corresponding probability density is given by

$$
\begin{equation*}
\hat{p}(t, \eta)=-\frac{d P_{\geq}(t, \eta)}{d t} \tag{3.78}
\end{equation*}
$$

so that the $n$th moment is

$$
\begin{equation*}
T_{n}(\eta)=\int_{0}^{\infty} t^{n} \hat{p}(t, \eta) d t=-n \int_{0}^{\infty} t^{n-1} P_{\geq}(t, \eta) d t \tag{3.79}
\end{equation*}
$$

The solution of the first passage-time-problem can be achieved by use of the backward Fokker-Planck equation, which may be obtained directly from
(3.64) considering the relations between backward (2.89) and forward (2.85) equations

$$
\begin{equation*}
\frac{\partial}{\partial t^{\prime}} p\left(\xi, t \mid \eta, t^{\prime}\right)=-\left[\frac{1}{2} \frac{\partial^{2}}{\partial \eta^{2}} \Phi+\frac{\partial}{\partial \eta} \mu\right] p\left(\xi, t \mid \eta, t^{\prime}\right) \tag{3.80}
\end{equation*}
$$

In order to connect (3.75) with the time development (3.80), we set $t=0$ and $t^{\prime}=-t$ and obtain

$$
\begin{equation*}
\frac{\partial}{\partial t} p(\xi, 0 \mid \eta,-t)=\left[\frac{1}{2} \frac{\partial^{2}}{\partial \eta^{2}} \Phi+\frac{\partial}{\partial \eta} \mu\right] p(\xi, 0 \mid \eta,-t) \tag{3.81}
\end{equation*}
$$

Now, we consider that the financial market is in a steady state. Then, we get $p(\xi, t \mid \eta, 0)=p(\xi, 0 \mid \eta,-t)$ and therefore

$$
\begin{equation*}
\frac{\partial}{\partial t} P_{\geq}(t, \eta)=\left[\frac{1}{2} \frac{\partial^{2}}{\partial \eta^{2}} \Phi+\frac{\partial}{\partial \eta} \mu\right] P_{\geq}(t, \eta) \tag{3.82}
\end{equation*}
$$

Now, we can derive a simple ordinary differential equation for the first moment $T_{1}(x)$ by using (3.79):

$$
\begin{equation*}
-1=\left[\frac{1}{2} \frac{\partial^{2}}{\partial \eta^{2}} \Phi+\frac{\partial}{\partial \eta} \mu\right] T_{1}(\eta) \tag{3.83}
\end{equation*}
$$

Similarly, we obtain equations for the higher moments $(n>1)$

$$
\begin{equation*}
-n T_{n-1}(\eta)=\left[\frac{1}{2} \frac{\partial^{2}}{\partial \eta^{2}} \Phi+\frac{\partial}{\partial \eta} \mu\right] T_{n}(\eta) \tag{3.84}
\end{equation*}
$$

which means that all of the moments of the first passage time can be found by a repeated integration. All of the ordinary differential equations have to be solved under the boundary condition

$$
\begin{equation*}
T_{n}\left(\xi_{\min }\right)=T_{n}\left(\xi_{\max }\right)=0 \tag{3.85}
\end{equation*}
$$

where we have considered the initial condition (3.77) and the expected final condition $P_{\geq}(\infty, \eta)=0$. The solution of these equations is a standard procedure [194, 330].

### 3.4.2 The Portfolio Problem

On the condition of stationary financial markets, we are able to give information that guarantees an optimal investment. We assume that the relevant timescale $\Delta t$ of the investment is far above the Markov horizon so that we can apply the central limit theorem. Thus, we expect a Gaussian law for the logarithmic price fluctuations $\xi$. In this case, all moments can be calculated from the knowledge of the trend $\mu$ and the covariance rate $\Phi$.

Furthermore, we assume that $A$ different stocks are traded in the financial market. An investor is usually not interested in the purchase of only one sort of stock but invests in stocks of different industrial sectors. The set of all stocks in the possession of the investor is called the portfolio. The fraction
of shares $\alpha$ in the portfolio may be $w_{\alpha}$. For the sake of simplicity, we focus here on the traditional budget condition

$$
\begin{equation*}
\sum_{\alpha=1}^{A} w_{\alpha}=1 \tag{3.86}
\end{equation*}
$$

We have not imposed any positivity constraints of the form $w_{\alpha} \geq 0$, so unrestricted short sales are permitted. Now, we want to determine the mean return of the entire portfolio. The actual return of the portfolio is the weighted return of the single assets contained in the portfolio

$$
\begin{equation*}
\mathcal{R}=\sum_{\alpha=1}^{A} w_{\alpha} R_{\alpha}=\sum_{\alpha=1}^{A} w_{\alpha}\left(\mathrm{e}^{\xi_{\alpha}}-1\right) \tag{3.87}
\end{equation*}
$$

where we have used (3.4) and (3.7). The mean return of the portfolio over a given time interval $\Delta t=t-t_{0}$ is then given by

$$
\begin{equation*}
\overline{\mathcal{R}}=\sum_{\alpha=1}^{A} w_{\alpha}\left[\int d \xi \exp \left\{\xi_{\alpha}\right\} p\left(\xi, t \mid 0, t_{0}\right)-1\right]=\sum_{\alpha=1}^{A} w_{\alpha} \bar{R}_{\alpha}(\Delta t) \tag{3.88}
\end{equation*}
$$

with

$$
\begin{equation*}
\bar{R}_{\alpha}(\Delta t)=\exp \left\{\hat{\mu}_{\alpha} \Delta t\right\}-1 \tag{3.89}
\end{equation*}
$$

and $\hat{\mu}_{\alpha}=\mu_{\alpha}+\Phi_{\alpha \alpha} / 2$. The standard deviation of the portfolio,

$$
\begin{equation*}
\sigma_{P}^{2}=\overline{(\Delta \mathcal{R})^{2}}=\sum_{\alpha, \beta}^{A} S_{\alpha \beta}(\Delta t) w_{\alpha} w_{\beta} \tag{3.90}
\end{equation*}
$$

with

$$
\begin{equation*}
S_{\alpha \beta}(\Delta t)=\exp \left\{\hat{\mu}_{\alpha} \Delta t+\hat{\mu}_{\beta} \Delta t\right\}\left[\exp \left\{\Delta t \Phi_{\alpha \beta}\right\}-1\right], \tag{3.91}
\end{equation*}
$$

is also called the volatility of the portfolio. The mean return is a financial measure for the expected yield of a portfolio, while the volatility $\sigma_{P}$ characterizes the risk of the investor. An important task of financial mathematics is the determination of an optimal portfolio considering certain boundary conditions and other financial constraints [108, 256, 417]. We refer the reader to the comprehensive specialized literature [123, 178, 196, 226, 229, 255, 340, 401] for further details.

Let us explain briefly some main ideas. There are different starting points that would lead to specific classes of solutions. A very simple goal is the minimization of the risk in the case of a fixed return $\mathcal{R}^{\star}$ considering the constraint (3.86). This problem is called the minimum variance portfolio model. Forming the "Lagrangian"

$$
F=\frac{1}{2} \sum_{\alpha, \beta}^{A} S_{\alpha \beta}(\Delta t) w_{\alpha} w_{\beta}
$$

$$
\begin{equation*}
-\lambda_{1}\left[\sum_{\alpha} w_{\alpha}-1\right]-\lambda_{2}\left[\sum_{\alpha=1}^{A} w_{\alpha} \bar{R}_{\alpha}(\Delta t)-\mathcal{R}^{\star}\right] \tag{3.92}
\end{equation*}
$$

with the Lagrange multipliers $\lambda_{1}$ and $\lambda_{2}$ and differentiating gives the firstorder conditions

$$
\begin{equation*}
\frac{\partial F}{\partial w_{\alpha}}=\sum_{\beta=1}^{A} S_{\alpha \beta}(\Delta t) w_{\beta}-\lambda_{1}-\lambda_{2} \bar{R}_{\alpha}(\Delta t)=0 \tag{3.93}
\end{equation*}
$$

The solution set is

$$
\begin{equation*}
w_{\alpha}=\sum_{\beta=1}^{A}\left[S^{-1}(\Delta t)\right]_{\alpha \beta}\left\{\lambda_{1}+\lambda_{2} \bar{R}_{\beta}(\Delta t)\right\} \tag{3.94}
\end{equation*}
$$

The multipliers can be determined from the constraints. We obtain

$$
\begin{equation*}
\lambda_{1}=\frac{c-b \mathcal{R}^{\star}}{\Delta} \quad \text { and } \quad \lambda_{2}=\frac{a \mathcal{R}^{\star}-b}{\Delta} \tag{3.95}
\end{equation*}
$$

with $\Delta=a c-b^{2}>0$ and

$$
\begin{equation*}
a=\sum_{\alpha, \beta}^{A}\left[S^{-1}(\Delta t)\right]_{\alpha \beta}>0, \quad b=\sum_{\alpha, \beta}^{A}\left[S^{-1}(\Delta t)\right]_{\alpha \beta} \bar{R}_{\beta}(\Delta t) \tag{3.96}
\end{equation*}
$$

and

$$
\begin{equation*}
c=\sum_{\alpha, \beta}^{A}\left[S^{-1}(\Delta t)\right]_{\alpha \beta} \bar{R}_{\alpha}(\Delta t) \bar{R}_{\beta}(\Delta t)>0 \tag{3.97}
\end{equation*}
$$

Note that we have $\Delta>0$ by the Cauchy-Schwarz inequality considering the assumptions that $S$ is nonsingular and that all assets do not have the same mean. If all means were the same, then we have $\Delta=0$, and this problem has no solution except when $\bar{R}_{\alpha}=\mathcal{R}^{\star}$ for all shares $\alpha$. If we substitute the solution (3.94) into the portfolio volatility, we get a relation between the minimum variance and the return $\mathcal{R}^{\star}$ :

$$
\begin{equation*}
\sigma_{P}^{2}=\frac{a \mathcal{R}^{\star 2}-2 b \mathcal{R}^{\star}+c}{\Delta} \tag{3.98}
\end{equation*}
$$

This is the equation of a parabola. The global minimum variance portfolio is located by

$$
\begin{equation*}
\frac{d \sigma_{P}^{2}}{d \mathcal{R}^{\star}}=2 \frac{a \mathcal{R}^{\star}-b}{\Delta} \tag{3.99}
\end{equation*}
$$

that is, the minimum variance portfolio has a mean return of $b / a$ and from (3.98) a volatility $a^{-1}$. Substituting for $\mathcal{R}^{\star}$ in (3.95) gives $\lambda_{1}=a^{-1}$ and $\lambda_{2}=0$, so the global minimum variance portfolio is given by

$$
\begin{equation*}
w_{\alpha}=\frac{\sum_{\beta=1}\left[S^{-1}(\Delta t)\right]_{\alpha \beta}}{\sum_{\alpha, \beta}\left[S^{-1}(\Delta t)\right]_{\alpha \beta}} . \tag{3.100}
\end{equation*}
$$

The personal risk behavior of investors differs considerably. Only a few investors are careful to make their financial decisions on the basis of the minimum variance model. Every investor pursues a certain aim with his financial decisions. Experience shows that investor preferences can be represented by a utility function $V$ defined over the mean and the volatility of a portfolio. From a psychological point of view, the utility function characterizes the mental behavior of an investor. This function decreases monotonously with increasing interest in a portfolio. A simple example is Freund's function [127]

$$
\begin{equation*}
V=\sigma_{P}-\gamma \overline{\mathcal{R}} \tag{3.101}
\end{equation*}
$$

which is also known as the capital market line. The risk aversion coefficient $\gamma$ classifies the investors. The larger this parameter, the larger the risk aversion of a given investor. The coefficient always has a positive value, and empirical investigations [117] suggest additionally $\gamma<1$. Freund's function (3.101) reflects the main properties of utility functions. The standard assumptions are that all investors favor higher means and smaller variances, and a higher degree of preference corresponds to a smaller value of the utility function. This means

$$
\begin{equation*}
\frac{\partial V\left(\sigma_{P}, \overline{\mathcal{R}}\right)}{\partial \overline{\mathcal{R}}}<0 \quad \text { and } \quad \frac{\partial V\left(\sigma_{P}, \overline{\mathcal{R}}\right)}{\partial \sigma_{P}}>0 \tag{3.102}
\end{equation*}
$$

Each curve $V=$ const. connecting portfolios with the same degree of preference is called an indifference curve. In other words, no point that an investor would favor exists along this curve.

Unfortunately, Freund's function is a very vague approximation of the psychological behavior of investors. In order to obtain a more appropriate representation, we use a psychometric construction. To do this, we take into account that a typical investor will neither exceed an upper risk nor remain under a lower return. These are very natural constraints that can be observed in practice. The upper risk is a native measure for the degree of preference $V$, while the lower return is usually fixed by the customary level of interest rates $\mathcal{R}_{\min }$. Mathematically, we have to deal with $\sigma_{P} \leq V$ and $\overline{\mathcal{R}} \geq \mathcal{R}_{\text {min }}$.

To derive the utility function, we analyze the indifference curves of investors with equal degrees of preference but with different risk aversions. All investors are individual elements of a hierarchically ordered social system. In particular, each investor is anxious to conserve the distance to other investors.

We have two fundamental measures of distance in portfolio theory, namely the difference of the risk $\delta \sigma_{P}$ at constant mean return and the difference of the mean return $\delta \overline{\mathcal{R}}$ at constant risk (Figure 3.15). The product $\delta \sigma_{P} \delta \overline{\mathcal{R}}$ is an obvious local measure characterizing the mental difference between investors with respect to their financial behavior. The representation as a product and not as a sum seems to be plausible because distances appear to be logarithmic from a psychological point of view.


Fig. 3.15. Hyperbolic character of psychometric indifference curves. The area of the triangle $\delta \sigma_{P} \mathcal{R}$ is constant along two curves with equal asymptotics.

The psychometric construction of the utility function requires that $\delta \sigma_{P} \delta \overline{\mathcal{R}}$ be an invariant quantity along each indifference curve. The hyperbolas

$$
\begin{equation*}
\left(V-\sigma_{P}\right)\left(\overline{\mathcal{R}}-\mathcal{R}_{\min }\right)=\gamma \tag{3.103}
\end{equation*}
$$

are the only family of curves satisfying these conditions. Here, $\gamma$ plays the role of the risk aversion coefficient. The utility function now reads

$$
\begin{equation*}
V=\sigma_{P}+\frac{\gamma}{\left(\overline{\mathcal{R}}-\mathcal{R}_{\text {min }}\right)} . \tag{3.104}
\end{equation*}
$$

The construction of an optimal portfolio using utility functions is the standard procedure introduced above. We have to minimize $V$ with respect to the fractions $w_{\alpha}$ considering the condition (3.86) and the relations (3.88) and (3.90).

### 3.4.3 Option Pricing Theory

Options and Trading Strategies. The actual value of a portfolio is not stable. An investor will sell or buy specific stocks in order to increase the value of the portfolio. The sale or purchase of stocks is controlled via financial contracts. The structure of the whole financial trading system has a large degree of complexity [58, 179, 268]. An important source of this complexity comes from the issuing of financial contracts on the fluctuating financial securities [102, 182, 276]. Examples of financial contracts are forward contracts, futures, and options.

The simplest financial contract is a forward contract . If such a contract is signed at time $t_{0}$, one of the parties agrees to buy a given amount of an asset at a given forward price or delivery price $K$ at a specified future delivery date $t_{0}+T$. The time $T$ is called the maturity time. The other party agrees to sell
the amount at the specified delivery price on the delivery date. The buyer of the contract is said to have a long position or to hold the contract long. The seller of the option contract is said to be in a short position or to have sold the option short. The actual price $X(t)$ of the underlying asset fluctuates, and the price $X\left(t_{0}+T\right)$ at the delivery date usually differs from the specified forward price $K$. The payoff at the short position is positive if $X\left(t_{0}+T\right)<K$, while the payoff at the long position is positive for $X\left(t_{0}+T\right)>K$. As a consequence of the forward contract, a positive payoff at the long position corresponds to a negative payoff at the short position, and vice versa.

A futures contract is a forward contract traded on an exchange of securities. Usually, the futures contracts are standardized. The two parties interact through an exchange institution, the so-called clearing house. The clearing house writes forward contracts with both parties and guarantees that the contracts will be executed at the delivery date.

Options are the most frequently used forms of financial contracts [81, 180]. An option is a contract between two people that conveys the right to buy or sell specified property at a specified price $K$ for a designated time period $T$. The price $K$ is now called the strike price or the exercise price, while the maturity time $T$ is sometimes also called the expiration time or exercise time. The party who creates and offers the contract for sale at time $t_{0}$ is called the writer or seller. The other person is called the owner or buyer.

When the contract is made, the buyer pays cash to the writer for the right to buy or sell at a known price, which removes some risk in a future transaction. The owner of the option contract has the right to buy or sell the underlying asset but has no obligation to do so. The latter is the distinguishing characteristic of an option contract as opposed to forward and futures contracts, for which there is an obligation to execute or, using options terminology, exercise the contract.

The stockbroker knows two forms of option contracts: calls and puts. A call option is a contract that permits the holder to buy an asset during a specified time interval for a designated price and requires the seller to sell. At the time the contract is written, the parties agree to both the strike price and the maturity time. A put option differs from a call option in that it allows the holder to sell rather than purchase the asset.

Option contracts are also described by the type of restriction placed on the exercise period. A European option contract can be exercised only upon its termination at $t_{0}+T$, whereas an American option can be exercised at any time up to and including the exercise date. The American option contract obviously offers the holder greater flexibility, which apparently makes its valuation more difficult. For further information, we refer the reader to the specialized literature. Here, we will focus our discussion on the European option.

It should be remarked that financial theorists have found that a number of investments or financial contracts other than stock options can also be
interpreted as options. For instance, a firm's common stock can be considered a call option on its productive assets, with the exercise price equal to its debt obligations. Furthermore, a firm's research and development expenditures can be viewed as call options on the values of the productive ideas they create, with the exercise price equal to the investment outlay required to put these ideas into operation.

We now want to find the value of an option. This is important if one wants to buy or sell options. We assume that the price of the option depends on the current price $X(t)$ of the underlying asset, the strike price $K$, and the time difference $t_{0}+T-t$ between the maturity date $t_{0}+T$ and the actual time $t>t_{0}$. For our discussion, we choose $t_{0}=0$.

First, let us discuss a call option. Immediately following the completion of the contract at $t=0$, the price of the option is the sale price at which the buyer pays cash to the seller. The problem of the definition of a fair purchase price is open and will be solved below. At the maturity time $T$, we have two possibilities. If $X(T)>K$, the contract is executed and the buyer gets assets of the value $X(T)$ for a price $K$. Thus, the option has the value $X(T)-K$. If $X(T)<K$, the contract is not executed, and the value of the option is 0 . We will express the value of the option before maturity by the price function $C(X(t), T-t, K)$. This function has the final condition

$$
\begin{equation*}
C(X(T), 0, K)=\max (0, X(T)-K), \tag{3.105}
\end{equation*}
$$



Fig. 3.16. The value of an option as a function of the price $X(t)$ at maturity time for the buyer of a call option (a), the seller of a call option (b), the buyer of a put option (c), and the seller of a put option (d). The strike price is $K$.
while the initial value $C(X(0), T, K)$ (i.e., the sale price of the option) is still open. The difference $\Delta C=C(X(T), 0, K)-C(X(0), T, K)$ is the payoff for a buyer, while $-\Delta C$ is the payoff for the seller. In the case of a put option, we have the inverse situation; see Figure 3.16. Obviously, in call and put options, there is no symmetry between the two parties of the contract.

Usually, an investor may use different trading strategies in financial markets. A very risky strategy is the speculation. A special case of speculation is a naked position; that is, the investor holds only a single call option or a single put option. There is a huge risk for the speculator to lose his gamble. On the other hand, there is also the possibility for a large payoff.

Another strategy is a hedged position. A hedge is any combination of the underlying asset and call or put options. Writing both the call and the put creates a written or short straddle. Buying both produces a long straddle. The values of these hedges at maturity are shown in Figure 3.17.

Black and Scholes Equation. Hedging is the standard financial technique allowing the generation of portfolios with minimum risk. In order to examine more closely the procedure of hedging, we consider a simplified version of a hedging strategy with a portfolio of only one type of stocks. The generalization to a multicomponent portfolio is always possible. We suppose further


Fig. 3.17. Hedges: (a) long straddle obtained by buying a call and a put, both with strike price $K$; (b) bullish spread obtained by buying a call with strike price $K_{1}$ and selling a call with strike price $K_{2}>K_{1}$; (c) short straddle by selling a call and a put, both with strike price $K$; (d) bearish spread obtained by selling a call with strike price $K_{1}$ and buying a call with strike price $K_{2}>K_{1}$.
that the portfolio is constructed by buying $n$ shares of price $X(t)$ and selling an option of the price $C(X(t), T-t, K)$. Thus, the value of the portfolio is

$$
\begin{equation*}
\mathcal{P}(t)=n X(t)-C(X(t), T-t, K) \tag{3.106}
\end{equation*}
$$

The fluctuation of the share prices leads to fluctuations of the portfolio

$$
\begin{equation*}
\Delta \mathcal{P}(t) \approx n \Delta X(t)-\left[\frac{\partial C(X, T-t, K)}{\partial X}\right]_{X=X(t)} \Delta X(t) \tag{3.107}
\end{equation*}
$$

A riskless investment requires

$$
\begin{equation*}
n=\left[\frac{\partial C(X, T-t, K)}{\partial X}\right]_{X=X(t)} \tag{3.108}
\end{equation*}
$$

Because $X(t)$ changes over time, the number $n$ must also change over time in order to maximize the effectiveness of the hedging strategy and minimize the risk. However, it is important to realize that $n$ is a slowly varying quantity following the trend of the stock prices, while the fluctuations $\Delta X(t)$ are very fast. The value of the portfolio is therefore

$$
\begin{equation*}
\mathcal{P}(t)=X(t)\left[\frac{\partial C(X, T-t, K)}{\partial X}\right]_{X=X(t)}-C(X(t), T-t, K) \tag{3.109}
\end{equation*}
$$

For a financial market to function well, participants must thoroughly understand option pricing. The task is to find the rational and fair price $C(X, T-t, K)$.

At this point, we derive the most important result of option pricing theory: the Black and Scholes equation [50, 265]. There exist various other approaches using the binomial model [80] or more general concepts extending the Black and Scholes formula [265, 267]. In principle, the basic ideas used by Black and Scholes refer to a larger class of continuous-time self-financing strategies [167, 267]. The Black and Scholes equation is valid under the following conditions:

1. The market is assumed to be in a steady state at least over the time of the option contract.
2. There are no costs associated with exercising the option (i.e., the market is frictionless).
3. There are no riskless arbitrage opportunities (that is, there is no way to combine option contracts and the underlying stock into a portfolio that will produce a riskless profit).
4. The holder will exercise the option if it is profitable to do so.
5. There is no possibility of default on the contract.
6. Selling of securities is possible at any time.
7. The trading is continuous.
8. The stock pays no dividends during the option's life.

We start our derivation from the single-component representation of the Ito stochastic differential equation (3.65). Using (3.7) and (3.66), we obtain $d \xi=d X / X$ and therefore

$$
\begin{equation*}
d X=X \mu d t+\sqrt{\Phi} X d W \tag{3.110}
\end{equation*}
$$

representing a one-dimensional geometric Brownian diffusion of the stock price. Note that the stochastic term can be sufficiently described by a single Wiener process $W(t)$ because we consider only one stock. The price function depends explicitly on the price fluctuations. We get up to the first order of $d t$

$$
\begin{equation*}
d C=\frac{\partial C}{\partial t} d t+\frac{\partial C}{\partial X} d X+\frac{1}{2} \frac{\partial^{2} C}{\partial X^{2}}(d X)^{2}+o(d t) \tag{3.111}
\end{equation*}
$$

Substituting (3.110) into (3.111), we obtain

$$
\begin{equation*}
d C=\left[\frac{\partial C}{\partial t}+\frac{\partial C}{\partial X} X \mu\right] d t+\frac{1}{2} \frac{\partial^{2} C}{\partial X^{2}} \Phi X^{2} d W^{2}+\frac{\partial C}{\partial X} \sqrt{\Phi} X d W \tag{3.112}
\end{equation*}
$$

where we have taken into account that $d W^{2} \sim d t$ (see Chapter 2). The value of the hedge portfolio is given by (3.109). From here, we get the total differential

$$
\begin{equation*}
d \mathcal{P}(t)=-d C+\frac{\partial C}{\partial X} d X \tag{3.113}
\end{equation*}
$$

Using (3.110) and (3.112), we obtain

$$
\begin{align*}
d \mathcal{P}(t)= & -\left[\frac{\partial C}{\partial t}+\frac{\partial C}{\partial X} X \mu\right] d t-\frac{1}{2} \frac{\partial^{2} C}{\partial X^{2}} \Phi X^{2} d W^{2}-\frac{\partial C}{\partial X} \sqrt{\Phi} X d W \\
& +\frac{\partial C}{\partial X}(X \mu d t+\sqrt{\Phi} X d W) \tag{3.114}
\end{align*}
$$

and therefore

$$
\begin{equation*}
d \overline{\mathcal{P}}(t)=-\frac{\partial C}{\partial t} d t-\frac{1}{2} \frac{\partial^{2} C}{\partial X^{2}} \Phi X^{2} d W^{2} \tag{3.115}
\end{equation*}
$$

Note that all contributions proportional to $d W$ are cancelled mutually. This is a consequence of the riskless structure of the portfolio introduced above. Formally, we would have been able to start without the knowledge of (3.109). In this case, we require that the sum of the leading fluctuations (i.e., the sum of all terms with $d W \sim \sqrt{d t})$ vanish in order to make the portfolio riskless. This implies that we arrive again at (3.109).

The third key assumption in the list above concerns the absence of arbitrage opportunities. This means that the change in the value of the portfolio must equal the gain obtained by investing the same amount of money in the corresponding security providing an average return $u$ per unit of time, namely

$$
\begin{equation*}
\frac{d \mathcal{P}(t)}{d t}=u \mathcal{P}(t) \tag{3.116}
\end{equation*}
$$

This definition of the risk-free interest rate $u$ allows us to connect this quantity with the parameters $\mu$ and $\Phi$ of the log-normal probability distribution function (3.74) for a single asset. To do this, we must simply replace $\mathcal{P}(t)$ by the mean price of the available stock $\bar{X}(t) \sim \bar{r}(t)$. Because of (3.71), we obtain from (3.116) the relation $u=\mu+\Phi / 2$.

By equating (3.86), (3.115), and (3.116) and setting $d W^{2}=d t$, we obtain the famous Black and Scholes equation

$$
\begin{equation*}
\frac{\partial C}{\partial t}+\frac{1}{2} \frac{\partial^{2} C}{\partial X^{2}} \Phi X^{2}+u X \frac{\partial C}{\partial X}=u C \tag{3.117}
\end{equation*}
$$

It should be considered that the relation $d W^{2}=d t$ mathematically is not very precise with respect to its representation but is correct in the sense of the limit in the mean [143].

No assumption about the specific kind of option has been made except that we deal with European options. The appropriate price function $C(X, T-t, K)$ for the type of option chosen will be obtained by selecting the appropriate boundary conditions. For call options, we have to use the final condition (3.105). To solve (3.117) for a call option, we make the substitution

$$
\begin{equation*}
C(X, T-t, K)=\exp \{u(t-T)\} c(\eta, \tau) \tag{3.118}
\end{equation*}
$$

with

$$
\begin{equation*}
\eta=\left(\frac{2 u}{\Phi}-1\right)\left\{\ln \left(\frac{X}{K}\right)+\left(u-\frac{\Phi}{2}\right)(T-t)\right\} \tag{3.119}
\end{equation*}
$$

and

$$
\begin{equation*}
\tau=\left(1-\frac{2 u}{\Phi}\right)(t-T) \tag{3.120}
\end{equation*}
$$

These transformations can be obtained, for instance, by inspecting the symmetry of the Black and Scholes differential equation. With this substitution, the Black and Scholes equation becomes equivalent to the heattransfer equation of physics, which is the standard form of a parabolic partial differential equation

$$
\begin{equation*}
\frac{\partial c(\eta, \tau)}{\partial \tau}=\frac{\partial^{2} c(\eta, \tau)}{\partial^{2} \eta^{2}} \tag{3.121}
\end{equation*}
$$

which can be solved exactly for the boundary condition (3.105). We get

$$
\begin{equation*}
C(X, T-t, K)=X \phi\left(\eta_{1}\right)-K \exp \{u(t-T)\} \phi\left(\eta_{0}\right) \tag{3.122}
\end{equation*}
$$

with

$$
\begin{equation*}
\eta_{0}=\frac{\ln X-\ln K+(2 u-\Phi)(T-t)}{2 \sqrt{\Phi(T-t)}} \tag{3.123}
\end{equation*}
$$

and

$$
\begin{equation*}
\eta_{1}=\frac{\ln X-\ln K+(2 u+\Phi)(T-t)}{2 \sqrt{\Phi(T-t)}} \tag{3.124}
\end{equation*}
$$



Fig. 3.18. The price function $C(X, T-t, K)$ (call option) for $\Phi=3 u$ and various time differences $u(T-t)=0.03,0.01,0.003$, and 0.001 . For $t \rightarrow T$, the price function approaches the values $C(X, T-t, K)=0$ for $X<K$ and $C(X, T-t, K)=X-K$ for $X>K$.
where $\phi(x)$ is the cumulative density function for a Gaussian variable with zero mean and unit standard deviation (see Figure 3.18). For a European put option, we get a similar price function

$$
\begin{equation*}
C(X, T-t, K)=K \exp \{u(t-T)\} \phi\left(-\eta_{0}\right)-X \phi\left(-\eta_{1}\right), \tag{3.125}
\end{equation*}
$$

which satisfies the boundary condition $C(X(T), 0, K)=\max (0, K-X(T))$. Equations (3.122) and (3.125) allow the determination of the value of a European option for all times before the maturity time in order to provide a fair price only from the knowledge of the strike price, the actual price of the underlying stock, and the time remaining to maturity.

Generalized Option Pricing. Option pricing models such as the Black and Scholes model premised upon the underlying asset price following geometric Brownian motion have been found to exhibit serious specification errors when fitted to market data. For example, remarkable deviations have been found in American calls and puts on S\&P 500 futures traded on the Chicago Mercantile Exchange [38, 423], in American foreign currency call options traded on the Philadelphia Stock Exchange [61], and in European Swiss franc-denominated call options on the dollar traded in Geneva [74]. Obviously, the Black and Scholes equation is the frame for nice models to understand and model option pricing in an ideal financial market.

To demonstrate more closely the differences between ideal and real markets, let us discuss the variance obtained from a time series analysis of
various European options and the underlying assets by inversion of the Black and Scholes formula (3.122) or (3.125). The estimated variance rate $\Phi_{\mathrm{imp}}$ is called the implied volatility rate. In a Black and Scholes market, the determination of the implied volatility would give a constant value for options with different strike prices and at different maturity times.

Furthermore, the value of the implied volatility should coincide with the variance rate $\Phi$ obtained from the price fluctuations of the assets. In real markets, we get, in general, $\Phi \neq \Phi_{\mathrm{imp}}$. Various empirical investigations demonstrate that $\Phi_{\mathrm{imp}}$ is a function of the strike price as well as the maturity time. In particular, the implied volatility $\Phi_{\mathrm{imp}}$ increases the more the option price is in the money or out of the money. Note that an option is in the money if exercising it would produce a gain. For instance, a call contract is in the money if the stock price $X$ is greater than the strike price. In contrast, an option is out of the money if exercising it would produce a loss.

Another problem concerns the apparently random character of the volatility of an asset price, especially for short timescales. This time dependence may have different causes.

On the one hand, the appropriate moving time window used for the empirical estimation of the volatility may be too small in comparison with the time difference $\delta t$ between successive observations. Thus, only a few measurements contribute to the empirically determined actual volatility. However, one can argue that longer time intervals should provide better estimations. But the volatility estimated by using very long time periods may be quite different from the volatility observed in the lifetime of the option.

On the other hand, we may choose a very short time difference $\delta t$. Then, the danger exists that we are below the Markov horizon $\delta t<\delta t_{\text {Markov }}$ so that memory and correlation effects dominate the empirically determined volatility.

Short timescales become important for day-trading strategies. As we will see below, particularly the acceptance of the Gaussian law for the logarithmic price changes cannot be guaranteed for such short timescales. In fact, there is considerable time series evidence against the hypothesis that log-differenced asset prices are normally distributed at short timescales. Consequently, the main assumption of a geometric Brownian motion fails for short timescales so that the Black and Scholes equation loses its validity. In order to be able to calculate the value of European call and put options nevertheless, we have to generalize the definition of the price function $C(X(t), T-t, K)$.

Financial theorists believe that the value of a European option is given by the average expected payoff rescaled by the risk-free interest rate $u$ of the market. Thus, we obtain for a call option

$$
\begin{equation*}
C(X, T-t, K)=\left.\exp \{-u(T-t)\} \overline{(X(T)-K)^{+}}\right|_{X(t)=X} \tag{3.126}
\end{equation*}
$$

with $(X-K)^{+}=0$ for $X<K$ and $(X-K)^{+}=X-K$ for $X \geq K$. The value of a European put option is defined by

$$
\begin{equation*}
C(X, T-t, K)=\left.\exp \{-u(T-t)\} \overline{(K-X(T))^{+}}\right|_{X(t)=X} \tag{3.127}
\end{equation*}
$$

In both formulas, we have used a conditioned average. This average is defined with respect to the conditional probability density

$$
\begin{equation*}
\left.\overline{(X(T)-K)^{+}}\right|_{X(t)=X}=\int\left(X^{\prime}-K\right)^{+} p\left(X^{\prime}, T \mid X, t\right) d X^{\prime} . \tag{3.128}
\end{equation*}
$$

If we apply the log-normal distribution (3.74) for a single asset in (3.128), we obtain again the Black and Scholes solutions (3.122) and (3.125) considering the relation $u=\mu+\Phi / 2$ introduced above, which is necessary to eliminate the trend $\mu$

The general concept of option pricing theory defined by (3.126) and (3.127) provides a flexible tool for the analytic or numerical determination of the price functions when the distribution of the asset prices is known. Especially the nonacceptance of the Gaussian law at short timescales has spurred the development of option pricing models for alternative probability distribution functions. Such functions may be obtainable from empirical observations [19, 59, 105, 259] or from the assumption of other stochastic processes considered in jump-diffusion models [266].

Other option pricing models consider stochastic interest rates [6, 265] or stochastic volatility rates [171, 180]. Stochastic volatility option pricing models [180, 368, 430] especially permit much more general patterns of volatility evolution.

However, almost all of these models are connected with the topics of financial mathematics. In contrast, the aim of the econophysical approach is the general understanding of the financial market considering universal laws that dominate the dynamics of this complex system.

### 3.5 Short-Time Regime

### 3.5.1 High-Frequency Observations

The most common stochastic model of stock price dynamics is the Gaussian behavior discussed above that assumes a geometric Brownian diffusion of the asset prices and a corresponding arithmetic Brownian motion of the logarithmic price differences. This model provides a first approximation of the behavior observed in empirical data. However, the Gaussian probability distribution function is a universal consequence of the central limit theorem in the limit of long times on the condition that the financial market is in a stationary state. Indeed, the Gaussian law can possibly deviate considerably from the probability distribution function determined empirically for short timescales.

Serious systematic deviations from the Gaussian model predictions are observed, which indicate that the empirically determined probability distributions exhibit a pronounced leptokurtic behavior. A highly leptokurtic function is characterized by a narrower and larger maximum and by fatter tails than in the Gaussian case.

Obviously, the degree of leptokurtosis increases with decreasing time difference $\delta t$ between successive observations (Figure 3.19). We had already mentioned in the context of the option pricing theory that a lot of models had been developed in order to describe the short-time behavior of price fluctuations in terms of alternative probability distribution functions. Financial mathematicians would be able to develop hundreds of such models. Of course, all of these models have better qualities for the respective problem than the Gaussian distribution. But we should not forget that these models are only substitute processes approaching the complex dynamics of the financial market in an idealized sense within a more or less limited framework.

From a physical point of view, we have to search for universal principles that lead to leptokurtic probability distribution functions for price fluctuations. Let us determine the minimal conditions that the probability distribution of price fluctuations must satisfy for short timescales. Empirical studies [246, 249] suggest a pronounced form stability. We point out that it must be a metastable state since the expected asymptotic Gaussian behavior is not accessible otherwise.


Fig. 3.19. The empirical distribution of logarithmic price fluctuations obtained for BASF stock from 11/00-07/02 for different time horizons, $\delta t=1,2,5$, and 10 trading days. The curves are the corresponding fits with Gaussian law.

Additionally, we assume that the dynamics of the financial market are dominated by the Markov property (i.e., the time differences $\delta t$ are still long compared with the Markov horizon). That may possibly be a dangerous approximation. In particular, we will demonstrate below that considerable memory effects can already occur on those timescales, which we take into account in the following. In order to overcome this problem, we assume that these effects eliminate themselves mutually over the entire observation period so that we can work with the Markov property as a sufficient approximation. Furthermore, we may use similar arguments supporting the stationarity hypothesis.

### 3.5.2 Lévy Distributions

While we were deriving the central limit theorem, we saw that the probability density function $p_{N \delta t}(\xi)$ of the logarithmic price changes with respect to the time interval $N \delta t$ can be expressed as a generalized convolution (3.29) of the elementary probability distribution functions $p_{\delta t}(\xi)$. This relation is equivalent to the algebraic equation

$$
\begin{equation*}
\hat{p}_{N \delta t}(k)=\left[\hat{p}_{\delta t}(k)\right]^{N} \tag{3.129}
\end{equation*}
$$

connecting the characteristic functions $\hat{p}_{N \delta t}(k)$ and $\hat{p}_{\delta t}(k)$. We want to use this equation in order to determine the set of form-stable probability distribution functions that may be possible candidates for the probability distribution function of price fluctuations. A probability density $p_{N \delta t}(\xi)$ is called a formstable function if it can be represented by a function $g$ that is independent from the number $N$ of convolutions,

$$
\begin{equation*}
p_{N \delta t}(\xi) d \xi=g\left(\xi^{\prime}\right) d \xi^{\prime} \tag{3.130}
\end{equation*}
$$

where the variables are connected by the linear relation $\xi^{\prime}=\alpha_{N} \xi+\beta_{N}$. Because the vector $\xi$ has the dimension $A$, the $A \times A$ matrix $\alpha_{N}$ describes an appropriate rotation and dilation of the coordinates, while the vector $\beta_{N}$ corresponds to a global translation of the coordinate system. Within the formalism of the renormalization group, a form-stable probability density law corresponds to a fixed point of the convolution procedure. The Fourier transform of $g$ is given by

$$
\begin{align*}
\hat{g}(k)=\int g\left(\xi^{\prime}\right) \mathrm{e}^{i k \xi^{\prime}} d \xi^{\prime} & =\int p_{N \delta t}(\xi) \mathrm{e}^{i k\left(\alpha_{N} \xi+\beta_{N}\right)} d \xi \\
& =\mathrm{e}^{i k \beta_{N}} \hat{p}_{N \delta t}\left(\alpha_{N} k\right), \tag{3.131}
\end{align*}
$$

where we have used the definition (2.14) of the characteristic function. The form stability requires that this relation must be fulfilled for all values of $N$. In particular, we obtain

$$
\begin{equation*}
\hat{p}_{N \delta t}(k)=\hat{g}\left(\alpha_{N}^{-1} k\right) \mathrm{e}^{-i \beta_{N} \alpha_{N}^{-1} k} \quad \text { and } \quad \hat{p}_{\delta t}(k)=\hat{g}\left(\alpha_{1}^{-1} k\right) \mathrm{e}^{-i \beta_{1} \alpha_{1}^{-1} k} . \tag{3.132}
\end{equation*}
$$

Without any restriction, we can choose $\alpha_{1}=1$ and $\beta_{1}=0$. The substitution of (3.132) into the convolution formula (3.129) now yields

$$
\begin{equation*}
\hat{g}\left(\alpha_{N}^{-1} k\right) \mathrm{e}^{-i \beta_{N} \alpha_{N}^{-1} k}=\hat{g}^{N}(k) . \tag{3.133}
\end{equation*}
$$

Let us write

$$
\begin{equation*}
\hat{g}(k)=\exp \{\Phi(k)\} \tag{3.134}
\end{equation*}
$$

where $\Phi(k)$ is the cumulant generating function. Thus, (3.133) can be written as

$$
\begin{equation*}
\Phi\left(\alpha_{N}^{-1} k\right)-i \beta_{N} \alpha_{N}^{-1} k=N \Phi(k) \tag{3.135}
\end{equation*}
$$

and after splitting off the contributions linearly in $k$,

$$
\begin{equation*}
\Phi(k)=i u k+\varphi(k) \tag{3.136}
\end{equation*}
$$

we arrive at the two relations

$$
\begin{equation*}
\beta_{N}=\alpha_{N} u\left[\alpha_{N}^{-1}-N\right] \tag{3.137}
\end{equation*}
$$

and

$$
\begin{equation*}
\varphi\left(\alpha_{N}^{-1} k\right)=N \varphi(k) \tag{3.138}
\end{equation*}
$$

The first equation simply gives the total shift of the center of the probability distribution function resulting from $N$ convolution steps. As discussed in the context of the central limit theorem, the drift term can be put to zero by a suitable linear change of the variables $\xi$. Thus, $\beta_{N}$ is no object of further discussion. The second equation (3.138) is the true key for our analysis of the form stability. In the following investigation, we restrict ourselves to the one-variable case. The mathematical handling of the multidimensional case is similar, but the large number of possible degrees of freedom complicates the discussion.

The relation (3.138) requires that $\varphi(k)$ is a homogeneous function, $\varphi(\lambda k)=\lambda^{\gamma} \varphi(k)$, with the homogeneity coefficient $\gamma$. Considering that $\alpha_{N}$ must be a real quantity, we obtain $a_{N}=N^{-1 / \gamma}$. Consequently, the function $\varphi$ has the general structure

$$
\begin{equation*}
\varphi(k)=c_{+}|k|^{\gamma}+c_{-} k|k|^{\gamma-1} \tag{3.139}
\end{equation*}
$$

with the three parameters $c_{+}, c_{-}$, and $\gamma \neq 1$.
A special solution occurs for $\gamma=1$ because in this case $\varphi(k)$ merges with the separated linear contributions. Here, we obtain the special structure $\varphi(k)=c_{+}|k|+c_{-} k \ln |k|$. The rescaling $k \rightarrow \lambda k$ then leads to $\varphi(\lambda k)=\lambda \varphi(k)+c_{-} k \ln \lambda$, and the additional term $c_{-} \ln \lambda$ may be absorbed in the shift coefficient $\beta_{N}$.

It is convenient to use the more common representation [200, 232]

$$
\begin{equation*}
\hat{g}(k)=L_{a, b}^{\gamma}(k)=\exp \left\{-a|k|^{\gamma}\left[1+i b \tan \left(\frac{\pi \gamma}{2}\right) \frac{k}{|k|}\right]\right\} \tag{3.140}
\end{equation*}
$$

with $\gamma \neq 1$. For $\gamma=1$, $\tan (\pi \gamma / 2)$ must be replaced by $(2 / \pi) \ln |k|$. A more detailed analysis $[232,345]$ shows that $\hat{g}(k)$ is a characteristic function of a probability distribution function if and only if $a$ is a positive scale factor, $\gamma$ is a positive exponent, and the asymmetry parameter satisfies $|b| \leq 1$.

Apart from the drift term, (3.140) is the representation of any characteristic function corresponding to a probability density that is form-invariant under the convolution procedure. The set of these functions is known as the class of Lévy functions. Obviously, the Gaussian law is a special subclass. The Lévy functions are fully characterized by the expression of their characteristic functions (3.140). Thus, the inverse Fourier transform of (3.140) should lead to the real Lévy functions $L_{a, b}^{\gamma}(\xi)$.

Unfortunately, there are no simple analytic expressions of the Lévy functions except for a few special cases, namely the Gaussian law $(\gamma=2)$, the Lévy-Smirnow law $(\gamma=1 / 2, b=1)$

$$
\begin{equation*}
L_{a, 1}^{1 / 2}(\xi)=\frac{2 a}{\sqrt{\pi}(2 \xi)^{3 / 2}} \exp \left\{-\frac{a^{2}}{2 \xi}\right\} \quad \text { for } \quad \xi>0 \tag{3.141}
\end{equation*}
$$

and the Cauchy law $(\gamma=1, b=0)$

$$
\begin{equation*}
L_{a, 1}^{1 / 2}(\xi)=\frac{a}{\pi^{2} a^{2}+\xi^{2}} \tag{3.142}
\end{equation*}
$$

which is also known as Lorentzian. One of the most important properties of the Lévy functions is their asymptotic power law behavior. A symmetric Lévy function $(b=0)$ centered at zero is completely defined by the Fourier integral

$$
\begin{equation*}
L_{a, 0}^{\gamma}(\xi)=\frac{1}{\pi} \int_{0}^{\infty} \exp \left\{-a|k|^{\gamma}\right\} \cos (k \xi) d k \tag{3.143}
\end{equation*}
$$

This integral can be written as a series expansion valid for $|\xi| \rightarrow \infty$,

$$
\begin{equation*}
L_{a, 0}^{\gamma}(\xi)=-\frac{1}{\pi} \sum_{n=1}^{\infty} \frac{(-a)^{n}}{|\xi|^{\gamma n+1}} \frac{\Gamma(\gamma n+1)}{\Gamma(n+1)} \sin \left(\frac{\pi \gamma n}{2}\right) . \tag{3.144}
\end{equation*}
$$

The leading term defines the asymptotic dependence

$$
\begin{equation*}
L_{a, 0}^{\gamma}(\xi) \sim \frac{C}{|\xi|^{1+\gamma}} \tag{3.145}
\end{equation*}
$$

Here, $C=a \gamma \Gamma(\gamma) \sin (\pi \gamma / 2) / \pi$ is a positive constant called the tail, and the exponent $\gamma$ is between 0 and 2 . The condition $\gamma<2$ is necessary because a Lévy function with $\gamma>2$ is unstable and converges to the Gaussian law. We will discuss this behavior below.

Lévy laws can also be asymmetric. Then, we have the asymptotic behavior $L_{a, 0}^{\gamma}(\xi) \sim C_{+} / \xi^{1+\gamma}$ for $\xi \rightarrow \infty$ and $L_{a, 0}^{\gamma}(\xi) \sim C_{-} /|\xi|^{1+\gamma}$ for $\xi \rightarrow-\infty$, and the asymmetry is quantified by the asymmetry parameter $b$ via

$$
\begin{equation*}
b=\frac{C_{+}-C_{-}}{C_{+}+C_{-}} . \tag{3.146}
\end{equation*}
$$

The completely antisymmetric cases correspond to $b= \pm 1$. For $b=+1$ and $\gamma<1$, the variable $\xi$ takes only positive values, while for $b=-1$ and $\gamma<1$, the variable $\xi$ is defined to be negative. For $1<\gamma<2$ and $b=1$, the Lévy distribution is a power law $\xi^{-\gamma-1}$ for $\xi \rightarrow \infty$, while the function converges to zero for $\xi \rightarrow-\infty$ as $\exp \left(-|\xi|^{\gamma /(\gamma-1)}\right)$. The inverse situation occurs for $b=-1$.

All Lévy functions with the same exponent $\gamma$ and the same asymmetry coefficient $b$ are related by the scaling law

$$
\begin{equation*}
L_{a, b}^{\gamma}(\xi)=a^{-1 / \gamma} L_{1, b}^{\gamma}\left(a^{-1 / \gamma} \xi\right) . \tag{3.147}
\end{equation*}
$$

Therefore, we obtain

$$
\begin{equation*}
\overline{|\xi|^{\theta}}=\int|\xi|^{\theta} L_{a, b}^{\gamma}(\xi) d \xi=a^{\theta / \gamma} \int\left|\xi^{\prime}\right|^{\theta} L_{1, b}^{\gamma}\left(\xi^{\prime}\right) d \xi^{\prime} \tag{3.148}
\end{equation*}
$$

if the integrals in (3.148) exist. An important property of all Lévy distributions is that the variance is infinite. This behavior follows directly from the substitution of (3.140) into (2.16). Roughly speaking, the Lévy law does not decay sufficiently rapidly at $|\xi| \rightarrow \infty$ for the integral (2.13) to converge. However, the absolute value of the spread (2.10) exists and suggests a characteristic scale of the fluctuations $D_{\mathrm{sp}}(t) \sim a^{1 / \gamma}$. When $\gamma \leq 1$, even the mean and the average of the absolute value of the spread diverge. The characteristic scale of the fluctuations may be obtained from (3.148) via $\left[|\xi|^{\theta}\right]^{1 / \theta} \sim a^{1 / \gamma}$ for a sufficiently small exponent $\theta$. We remark that the median and the most probable value still exist also for $\gamma \leq 1$.

### 3.5.3 Convergence to Stable Lévy Distributions

The Gaussian probability distribution function is not only a form-stable distribution but also the fixed point of the classical central limit theorem. In particular, it is the attractor of all of the distribution functions having a finite variance. On the other hand, the Gaussian law is a special distribution of the form-stable class of Lévy distributions. It is then natural to ask wether all other Lévy distributions are also attractors in the functional space of probability distribution functions with respect to the convolution procedure.

There is a bipartite situation. Upon $N$ convolutions, all probability distribution functions $p_{\delta t}(\xi)$ with an asymptotic behavior $p_{\delta t}(\xi) \sim C_{ \pm}|\xi|^{-1-\gamma_{ \pm}}$ and with $\gamma_{ \pm}<2$ are attracted to a stable Lévy distribution. In the case of asymptotically symmetric functions, $C_{+}=C_{-}=C$ and $\gamma_{+}=\gamma_{-}=\gamma$, the fixed point is the symmetric Lévy law with the exponent $\gamma$ and the scale parameter $a \sim N C$.


Fig. 3.20. The schematic convergence behavior of probability distribution functions in the functional space. The Gaussian law separates stable and unstable Lévy laws.

If the initial probability distribution functions have different tails, $C_{+} \neq C_{-}$but equal exponents, $p_{N \delta t}(\xi)$ converges to the asymmetric Lévy distribution with the exponent $\gamma$, the asymmetry parameter (3.146), and $a \sim N\left(C_{+}+C_{-}\right) / 2$.

If the asymptotic exponents $\gamma_{ \pm}$of the elementary probability density $p_{\delta t}(\xi)$ are different but $\min \left(\gamma_{+}, \gamma_{-}\right)<2$, the convergence is to a completely asymmetric Lévy distribution with an exponent $\gamma=\min \left(\gamma_{+}, \gamma_{-}\right)$and $b=1$ for $\gamma_{-}<\gamma_{+}$or $b=-1$ for $\gamma_{-}>\gamma_{+}$.

Finally, upon a sufficiently large number of convolutions, the Gaussian distribution also attracts all of the probability distribution functions decaying as or faster than $|\xi|^{-3}$ at large $|\xi|$. Therefore, Lévy laws with $\gamma<2$ are sometimes called true Lévy laws (see Figure 3.20).

### 3.5.4 Scaling Behavior

Since Lévy distributions are form-stable functions having a nonvanishing basin of attraction in the functional space of the probability distributions, we may use these functions for a more precise representation of the probability distribution of price fluctuations.

Unfortunately, all Lévy distributions with $\gamma<2$ have infinite variances. That limits their physical, but not their mathematical, meaning. Physically, Lévy distributions are meaningless with respect to finite systems. But in complex systems with an almost unlimited reservoir of hidden irrelevant degrees of freedom, such probability distribution functions are quite possible,
at least over a wide range of stochastic variables. Well-known examples of such wild distributions [247, 248] have been found to quantify the velocitylength distribution of the fully developed turbulence (Kolmogorov law) [208, 209, 210], the size-frequency distribution of earthquakes (GutenbergRichter law) [385, 386], or the destructive losses due to storms [284]. Further examples related to social and economic problems are the distribution of wealth [437, 440], also known as Pareto law, the distribution of losses due to business interruption resulting from accidents [438, 439] in the insurance business, or the distribution of losses caused by floods worldwide [309], or the famous classical St. Petersburg paradox discussed by D. Bernoulli [119, 310].

A typical numerical realization of a cumulative Lévy process $S\left(t_{n+1}\right)=S\left(t_{n}\right)+\xi_{n}$, where $\xi_{n}$ is a random Lévy distributed number, is shown in Figure 3.21. Intuitively, one has the feeling that such a process is similar to the development of a given asset or stock price. Note that the occurrence of large fluctuations in the time evolution of the share prices initiated the creation of several models of price dynamics (e.g., the jumpdiffusion model [266]), but, as mentioned above, such models have to be understood as substitute processes approaching reality.

Now, we want to prove, whether the Lévy distribution is a suitable limit probability distribution function describing the frequency of logarithmic price changes. To do this, we use the scaling hypothesis. Let us demonstrate the concept of scaling first using the Gaussian law.


Fig. 3.21. A typical numerical realization of the cumulative Lévy process with the Lévy exponent $\gamma=1.3$.

We assume that the elementary timescale $\delta t$ of the underlying financial process is sufficiently short compared with the time difference $\Delta t$ between two successive observations of the logarithmic asset price. Furthermore, we make the hypothesis that the price changes are Gaussian-distributed also at the level of the elementary timescale. The probability distribution $p_{N \delta t}(\xi)$ of the sum of $N=\Delta t / \delta t$ random variables $\xi$ obtained from the Gaussian distribution $p_{\delta t_{0}}(\xi)$ with the mean $\bar{\xi}\left(\delta t_{0}\right)$ and the variance $\sigma^{2}$ is again a Gaussian law with mean $\bar{\xi}(\Delta t)=N \bar{\xi}(\delta t)$ and variance $N \sigma^{2}$. Therefore, the rescaled variable

$$
\begin{equation*}
\hat{\xi}=\frac{\xi-N \bar{\xi}(\delta t)}{\sqrt{N}}=\frac{\xi-\bar{\xi}(\Delta t)}{\sqrt{N}} \tag{3.149}
\end{equation*}
$$

has exactly the same probability density as the elementary variables. Therefore, the probability density of $\hat{\xi}$ is independent of $N$. This is the basic idea of the scaling procedure. In the first step, we have to prepare different time series of the same asset price but for different time differences $\Delta t, \Delta t^{\prime}, \Delta t^{\prime \prime}, \ldots$ between successive observations. Then, all of the rescaled variables

$$
\begin{equation*}
\frac{\xi-\bar{\xi}(\Delta t)}{\sqrt{\Delta t}}, \quad \frac{\xi-\bar{\xi}\left(\Delta t^{\prime}\right)}{\sqrt{\Delta t^{\prime}}}, \quad \frac{\xi-\bar{\xi}\left(\Delta t^{\prime \prime}\right)}{\sqrt{\Delta t^{\prime \prime}}}, \quad \ldots \tag{3.150}
\end{equation*}
$$

will exhibit the same probability distribution function and all of the data will collapse onto the same Gaussian law; that is, the probability distribution functions $p_{\Delta t}(\xi)$ are related to one universal master curve $f(x)$ via

$$
\begin{equation*}
p_{\Delta t}(\xi)=\frac{1}{\sqrt{\Delta t}} f\left(\frac{\xi-\bar{\xi}(\Delta t)}{\sqrt{\Delta t}}\right) \tag{3.151}
\end{equation*}
$$

Unfortunately, this Gaussian concept does not work very well for short time differences $\Delta t$ because the logarithmic price differences are just not Gaussiandistributed.

However, a similar procedure holds for Lévy distributions. For zero mean, the probability distribution function $p_{\Delta t}(\xi)=L_{N a, b}^{\gamma}(\xi)$ is a result of $N$ convolution steps applied on the Lévy distribution $p_{\delta t}(\xi)=L_{a, b}^{\gamma}(\xi)$. Considering the scaling relation (3.147) as well as the probable translation of the center of the probability distribution function due to a nonzero mean, the distribution function

$$
\begin{equation*}
p_{\Delta t}(\xi)=\frac{1}{\Delta t^{1 / \gamma}} f\left(\frac{\xi-\bar{\xi}(\Delta t)}{\Delta t^{1 / \gamma}}\right) \tag{3.152}
\end{equation*}
$$

is independent of $\Delta t$. In fact, this scaling function is valid for $1<\gamma<2$. For $\gamma<1$, the mean is no longer defined, and we have to replace (3.152) by

$$
\begin{equation*}
p_{\Delta t}(\xi)=\frac{1}{\Delta t^{1 / \gamma}} f\left(\frac{\xi}{\Delta t^{1 / \gamma}}\right) \tag{3.153}
\end{equation*}
$$

When the probability distribution functions for different time horizons satisfy (3.152) or (3.153), one says that the underlying process exhibits
scaling properties. We remark that in the case of a Lévy distribution, the shape of the master curve $f(x)$ is controlled by the exponent $\gamma$ and the asymmetry parameter $b$, while the third parameter $a$ defines the scale of the fluctuations. A set of serious investigations of time series [250] support the existence of such a scaling behavior over a wide range.

In order to get a first approximation of the exponent $\gamma$, we should analyze the relative frequency of the special logarithmic price changes $\xi=0$. Because $p_{\Delta t}(0)=\Delta t^{-1 / \gamma} f(0) \sim \Delta t^{-1 / \gamma}$, we expect a simple power law. The standard analysis in which the procedure is to qualify the existence of the power law using a double-logarithmic plot allows us to extract the exponent $\gamma$. An analysis of the short-time region $\Delta t \sim 1-10^{3}$ minutes suggests [250, 251] that the exponent $\gamma$ has the value $1.4 \pm 0.1$. However, this power law is not a stable behavior. A crossover to the Gaussian law $p_{\Delta t}(0) \sim \Delta t^{-1 / 2}$ appears for sufficiently long time differences $\Delta t$.

An alternative way consists of a comparison of the empirically determined return probability $p_{\Delta t}(0)$ with the Gaussian return probability

$$
\begin{equation*}
p_{\Delta t}^{\mathrm{Gauss}}(0) \sim \frac{1}{\sqrt{2 \pi} \sigma_{\mathrm{emp}}} \tag{3.154}
\end{equation*}
$$

calculated from the empirically determined variance of the underlying asset price fluctuations. Note that the variance $\sigma_{\mathrm{emp}}$ is always finite because it is obtained from a finite set of finite values $\xi$. The difference between the two probabilities $p_{\Delta t}^{\text {Gauss }}(0)$ and $p_{\Delta t}(0)$ decreases systematically for decreasing $\Delta t$ above $\Delta t \approx 10^{2}$ minutes [251].

Both empirical analysis techniques suggest a characteristic crossover time of an order of magnitude $10^{4}$ minutes ( 20 trading days). Above this time, we have a Gaussian behavior, while below this time an anomalous, Lévy-like regime appears. These results confirm our assumption that the probability distribution function of logarithmic price changes is never a true Lévy distribution or, more generally, a probability density of the basin of attraction of a Lévy law.

The empirically determined probability distribution functions $p_{\Delta t}(\xi)$ are rather a function of the basin of attraction of the Gaussian distribution. This conclusion corresponds to the expectation that the variance of the price changes is a finite quantity. On the other hand, we expect from the empirical analysis of high-frequency data that the probability distribution function of the logarithmic price changes is very close to a Lévy law over a wide range of $\Delta t$.

The data necessary for the characterization of the short-time behavior can be obtained from a relatively small time window (1 month) of highfrequency observations. This allows the computation of the time dependence of the Lévy exponent $\gamma$ considering various subsets of the complete original data set [252]. The relatively small fluctuations of the numerically estimated exponents seem very likely that the Lévy exponent $\gamma$ is a universal quantity characterizing the dynamics of financial markets.


Fig. 3.22. The characteristic structure of the probability distribution function at short time horizons. The center can be described by a Lévy law with the characteristic scaling behavior. The tails show a behavior that can be fitted by an exponential decay.

Having obtained an estimation of the exponent using the simple techniques discussed above, we are able to construct the master curve for the probability distribution function. After the rescaling $p_{\Delta t}(\xi) \rightarrow \Delta t^{1 / \gamma} p_{\Delta t}(\xi)$, and $\xi \rightarrow(\xi-\bar{\xi}) / \Delta t$, all of the empirically determined probability distribution functions with $\Delta t=1-10^{3}$ minutes collapse approximately onto one curve [250].

We may reduce the mutual deviations of the rescaled curves by an additional adjustment of the exponent. The master curve is in almost every case an approximately symmetric function so that we obtain $b \approx 0$. We remark that the empirically determined probability distribution functions exhibit a slight skewness (left-right asymmetry), which is neglected in the following discussion. However, there are two essential problems suggesting that the scaling is only approximate. The first problem is that one can fit the master curve to a Lévy distribution only in a limited range. In particular, we find serious deviations for the asymptotic behavior. Whereas the tails of the Lévy distribution decay algebraically $|\xi|^{-1-\gamma}$, the master curve suggests an exponential decay (see Figure 3.22). But such a function is not form-stable, so the scaling procedure must break down, at least for long time intervals. Furthermore, the exponential decay corresponds to a finite variance, so the probability distribution $p_{\Delta t}(\xi)$ converges to a Gaussian law for $\Delta t \rightarrow \infty$.

The observation of this convergence in the present scaling procedure is very hard since the Gaussian law will be attracted onto the center of the master curve due to the use of the rescaling factor $\Delta t^{1 / \gamma} \gg \Delta t^{1 / 2}$. The observation of the Gaussian law is possible by the application of the appropriate scaling factor $\Delta t^{1 / 2}$.

The range of intermediate and large fluctuations for relatively short time horizons may be fitted by the asymptotic law

$$
\begin{equation*}
p_{\Delta t}(\xi) \sim \frac{1}{|\xi|^{\gamma+1}} \exp \left\{-\frac{|\xi|}{\xi_{0}}\right\} \tag{3.155}
\end{equation*}
$$

with the characteristic scale $\xi_{0}$ defining the crossover between the algebraic and the exponential decays. The range $|\xi|<\xi_{0}$ can be fitted very well by a Lévy distribution with exponent $\gamma$ and asymmetry coefficient $b=0$. The Lévy-like behavior of the central region of the probability distribution function is also the cause for the apparent robustness of the probability against the scaling procedure. This supports our previous assumption that the probability distribution function $p_{\Delta t}(\xi)$ of the logarithmic price changes is closely neighbored to a stable Lévy law in the functional space, although $p_{\Delta t}(\xi)$ is always caught in the basin of attraction of the Gaussian law.

The second problem concerns the scale $a$ of the Lévy distribution and the shift $\bar{\xi}$ of the center. The time evolution of these parameters obtained from various subsets of the complete original data set [252] shows strong fluctuations. These fluctuations indicate the more or less present nonstationarity of the financial market, but they have no essential influence on the stability of the Lévy exponent $\gamma$ and the symmetry of the probability distribution.

### 3.5.5 Truncated Lévy Distributions

As we have seen, Lévy laws obey scaling relations but have an infinite variance. A real Lévy distribution is not observed in financial data. A stochastic process with finite variance and characterized by scaling relations in a large but finite region close to the center is the truncated Lévy distribution [249]. With respect to the observations in financial data, we have to ask for a distribution that in the tails is a power law multiplied by an exponential

$$
\begin{equation*}
p_{\delta t}(\xi) \sim \frac{C_{ \pm}}{|\xi|^{\gamma+1}} \exp \left\{-\frac{|\xi|}{\xi_{0}}\right\} . \tag{3.156}
\end{equation*}
$$

The characteristic function of a Lévy law truncated by an exponential as in (3.156) can be written explicitly as [211, 249]

$$
\begin{align*}
\ln \hat{p}_{\delta t}(k)= & a \frac{\left(1+k^{2} \xi_{0}^{2}\right)^{\gamma / 2} \cos \left(\gamma \arctan \left(k \xi_{0}\right)\right)-1}{\xi_{0}^{\gamma} \cos (\pi \gamma / 2)} \\
& \times\left[1+i b \tan \left(\gamma \arctan \left(|k| \xi_{0}\right)\right) \frac{k}{|k|}\right] . \tag{3.157}
\end{align*}
$$

After $N$ convolutions, we get the characteristic distribution function for a logarithmic price change with respect to the time interval $\Delta t=N \delta t$ :

$$
\begin{align*}
\ln \hat{p}_{\Delta t}(k)= & -N a \frac{\left(1+k^{2} \xi_{0}^{2}\right)^{\gamma / 2} \cos \left(\gamma \arctan \left(k \xi_{0}\right)\right)-1}{\xi_{0}^{\gamma} \cos (\pi \gamma / 2)} \\
& \times\left[1+i b \tan \left(\gamma \arctan \left(|k| \xi_{0}\right)\right) \frac{k}{|k|}\right] . \tag{3.158}
\end{align*}
$$

It can be checked that (3.157) recovers (3.140) for $\xi_{0} \rightarrow \infty$. The behavior of $p_{\Delta t}(\xi)$ can be obtained from an inverse Fourier transform (2.15). In order to determine the characteristic scale of the probability distribution $p_{\Delta t}(\xi)$, we have to consider the main contributions to the inverse Fourier transform. This condition requires that the characteristic wave number $k_{\text {char }}$ be of an order of magnitude satisfying $\ln \hat{p}_{\Delta t}\left(k_{\text {char }}\right) \simeq 1$. This relation is equivalent to

$$
\begin{equation*}
N a\left[\left(k^{2}+\xi_{0}^{-2}\right)^{\gamma / 2}-\xi_{0}^{-\gamma}\right] \simeq 1 \tag{3.159}
\end{equation*}
$$

For $N \ll \xi_{0}^{\gamma}$, (3.159) is satisfied if $k_{\text {char }}^{2} \xi_{0}^{2} \gg 1$. Thus, we obtain immediately $k_{\text {char }} \sim(N a)^{-1 / \gamma}$, and therefore the characteristic scale $\xi_{\text {char }} \sim(N a)^{1 / \gamma}$, which characterizes an ideal Lévy distribution.

When on the contrary $N \gg \xi_{0}^{\gamma}$, the characteristic value of $k_{\text {char }}$ becomes much smaller than $\xi_{0}^{-1}$, and we now find the relation $k_{\text {char }} \sim(N a)^{-1 / 2} \xi_{0}^{\gamma / 2-1}$. The characteristic scale $\xi_{\text {char }} \sim(N a)^{1 / 2} \xi_{0}^{1-\gamma / 2}$, corresponding to what we expect from the Gaussian behavior.

Hence, as expected, a truncated Lévy distribution is not stable. It flows to an ideal Lévy probability distribution function for small $N$ and then to the Gaussian distribution for large $N$. The crossover from the initial Lévy-like regime to the final Gaussian regime occurs if the characteristic scale of the Lévy distribution reaches the truncation scale $\xi_{\text {char }} \sim \xi_{0}$ (i.e., if $N a \sim \xi_{0}^{\gamma}$ ).

This is exactly the behavior observed for the probability distribution of price changes. Here, we have to deal with a symmetric truncated Lévy distribution. The corresponding characteristic function is given by

$$
\begin{equation*}
\hat{p}_{\Delta t}(k)=\exp \left\{-N a \frac{\left(1+k^{2} \xi_{0}^{2}\right)^{\gamma / 2} \cos \left(\gamma \arctan \left(k \xi_{0}\right)\right)-1}{\xi_{0}^{\gamma} \cos (\pi \gamma / 2)}\right\} \tag{3.160}
\end{equation*}
$$

In particular, the variance obtained from (2.19) is given by

$$
\begin{equation*}
\sigma^{2}=\frac{\Delta t a \gamma(1-\gamma) \xi_{0}^{2-\gamma}}{\delta t \cos (\pi \gamma / 2)} \tag{3.161}
\end{equation*}
$$

which is in agreement with several high-frequency observations [251] for time differences $\Delta t>10$ minutes.

In summary, the truncated Lévy distribution well describes the probability distribution functions of the logarithmic price differences at different timescales.

However, we remark again that the scale $a$ shows partially strong fluctuations over long timescales, indicating that financial markets are possibly not in a complete steady state. Another more serious problem is that the assumption of the empirically motivated function (3.160) is at the moment only a model that was not derived from basic principles such as the Gaussian law and the Lévy distributions. We will discuss this problem below.

### 3.6 Large Fluctuations

### 3.6.1 Extreme Value Theory

The Value of Risk. For speculation strategies, it is helpful to have an estimate of the largest expected payoff and loss during a given time interval. This problem is equivalent to the determination of the expected largest and smallest values of a future time series $\left\{\xi\left(t_{1}\right), \xi\left(t_{2}\right), \ldots \xi\left(t_{N}\right)\right\}$ of logarithmic price fluctuations. The task is related to the extreme value theory [109, 138, 165]. This theory has many applications in the natural sciences, engineering, and social sciences $[71,107,139,164,202]$.

In order to simplify the analysis, we focus on one certain asset price evolution observed in a stationary financial market. Furthermore, we assume that the time difference $\Delta t=t_{n+1}-t_{n}$ between successive observations is a constant value much larger than the Markov horizon. To proceed, we introduce the values of risk $\xi_{\max }$ and $\xi_{\min }$ that define the cumulative probability that a payoff $\xi>\xi_{\max }$ or a loss $\xi<\xi_{\min }$ is exceeded in any one time period $\Delta t$. Furthermore, we define the cumulative probabilities

$$
\begin{equation*}
P_{>}(\eta)=\int_{\eta}^{\infty} d \xi p_{\Delta t}(\xi) \quad \text { and } \quad P_{<}(\eta)=\int_{-\infty}^{\eta} d \xi p_{\Delta t}(\xi) \tag{3.162}
\end{equation*}
$$

The probability that the value of risk $\xi_{\text {max }}$ is larger than the maximum of the time series, $\xi_{\max }>\xi_{\max }^{(N)}=\max \left(\xi\left(t_{1}\right), \xi\left(t_{2}\right), \ldots \xi\left(t_{N}\right)\right)$, is given by the integral over the joint probability (3.10),

$$
\begin{align*}
\Pi_{<}\left(\xi_{\max }\right)= & \int_{-\infty}^{\xi_{\max }} d \xi^{(1)} \int_{-\infty}^{\xi_{\max }} d \xi^{(2)} \\
& \ldots \int_{-\infty}^{\xi_{\max }} d \xi^{(N)} p_{\Delta t}\left(\xi^{(N)}, t_{N} ; \ldots ; \xi^{(1)}, t_{1}\right), \tag{3.163}
\end{align*}
$$

so that the independence condition (3.20) and the assumed stationarity lead to

$$
\begin{equation*}
\Pi_{<}\left(\xi_{\max }\right)=\left[\int_{-\infty}^{\xi_{\max }} d \xi p_{\Delta t}(\xi)\right]^{N}=\left[P_{<}\left(\xi_{\max }\right)\right]^{N} \tag{3.164}
\end{equation*}
$$

Because $P_{<}\left(\xi_{\max }\right)+P_{>}\left(\xi_{\max }\right)=1$, we arrive at

$$
\begin{equation*}
\Pi_{<}\left(\xi_{\max }\right)=\left[1-P_{>}\left(\xi_{\max }\right)\right]^{N} \tag{3.165}
\end{equation*}
$$

The function $\Pi_{<}\left(\xi_{\max }\right)$ is the probability that all values of the time series are less than $\xi_{\max }$. This probability is a measure of risk aversion. Let us assume that we expect with a probability $p^{\star}$ that all price fluctuations are
below an upper limit $\xi_{\max }$. Then, this boundary is given by the solution of $\Pi_{<}\left(\xi_{\max }\right)=p^{\star}$. We find

$$
\begin{equation*}
P_{>}\left(\xi_{\max }\right)=1-\left(p^{\star}\right)^{1 / N} \approx-\frac{\ln p^{\star}}{N} \tag{3.166}
\end{equation*}
$$

For typical applications, the probability $p^{\star}$ is chosen to have the value $\mathrm{e}^{-1}$ so that we obtain the simple relation $P_{>}\left(\xi_{\max }\right) \approx N^{-1}$. The probability $P_{>}\left(\xi_{\max }\right)$ decreases with increasing $N$ so that, because of (3.162), the value of risk increases with increasing $N$.

Furthermore, we conclude from (3.162) that the value of $\xi_{\max }$ is controlled by the asymptotic behavior of the probability distribution function $p_{\Delta t}(\xi)$ for $\xi \rightarrow \infty$. An analogous statement follows for the lower value of risk $\xi_{\min }$.

For example, let us assume that the Gaussian distribution function (3.63) holds for the logarithmic price changes. Then, we get for the vanishing trend $\mu=0$ and the variance $\sigma^{2}=\Phi \Delta t$

$$
\begin{equation*}
P_{>}\left(\xi_{\max }\right)=1-\phi\left(\frac{\xi_{\max }}{\sigma}\right) \tag{3.167}
\end{equation*}
$$

where $\phi(x)$ is the cumulative standard unit normal distribution. For $N \rightarrow \infty$, (3.166) leads to the estimation:

$$
\begin{equation*}
\xi_{\max } \sim \sigma \sqrt{\ln N} \tag{3.168}
\end{equation*}
$$

On the other hand, if the Lévy law holds, we have to deal with the asymptotic behavior (3.145). This leads to another estimation

$$
\begin{equation*}
\xi_{\max } \sim\left(\frac{C N}{\gamma}\right)^{1 / \gamma} \tag{3.169}
\end{equation*}
$$

Finally, the truncated Lévy law with the asymptotic behavior (3.156) leads to

$$
\begin{equation*}
\xi_{\max } \sim \xi_{0} \ln \frac{C N}{\xi_{0}^{\gamma}\left(\ln C N / \xi_{0}^{\gamma}\right)^{1+\gamma}} \tag{3.170}
\end{equation*}
$$

for $\xi_{\max } / \xi_{0} \gg 1$, while (3.169) occurs for $\xi_{\max } / \xi_{0} \ll 1$. These examples demonstrate in a simple manner that the random variables described by a probability distribution with tails decaying faster than an algebraic law show only mild fluctuations. An exponentially large number of observations is necessary to find a sufficiently large fluctuation.

Another situation occurs for algebraic probability distribution functions. Here, we find wild fluctuations leading to a large value of risk in financial data also for a relatively small set of observations. We remark that in the case of symmetric probability distribution functions, the lower value of risk is given by $\xi_{\min }=-\xi_{\max }$.

The results above imply an important remark concerning the empirical determination of the variance of possible Lévy processes ${ }^{2}$. We must realize
${ }^{2}$ For simplicity, we consider only symmetric Lévy distributions.


Fig. 3.23. The empirically determined second cumulant of the logarithmic daily share price fluctuations as a function of the number of observations $N$ with first observation 09/01 for Commerzbank AG stock.
that, even if the variance of a Lévy probability distribution is infinite, one can always calculate the empirical variance from a finite set of observations. This fact comes about because a finite set of $N$ measurements is usually restricted by an upper boundary $\xi_{\max }$ and a lower boundary $\xi_{\min }=-\xi_{\max }$, which are determined by the estimation (3.166). The probability of observing a value $|\xi|>\xi_{\max }$ in a typical series of $N$ observations is small. Thus, the expected finite moments are defined by the truncation

$$
\begin{equation*}
m^{(n)}=\int_{-\xi_{\max }}^{\xi_{\max }} \xi^{n} p_{\Delta t}(\xi) d \xi \tag{3.171}
\end{equation*}
$$

where $p_{\Delta t}(\xi)$ may be a certain symmetric Lévy distribution. This integral can be approximated by using the asymptotic behavior (3.145). We obtain for $\gamma<n$ the result

$$
\begin{equation*}
m^{(2 n)} \sim \xi_{\max }^{2 n-\gamma} \sim N^{(2 n-\gamma) / \gamma} \tag{3.172}
\end{equation*}
$$

while $m^{(2 n+1)}=0$ due to the symmetry of the probability distribution. Thus, the empirically determined variance typically increases with an increasing number of observations (Figure 3.23). In contrast to this behavior, a Gaussian law leads to

$$
\begin{equation*}
m^{(n)} \sim \Gamma\left(\frac{n+1}{2}\right)-\frac{(\ln N)^{(n-1) / 2}}{N} \tag{3.173}
\end{equation*}
$$

This means that all empirically determined moments converge relatively fast to a fixed value. Therefore, sometimes the processes described by the Lévy law
or another slowly decaying probability distribution function are erroneously denoted as nonstationary processes although the probability density is a timeindependent quantity.
The Gumbel Distribution. Now, we ask for the asymptotic behavior for $N \rightarrow \infty$ of the cumulative probability $\Pi_{<}\left(\xi_{\max }\right)$ defining the probability that the maximum observation is less than $\xi_{\max }$. To this end, we start from (3.165) and consider that the probability $P_{>}\left(\xi_{\max }\right)$ converges monotonously to zero for $\xi_{\max } \rightarrow \infty$. Thus, we may write

$$
\begin{equation*}
\Pi_{<}\left(\xi_{\max }\right)=\exp \left\{-N P_{>}\left(\xi_{\max }\right)\right\} \tag{3.174}
\end{equation*}
$$

where this expression becomes a better and better approximation as $\xi_{\max }$ increases so that $P_{>}\left(\xi_{\max }\right)$ becomes smaller and smaller. The probability $\Pi_{<}\left(\xi_{\max }\right)$ is very small for large $N$ and small values of $\xi_{\max }$. But for sufficiently large $\xi_{\max }$, the probability $P_{>}\left(\xi_{\max }\right)$ becomes an order of magnitude $N^{-1}$ or lower and $\Pi_{<}\left(\xi_{\max }\right)$ executes a transition from 0 to 1 .

Let us assume that the probability distribution function has a tail falling faster than a power law. Then, the asymptotic behavior of $P_{>}\left(\xi_{\max }\right)$ may be written as $\ln P_{>}\left(\xi_{\max }\right) \sim-c \xi_{\max }^{a}$ with $a>0$. Now, we are able to conclude that the transition from $\Pi_{<}\left(\xi_{\max }\right) \approx 0$ to $\Pi_{<}\left(\xi_{\max }\right) \approx 1$ occurs at

$$
\begin{equation*}
N P_{>}\left(\xi_{\max }^{\star}\right) \sim 1 \tag{3.175}
\end{equation*}
$$

Hence, we obtain the asymptotic relation $\xi_{\max }^{\star} \sim c^{-1 / a}(\ln N)^{1 / a}$. The expansion of $P_{>}\left(\xi_{\max }\right)$ in powers of $\delta \xi_{\max }=\xi_{\max }-\xi_{\max }^{\star}$ around $\xi_{\max }^{\star}$ leads to

$$
\begin{align*}
N P_{>}\left(\xi_{\max }\right) & \sim \exp \left\{-c a\left(\xi_{\max }^{\star}\right)^{a-1} \delta \xi_{\max }\right\} \\
& \times \exp \left\{-\frac{c a(a-1)}{2}\left(\xi_{\max }^{\star}\right)^{a-2}\left(\delta \xi_{\max }\right)^{2}+\ldots\right\} \tag{3.176}
\end{align*}
$$

where we have taken into account (3.175). The interval $\delta \xi_{\max }^{\star}$ over which the transition from 0 to 1 occurs is such that $\left(\xi_{\max }^{\star}\right)^{a-1} \delta \xi_{\max }^{\star} \sim 1$, leading to $\delta \xi_{\max }^{\star} \sim(\ln N)^{-1+1 / a}$. Thus, the second-order term (and also all higher terms of this expansion) does not contribute essentially to the change of $N P_{>}\left(\xi_{\max }\right)$ during the transition. In fact, we obtain $\left(\xi_{\max }^{\star}\right)^{a-2}\left(\delta \xi_{\max }^{\star}\right)^{2} \sim(\ln N)^{-1}$ so that all higher terms disappear for $N \rightarrow \infty$. Finally, we collect all specific parameters in two nonuniversal, $N$-dependent numbers and arrive at

$$
\begin{equation*}
\Pi_{<}\left(\xi_{\max }\right)=\exp \left\{-\exp \left\{-\frac{\xi_{\max }-b_{N}}{a_{N}}\right\}\right\} \tag{3.177}
\end{equation*}
$$

This expression is the so-called Gumbel distribution [165], which determines the probability of finding the maximum value less than $\xi_{\max }$ in a set of $N$ observations in the limit $N \rightarrow \infty$. Practically, this distribution holds very well for sufficiently large $N$.

The Gumbel distribution requires that the corresponding probability distribution have a tail with an asymptotic decay faster than a power law. We
remark that in the case of a probability distribution with a tail falling as a power law $\xi^{-1-\gamma}$ for $\xi \rightarrow \infty$, the distribution of the extreme values converges to the Fréchet distribution

$$
\begin{equation*}
\Pi_{<}\left(\xi_{\max }\right)=\exp \left\{-\left[\max \left(0,1+\frac{\xi_{\max }-b_{N}}{\gamma a_{N}}\right)\right]^{-\gamma}\right\} \tag{3.178}
\end{equation*}
$$

Furthermore, any probability distribution with a finite right endpoint $\xi_{\mathrm{r}}$ and a functional behavior controlled by the leading term $\left(\xi_{r}-\xi\right)^{\gamma}(\gamma>0)$ close to this right endpoint offers an extreme-value distribution converging to the Weibull distribution

$$
\begin{equation*}
\Pi_{<}\left(\xi_{\max }\right)=\exp \left\{-\left[\max \left(0, \gamma+\frac{b_{N}-\xi_{\max }}{a_{N}}\right)\right]^{-\gamma}\right\} \tag{3.179}
\end{equation*}
$$

The remarkable result is that the maximum of any random series of $N$ elements tends asymptotically for sufficiently large $N$ to one of the three distribution functions introduced.

Rank-Ordering Statistics. Another possibility for dealing with extreme values is the rank-ordering technique [445]. In a certain sense, this method is a generalization of the extreme value theory. We consider again a time series of logarithmic price changes $\left\{\xi\left(t_{1}\right), \xi\left(t_{2}\right), \ldots \xi\left(t_{N}\right)\right\}$ and reorder them by increasing values

$$
\begin{equation*}
\xi^{(1)} \leq \xi^{(2)} \leq \ldots \leq \xi^{(n)} \leq \ldots \xi^{(N)} \tag{3.180}
\end{equation*}
$$

where $\xi^{(n)} \in\left\{\xi\left(t_{1}\right), \xi\left(t_{2}\right), \ldots \xi\left(t_{N}\right)\right\}$ for all $n=1, \ldots, N$. The concept of the rank-ordering technique may be characterized as the determination of the $n$th value $\xi^{(n)}$ as a function of the rank $n$.

In order to quantify the rank-ordering problem, we start from the joint probability (3.10) and ask for the probability distribution function $\pi_{n}(\eta)$ that one variable has the value $\eta$ while $n-1$ variables are less than $\eta$ and $N-n$ variables are greater than $\eta$. Obviously, we have to consider the integral

$$
\begin{equation*}
\int_{-\infty}^{\eta} d \xi^{(1)} \ldots \int_{-\infty}^{\eta} d \xi^{(n-1)} \int_{\eta}^{\infty} d \xi^{(n+1)} \ldots \int_{\eta}^{\infty} d \xi^{(N)} p_{\Delta t}\left(\xi^{(N)}, t_{N} ; \ldots ; \xi^{(1)}, t_{1}\right) \tag{3.181}
\end{equation*}
$$

which can also be written as

$$
\begin{equation*}
\left[\int_{-\infty}^{\eta} d \xi p_{\Delta t}(\xi)\right]^{n-1} p_{\Delta t}(\eta)\left[\int_{\eta}^{\infty} d \xi p_{\Delta t}(\xi)\right]^{N-n} \tag{3.182}
\end{equation*}
$$

Note that we have here applied the independence condition (3.20). There exist

$$
\begin{equation*}
\frac{N!}{(n-1)!(N-n)!} \tag{3.183}
\end{equation*}
$$

various combinations of allowed rearrangements of the integral (3.181) leading to the same result (3.182). Thus, the total probability density to find at rank $n$ the value $\eta$ is given by

$$
\begin{equation*}
\pi_{n}(\eta)=\frac{N!}{(n-1)!(N-n)!}\left[P_{<}(\eta)\right]^{n-1} p_{\Delta t}(\eta)\left[P_{>}(\eta)\right]^{N-n}, \tag{3.184}
\end{equation*}
$$

where we have used the cumulative probabilities (3.162). The expression (3.184) is valid for arbitrary probability distribution functions $p_{\Delta t}(\xi)$. We obtain an estimate of the $n$th value $\xi^{(n)}$ of the reordered time series if we determine the most probable value using the definition (2.9). Thus, the solution of

$$
\begin{equation*}
\left.\frac{\partial \pi_{n}(\eta)}{\partial \eta}\right|_{\eta=\xi^{(n)}}=0 \tag{3.185}
\end{equation*}
$$

yields the typical value $\xi^{(n)}$. Let us briefly demonstrate this technique. Differentiating (3.184) leads to

$$
\begin{align*}
\frac{1}{\pi_{n}(\eta)} \frac{\partial \pi_{n}(\eta)}{\partial \eta}= & (n-1) \frac{\partial \ln P_{<}(\eta)}{\partial \eta}+\frac{\partial \ln p_{\Delta t}(\eta)}{\partial \eta} \\
& +(N-n) \frac{\partial \ln P_{>}(\eta)}{\partial \eta} \tag{3.186}
\end{align*}
$$

This equation can be written as


Fig. 3.24. The rank-ordered absolute values of the logarithmic daily price fluctuations for various companies of the chemical industry sector (squares: BASF; circles: Bayer, up triangles: Degussa; down triangles: Henkel; total time interval $11 / 00-07 / 02$ ). The near equivalence of the curves suggests a widely common trading behavior with respect to this industrial sector.

$$
\begin{equation*}
\left[n-1-(N-1) P_{<}(\eta)\right]=P_{<}(\eta)\left[1-P_{<}(\eta)\right] \frac{\partial 1 / p_{\Delta t}(\eta)}{\partial \eta} \tag{3.187}
\end{equation*}
$$

In the case of an underlying Gaussian law, the absolute value of the righthand side is always less than 1 . Therefore, we get for large values of $n$ and $N$,

$$
\begin{equation*}
\phi\left(\frac{\xi^{(n)}}{\sigma}\right) \approx \frac{n}{N} \tag{3.188}
\end{equation*}
$$

where $\phi(x)$ is again the standard error function. On the other hand, a Lévy distribution with the asymptotic behavior $p_{\Delta t}(\xi) \sim C|\xi|^{-1-\gamma}$ leads to the relation

$$
\begin{equation*}
\xi^{(n)}=\left[\frac{C}{\gamma} \frac{N \gamma+1}{1+(N-n) \gamma}\right]^{1 / \gamma} \tag{3.189}
\end{equation*}
$$

for $N-n \ll N$. This is illustrated in Figure 3.24 for the rank distribution of price variations obtained from various assets and a fixed time difference as well as in Figure 3.25 for the rank distribution of the logarithmic price changes obtained from the euro/US dollar exchange rate for various time intervals $\Delta t$. For sufficiently long time intervals, we get a Gaussian behavior aside some few very large fluctuations. The rank-ordered distribution for daily price changes is an intermediate regime, which demonstrates again the crossover from the Lévy law to the Gaussian behavior for this time horizon.


Fig. 3.25. The rank-ordered absolute values of the logarithmic fluctuations of the euro/US dollar exchange rate, for 11/00-07/02 for various time horizons (from bottom to top: $\delta t=1,2,5,10,20,50,100$ trading days). The curves for $\delta t \geq 10$ can be fit very well by the inverse cumulative error function except for the region of large fluctuations $1-n / N<0.01$.

### 3.6.2 Partition Function Formalism

In the context of the rank-order statistics, we have formally introduced a separation of the allowed price changes in three parts. The three-piece scale consisted of the interval $[-\infty, \eta],[\eta, \eta+d \eta]$, and $[\eta+d \eta, \infty]$. Afterwards, we determined the probability $\pi_{n}(\eta)$ that the first interval contains $n-1$ observations, the middle interval contains one observation, and the last interval contains the remaining $N-n$ observations.

Now, we investigate a generalization. We introduce $M$ intervals $\left[\eta_{k-1}, \eta_{k}\right.$ ] with $k=1, \ldots, M$ and $\eta_{0}=-\infty$ and $\eta_{M}=\infty$. Then, we are able to calculate the probability $\pi\left(N_{1}, N_{2}, \ldots, N_{M}\right)$ that $N_{1}$ observations are located in the first interval, $N_{2}$ observations are located in the second interval, and so forth. A procedure similar to that used in the previous section leads to the formula

$$
\begin{equation*}
\pi\left(N_{1}, N_{2}, \ldots, N_{M}\right)=N!\prod_{k=1}^{M} \frac{\left(P_{k}\right)^{N_{k}}}{N_{k}!} \tag{3.190}
\end{equation*}
$$

with

$$
\begin{equation*}
P_{k}=\int_{\eta_{k-1}}^{\eta_{k}} d \xi p_{\Delta t}(\xi) \tag{3.191}
\end{equation*}
$$

For a better representation, we introduce the frequencies $f_{k}=N_{k} / N$. Then, the probability $\pi\left(N_{1}, N_{2}, \ldots, N_{M}\right)$ may be written as $\pi_{N}\left(f_{1}, f_{2}, \ldots, f_{M}\right)$ and we obtain instead of (3.190)

$$
\begin{equation*}
\pi_{N}\left(f_{1}, f_{2}, \ldots, f_{M}\right)=N!\prod_{k=1}^{M} \frac{\left(P_{k}\right)^{N f_{k}}}{\left(N f_{k}\right)!} \tag{3.192}
\end{equation*}
$$

with the constraint

$$
\begin{equation*}
\sum_{k=1}^{M} f_{k}=1 \tag{3.193}
\end{equation*}
$$

Considering that $N$ is very large, the expression may be simplified. Using Stirlings formula $x!\approx x^{x} \exp \{-x\}$, we arrive at

$$
\begin{equation*}
\pi_{N}\left(f_{1}, f_{2}, \ldots, f_{M}\right) \approx \exp \{-N K[P, f]\} \tag{3.194}
\end{equation*}
$$

where $K[P, f]$ is the so-called information gain, or the Kullback information [218, 219]

$$
\begin{equation*}
K[P, f]=\sum_{k=1}^{M} f_{k} \ln \left(\frac{f_{k}}{P_{k}}\right) \tag{3.195}
\end{equation*}
$$

which is related to Shannon's information entropy [188, 189, 190, 371]. A more precise calculation shows that the exponential function in (3.194) must be multiplied with an extra factor, which leads to the correction

$$
\begin{align*}
\frac{1}{N} \ln \pi_{N}\left(f_{1}, f_{2}, \ldots, f_{M}\right) \approx & -K[P, f] \\
& -\frac{1}{2 N} \sum_{k=1}^{m} \ln f_{k}+(1-m) \frac{\ln 2 \pi N}{2 N}+\ldots \\
= & -K[P, f]+o\left(N^{-1} \ln N\right) \tag{3.196}
\end{align*}
$$

Therefore, the probability distribution $\pi_{N}\left(f_{1}, f_{2}, \ldots, f_{M}\right)$ is completely dominated by the exponential for $N \rightarrow \infty$ so that the estimation (3.194) converges to the exact result, and the probability with which any given frequency distribution is realized is essentially determined by the Kullback information gain. The lower this quantity, the more likely is the frequency distribution. The information gain has the important property

$$
\begin{equation*}
K[P, f] \geq 0 \tag{3.197}
\end{equation*}
$$

where the equality sign holds if and only if $f_{k}=P_{k}$ for all $k$. In the absence of constraints other than the normalization condition (3.193), the most probable frequencies are obtained from the maximum likelihood approach. This method is equivalent to the minimization of

$$
\begin{equation*}
F=\sum_{k=1}^{M} f_{k} \ln \left(\frac{f_{k}}{P_{k}}\right)+\lambda\left[\sum_{k=1}^{M} f_{k}-1\right] \tag{3.198}
\end{equation*}
$$

with respect to the frequencies $f_{k}$, where $\lambda$ is the Lagrange multiplier fixing the normalization constraint. We obtain $f_{k}=P_{k} \exp \{-1-\lambda\}$ and $\lambda=-1$ due to (3.193). Hence, we recover the law of large numbers:

$$
\begin{equation*}
\lim _{N \rightarrow \infty} f_{k}=P_{k} \tag{3.199}
\end{equation*}
$$

The application of Lagrange multipliers is very useful in the improvement of estimated probability distribution functions in the presence of additional constraints. Let us assume $S$ constraints that take the form

$$
\begin{equation*}
\sum_{k=1}^{M} c_{k}^{(\alpha)} f_{k}=C^{(\alpha)} \quad \text { for } \quad \alpha=1, \ldots, S \tag{3.200}
\end{equation*}
$$

with arbitrary but fixed coefficients $c_{k}^{(\alpha)}$ and $C^{(\alpha)}$. The problem of finding the extremum of the probability distribution $\pi_{N}\left(f_{1}, f_{2}, \ldots, f_{M}\right)$ under the $S+1$ constraints (3.200) and (3.193) can be solved by using instead of (3.198) the generalized Lagrangian

$$
\begin{equation*}
\sum_{k=1}^{M} f_{k} \ln \left(\frac{f_{k}}{P_{k}}\right)+\lambda\left[\sum_{k=1}^{M} f_{k}-1\right]+\sum_{\alpha=1}^{S} \lambda^{(\alpha)}\left[\sum_{k=1}^{M} c_{k}^{(\alpha)} f_{k}-C^{(\alpha)}\right] \tag{3.201}
\end{equation*}
$$

with $S$ additional Lagrange multipliers $\lambda^{(\alpha)}$. The minimization of (3.201) now leads to $M$ equations

$$
\begin{equation*}
\ln \left(\frac{f_{k}}{P_{k}}\right)+1+\lambda+\sum_{\alpha=1}^{S} \lambda^{(\alpha)} c_{k}^{(\alpha)}=0 \tag{3.202}
\end{equation*}
$$

that can be readily solved for the most probable frequencies

$$
\begin{equation*}
f_{k}^{\star}=P_{k} \exp \left\{-1-\lambda-\sum_{\alpha=1}^{S} \lambda^{(\alpha)} c_{k}^{(\alpha)}\right\} \tag{3.203}
\end{equation*}
$$

In order to determine the Lagrange multipliers, we must substitute (3.203) into the constraints. In particular, the normalization condition yields

$$
\begin{equation*}
\exp \{1+\lambda\}=\sum_{k=1}^{M} P_{k} \exp \left\{-\sum_{\alpha=1}^{S} \lambda^{(\alpha)} c_{k}^{(\alpha)}\right\} \tag{3.204}
\end{equation*}
$$

It is now convenient to abbreviate the right-hand side by

$$
\begin{equation*}
Z\left(\lambda^{(1)}, \lambda^{(3)}, \ldots \lambda^{(S)}\right)=\sum_{k=1}^{M} P_{k} \exp \left\{-\sum_{\alpha=1}^{S} \lambda^{(\alpha)} c_{k}^{(\alpha)}\right\} \tag{3.205}
\end{equation*}
$$

which we will interpret as a partition function. In fact, many relations of classical thermodynamic equilibrium theory can be transferred onto the partition function formalism. For instance, the additional constraints may be written as

$$
\begin{equation*}
C^{(\alpha)}=-\frac{\partial \ln Z}{\partial \lambda^{(\alpha)}} \quad \text { for } \quad \alpha=1, \ldots, S \tag{3.206}
\end{equation*}
$$

corresponding to the thermodynamic equations of state. These nonlinear equations allow the determination of the Lagrange multipliers by numerical methods. The second-order derivatives form a positive-definite matrix. This follows immediately from

$$
\begin{equation*}
-\frac{\partial C^{(\alpha)}}{\partial \lambda^{(\beta)}}=\frac{\partial^{2} \ln Z}{\partial \lambda^{(\alpha)} \partial \lambda^{(\beta)}}=\sum_{k=1}^{M} c_{k}^{(\alpha)} c_{k}^{(\beta)} f_{k}-\sum_{k=1}^{M} c_{k}^{(\alpha)} f_{k} \sum_{l=1}^{M} c_{l}^{(\beta)} f_{l} \tag{3.207}
\end{equation*}
$$

The sum may be interpreted as an average using the statistical weights $f_{k}$. Thus, the right-hand side of (3.207) is a component of the covariance matrix $\overline{c^{(\alpha)} c^{(\beta)}}-\overline{c^{(\alpha)}} \overline{c^{(\beta)}}$, which is always positive-definite. In this sense, each term $-\partial C^{(\alpha)} / \partial \lambda^{(\beta)}$ is also a component of a positive-definite matrix. This allows the construction of various helpful inequalities similar to the thermodynamic inequalities. For example, the diagonal elements of a positive-definite matrix are always positive, so $\partial C^{(\alpha)} / \partial \lambda^{(\alpha)} \leq 0$. Furthermore, (3.207) implies the symmetry relation

$$
\begin{equation*}
\frac{\partial C^{(\alpha)}}{\partial \lambda^{(\beta)}}=\frac{\partial C^{(\beta)}}{\partial \lambda^{(\alpha)}} . \tag{3.208}
\end{equation*}
$$

We obtain the minimum Kullback information gain considering all given constraints if we replace $f_{k}$ by (3.203):


Fig. 3.26. Empirical frequency distribution of the logarithmic daily exchange rate for the euro/US dollar for $11 / 00-07 / 02$ ). The dotted curve is the corresponding Gaussian distribution, and the straight line corresponds to the improved probability distribution function minimizing the Kullback information gain under certain constraints; see the text.

$$
\begin{equation*}
K_{\min }=K\left[P, f^{\star}\right]=-\ln Z-\sum_{\alpha=1}^{S} \lambda^{(\alpha)} \sum_{k=1}^{M} c_{k}^{(\alpha)} f_{k}^{\star} . \tag{3.209}
\end{equation*}
$$

Let us use the concept of the partition function formalism for the computation of an appropriate distribution function. Suppose that we have a relatively short time series of daily price changes since the underlying asset is new to the market. However, we can determine an empirical probability distribution by constructing a histogram. This means that we divide the price scale in some intervals and collect all events falling in each of these intervals. The result is an empirical frequency distribution.

Furthermore, we can determine the first moments $m^{(n)}$ of this frequency distribution. Our hypothesis may be that the distribution function is an ideal Gaussian law with the trend $\tilde{\mu}=m^{(1)}$ and the variance $\sigma^{2}=m^{(2)}-\tilde{\mu}^{2}$.

As an example, let us study the distribution of the logarithmic price changes of the euro/US dollar exchange rate of 700 trading days (Figure 3.26). The whole price scale is divided into 30 equal intervals except the two infinitely large boundary intervals, which are chosen to be empty. A simple numerical standard fit procedure has $\tilde{\mu}=1.63 \times 10^{-4}$ and $\sigma=7.08 \times 10^{-3}$, which allows us to calculate the ideal distribution function and afterwards the probabilities $P_{k}$.

The Kullback information gain is now a good measure for the distance between the observed frequency distribution $f_{k}$ and the hypothetical proba-

Table 3.1. Moments and Lagrange multipliers corresponding to the probability distribution function of the daily euro/US dollar exchange rate for $11 / 00-07 / 02$.

| order $n$ | 1 | 2 | 3 | 4 |
| :--- | :---: | :---: | :---: | :---: |
| moments $m^{(n)}$ | $1.63 \times 10^{-4}$ | $5.03 \times 10^{-5}$ | $1.08 \times 10^{-7}$ | $7.92 \times 10^{-9}$ |
| Lagrange <br> multipliers $\lambda^{(n)}$ | 14.74 | $7.66 \times 10^{2}$ | $-9.76 \times 10^{4}$ | $-1.35 \times 10^{6}$ |

bility distribution function given by the $P_{k}$. In our concrete case, we obtain $K[P, f]=0.0256$.

In order to improve the hypothesis, we consider the constraints

$$
\begin{equation*}
\sum_{k=1}^{30}\left(\xi_{k}\right)^{n} f_{k}=m^{(n)} \quad \text { for } \quad \alpha=1, \ldots, 4 \tag{3.210}
\end{equation*}
$$

where $\xi_{k}$ is the center of the $k$ th interval and the $m^{(n)}$ are the empirically determined moments; see Table 3.1. The computation of the Lagrange multipliers using (3.205) and (3.206) is a numerically standard procedure.

The corresponding most likely distribution $f_{k}^{\star}$ (Figure 3.27) seems to be a better representation of the true probability distribution function than our original hypothesis. In fact, the Kullback information gain between the new hypothetical distribution function $f_{k}^{\star}$ and the empirical distribution function is now $K\left[f^{\star}, f\right]=0.021$. Inspecting Figure 3.27 , we find that the original


Fig. 3.27. Contributions to the Kullback information gain $f_{k} \ln \left(f_{k} / P_{k}\right)$ versus $\xi_{k}$ (striped bars) and $f_{k} \ln \left(f_{k} / f_{k}^{\star}\right)$ versus $\xi_{k}$ (empty bars). A noticeable reduction occurs mainly at the right tail.
hypothesis underestimates the tails, while the new hypothesis considers the effects of large fluctuations in an appropriate manner.

The maximum likelihood method provides also a simple framework to fit hypothetical distribution functions to empirically determined frequency distributions considering various constraints [82, 159, 242, 278, 408]. To this end, we have to consider a probability distribution function $p_{\Delta t}(\xi, \Theta)$, which is parametrized by a set $\Theta=\left\{\Theta_{1}, \ldots \Theta_{L}\right\}$ of $L$ free parameters. Thus, the probabilities $P_{k}$ depend also on these parameters, $P_{k}=P_{k}(\Theta)$, and the minimization of the Kullback information gain with respect to $\Theta$,

$$
\begin{equation*}
\frac{\partial K[P(\Theta), f]}{\partial \Theta_{i}}=0 \quad \text { for } \quad i=1, \ldots, L \tag{3.211}
\end{equation*}
$$

leads to an optimum probability distribution. This method can be extended also onto probability distributions with constraints.

### 3.6.3 The Cramér Theorem

The central limit theorem states that the Gaussian law is a good description of the center of the probability distribution function $p_{\Delta t}(\xi)$ for sufficiently long time intervals $\Delta t$. We have demonstrated that the range of the center increases with increasing time intervals but is always limited for finite $\Delta t$. A similar statement is valid for the generalized version of the central limit theorem regarding the convergence behavior of Lévy laws. Fluctuations exceeding the range of the center are denoted as large fluctuations.

Of course, large fluctuations are rare events. This can be seen intuitively in Figure 3.25. The behavior of possible large fluctuations is affected only partially or not at all by the predictions of the central limit theorem, so we should ask for an alternative description. We start our investigation from the general formula (3.29) for a single asset price and assume that the market is in a steady state. The characteristic function can also be calculated for an imaginary $k \rightarrow i z$ so that the Fourier transform becomes a Laplace transform

$$
\begin{equation*}
\hat{p}_{\delta t}(z)=\int d \xi p_{\delta t}(\xi) \exp \{-z \xi\} \tag{3.212}
\end{equation*}
$$

that holds under the assumption that the probability distribution function decays faster than an exponential for $|\xi| \rightarrow \infty$. We obtain again an algebraic relation for convolution of $N$ elementary probability distribution functions $p_{\delta t}(\xi)$ :

$$
\begin{equation*}
\hat{p}_{N \delta t}(z)=\left[\hat{p}_{\delta t}(z)\right]^{N} . \tag{3.213}
\end{equation*}
$$

On the other hand, we assume that for sufficiently large $N$, the probability density $p_{N \delta t}(\xi)$ may be written as

$$
\begin{equation*}
p_{N \delta t}(\xi)=\exp \left\{-N \mathcal{C}\left(\frac{\xi}{N}\right)\right\} \tag{3.214}
\end{equation*}
$$

where $\mathcal{C}(x)$ is the Cramér function [133, 225]. We will check by a construction principle whether such a function exists for the limit $N \rightarrow \infty$. To this end, we calculate the corresponding Laplace transform

$$
\begin{equation*}
\hat{p}_{N \delta t}(z)=N \int d x \exp \{-N[\mathcal{C}(x)+z x]\} \tag{3.215}
\end{equation*}
$$

by using the method of steepest descent. This method approximates the integral by the value of the integrand in a small neighborhood around its maximum $\tilde{x}$. The value of $\tilde{x}$ depends not on $N$ and is a solution of

$$
\begin{equation*}
\frac{\partial}{\partial x} \mathcal{C}(x)+z=0 \tag{3.216}
\end{equation*}
$$

With the knowledge of $\tilde{x}$, we can expand the Cramér function in powers of $x$ around $\tilde{x}$,

$$
\begin{equation*}
\mathcal{C}(x)+z x=\mathcal{C}(\tilde{x})+z \tilde{x}+\frac{1}{2} \frac{\partial^{2}}{\partial \tilde{x}^{2}} \mathcal{C}(\tilde{x})[x-\tilde{x}]^{2}+\ldots \tag{3.217}
\end{equation*}
$$

Note that the first-order term vanishes due to (3.216). Substituting (3.217) into (3.215), we obtain the integral

$$
\begin{align*}
\hat{p}_{N \delta t}(z)= & N \exp \{-N[\mathcal{C}(\tilde{x})+z \tilde{x}]\} \\
& \times \int d y \exp \left\{-N\left[\frac{1}{2} \frac{\partial^{2} \mathcal{C}(\tilde{x})}{\partial \tilde{x}^{2}} y^{2}+\ldots\right]\right\} \tag{3.218}
\end{align*}
$$

with $y=x-\tilde{x}$. The leading term in the remaining integral is a Gaussian law of width $\delta y \sim N^{-1 / 2}$. With respect to this width, all other contributions of the series expansion can be neglected for $N \rightarrow \infty$. Therefore, we focus here on the second-order term. The corresponding Gaussian integral exists if $\partial^{2} \mathcal{C} / \partial x^{2}>0$. In this case, we obtain

$$
\begin{equation*}
\hat{p}_{N \delta t}(z) \sim \sqrt{N /\left(\partial^{2} \mathcal{C}(\tilde{x}) / \partial \tilde{x}^{2}\right)} \exp \{-N[\mathcal{C}(\tilde{x})+z \tilde{x}]\} . \tag{3.219}
\end{equation*}
$$

For $N \rightarrow \infty$, the leading term of the characteristic function is given by

$$
\begin{equation*}
\hat{p}_{N \delta t}(z) \sim \exp \{-N[\mathcal{C}(\tilde{x})+z \tilde{x}]\} \tag{3.220}
\end{equation*}
$$

Combining (3.213), (3.220), and (3.216) we obtain the equations

$$
\begin{equation*}
\mathcal{C}(x)+z x+\ln \hat{p}_{\delta t}(z)=0 \quad \text { and } \quad \frac{\partial}{\partial x} \mathcal{C}(x)+z=0 \tag{3.221}
\end{equation*}
$$

which allow the determination of $\mathcal{C}(x)$. These two equations indicate that the Cramér function is the Legendre transform of $\ln \hat{p}_{\delta t}(z)$. Hence, in order to determine $\mathcal{C}(x)$ we must find the value of $z$ that corresponds to a given $\tilde{x}$. The differentiation of (3.221) with respect to $x$ leads to

$$
\begin{equation*}
\frac{\partial}{\partial x} \mathcal{C}(x)+z+x \frac{\partial z}{\partial x}+\frac{\partial \ln \hat{p}_{\delta t}(z)}{\partial z} \frac{\partial z}{\partial x}=\left[x+\frac{\partial \ln \hat{p}_{\delta t}(z)}{\partial z}\right] \frac{\partial z}{\partial x}=0 \tag{3.222}
\end{equation*}
$$

Because $\partial z / \partial x=-\partial^{2} \mathcal{C}(x) / \partial x^{2}<0$ (see above), we find the relation

$$
\begin{equation*}
x=-\frac{\partial \ln \hat{p}_{\delta t}(z)}{\partial z} \tag{3.223}
\end{equation*}
$$

from which we can calculate $z=z(x)$. Having $\mathcal{C}(x)$, the Cramér theorem reads

$$
\begin{equation*}
p_{N \delta t}(\xi)=\exp \left\{-N \mathcal{C}\left(\frac{\xi}{N}\right)\right\} \quad \text { for } \quad N \rightarrow \infty \tag{3.224}
\end{equation*}
$$

This theorem describes large fluctuations outside of the central region of $\hat{p}_{N \delta t}(\xi)$. The central region is defined by the central limit theorem, which requires $\xi \sim N^{\alpha}$ with $\alpha<1$; see (3.54) and (3.55). Thus, the central region collapses to the origin in the Cramér theorem.

But outside of the center, we have $|\xi| / N>0$. Obviously, the scaling of the variables differs between the central limit theorem and the Cramér theorem. While the rescaling $\xi \rightarrow \xi / \sqrt{N}$ leads to the form-stable Gaussian behavior of $p_{N \delta t}(\xi)$ in the limit $N \rightarrow \infty$, the rescaling $\xi / N$ yields another kind of form stability concerning the expression $N^{-1} \ln p_{N \delta t}(\xi)$.

Furthermore, the properties of the initial elementary probability distribution disappear close to the center for $N \rightarrow \infty$. Therefore, the central limit theorem describes a universal phenomenon. The Cramér function conserves the properties of the elementary probability distribution functions due to (3.221) so that the large fluctuations show no universal behavior.

### 3.6.4 Extreme Fluctuations

Large fluctuations are a key point in the description of statistical properties of stock prices. However, the quantitative analysis is very difficult and requires extremely large databases [154, 155, 243]. The Cramér theorem provides a concept for the treatment of large fluctuations as a sum of an infinite number of successive price changes. This limit corresponds to large time intervals $\Delta t=N \delta t$, while the rescaled price fluctuations $\xi / N \sim \xi / \Delta t$ remain finite.

Another important regime that is of interest for the analysis of highfrequency data is the extreme fluctuation regime [136]. Here, we have to deal with finite $N$ but $\xi / N \rightarrow \infty$.

In order to quantify this class of fluctuations, we start again from (3.29) and assume one asset and a stationary market. Because the regime of extreme fluctuations is characterized by small $N$ and therefore by short timescales, the assumption of stationarity is justifiable. But the second necessary condition, namely the independence of successive observations, requires special attention.

We use the representation $p_{\delta t}(\xi)=\exp \{-f(\xi)\}$ and obtain

$$
\begin{equation*}
p_{N \delta t}(\xi)=\int \prod_{j=1}^{N} d \xi^{(j)} \delta\left(\xi-\sum_{j=1}^{N} \xi^{(j)}\right) \exp \left\{-\sum_{j=1}^{N} f\left(\xi^{(j)}\right)\right\} \tag{3.225}
\end{equation*}
$$

For simplicity, we restrict ourselves to the case of an extreme positive fluctuation $\xi \rightarrow+\infty$. We now have now two possibilities. On the one hand, the asymptotic behavior of the function $f(\xi)$ can be concave. Then, we have $f(x)+f(y)>f(x+y)$ so that the dominant contributions to (3.225) are obtained from configurations with all fluctuations very small except one extreme fluctuation almost equal to $\xi$. Therefore, we get

$$
\begin{equation*}
\ln p_{N \delta t}(\xi) \sim \ln p_{\delta t}(\xi) \sim-f(\xi) \tag{3.226}
\end{equation*}
$$

On the other hand, if the asymptotic behavior of $f(\xi)$ is convex, $f(x)+f(y)<f(x+y)$, the minimum of the exponentials is given by the symmetric configuration $\xi^{(k)}=\xi / N$ for all $k=1, \ldots, N$. The convexity condition requires a global minimum of the sum of all exponentials in (3.225) so that

$$
\begin{equation*}
\sum_{j=1}^{N} f\left(\xi^{(j)}\right) \geq N f\left(\frac{\xi}{N}\right) \tag{3.227}
\end{equation*}
$$

We apply again the method of the steepest descent. To do this, we introduce the deviations $\delta \xi^{(k)}=\xi^{(k)}-\xi / N$ and expand the sum in (3.227) around its minimum,

$$
\begin{equation*}
\sum_{j=1}^{N} f\left(\xi^{(j)}\right)=N f\left(\frac{\xi}{N}\right)+\frac{1}{2} f^{\prime \prime}\left(\frac{\xi}{N}\right) \sum_{j=1}^{N}\left(\delta \xi^{(j)}\right)^{2}+o\left(|\delta \xi|^{3}\right) \tag{3.228}
\end{equation*}
$$

where we have used the constraint $\delta \xi^{(1)}+\delta \xi^{(2)}+\ldots+\delta \xi^{(N)}=0$. We substitute this expression into (3.225). Then, with the assumption of convexity, $f^{\prime \prime}(\xi / N)>0$, the integral (3.225) can be estimated. We get the leading term

$$
\begin{equation*}
p_{N \delta t}(\xi) \sim \exp \left\{-N f\left(\frac{\xi}{N}\right)\right\} \tag{3.229}
\end{equation*}
$$

This approximative result approaches the true value for $\xi / N \rightarrow \infty$. Apparently, (3.229) and (3.214) are identical expressions. But we should remember that (3.214) holds for $N \rightarrow \infty$ but finite $\xi / N$, while (3.229) requires $\xi / N \rightarrow \infty$. However, the Cramér function $\mathcal{C}(x)$ becomes equal to $f(x)$ for $x \rightarrow \infty$.

In summary, the knowledge of the tails of an elementary probability distribution $p_{\delta t}(\xi)$ of logarithmic price changes allows the determination of the tails of the probability distribution function $p_{N \delta t}(\xi)$ via

$$
\begin{equation*}
p_{N \delta t}(\xi) \sim\left[p_{\delta t}\left(\frac{\xi}{N}\right)\right]^{N} \tag{3.230}
\end{equation*}
$$

Therefore, we are also able to determine the probability distribution of extreme returns that are connected with the logarithmic price changes via $\xi(t)=\ln (R(t)+1)=\ln r(t)$.

The sum of $N$ successive price changes $\xi\left(t_{1}\right)+\xi\left(t_{2}\right)+\ldots+\xi\left(t_{N}\right)$ with $t_{n+1}=t_{n}+\delta t$ is equivalent to the product $r\left(t_{1}\right) r\left(t_{2}\right) \ldots r\left(t_{N}\right)$. Hence, the probability distribution of extreme returns is given by

$$
\begin{equation*}
p_{N \delta t}(r) \sim\left[p_{\delta t}\left(r^{1 / N}\right)\right]^{N} \tag{3.231}
\end{equation*}
$$

This expression has a very natural interpretation. The tail of the probability density $p_{N \delta t}(r)$ is controlled by the realizations where all terms in the product are of the same order. Therefore, the probability for an extremely large return over the time interval $N \delta t$ is just the product of the $N$ elementary distribution functions, with each of their arguments being equal to the common value $r^{1 / N}$.

### 3.6.5 A Mechanism for Extreme Price Changes

As mentioned above, the observation of the very rare extreme fluctuations requires large databases. Therefore, the time distance $\Delta t$ between successive observations is necessarily small. Usually, the price fluctuations are analyzed over fixed but relatively short time intervals $\Delta t$. But also on these short timescales, each fluctuation is made up of more elementary fluctuations. Suppose that the elementary events of asset prices are single transactions. This assumption is correct with respect to time series obtained on a tick-bytick frequency, including every quote or transaction price of the market.

A further divisibility is impossible without an essential extension of the set of relevant degrees of freedom. We should not expect that the short time differences between neighboring data points are still above the Markov horizon. Thus, memory effects may become important. Usually, these effects dominate the center of the probability distribution function of price changes. In the context of extreme fluctuations, we may neglect the memory. In a similar way, we can argue that the market is in a steady state.

Let us assume that the logarithmic price changes of single transactions are randomly distributed with a certain probability distribution function $p_{0}(\xi)$ while the random price changes $\xi_{n}=\xi^{(n)}+\xi^{(2)}+\ldots+\xi^{(n)}$ after $n$ transactions are defined by the probability distribution function $p_{n}(\xi)$. In particular, the extreme fluctuations describing the tails of the probability density are given by $p_{n}(\xi) \sim p_{0}(\xi / n)^{n}$.

The tick-by-tick series are irregularly spaced because the market ticks arrive at random times. Thus, the number of ticks per time interval is $\Delta t$, a random number. Since the individual transactions occur randomly, this number is Poisson distributed,

$$
\begin{equation*}
\pi_{n}=\frac{\lambda^{n}}{n!} \mathrm{e}^{-\lambda} \tag{3.232}
\end{equation*}
$$

with $\lambda$ the average number of ticks per time interval $\Delta t$. It then follows that the unconditional probability distribution function of extreme logarithmic price changes per time interval $\Delta t$ is given by

$$
\begin{equation*}
p_{\Delta t}(\xi) \sim \sum_{n=0}^{\infty} p_{n}\left(\xi_{n}\right) \frac{1}{n!} \lambda^{n} \mathrm{e}^{-\lambda} \sim \sum_{n=0}^{\infty}\left[\lambda p_{0}\left(\frac{\xi}{n}\right)\right]^{n} \frac{1}{n!} \tag{3.233}
\end{equation*}
$$

We use $\lambda p_{0}(\xi)=\exp \{-f(\xi)\}$ and the Stirling formula in order to obtain

$$
\begin{align*}
p_{\Delta t}(\xi) & \sim \sum_{n=0}^{\infty} \exp \left\{-\left[n f\left(\frac{\xi}{n}\right)+n(\ln n-1)\right]\right\} \\
& \sim \sum_{n=0}^{\infty} \exp \{-F(\xi, n)\} \tag{3.234}
\end{align*}
$$

The main problem is to calculate the sum for sufficiently large $\xi$. To do this, we apply again the method of steepest descent. The main contributions to the sum in (3.234) stem from the minimum of $F(\xi, n)$. The corresponding value $n^{\star}$ of $n$ is defined by the equation

$$
\begin{equation*}
\left.\frac{\partial F}{\partial n}\right|_{n=n^{\star}}=f\left(\frac{\xi}{n^{\star}}\right)+\ln n^{\star}-\frac{\xi}{n^{\star}} f^{\prime}\left(\frac{\xi}{n^{\star}}\right)=0 . \tag{3.235}
\end{equation*}
$$

The second derivative at the minimum point is given by

$$
\begin{equation*}
\left.\frac{\partial^{2} F}{\partial n^{2}}\right|_{n=n^{\star}}=\frac{1}{n^{\star}}\left[1+\left(\frac{\xi}{n^{\star}}\right)^{2} f^{\prime \prime}\left(\frac{\xi}{n^{\star}}\right)\right]>0 \tag{3.236}
\end{equation*}
$$

so that $n^{\star}$ is a real minimum if the convexity condition is satisfied. Thus, we obtain

$$
\begin{equation*}
p_{\Delta t}(\xi) \sim \exp \left\{-F\left(\xi, n^{\star}\right)\right\}=\exp \left\{n^{\star}\left[1-\frac{\xi}{n^{\star}} f^{\prime}\left(\frac{\xi}{n^{\star}}\right)\right]\right\} \tag{3.237}
\end{equation*}
$$

The minimum value $n^{\star}$ follows from the equation (3.235). We introduce the variable $w=\xi / n^{\star}$. Thus, we get

$$
\begin{equation*}
f(w)-w f^{\prime}(w)-\ln w=-\ln \xi \tag{3.238}
\end{equation*}
$$

This equation allows the determination of $w$ as a function of $\xi$ if the function $f(w)$ is known. Usually, that is not the case. Therefore, we solve (3.238) in terms of a perturbation theory. To do this, we focus on an analysis of the fluctuations $\xi$ around a certain value, say $\xi_{0}$, by setting $\ln \xi=\ln \xi_{0}+\varepsilon$ with $\varepsilon \ll \ln \xi_{0}$. Then, we may solve the unperturbed equation

$$
\begin{equation*}
f\left(w_{0}\right)-w_{0} f^{\prime}\left(w_{0}\right)-\ln w_{0}=-\ln \xi_{0} \tag{3.239}
\end{equation*}
$$

from which we obtain the unperturbed minimum point $n_{0}^{\star}=\xi_{0} / w_{0}\left(\xi_{0}\right)$. The first-order correction follows by substituting $w=w_{0}+\delta w$ into (3.238) and expanding this equation up to first order in $\delta w$. Thus, we obtain the solution

$$
\begin{equation*}
\delta w=\frac{w_{0} \varepsilon}{1+w_{0}^{2} f^{\prime \prime}\left(w_{0}\right)} \tag{3.240}
\end{equation*}
$$

Furthermore, we get for $F\left(\xi, n^{\star}\right)$ up to first order in $\delta w \sim \ln \varepsilon=\ln \left(\xi / \xi_{0}\right)$

$$
\begin{equation*}
F\left(\xi, n^{\star}\right)=\xi\left[\frac{w_{0} f^{\prime}\left(w_{0}\right)-1}{w_{0}}+\frac{\ln \left(\xi / \xi_{0}\right)}{w_{0}}\right] \tag{3.241}
\end{equation*}
$$

SO

$$
\begin{equation*}
p_{\Delta t}(\xi) \sim \exp \left\{-\xi \frac{w_{0} f^{\prime}\left(w_{0}\right)-1+\ln \left(\xi / \xi_{0}\right)}{w_{0}}\right\} \tag{3.242}
\end{equation*}
$$

This is a remarkable result: for sufficiently large $\xi_{0}$ and therefore large $w_{0}$, the probability distribution function can mimic an exponential decay very well over a wide region $\xi^{-}<\xi<\xi^{+}$with $\left|\ln \left(\xi^{ \pm} / \xi_{0}\right)\right| \sim w_{0} f^{\prime}\left(w_{0}\right)$. In other words, the extreme fluctuations in the tails of the probability distribution function of price changes may be approximately described by a leading term $p_{\Delta t}(\xi) \sim \exp \{-g \xi\}$. This behavior is precisely what is expected for the tails of a truncated probability distribution function. We remark that the occurrence of an exponential decay is independent of the concrete structure of the elementary probability distribution function $p_{0}(\xi)$.

In order to describe the tails of the distribution function of returns, we use the relation $\ln r=\xi$ with $r=R+1$. Hence, we arrive at

$$
\begin{equation*}
p_{\Delta t}(r) \sim r^{-1-g-\beta(r)} \sim R^{-1-g-\beta(R)} \quad \text { for } \quad r, R \rightarrow \infty \tag{3.243}
\end{equation*}
$$

with the constant exponent $g=\left(w_{0} f^{\prime}\left(w_{0}\right)-1\right) / w_{0}$ and the slowly varying quantity $\beta(r)=\ln \left(\ln r / \ln r_{0}\right) / w_{0}$. Obviously, the probability distribution functions of extreme returns approach a power law over a wide region, in agreement with various studies [154].

### 3.7 Memory Effects

### 3.7.1 Time Correlation in Financial Data

In the previous chapters, we assumed that the time difference between successive price observations is above the Markov horizon. Then, we were able to use the separation (3.20) representing the probability of the occurrence of a complete time series $\left\{\xi\left(t_{1}, \delta t\right), \ldots, \xi\left(t_{N}, \delta t\right)\right\}$ as a product of single probabilities. Let us now analyze whether such an assumption is justifiable or whether we have to deal with the more general formulation (3.10).

To this end, we restrict ourselves to the evolution of a single stock. The extension onto a multivariable price vector is always possible. We expect that deviations from the Markov behavior occur at relatively short timescales. Since the empirical detection of possible correlation effects requires a relatively small time window of high-frequency data, we may assume a stationary financial market during the observation. This assumption is supported by the fact that the investigation of high-frequency data allows us to extend the analysis of correlation effects over a large number of points in time even if the total time interval over which the data are analyzed is not very long.

The independence of the logarithmic price changes of stocks or other financial assets is typically investigated by analyzing various autocorrelation functions (2.102). A standard quantity is the autocorrelation function (2.103), which reads for a single asset

$$
\begin{equation*}
C\left(t, t^{\prime} ; \delta t\right)=C\left(t-t^{\prime} ; \delta t\right)=\overline{\xi(t, \delta t) \xi\left(t^{\prime}, \delta t\right)}-\overline{\xi(t, \delta t)} \overline{\xi\left(t^{\prime}, \delta t\right)} \tag{3.244}
\end{equation*}
$$

where we have used explicitly the stationarity assumption. In this expression, the effects of a possible trend are eliminated. If we consider relatively short timescales $\delta t$, the trend $\overline{\xi(t, \delta t)}=\bar{\xi}(\delta t)$ is also of an order of magnitude $\delta t$ (see $(3.63))$ so that the second term in (3.244) is proportional to $\delta t^{2}$. Therefore, this term may be neglected in the case of high-frequency data (i.e., small $\delta t$ ), and (3.244) reduces to the simpler autocorrelation function

$$
\begin{equation*}
F\left(t, t^{\prime} ; \delta t\right)=F\left(t-t^{\prime} ; \delta t\right)=\overline{\xi(t, \delta t) \xi\left(t^{\prime}, \delta t\right)} \tag{3.245}
\end{equation*}
$$

Another important remark is that the autocorrelation function depends on two timescales, $\delta t$ and $t-t^{\prime}$. Therefore, one must be very careful in comparing correlation functions that are obtained from various observations and in extracting general conclusions. Formally, we obtain from (2.102)

$$
\begin{equation*}
F\left(t-t^{\prime} ; \delta t\right)=\int d \xi d \xi^{\prime} p_{\delta t}\left(\xi, t ; \xi^{\prime}, t^{\prime}\right) \xi \xi^{\prime} \tag{3.246}
\end{equation*}
$$

so that a theoretical determination of the autocorrelation requires the knowledge of the joint probability $p_{\delta t}\left(\xi, t ; \xi^{\prime}, t^{\prime}\right)$. This probability distribution function is obtainable by integrating the general joint probability (3.10) over all variables not of interest.

If the price changes at different times $t$ and $t^{\prime}$ are independent, the joint probability separates $p_{\delta t}\left(\xi, t ; \xi^{\prime}, t^{\prime}\right)=p_{\delta t}(\xi, t) p_{\delta t}\left(\xi^{\prime}, t^{\prime}\right)$ and the autocorrelation function is of an order of magnitude $F\left(t-t^{\prime} ; \delta t\right) \sim \delta t^{2} \rightarrow 0$. On the other hand, we find that for $t=t^{\prime}$ the autocorrelation function is equivalent to the variance $F(0 ; \delta t)=\sigma$. Such a peak structure indicates independence between successive observations of price changes.

Empirical investigations show that the correlation functions decay relatively fast. The decay is characterized by a correlation time much shorter than a trading day. Typically, one observes a correlation function that may be fitted by an exponential decay [253]

$$
\begin{equation*}
F\left(t-t^{\prime} ; \delta t\right) \sim \exp \left\{-\frac{\left|t-t^{\prime}\right|}{\tau_{\text {char }}}\right\} \tag{3.247}
\end{equation*}
$$

where the characteristic time $\tau_{\text {char }}$ is of an order of magnitude $10^{0}-10^{2}$ minutes. We conclude from (3.247) that the financial data have a Markov horizon of $\delta t_{\text {Markov }} \sim \tau_{\text {char }}$.

The Fourier transform of the autocorrelation function is the spectral function (2.106). In particular, we obtain from (3.247)

$$
\begin{equation*}
S(\omega) \sim \frac{\tau_{\text {char }}}{1+\omega^{2} \tau_{\text {char }}^{2}} \tag{3.248}
\end{equation*}
$$

with the asymptotic behavior $S(\omega) \sim \omega^{-2}$ for large $\omega$. That is the typical behavior that one observes for the price changes of stocks [251]. Various empirical observations [253] support the $\omega^{-2}$ decay, which is in agreement with the hypothesis that the stochastic dynamics of the logarithmic price changes may be described by a Wiener process corresponding to a random walk in the price space.

Another powerful test in detecting the presence of correlations is the investigation of the variance $\sigma$ of an individual asset price as a function of the time $\Delta t$ between successive price observations. For small time intervals $\Delta t$, the variance can be estimated by the second moment

$$
\begin{equation*}
\sigma^{2}(\Delta t) \approx \overline{\xi(t, \Delta t)^{2}} \tag{3.249}
\end{equation*}
$$

of the logarithmic price fluctuations. This quantity is directly connected to the autocorrelation function. We demonstrate this connection using the divisibility of the logarithmic price changes,

$$
\begin{equation*}
\xi(t, \Delta t)=\sum_{n=0}^{N-1} \xi(t+n \delta t, \delta t) \tag{3.250}
\end{equation*}
$$

with $\Delta t=N \delta t$. Thus, we obtain

$$
\begin{align*}
\sigma^{2}(\Delta t) & =\sum_{n, m=0}^{N-1} \overline{\xi(t+n \delta t, \delta t) \xi(t+m \delta t, \delta t)} \\
& =\sum_{n, m=0}^{N-1} F(\delta t(n-m) ; \delta t) \approx \frac{2}{\delta t^{2}} \int_{0}^{\Delta t} d t \int_{0}^{t} d t^{\prime} F\left(t-t^{\prime} ; \delta t\right) \tag{3.251}
\end{align*}
$$

For $\Delta t \gg \delta t_{\text {Markov }}$, the main contributions of the autocorrelation function $F\left(t-t^{\prime} ; \delta t\right)$ to this integral come from a small stripe $\left|t-t^{\prime}\right| \leq \delta t_{\text {Markov }}$ so that $\sigma^{2} \sim \Delta t$. In fact, the empirical behavior detected in financial data is welldescribed by a power law $\sigma \sim \Delta t^{1 / 2}$ in the time window from approximately $10^{0}-10^{2}$ trading minutes to $10^{2}$ trading days [88, 251].

However, we observe a superdiffusive regime $\sigma \sim \Delta t^{\beta}$ with $\beta \approx 0.8$ below the Markov horizon, $\Delta t \leq \delta t_{\text {Markov }}$. This anomalous behavior may be explained by the fact that financial time series have a memory of only a few minutes.

We should remember that the majority of our considerations were based on the assumption that the financial market is in a steady state. As discussed above, the existence of stationarity plays no essential role at very short time intervals. A similar statement holds also for very long time intervals due to the validity of the central limit theorem.

However, the type of stationarity that would be possible for this regime is at best asymptotic stationarity. But because of the small number of available data with respect to the price changes $\xi(t, \delta t)$ over long time horizons $\delta t$, it cannot be decided whether these price changes are already controlled by an asymptotic stationary process.

In the intermediate range between these two regimes, the assumption of stationarity can lead to real problems. These problems become recognizable by inspecting the empirical moving volatility $\sigma(t, T, \delta t)$ obtained from (3.15) or (3.16). In spite of the use of an apparently suitable moving time window $T$, these quantities show considerable variations.

As discussed above, the trend $\overline{\xi(t, \delta t)}$, which may be estimated by the moving mean value of logarithmic price fluctuations (3.14), is strongly affected by underlying economic and social processes. But this quantity may be eliminated from the dynamics of the financial market by using the reduced fluctuations $\hat{\xi}(t, \delta t)=\xi(t, \delta t)-\overline{\xi(t, \delta t)}$. This means that we can speak about an ideal financial market in a wider sense if all moments constructed from these quantities are time-independent.

The obvious fluctuations of the volatility lead to a further step generalizing the term stationary. This step consists of the introduction of additional random processes. For instance, a typical model is given by the Ito stochastic differential equations

$$
\begin{equation*}
d \hat{\xi}=\sigma d W_{1} \quad \text { and } \quad d \sigma=g(\sigma, \hat{\xi}) d t+h(\sigma, \hat{\xi}) d W_{2} \tag{3.252}
\end{equation*}
$$

with two independent Wiener processes $d W_{1}$ and $d W_{2}$ and with two functions $g(\sigma, \hat{\xi})$ and $h(\sigma, \hat{\xi})$ describing possible drift and diffusion effects related to the volatility $\sigma$.

Such models are frequently used in financial mathematics [180, 241, 368]. The merit of these models is that the stationarity may be conserved in a wider sense although the actual volatility is a fluctuating quantity. The problem is that we have to deal with two independent degrees of freedom, $\hat{\xi}$ and $\sigma$. We point out that (3.252) describes a pure model on the basis of empirical experience.

The stochastic behavior of the volatility and therefore the correlation function $\overline{\sigma(t) \sigma\left(t^{\prime}\right)}$ depend on the functions $g(\sigma, \hat{\xi})$ and $h(\sigma, \hat{\xi})$. As mentioned in subsection 3.3.3, the Wiener processes are connected to the price fluctuations by various economic factors [337], or rather economic-psychological factors. Therefore, we may interpret (3.252) in such a manner that the presence of volatility fluctuations in real markets suggests that there might be some other fundamental economic and financial processes in addition to those controlling the price changes directly. In order to estimate the randomness of these additional processes, we analyze the empirical correlation function of the moving volatility

$$
\begin{align*}
C_{\mathrm{vola}}\left(t-t^{\prime} ; T, \delta t\right)= & \langle\sigma(t, T, \delta t) \sigma(t, T, \delta t)\rangle \\
& -\langle\sigma(t, T, \delta t)\rangle\langle\sigma(t, T, \delta t)\rangle \tag{3.253}
\end{align*}
$$

where we must consider three different timescales: the time difference $\delta t$ between successive observations, the width of the time window $T$, and the difference $t-t^{\prime}$. Besides (3.253), other characteristic quantities are also used for an estimation of the volatility fluctuations, such as the average over the
absolute values of the price changes in an appropriate time window, and quantities obtained from various kinds of maximum likelihood methods [296].

Typically, the autocorrelation function of the volatility shows a pronounced power law decay $[76,237,238,303,323]$. For instance, the autocorrelation function for the fluctuations of the absolute values of the S\&P 500 price changes can be fitted by a power law decay $\left|t-t^{\prime}\right|^{-\nu}$ with a characteristic exponent $\nu \sim 1 / 3$ in the time interval from approximately $10^{0}$ to $10^{2}$ trading days [238]. Other studies [237, 238, 252] on the spectral function are consistent with the results obtained from the analysis of the autocorrelation functions. All of these observations support the hypothesis that the fundamental processes mentioned above that controll the volatility are long-range-correlated.

It should be remarked that the values of the autocorrelation function of the volatility fluctuations $C_{\text {vola }}\left(t-t^{\prime} ; T, \delta t\right)$ for $\left|t-t^{\prime}\right|>0$ are relatively small in comparison with the standard deviation of the volatility $C_{\text {vola }}(0 ; T, \delta t)$. This and the fact that the definition of the volatility correlation function usually requires higher joint probability distribution functions, such as the two-point distribution used in (3.246), indicate that the long-time correlations are not necessarily in contradiction to the pairwise independence of the logarithmic price changes discussed above. Rather, these fluctuations contain information about the character of the stationarity of the market.

We remark that our discussion suggests that the price changes cannot be described completely by a stationary stochastic process in a strict sense since the volatility is a time-dependent quantity in real financial markets. Under certain conditions, the strict steady state concept is a reasonable approximation that may be helpful for the discussion of many financial problems. But, in general, one should expect deviations from this ideal behavior.

### 3.7.2 Ultrashort Timescales

Nonlinear Fokker-Planck Equation. The time evolution of an arbitrary asset price may be described by the use of the conditional probability $p\left(x, t \mid x_{0}, t_{0}\right)$ with $x=\ln X$. As we have already discussed, a possible trend can be neglected on sufficiently short timescales. A general description of the probability distribution function of the asset price is formally possible in terms of the Nakajima-Zwanzig equation (2.50). This equation reads in our special case

$$
\begin{align*}
\frac{\partial p\left(x, t \mid x_{0}, t_{0}\right)}{\partial t}= & -\hat{M} p\left(x, t \mid x_{0}, t_{0}\right) \\
& +\int_{t_{0}}^{t} d t^{\prime} \hat{K}\left(t-t^{\prime}\right) p\left(x, t^{\prime} \mid x_{0}, t_{0}\right) \tag{3.254}
\end{align*}
$$

This expression is an exact formulation of the time evolution of the probability $p\left(x, t \mid x_{0}, t_{0}\right)$. The general problem is, however, that the frequency
operator $\hat{M}$ and the memory kernel $\hat{K}$ are indefinable because they contain the dynamics of all other degrees of freedom. At least, we want to attempt to estimate these quantities using our knowledge of financial systems and the dynamics of complex systems.

The memory term describes the feedback of the price evolution with its own history. In order to derive a possible functional structure of the memory kernel, we formally introduce the price density $g(x, t)=\delta(x-\ln X(t))$, where $X(t)$ is the asset price as a function of the time $t$. Obviously, the joint probability density $p\left(x, t ; x_{0}, t_{0}\right)$ is equivalent to the correlation function $\overline{g(x, t) g\left(x_{0}, t_{0}\right)}$, where the average procedure includes all allowed price trajectories. On the other hand, the time-dependent field $g(x, t)$ may be interpreted as a set of relevant variables $G_{x}(t)$ labeled by the logarithmic price $x$. The evolution of these quantities is described by a system of MoriZwanzig equations (2.121),

$$
\begin{equation*}
\frac{\partial G_{x}(t)}{\partial t}=\sum_{x^{\prime}} \Omega_{x x^{\prime}} G_{x^{\prime}}(t)+\sum_{x^{\prime}} \int_{t_{0}}^{t} K_{x x^{\prime}}\left(t-t^{\prime}\right) G_{x^{\prime}}\left(t^{\prime}\right) d t^{\prime}+f_{x}(t) \tag{3.255}
\end{equation*}
$$

where we have assumed that the market is stationary. As discussed in subsection 2.7.1, these equations are also exact relations connecting the dynamics of the relevant quantities $G_{x^{\prime}}(t)$ to the dynamics of all other degrees of freedom, which are collected in the time-dependent residual forces $f_{x}(t)$. The frequency matrix $\Omega_{x x^{\prime}}$ is given by (2.115), while the memory term is defined as a normalized correlation matrix $(2.123)$ of the residual forces $f_{x}(t)$,

$$
\begin{equation*}
K_{x x^{\prime}}\left(t-t^{\prime}\right)=-\sum_{x^{\prime \prime}} H_{x x^{\prime \prime}} \overline{f_{x^{\prime \prime}}(t) f_{x^{\prime}}\left(t^{\prime}\right)} \tag{3.256}
\end{equation*}
$$

see (2.123). Note that the matrix $H$ is defined by

$$
\begin{equation*}
\sum_{x^{\prime \prime}} H_{x x^{\prime \prime}} \overline{G_{x^{\prime \prime}}(t) G_{x^{\prime}}(t)}=\delta_{x x^{\prime}} \tag{3.257}
\end{equation*}
$$

An important relation between the relevant variables and the residual forces is the orthogonality relation (2.119) ,

$$
\begin{equation*}
\overline{G_{x}\left(t_{0}\right) f_{x^{\prime}}(t)}=0 \tag{3.258}
\end{equation*}
$$

where $t_{0}$ is the initial time with respect to (3.255). This property allows the determination of the evolution equation for the correlation functions $\overline{G_{x}(t) G_{x_{0}}\left(t_{0}\right)}$ from (3.255) as demonstrated in (2.127). Because

$$
\begin{equation*}
p\left(x, t ; x_{0}, t_{0}\right)=\overline{g(x, t) g\left(x_{0}, t_{0}\right)}=\overline{G_{x}(t) G_{x_{0}}\left(t_{0}\right)} \tag{3.259}
\end{equation*}
$$

and $p\left(x, t ; x_{0}, t_{0}\right)=p\left(x, t \mid x_{0}, t_{0}\right) p\left(x_{0}, t_{0}\right)$ (see (2.56)), we reproduce the Nakajima-Zwanzig equation introduced above:

$$
\frac{\partial p\left(x, t \mid x_{0}, t_{0}\right)}{\partial t}=\sum_{x^{\prime}} \Omega_{x x^{\prime}} p\left(x, t \mid x_{0}, t_{0}\right)
$$

$$
\begin{equation*}
+\sum_{x^{\prime}} \int_{t_{0}}^{t} K_{x x^{\prime}}\left(t-t^{\prime}\right) p\left(x, t \mid x_{0}, t_{0}\right) d t^{\prime} \tag{3.260}
\end{equation*}
$$

Now, we are able to estimate the memory kernel $K_{x x^{\prime}}\left(t-t^{\prime}\right)$. Obviously, the quantities $G_{x}(t)$ form a set of orthogonal quantities due to

$$
\begin{align*}
\overline{G_{x}(t) G_{x^{\prime}}(t)} & =\overline{g(x, t) g\left(x^{\prime}, t\right)}=\overline{\delta(x-\ln X(t)) \delta\left(x^{\prime}-\ln X(t)\right)} \\
& \sim \delta\left(x-x^{\prime}\right) \sim \delta_{x x^{\prime}} \tag{3.261}
\end{align*}
$$

Considering (3.257), we get immediately $H_{x x^{\prime}} \sim \delta_{x x^{\prime}}$. Furthermore, we separate the residual forces into a fast part $f_{x}^{\text {fast }}(t)$ and a slow part $f_{x}^{\text {slow }}(t)$.

The fast part represents, for example, the contributions of random buying decisions while the collective dynamics of the whole financial market are hidden behind the slowly varying forces. For instance, the permanent occurrence of combined buy and sell orders leads to a feedback between individual stock prices and therefore also to a feedback of the specific asset price $X(t)$ with its own history.

The dynamics of both contributions to the residual forces may be uncorrelated, $\left\langle f_{x}^{\text {fast }}(t) f_{x^{\prime}}^{\text {slow }}\left(t^{\prime}\right)\right\rangle=0$, so that the memory term splits into $K_{x x^{\prime}}\left(t-t^{\prime}\right)=K_{x x^{\prime}}^{\text {fast }}\left(t-t^{\prime}\right)+K_{x x^{\prime}}^{\text {slow }}\left(t-t^{\prime}\right)$. The fast term can be approximated very well by a Markov ansatz $K_{x x^{\prime}}^{\text {fast }}\left(t-t^{\prime}\right)=\Xi_{x x^{\prime}} \delta\left(t-t^{\prime}\right)$. Thus, (3.260) may be written as

$$
\begin{align*}
\frac{\partial p\left(x, t \mid x_{0}, t_{0}\right)}{\partial t}= & \sum_{x^{\prime}}\left[\Omega_{x x^{\prime}}+\Xi_{x x^{\prime}}\right] p\left(x^{\prime}, t \mid x_{0}, t_{0}\right) \\
& +\sum_{x^{\prime}} \int_{t_{0}}^{t} K_{x x^{\prime}}^{\text {slow }}\left(t-t^{\prime}\right) p\left(x^{\prime}, t^{\prime} \mid x_{0}, t_{0}\right) d t^{\prime} \tag{3.262}
\end{align*}
$$

This equation is similar to equation (3.254) if we identify the matrix $\Omega_{x x^{\prime}}+\Xi_{x x^{\prime}}$ with the operator $-\hat{M}$ and the slow memory $K_{x x^{\prime}}^{\text {slow }}$ with $\hat{K}\left(t-t^{\prime}\right)$. Without any memory, $\hat{K}=0$, all irrelevant degrees of freedom are apparently external stochastic variables.

This situation is comparable with the behavior of asset prices at very long timescales well above the Markov horizon. Thus, equation (3.262) reduces to a simple Markov equation so that the first term of (3.262) can be interpreted as the right-hand side of a Fokker-Planck equation (3.64); that is,

$$
\begin{equation*}
\hat{M} \rightarrow-\frac{\Phi_{0}}{2} \frac{\partial^{2}}{\partial x^{2}} . \tag{3.263}
\end{equation*}
$$

To construct the structure of the slow-memory part, we use an idea of Kawasaki [197] and present the slow residual forces in terms of polynomials of the relevant variables

$$
f_{x}^{\text {slow }}(t)=\sum_{x^{\prime}} A_{x x^{\prime}} G_{x^{\prime}}(t)+\sum_{x^{\prime} x^{\prime \prime}} B_{x x^{\prime} x^{\prime \prime}} G_{x^{\prime}}(t) G_{x^{\prime \prime}}(t)
$$

$$
\begin{equation*}
+\sum_{x^{\prime} x^{\prime \prime} x^{\prime \prime \prime}} C_{x x^{\prime} x^{\prime \prime} x^{\prime \prime \prime}} G_{x^{\prime}}(t) G_{x^{\prime \prime}}(t) G_{x^{\prime \prime \prime}}(t)+\ldots \tag{3.264}
\end{equation*}
$$

This general expansion can be specified under consideration of the special structure of the relevant quantities $G_{x}(t)$. First, we notice that all summations refer to different logarithmic prices. Otherwise, a term that contains $G_{x}^{2}(t)$ reduces to the next lower order due to $G_{x}^{2}(t)=\delta^{2}(x-\ln X(t)) \sim \delta(0) G_{x}(t)$. The initial correlation between residual forces and the relevant quantities is given by

$$
\begin{align*}
\overline{G_{y}\left(t_{0}\right) f_{x}^{\text {slow }}\left(t_{0}\right)}= & \sum_{x^{\prime}} A_{x x^{\prime}} \overline{G_{y}\left(t_{0}\right) G_{x^{\prime}}\left(t_{0}\right)} \\
& +\sum_{x^{\prime} x^{\prime \prime}} B_{x x^{\prime} x^{\prime \prime}} \overline{G_{y}\left(t_{0}\right) G_{x^{\prime}}\left(t_{0}\right) G_{x^{\prime \prime}}\left(t_{0}\right)}+\ldots \tag{3.265}
\end{align*}
$$

All correlations higher than second order vanish because the corresponding prices are not completely identical; for instance,

$$
\begin{align*}
\overline{G_{y}(t) G_{x^{\prime}}(t) G_{x^{\prime \prime}}(t)} & =\overline{\delta(y-X(t)) \delta\left(x^{\prime}-X(t)\right) \delta\left(x^{\prime \prime}-X(t)\right)} \\
& \sim \delta\left(x^{\prime}-y\right) \delta\left(x^{\prime \prime}-y\right)=0 . \tag{3.266}
\end{align*}
$$

Note that the last step follows from the condition $x^{\prime} \neq x^{\prime \prime}$ discussed above. The orthogonality relation $\overline{G_{y}\left(t_{0}\right) f_{x}(t)}=\overline{G_{y}\left(t_{0}\right) f_{x}^{\text {slow }}(t)}=0$ requires $A_{x x^{\prime}}=0$ due to

$$
\begin{align*}
0=\overline{G_{y}\left(t_{0}\right) f_{x}^{\text {slow }}\left(t_{0}\right)} & =\sum_{x^{\prime}} A_{x x^{\prime}} \overline{\bar{G}_{y}\left(t_{0}\right) G_{x^{\prime}}\left(t_{0}\right)} \\
& =\sum_{x^{\prime}} A_{x x^{\prime}} \delta\left(x^{\prime}-y\right) \overline{G_{y}\left(t_{0}\right)} \sim A_{x y} . \tag{3.267}
\end{align*}
$$

Thus, the expansion (3.264) starts with the second-order term

$$
\begin{align*}
f_{\mathbf{r}}^{\text {slow }}(t)= & \sum_{\mathbf{r}^{\prime} \mathbf{r}^{\prime \prime}} B_{x x^{\prime} x^{\prime \prime}} G_{x^{\prime}}(t) G_{x^{\prime \prime}}(t) \\
& +\sum_{x^{\prime} x^{\prime \prime} x^{\prime \prime \prime}} C_{x x^{\prime} x^{\prime \prime} x^{\prime \prime \prime}} G_{x^{\prime}}(t) G_{x^{\prime \prime}}(t) G_{x^{\prime \prime \prime}}(t)+\ldots \tag{3.268}
\end{align*}
$$

Now, we can insert this relation into the definition of the memory kernel. We obtain from (3.256) because of $H_{x x^{\prime}} \sim \delta_{x x^{\prime}}$

$$
\begin{align*}
K_{x y}^{\text {slow }}\left(t-t^{\prime}\right) \sim & \overline{f_{x}^{\text {slow }}(t) f_{y}^{\text {slow }}\left(t^{\prime}\right)} \\
= & \sum_{x^{\prime} x^{\prime \prime} y^{\prime} y^{\prime \prime}} B_{x x^{\prime} x^{\prime \prime}} B_{y y^{\prime} y^{\prime \prime}} \overline{G_{x^{\prime}}(t) G_{x^{\prime \prime}}(t) G_{y^{\prime}}\left(t^{\prime}\right) G_{y^{\prime \prime}}\left(t^{\prime}\right)} \\
& +\sum_{x^{\prime} x^{\prime \prime} x^{\prime \prime \prime} y^{\prime} y^{\prime \prime}} C_{x x^{\prime} x^{\prime \prime} x^{\prime \prime \prime}} B_{y y^{\prime} y^{\prime \prime}} \times \\
& \quad \overline{G_{x^{\prime}}(t) G_{x^{\prime \prime}}(t) G_{x^{\prime \prime \prime}}(t) G_{y^{\prime}}\left(t^{\prime}\right) G_{y^{\prime \prime}}\left(t^{\prime}\right)} \\
& +\ldots . \tag{3.269}
\end{align*}
$$

The correlation functions can be approximated by using the standard decoupling procedure

$$
\begin{align*}
\overline{G_{x^{\prime}}(t) G_{x^{\prime \prime}}(t) G_{y^{\prime}}\left(t^{\prime}\right) G_{y^{\prime \prime}}\left(t^{\prime}\right)} \approx & \overline{G_{x^{\prime}}(t) G_{y^{\prime}}\left(t^{\prime}\right)} \overline{G_{x^{\prime \prime}}(t) G_{y^{\prime \prime}}\left(t^{\prime}\right)} \\
& +\overline{G_{x^{\prime}}(t) G_{y^{\prime \prime}}\left(t^{\prime}\right)} \overline{G_{x^{\prime \prime}}(t) G_{y^{\prime}}\left(t^{\prime}\right)} \tag{3.270}
\end{align*}
$$

Formally, the correlation function $\overline{G_{x}(t) G_{x^{\prime}}\left(t^{\prime}\right)}$ is equivalent to the joint probability $p\left(x, t ; x^{\prime}, t^{\prime}\right)=p\left(x, t \mid x^{\prime}, t^{\prime}\right) p\left(x^{\prime}, t^{\prime}\right)$. In a stationary market, the unconditional probability distribution function $p\left(x^{\prime}, t^{\prime}\right)$ is a slowly varying quantity ${ }^{3}$ compared with the conditional probability $p\left(x, t \mid x^{\prime}, t^{\prime}\right)$ that depends strongly on the logarithmic price difference $\xi=x-x^{\prime}$. Therefore, the probability density $p\left(x^{\prime}, t^{\prime}\right)$ is assumed to be a constant that may be incorporated into the coefficients of the expansion.

We therefore obtain a series expansion of the slow memory in terms of the conditional probability density $p\left(x, t \mid x^{\prime}, t^{\prime}\right)$ starting with the second order. The absence of linear contributions is a consequence of the orthogonality relation (3.258). We focus in the following discussion on the second-order term of (3.269), which seems to be the leading term of a schematic expansion of $K_{x y}^{\text {slow }}\left(t-t^{\prime}\right)$. Higher contributions can be treated in the same way. Due to the decoupling, we get

$$
\begin{align*}
K_{x y}^{\text {slow }}\left(t-t^{\prime}\right) & =\sum_{x^{\prime} x^{\prime \prime} y^{\prime} y^{\prime \prime}} B_{x x^{\prime} x^{\prime \prime}} B_{y y^{\prime} y^{\prime \prime}} p\left(x^{\prime}, t \mid y^{\prime}, t^{\prime}\right) p\left(x^{\prime \prime}, t \mid y^{\prime \prime}, t^{\prime}\right) \\
& =\sum_{x^{\prime} x^{\prime \prime} y^{\prime} y^{\prime \prime}} B_{x x^{\prime} x^{\prime \prime}} B_{y y^{\prime} y^{\prime \prime}} p\left(x^{\prime}, t \mid y^{\prime \prime}, t^{\prime}\right) p\left(x^{\prime \prime}, t \mid y^{\prime}, t^{\prime}\right) . \tag{3.271}
\end{align*}
$$

This memory can be simplified further by considering some reasonable assumptions about the structure of $B_{x x^{\prime} x^{\prime \prime}}$. In particular, we expect (3.264) to be dominated by coefficients $B_{x x^{\prime} x^{\prime \prime}}$ referring to infinitesimally neighboring logarithmic prices $x, x^{\prime}$, and $x^{\prime \prime}$. If we take into account the expected symmetry of $p\left(x, t \mid x^{\prime}, t^{\prime}\right)=p\left(-x, t \mid x^{\prime}, t^{\prime}\right)$, we arrive at the general representation

$$
\begin{equation*}
K_{x x^{\prime}}^{\text {slow }}\left(t-t^{\prime}\right)=\sum_{n=0}^{\infty} \gamma_{n}\left(\frac{\partial}{\partial x^{\prime}}\right)^{2 n} p\left(x, t \mid x^{\prime}, t^{\prime}\right)^{2} \tag{3.272}
\end{equation*}
$$

Note that because of the symmetry mentioned odd powers of $\partial / \partial x$ must vanish identically. The strength parameters $\gamma_{n}$ of the memory are determined by the underlying hidden dynamics of the irrelevant degrees of freedom. Thus, after some partial integrations, the evolution equation (3.262) can be written as

$$
\begin{equation*}
\frac{\partial p\left(x, t \mid x_{0}, t_{0}\right)}{\partial t}=\frac{\Phi_{0}}{2} \frac{\partial^{2}}{\partial x^{2}} \Delta p\left(x, t \mid x_{0}, t_{0}\right) \tag{3.273}
\end{equation*}
$$

${ }^{3}$ The probability distribution $p\left(x^{\prime}, t^{\prime}\right)$ follows directly from $p_{\Delta t}(\xi)=p_{\Delta t}\left(x-x_{0}\right)$, where $\Delta t=t-t_{0}$ is the lifetime of the specific stock and $x_{0}=\ln X\left(t_{0}\right)$ is the corresponding logarithmic price observed at the point in time of the introduction of the share on the market, which passed long ago.

$$
\begin{equation*}
+\sum_{n=0}^{\infty} \gamma_{n} \int d x^{\prime} \int_{t_{0}}^{t} d t^{\prime} p\left(x, t \mid x^{\prime}, t^{\prime}\right)^{2}\left(\frac{\partial}{\partial x^{\prime}}\right)^{2 n} p\left(x^{\prime}, t^{\prime} \mid x_{0}, t_{0}\right) \tag{3.274}
\end{equation*}
$$

The normalization condition

$$
\begin{equation*}
\int d x^{\prime} p\left(x^{\prime}, t^{\prime} \mid x_{0}, t_{0}\right)=1 \tag{3.275}
\end{equation*}
$$

requires $\gamma_{0}=0$. Considering only the leading order of the series in (3.274), we get

$$
\begin{align*}
& \frac{\partial p\left(x, t \mid x_{0}, t_{0}\right)}{\partial t}=\frac{\Phi_{0}}{2} \frac{\partial^{2}}{\partial x^{2}} p\left(x, t \mid x_{0}, t_{0}\right) \\
& +\gamma_{1} \int d x^{\prime} \int_{t_{0}}^{t} d t^{\prime} p\left(x, t \mid x^{\prime}, t^{\prime}\right)^{2}\left(\frac{\partial}{\partial x^{\prime}}\right)^{2} p\left(x^{\prime}, t^{\prime} \mid x_{0}, t_{0}\right) \tag{3.276}
\end{align*}
$$

This nonlinear Fokker-Planck equation is the basis for the following investigation [358]. Similar equations are used for the description of the dynamics of other complex systems, such as catalytic reactions [361, 366], climate fluctuations [352], or several types of diffusion controlled by feedback mechanisms [353, 354].

We remark that (3.276) is only valid for a short time difference $t-t_{0}$. This is because we have considered only the leading terms of a schematic expansion of the memory kernel during the derivation of (3.276). The upper boundary of validity can be estimated to be the Markov horizon $\delta t_{\text {Markov }}$.
Naive Scaling Procedure. Considering a stationary market, equation (3.276) may also be written in terms of the logarithmic price changes $\xi=x-x_{0}=\ln \left(X / X_{0}\right)$,

$$
\begin{equation*}
\frac{\partial p_{t}(\xi)}{\partial t}=\frac{\Phi_{0}}{2} \frac{\partial^{2} p_{t}(\xi)}{\partial \xi^{2}}+\gamma_{1} \int d \eta \int_{0}^{t} d t^{\prime} p_{t-t^{\prime}}(\xi-\eta)^{2} \frac{\partial^{2}}{\partial \eta^{2}} p_{t^{\prime}}(\eta) \tag{3.277}
\end{equation*}
$$

where we have set $t_{0}=0$. The solution of this equation is characterized by two regimes.

On the one hand, the memory term can be neglected at short times $t \rightarrow 0$, and we get a simple Gaussian law considering the initial condition $p_{0}(\xi)=\delta(\xi)$. On the other hand, the nonlinearity dominates (3.277) at sufficiently long times. Therefore, we expect a crossover from the initially Gaussian solution into another functional structure.

We remark also that the long-time regime with respect to (3.277) is always below the Markov horizon $\delta t_{\text {Markov }}$. For $t \sim \delta t_{\text {Markov }}$, we expect that the memory kernel can no longer be expressed by the leading term of the schematic expansion discussed above.

In the next paragraph, we will now derive the asymptotic solution of (3.277) for long times (but below $\delta t_{\text {Markov }}$ ) using the technique of the dynamic renormalization group.

To this end, we use the following trick. We write (3.277) as an integrodifferential equation in a multidimensional space of dimension $d$,

$$
\begin{equation*}
\frac{\partial p_{t}(\xi)}{\partial t}=\frac{\Phi_{0}}{2} \frac{\partial^{2} p_{t}(\xi)}{\partial \xi^{2}}+\gamma_{1} \int d^{d} \eta \int_{0}^{t} d t^{\prime} p_{t-t^{\prime}}(\xi-\eta)^{2} \frac{\partial^{2}}{\partial \eta^{2}} p_{t^{\prime}}(\eta) \tag{3.278}
\end{equation*}
$$

and analyze the behavior of $p_{t}(\xi)$ in terms of the renormalization procedure [358, 362]. At the end of our calculations, we then carry out the limit $d \rightarrow 1$.

Such tricks are very popular in statistical physics. The original problem is extended onto a more general class, then it is solved, and finally the general solution obtained is reduced to the solution of the problem. Note also that some very exotic limits will be reasonable, such as $d \rightarrow 0$ for the replica method [93, 299, 300, 302] applied in the spin-glass theory or the transition to fields with a vanishing number of components in the theory of polymers [146, 297, 356].

Let us assume that the solution of (3.278) approaches a homogeneous function of the type

$$
\begin{equation*}
p_{t}(\xi)=\lambda^{-d} \phi\left(\lambda^{-z} t, \lambda^{-1} \xi\right) \tag{3.279}
\end{equation*}
$$

in the long-time limit. Note that this suggestion is also supported by several numerical simulations [352, 353, 354]. The quantity $\lambda$ is an arbitrary scaling parameter, whereas $z$ is called the dynamic exponent. We remark that this behavior refers again to the center of the probability distribution function, similar to what we saw during the derivation of the central limit theorem.

Substituting (3.279) into (3.278), we obtain

$$
\begin{align*}
\frac{\partial \phi(\tau, x)}{\partial \tau}= & \lambda^{z-2} \frac{\Phi_{0}}{2} \frac{\partial^{2} \phi(\tau, x)}{\partial x^{2}}+\gamma_{1} \lambda^{2 z-2-d} \int d^{d} x^{\prime} \int_{0}^{\tau} d \tau^{\prime} \\
& \times \phi^{2}\left(\tau-\tau^{\prime}, x-x^{\prime}\right) \frac{\partial^{2}}{\partial x^{\prime 2}} \phi\left(\tau^{\prime}, x^{\prime}\right) \tag{3.280}
\end{align*}
$$

with $\tau=\lambda^{-z} t$ and $x=\lambda^{-1} \xi$. Let us analyze the change of this equation under an increase of the scaling parameter. In the absence of the nonlinear term (i.e., $\gamma_{1}=0$ ), the equation is made scale-invariant upon the choice of $z=2$.

The nonlinearity added to this scale-invariant equation then has a prefactor $\lambda^{2-d}$. The difference from the original equation for $\lambda=1$ is the coupling parameter, which changes from $\gamma_{1}$ to $\gamma_{1} \lambda^{2-d}$. Thus, for $d>2$, a small nonlinearity scales to zero and becomes irrelevant. In other words, the behavior for large $\lambda$ and $d>2$ is well-described by the linear diffusion equation.

A nontrivial behavior occurs for $d<2$. In this case, the nonlinearity wins more and more with increasing $\lambda$ and dominates (3.280). Such a simple estimation is called a naive scaling procedure. This method allows the determination of the critical dimension $d_{c}=2$, where the nonlinearity changes from an irrelevant term to a dominant contribution.

Furthermore, the equation (3.280) allows a first estimation of the asymptotic behavior at large scales. For $d>d_{c}$ and the choice $z=2$, we arrive at a simple diffusion equation for $\lambda \rightarrow \infty$. Setting $\lambda=t^{1 / 2}$, the scaling relation (3.279) requires an asymptotic behavior of the solution

$$
\begin{equation*}
p_{t}(\xi)=\lambda^{-d} \phi\left(\lambda^{-2} t, \lambda^{-1} \xi\right)=\frac{1}{t^{d / 2}} \phi\left(1, \frac{\xi}{t^{1 / 2}}\right)=\frac{1}{t^{d / 2}} \psi\left(\frac{\xi}{t^{1 / 2}}\right) \tag{3.281}
\end{equation*}
$$

The functional structure of $\psi$ still remains open in the framework of our estimation, but it is clear that the solution $p_{t}(\xi)$ approaches the Gaussian law for $t \rightarrow \infty$. The characteristic scale of the asymptotic probability distribution function is $t^{1 / 2}$. Below the critical dimension, the nonlinearity dominates (3.280), and we should now use the choice $z=(2+d) / 2$. Then, the left-hand side and the memory term of (3.280) are in balance, while the diffusion term disappears for $\lambda \rightarrow \infty$. Setting $\lambda=t^{2 /(2+d)}$, we expect an asymptotic solution

$$
\begin{align*}
p_{t}(\xi) & =\lambda^{-d} \phi\left(\lambda^{-z} t, \lambda^{-1} \xi\right) \\
& =\frac{1}{t^{2 d /(2+d)}} \phi\left(1, \frac{\xi}{t^{2 /(2+d)}}\right)=\frac{1}{t^{2 d /(2+d)}} \psi\left(\frac{\xi}{t^{2 /(2+d)}}\right) \tag{3.282}
\end{align*}
$$

and the characteristic scale of the probability distribution function is now $t^{2 /(2+d)}$. Consequently, the corresponding variance is $\sigma^{2} \sim t^{4 /(2+d)}$, so that in particular for $d=1$, the time dependence of variance of the logarithmic price fluctuations (3.249) is given by $\sigma(\Delta t) \sim \Delta t^{2 / 3}$.

Finally, we still want to determine the functional structure of the probability distribution function $p_{t}(\xi)$ that can be expected at the end of the ultrashort-time regime. We start from equation (3.278) and consider that this regime is dominated by the nonlinear memory term. Therefore, we may neglect the linear diffusion term. The Fourier transform of this equation with respect to the price changes $\xi$ leads to the time evolution of the characteristic function. Considering the scaling function (3.282), we obtain

$$
\begin{equation*}
\hat{p}_{t}(k)=\int d^{d} \xi \mathrm{e}^{i k \xi} p_{t}(\xi)=\widehat{\psi}\left(k t^{1 / z}\right) \tag{3.283}
\end{equation*}
$$

with $\widehat{\psi}(k)=\int d^{d} x \mathrm{e}^{i k x} \psi(x)$. Hence, the evolution equation (3.278) now reads

$$
\begin{equation*}
\frac{\partial \widehat{\psi}\left(k t^{1 / z}\right)}{\partial t} \sim-k^{2} \gamma_{1} \int_{0}^{t} d t^{\prime} \frac{\widehat{\psi}^{(2)}\left(k\left(t-t^{\prime}\right)^{1 / z}\right)}{\left(t-t^{\prime}\right)^{d / z}} \widehat{\psi}\left(k t^{\prime 1 / z}\right) \tag{3.284}
\end{equation*}
$$

with $\widehat{\psi}^{(2)}(k)=\int d^{d} x \mathrm{e}^{i k x} \psi^{2}(x)$. The transformations $\widehat{\psi}\left(\tau^{1 / z}\right)=\widetilde{\psi}(\tau)$ and $\widehat{\psi}^{(2)}\left(\tau^{1 / z}\right)=\widetilde{\psi}^{(2)}(\tau)$ with $\tau=k^{z} t$ now lead to

$$
\begin{equation*}
\frac{\partial \widetilde{\psi}(\tau)}{\partial \tau} \sim-k^{2+d-2 z} \gamma_{1} \int_{0}^{\tau} d \tau^{\prime} \frac{\widetilde{\psi}^{(2)}\left(\tau-\tau^{\prime}\right)}{\left(\tau-\tau^{\prime}\right)^{1 / z}} \widetilde{\psi}\left(\tau^{\prime}\right) \tag{3.285}
\end{equation*}
$$

The dependence on $k$ disappears due to the dynamic exponent $z=(2+d) / 2$ estimated above. Then, the Laplace transform with respect to $\tau$ allows us to write

$$
\begin{equation*}
\bar{\psi}(q) \sim \frac{1}{q+\gamma_{1} F(q)} \tag{3.286}
\end{equation*}
$$

with $\bar{\psi}(q)=\int d \tau \mathrm{e}^{-q \tau} \widetilde{\psi}(\tau)$ and $F(q)=\int d x \mathrm{e}^{-q \tau} \tau^{-1 / z} \widetilde{\psi}^{(2)}(\tau)$. Here, we have considered the normalization condition of the probability distribution function, which is equivalent to $\widehat{\psi}(0)=\widetilde{\psi}(0)=1$; see equation (3.283). Assuming that the coupling constant $\gamma_{1}$ is sufficiently small, (3.286) may be approximated by $\bar{\psi}(q) \sim\left[q+\gamma_{1} F(0)\right]^{-1}$. Thus, the inverse Laplace transform leads to

$$
\begin{equation*}
\widetilde{\psi}(\tau) \sim \exp \left\{-\gamma_{1} F(0) \tau\right\} \tag{3.287}
\end{equation*}
$$

and therefore to the characteristic function

$$
\begin{equation*}
\hat{p}_{t}(k)=\exp \left\{-\gamma_{1} F(0) k^{z} t\right\} \tag{3.288}
\end{equation*}
$$

corresponding to a symmetric Lévy distribution (3.140). Such a probability distribution function is also observed for the logarithmic price change at and above the Markov horizon. We conclude that the relative stability of the Lévy distribution above $\delta t_{\text {Markov }}$ is a consequence of the generalized central limit theorem, whereas the generation of the Lévy law is due to the memory effects below the Markov horizon. We identify the Lévy exponent $\gamma$ with the dynamic exponent $z=3 / 2$ for $d=1$. This naive scaling estimation is in good agreement with the observations of financial markets, $\gamma=1.4 \pm 0.1$ [250, 251].

Dynamic Renormalization Group. The concept of the naive scaling procedure requires the complete neglect either of the linear diffusion term or of the nonlinearity in (3.278). Therefore, it cannot be decided within the framework of this method whether the true solution of (3.278) converges to a scaling function of type (3.279) and whether the interplay between linear and nonlinear terms influences the dynamic exponent $z$.

To answer this question, we have to derive the asymptotic solution of (3.278) using the dynamic renormalization group. It is reasonable to start from the Fourier transform of (3.278) with respect to $\xi$. Considering $\bar{p}(k, t)=\int p_{t}(\xi) \exp \{i k \xi\} d \xi$, we obtain the formal representation

$$
\begin{equation*}
\frac{\partial \bar{p}(k, t)}{\partial t}=-\frac{\Phi_{0} k^{2}}{2} \bar{p}(k, t)-\gamma_{1} k^{2} \Sigma(\bar{p}, \bar{p} ; k, t) * \bar{p}(k, t) \tag{3.289}
\end{equation*}
$$

where the symbol $*$ defines the convolution procedure with respect to the time; that is,

$$
\begin{equation*}
\Sigma(\bar{p}, \bar{p} ; k, t) * \bar{p}(k, t)=\int_{0}^{t} d t^{\prime} \Sigma\left(\bar{p}, \bar{p} ; k, t-t^{\prime}\right) \bar{p}\left(k, t^{\prime}\right) \tag{3.290}
\end{equation*}
$$

and the memory kernel is given by

$$
\begin{equation*}
\Sigma(\bar{p}, \bar{p} ; k, t)=-\gamma_{1} k^{2} \int \frac{d^{d} k^{\prime}}{(2 \pi)^{d}} \bar{p}\left(k-k^{\prime}, t\right) \bar{p}\left(k^{\prime}, t\right) \tag{3.291}
\end{equation*}
$$

Formally, (3.289) can be rewritten as

$$
\begin{equation*}
\bar{p}(k, t)=\bar{p}_{0}(k, t)+\bar{p}_{0}(k, t) * \Sigma(\bar{p}, \bar{p} ; k, t) * \bar{p}(k, t) \tag{3.292}
\end{equation*}
$$

with the bare propagator $\bar{p}_{0}(k, t)=\exp \left\{-\Phi_{0} k^{2} t / 2\right\}$. The repeated substitution of (3.292) into itself leads to a perturbation series. The first terms of this expansion are given by

$$
\begin{align*}
\bar{p}= & \bar{p}_{0}+\bar{p}_{0} * \Sigma\left(\bar{p}_{0}, \bar{p}_{0}\right) * \bar{p}_{0} \\
& +2 \bar{p}_{0} * \Sigma\left(\bar{p}_{0}, \bar{p}_{0} * \Sigma\left(\bar{p}_{0}, \bar{p}_{0}\right) * \bar{p}_{0}\right) * \bar{p}_{0} \\
& +\bar{p}_{0} * \Sigma\left(\bar{p}_{0}, \bar{p}_{0}\right) * \bar{p}_{0} * \Sigma\left(\bar{p}_{0}, \bar{p}_{0}\right) * \bar{p}_{0}+\ldots . \tag{3.293}
\end{align*}
$$

This series may be rearranged. To do this, we take into account that the expansion

$$
\begin{align*}
\bar{p}= & \bar{p}_{0}+\bar{p}_{0} * \Sigma\left(\bar{p}_{0}, \bar{p}_{0}\right) * \bar{p} \\
& +2 \bar{p}_{0} * \Sigma\left(\bar{p}_{0}, \bar{p}_{0} * \Sigma\left(\bar{p}_{0}, \bar{p}_{0}\right) * \bar{p}_{0}\right) * \bar{p}+\ldots \tag{3.294}
\end{align*}
$$

again produces (3.293) after repeated substitutions of (3.294) into itself. The main difference between (3.293) and (3.294) is that all reducible terms appearing in (3.293) are hidden in the algebraic structure of (3.294). For instance, the last represented term of (3.293) occurs after the first substitution of (3.294) into itself.

The Laplace transform of (3.294) with respect to the time allows a further simplification. We get

$$
\begin{equation*}
\bar{p}(k, \omega)=\left[\omega+\frac{1}{2} \Phi_{0} k^{2}-\Xi(k, \omega)\right]^{-1} \tag{3.295}
\end{equation*}
$$

with

$$
\begin{equation*}
\Xi(k, \omega)=\mathcal{L}\left[\Sigma\left(\bar{p}_{0}, \bar{p}_{0}\right)\right]+2 \mathcal{L}\left[\Sigma\left(\bar{p}_{0}, \bar{p}_{0} * \Sigma\left(\bar{p}_{0}, \bar{p}_{0}\right) * \bar{p}_{0}\right)\right]+\ldots, \tag{3.296}
\end{equation*}
$$

where $\mathcal{L}$ indicates the Laplace transform and $\omega$ the corresponding Laplace variable. The correction $\Xi(k, \omega)$ to the bare propagator is also denoted as selfenergy [153, 191]. Various diagrammatic representations of this perturbation theory $[7,53,183,184,228,444]$ exist in quantum field theory and statistical mechanics. We refrain from such a representation because we want to focus only on the lowest order of the present perturbation theory.

In the context of the renormalization group approach, it is convenient to introduce an upper limit $\Lambda$. This border restricts the $k$-integration to a large but finite sphere $|k| \leq \Lambda$. This allows us to apply the concept of the renormalization group technique introduced above by repeated applications of decimation steps and rescaling steps.

During the decimation step, we carry out the integration over an infinitely thin shell $\left[\Lambda^{\prime}, \Lambda\right]$ with $\Lambda^{\prime}=\Lambda-\delta \Lambda$ considering that $\Lambda$ is a sufficiently large scale. Furthermore, we write $\Phi_{0}=\Phi_{0}^{\prime}+\delta \Phi_{0}$ and $\gamma_{1}=\gamma_{1}^{\prime}+\delta \gamma_{1}$. The aim is
now to compensate the changes due to the integration over the shell $\left[\Lambda^{\prime}, \Lambda\right]$ by the changes $\delta \Phi_{0}$ and $\delta \gamma_{1}$ of the constants $\Phi_{0}$ and $\gamma_{1}$. Considering (3.295), this requires

$$
\begin{equation*}
\left(\frac{k^{2}}{2}-\frac{\partial \Xi^{\prime}}{\partial \Phi_{0}^{\prime}}\right) \delta \Phi_{0}=\frac{\partial \Xi^{\prime}}{\partial \Lambda^{\prime}} \delta \Lambda+\frac{\partial \Xi^{\prime}}{\partial \gamma_{1}^{\prime}} \delta \gamma_{1} \tag{3.297}
\end{equation*}
$$

where all changes are assumed to be infinitely small. First, we discuss the meaning of the left-hand side of (3.297).

It is simple to check that $\Xi^{\prime} \sim k^{2}$. Because of the fact that we work with a perturbation theory with a sufficiently small coupling parameter $\gamma_{1}$, the selfenergy $\Xi^{\prime}$ should be small compared with $k^{2} \Phi_{0}$. Hence, the left-hand side may be estimated as $k^{2} \delta \Phi_{0} / 2$. In order to determine the corrections $\delta \Phi_{0}$ and $\delta \gamma_{1}$ as a function of $\delta \Lambda$, we ask only for the leading orders in $k$ and $\omega$, which completely determines the behavior of the large-scale regime at sufficiently long times.

Furthermore, we consider only the leading order of $\Lambda^{-1}$. The lowest-order correction to $\delta \Phi_{0}$ arises from $\mathcal{L}\left[\Sigma\left(\bar{p}_{0}, \bar{p}_{0}\right)\right]$. Considering the explicit functional structure of $\mathcal{L}\left[\Sigma\left(\bar{p}_{0}, \bar{p}_{0}\right)\right]$,

$$
\begin{equation*}
\mathcal{L}\left[\Sigma\left(\bar{p}_{0}, \bar{p}_{0}\right)\right]=-\gamma_{1}^{\prime} k^{2} \int_{\Lambda} \frac{d^{d} k^{\prime}}{(2 \pi)^{d}} \frac{1}{\omega+\frac{1}{2} \Phi_{0}^{\prime}\left[\left(k-k^{\prime}\right)^{2}+k^{\prime 2}\right]}, \tag{3.298}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\left.\frac{\partial \Xi^{\prime}}{\partial \Lambda^{\prime}}\right|_{1 . \text { order }}=\frac{\partial \mathcal{L}\left[\Sigma\left(\bar{p}_{0}, \bar{p}_{0}\right)\right]}{\partial \Lambda^{\prime}}=-\gamma_{1}^{\prime} k^{2} \frac{S_{d} \Lambda^{\prime d-3}}{(2 \pi)^{d} \Phi_{0}^{\prime}} \tag{3.299}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\frac{\partial \Xi^{\prime}}{\partial \gamma_{1}^{\prime}}\right|_{1 . \text { order }}=\frac{\partial \mathcal{L}\left[\Sigma\left(\bar{p}_{0}, \bar{p}_{0}\right)\right]}{\partial \gamma_{1}^{\prime}}=\frac{1}{\gamma_{1}^{\prime}} \mathcal{L}\left[\Sigma\left(\bar{p}_{0}, \bar{p}_{0}\right)\right] \tag{3.300}
\end{equation*}
$$

where $S_{d}$ is the surface area of a unit sphere in $d$ dimensions. The contributions that are necessary to determine $\delta \gamma_{1}$ follow from the next higher order. If we exclude all of these terms for the moment, we receive the leading term of the infinitesimal change of $\Phi_{0}$,

$$
\begin{equation*}
\delta \Phi_{0}=-2 \gamma_{1}^{\prime} \frac{S_{d} \Lambda^{\prime d-3}}{(2 \pi)^{d} \Phi_{0}^{\prime}} \delta \Lambda=-2 \gamma_{1} \frac{S_{d} \Lambda^{d-3}}{(2 \pi)^{d} \Phi_{0}} \delta \Lambda \tag{3.301}
\end{equation*}
$$

The differentiation of the second-order terms of the series expansion (3.296) with respect to $\Lambda$ yields two terms. The derivation of the outer integral gives the next higher contribution to $\delta \Phi_{0}$ and will be neglected in the further procedure. The inner integral produces the contribution

$$
\begin{equation*}
\left.\frac{\partial \Xi^{\prime}}{\partial \Lambda^{\prime}}\right|_{2 . \text { order,inner }}=-\gamma_{1}^{\prime} \frac{2 S_{d} \Lambda^{\prime d-3}}{\Phi_{0}^{\prime 2}(2 \pi)^{d}} \mathcal{L}\left[\Sigma\left(\bar{p}_{0}, \bar{p}_{0}\right)\right] \tag{3.302}
\end{equation*}
$$

which allows the determination of the leading term of $\delta \gamma_{1}$. To do this, we insert (3.302) and (3.300) into (3.297) and obtain

$$
\begin{equation*}
\delta \gamma_{1}=\gamma_{1}^{\prime 2} \frac{2 S_{d-1} \Lambda^{\prime d-3}}{\Phi_{0}^{\prime 2}(2 \pi)^{d}} \delta \Lambda=\gamma_{1}^{2} \frac{2 S_{d} \Lambda^{d-3}}{\Phi_{0}^{2}(2 \pi)^{d}} \delta \Lambda \tag{3.303}
\end{equation*}
$$

To summarize the previous calculations, we get the changes of $\gamma_{1}$ and $\Phi_{0}$ as the result of one decimation step,

$$
\begin{equation*}
\gamma_{1}^{\prime}=\gamma_{1}-\delta \gamma_{1}=\gamma_{1}-2 \gamma_{1}^{2} \frac{S_{d} \Lambda^{d-3}}{\Phi_{0}^{2}(2 \pi)^{d}} \delta \Lambda \tag{3.304}
\end{equation*}
$$

and

$$
\begin{equation*}
\Phi_{0}^{\prime}=\Phi_{0}-\delta \Phi_{0}=\Phi_{0}+2 \gamma_{1} \frac{S_{d} \Lambda^{d-3}}{(2 \pi)^{d} \Phi_{0}} \delta \Lambda \tag{3.305}
\end{equation*}
$$

A more detailed analysis of the perturbation expansion [7, 444] shows that this approximation becomes exact up to logarithmic corrections at the critical dimension.

The second step of the renormalization procedure was the rescaling procedure. As discussed in the context of the naive scaling method, an infinitesimal change $t \rightarrow(1+\delta \lambda)^{-z} t$ and $\xi \rightarrow(1+\delta \lambda)^{-1} \xi$ (and consequently $k \rightarrow(1+\delta \lambda) k$ and $\Lambda^{\prime} \rightarrow(1+\delta \lambda) \Lambda^{\prime}$ ) requires $\Phi_{0}^{\prime} \rightarrow(1+\delta \lambda)^{z-2} \Phi_{0}^{\prime}$ and $\gamma_{1}^{\prime} \rightarrow(1+\delta \lambda)^{2 z-2-d} \gamma_{1}^{\prime}$. In particular, the choice $(1+\delta \lambda) \Lambda^{\prime}=\Lambda$, that is, $\delta \lambda=\delta \Lambda / \Lambda$ restores the initial equation (3.295). Thus, the relationships

$$
\begin{equation*}
\delta_{\text {total }} \Phi_{0}=\Phi_{0}\left[z-2+2 \gamma_{1} \frac{2 S_{d} \Lambda^{d-2}}{(2 \pi)^{d} \Phi_{0}^{2}}\right] \delta \lambda \tag{3.306}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta_{\text {total }} \gamma_{1}=\gamma_{1}\left[2 z-2-d-2 \gamma_{1} \frac{S_{d-1} \Lambda^{d-2}}{\Phi_{0}^{2}(2 \pi)^{d}}\right] \delta \lambda \tag{3.307}
\end{equation*}
$$

appear after a complete cycle from decimation and rescaling. Let us now repeat the application of decimation and rescaling steps $N$ times. Then, we get the total scaling factor $\lambda=(1+\delta \lambda)^{N}=\exp (N \delta \lambda)$, and we can replace the discrete recursive relations (3.306) and (3.307) by corresponding differential equations considering the limit $N \rightarrow \infty$ and $\delta \lambda \rightarrow 0$,

$$
\begin{equation*}
\frac{\partial \ln \Phi_{0}}{\partial \ln \lambda}=z-2+\widetilde{\gamma}_{1} \quad \text { and } \quad \frac{\partial \ln \widetilde{\gamma}_{1}}{\partial \ln \lambda}=2-d-3 \widetilde{\gamma}_{1} \tag{3.308}
\end{equation*}
$$

with

$$
\begin{equation*}
\widetilde{\gamma}_{1}=2 \gamma_{1} \frac{2 S_{d} \Lambda^{d-2}}{(2 \pi)^{d} \Phi_{0}^{2}} \tag{3.309}
\end{equation*}
$$

These equations are also called as the flow equations of the renormalization group. Finally, we want to fix the degree of freedom remaining from the rescaling procedure. During the derivation of the central limit theorem, we achieved this by the conservation of the second cumulant of the probability
distribution function in the course of the renormalization procedure. In the present case, it is reasonable to fix the value of $\Phi_{0}$. This requires $z=2-\widetilde{\gamma}_{1}$.

The second equation of (3.308) has two fixed points, $\widetilde{\gamma}_{1}^{(1)}=0$ and $\widetilde{\gamma}_{1}^{(2)}=(2-d) / 3$. The so-called Gaussian fixed point $\widetilde{\gamma}_{1}^{(1)}$ is stable above the critical dimension $d_{c}=2$. This means that each coupling constant $\gamma_{1} \sim \widetilde{\gamma}_{1}$ converges to zero with increasing $\lambda$. In other words, the nonlinearity becomes irrelevant at sufficiently large scales, and the solution of (3.278) approaches the Gaussian law. It is quite normal to say that the Gaussian fixed point is stable with respect to the addition of a certain nonlinearity. This result is in good agreement with the qualitative statements of the naive scaling procedure discussed above.

Conversely, for $d<2$, the strength of a weak nonlinear term grows, indicating that another fixed point with nonzero $\gamma_{1}$ determines the behavior of the probability distribution function $p_{t}(\xi)$. At sufficiently large scales, the coupling constant arrives at the final value $\widetilde{\gamma}_{1}^{(2)}$ and the dynamic exponent $z$ is given by

$$
\begin{equation*}
z=2-\frac{2-d}{3} . \tag{3.310}
\end{equation*}
$$

The final value of $\widetilde{\gamma}_{1}$ is also a measure characterizing the quality of the underlying perturbation theory. Remember that we have pointed out above that the value of $\gamma_{1}$ must be a small parameter. Even if the initial value of $\gamma_{1}$ appearing in the original equation (3.278) is sufficiently small, the rescaled value of $\gamma_{1}$ increases under the renormalization procedure and arrives at the finite value. This is the reason that the results presented above are only an estimation for $d<2$. An exception is the case $d=2$. Here, the coupling parameter always decreases: $\gamma_{1} \sim 1 / \ln \lambda$. If one considers higher orders of the perturbation expansion (3.296), the dynamic exponent can be expressed by a series expansion

$$
\begin{equation*}
z=2+\sum_{i=1}^{\infty} \alpha_{i} \epsilon^{i} \quad \text { with } \quad \epsilon=2-d \tag{3.311}
\end{equation*}
$$

with the numerical coefficients $\alpha_{i}$. Such a representation is called an $\epsilon$ expansion. However, it is often very difficult to determine the higher coefficients of (3.311).

In order to come back to the original problem, we set $d=1$. Thus, we expect that the existing feedback effects generate a probability distribution

$$
\begin{equation*}
p_{\delta t}(\xi)=\frac{1}{\delta t^{1 / z}} \psi\left(\frac{\xi}{\delta t^{1 / z}}\right) \tag{3.312}
\end{equation*}
$$

of the logarithmic price fluctuations $\xi$ with respect to a time horizon $\delta t$. The lowest order of an $\epsilon$-expansion within the renormalization group approach suggests $z=5 / 3$.

Therefore, the time dependence of the variance offers a superdiffusive behavior given by $\sigma \sim \delta t^{0.6}$. However, the value of this exponent is approximately 20 percent less than the exponents that are obtained from highfrequency market data.

This fact requires two comments. On the one hand, we should take into account that the superdiffusive regime in financial data is observed at a time interval of approximately 30 minutes. An appropriate fitting procedure using a power law over such a relatively short time interval can usually show an error up to 10 percent. On the other hand, the dynamic exponent $z$ predicted above is only an estimation corresponding to the first order of an $\epsilon$-expansion.

However, it remains a fact that the nonlinear Fokker-Planck equation (3.278) seems to be useful to describe the regime of price fluctuations below the Markov horizon $\delta t_{\text {Markov }}$. Furthermore, as discussed above, the memory effects lead to the formation of the Lévy-like probability distribution, which becomes metastable over a long time period well above the Markov horizon due to the generalized central limit theorem.

### 3.7.3 Autoregressive Processes

Processes with Volatility Fluctuations. As mentioned above, the volatilities of asset price fluctuations are believed to change over time. The present fluctuations of the volatility have led to the development of various models considering additional stochastic processes [44, 91, 102, 180]. We have presented the relative general model (3.252), which allows various specifications. Many different models have been proposed in the academic literature. However, all of these special models reflect mostly only a part of our empirical experiences (i.e., these models are always very special substitute processes that explain specific phenomena of the evolution of the financial market).

Only a few of these models have found good practical or theoretical applications. In particular, some of the models considering a time-dependent volatility are quoted for the explanation of the slow decay of the volatility autocorrelation function.

We distinguish formally between two classes of models. The common property of all models is that the fluctuations of the logarithmic price $\hat{\xi}$ around its trend are expressed by the simple Ito stochastic differential equation $d \hat{\xi}=\sigma(t) d W_{\xi}(t)$, where $W_{\xi}$ is a Wiener process and $\sigma(t)$ is the timedependent volatility.

Stochastic volatility models contain further Wiener processes controlling the dynamics of the volatility. Very popular is the model of Hull and White [180, 368, 430] with $d \sigma=g(\sigma) d t+h(\sigma) d W_{\sigma}$. This theory allows the derivation of various specifications and generalizations [22, 230, 241]. Other types of stochastic models assume correlations between the stochastic processes [104, 186, 187, 224, 244, 283]. For example, this may be realized using the substitutions $W_{\xi}=W_{1}$ and $W_{\sigma}=W_{1} \cos \theta+W_{2} \sin \theta$ with the two independent Wiener processes $W_{1}$ and $W_{2}$ and an arbitrary fixed angle $\theta$.

Conditional volatility models contain no further stochastic process. Here, (3.252) is reduced to

$$
\begin{equation*}
d \hat{\xi}=\sigma d W \quad \text { and } \quad d \sigma=g(\sigma, \hat{\xi}) d t \tag{3.313}
\end{equation*}
$$

The current volatility is the result of an ordinary differential equation. Therefore, the volatility is also called the conditional volatility or conditional variance because it depends on the relative fluctuations. The random character of the volatility is a consequence of the coupling with the Ito stochastic differential equation for $\hat{\xi}$ due to the function $g(\sigma, \hat{\xi})$.

The choice of the function $g(\sigma, \hat{\xi})$ depends on the model and on the empirical experience. But it should be guaranteed that $\sigma$ is a positive quantity independent from the trajectory of the price fluctuations. The formal solution of the second equation of (3.313) is a function depending on the whole history of $\hat{\xi}$. For example, the special function $g=\left(\sigma_{0}^{2}-\sigma^{2}\right) / 2 \tau \sigma+\kappa \hat{\xi}^{2}(t) / 2 \sigma$ leads to the time-ependent variance

$$
\begin{equation*}
\sigma^{2}=\sigma_{0}^{2}+\kappa \int_{-\infty}^{t} \exp \left\{-\frac{t-t^{\prime}}{\tau}\right\} \hat{\xi}^{2}\left(t^{\prime}\right) d t^{\prime} \tag{3.314}
\end{equation*}
$$

Since the function $g(\sigma, \hat{\xi})$ is anyhow an empirical construction, we can refrain from a dubious construction of this function and the solution of the corresponding differential equation and instead immediately provide a possible structure of the solution of (3.313). A relatively general representation is the functional series expansion

$$
\begin{align*}
\sigma^{2}(t)= & \beta^{(0)}+\int_{-\infty}^{t} d t^{\prime} \beta^{(1)}\left(t-t^{\prime}\right) \hat{\xi}^{2}\left(t^{\prime}\right) \\
& +\frac{1}{2} \int_{-\infty}^{t} d t^{\prime} \int_{-\infty}^{t} d t^{\prime \prime} \beta^{(2)}\left(t-t^{\prime}, t-t^{\prime \prime}\right) \hat{\xi}^{2}\left(t^{\prime}\right) \hat{\xi}^{2}\left(t^{\prime \prime}\right)+\ldots \tag{3.315}
\end{align*}
$$

The appearance of the quadratic fluctuations and a suitable choice of the response functions $\beta^{(n)}(n=1,2, \ldots)$ guarantee that the conditional variance is a positive-definite quantity. The specification of the functions $\beta^{(n)}$ is equivalent to the construction of the function $g(\sigma, \hat{\xi})$.

The representation (3.315) is similar to relations that are known from the nonlinear response theory, such as the nonlinear material equations connecting polarization and an electric field or magnetization and a magnetic field in classical electrodynamics. The description of the time-dependent volatility by a linear relation

$$
\begin{equation*}
\sigma^{2}(t)=\beta^{(0)}+\int_{-\infty}^{t} d t^{\prime} \beta\left(t-t^{\prime}\right) \hat{\xi}^{2}\left(t^{\prime}\right) \tag{3.316}
\end{equation*}
$$

is a probably sufficient approximation similar to the linear response theory of materials [215, 216]. While the physical response function describes the delay of the effect of an external field on the macroscopic state of a material, in the present case the response function $\beta\left(t-t^{\prime}\right)$ generates a delayed influence of the price fluctuations on the current volatility. But there is an essential difference: The external fields are usually independent from the response; however, there is a feedback in financial theory due to the first equation of (3.313).

The discrete version of (3.316) is given by

$$
\begin{equation*}
\sigma^{2}(t)=\beta^{(0)}+\sum_{n=1}^{\infty} \beta_{n} \hat{\xi}^{2}(t-n \delta t, \delta t) \tag{3.317}
\end{equation*}
$$

with usually positive response coefficients $\beta_{n}$ and $\beta^{(0)}$. The modeling of a time-varying volatility on the basis of (3.317), or more generally on the discrete version of (3.315), has been one of the most important research topics in various financial applications over the last twenty years.

The first development to capture such a volatility was the autoregressive conditional heteroskedasticity (ARCH) model [110]. Many different types of ARCH models have been proposed in the academic literature, such as ARMA-ARCH [421], CHARMA [405], threshold ARCH [441], or doublethreshold ARCH [234].

A model with quite attractive features is the generalized ARCH (GARCH) model [54]. This model also has various extensions or specifications, such as IGARCH [4], AGARCH [55, 56], EGARCH [280], or the components GARCH model [111, 112].

The ARCH Process. The original model of autoregressive conditional heteroskedasticity [110] has the variance equation

$$
\begin{equation*}
\sigma_{m}^{2}=\beta^{(0)}+\sum_{n=1}^{N} \beta_{n} \hat{\xi}_{m-n}^{2} \tag{3.318}
\end{equation*}
$$

with a memory of $N$ time periods and the definitions $\hat{\xi}_{n}=\hat{\xi}\left(t_{n}, \delta t\right)$, $\sigma_{n}=\sigma\left(t_{n}\right)$, and $t_{n+1}=t_{n}+\delta t$. Furthermore, some constraints on the coefficients $\beta_{n}$ are necessary to ensure that the conditional variance is always positive. Obviously, $\operatorname{ARCH}(N)$ is nothing but a weighted moving average (3.17) over the squared price fluctuations. For an $\operatorname{ARCH}(N)$ model, the series (3.317) is truncated after $N$ steps.

The unfortunate acronym ARCH is nevertheless essential. Heteroskedasticity means changing variance, so conditional heteroskedasticity means changing conditional variance. This model captures the conditional heteroskedasticity of asset price fluctuations by using a moving average of past squared errors: if a major market movement in either direction occurred $m \leq N$ time periods $\delta t$ ago, the error square will be large, and assuming


Fig. 3.28. Various realizations of $\operatorname{ARCH}(1)$ processes: $\beta_{1}=0$ (top), $\beta_{1}=0.447$ (middle), $\beta_{1}=0.488$ (bottom).
its coefficient is nonzero, the effect will be to increase the actual variance. In other words, large fluctuations tend to follow large fluctuations of either sign. Mandelbrot [246] had first described this phenomenon, which today we call conditional heteroskedasticity (Figure 3.28).

The unconditional variance of an ARCH process is simply the average over the conditional variance using the probability distribution function of the corresponding $\operatorname{ARCH}(N)$ model.

Because the discrete version of the price fluctuation equation of (3.313) reads $\hat{\xi}_{n}=\sigma_{n} \Delta W_{n}$ with $\Delta W_{n}=W\left(t_{n}\right)-W\left(t_{n-1}\right)$ and $W(t)$ a Wiener process, we obtain from (2.134) $\overline{\left(\Delta W_{n}\right)^{2}}=\delta t$. The time period $\delta t$ may be absorbed in the conditional variance so that we can write $\overline{\left(\Delta W_{n}\right)^{2}}=1$. Thus, we get $\overline{\hat{\xi}_{n}^{2}}=\overline{\sigma_{n}^{2}}$, where we have considered the mutual independence of the differences $\Delta W_{n}$ and $\Delta W_{m}$ for $n \neq m$. Furthermore, the stationarity requires $\overline{\sigma_{n}^{2}}=\overline{\sigma^{2}}$ for all $n$. Hence, we obtain from (3.318)

$$
\begin{equation*}
\overline{\sigma^{2}}=\frac{\beta^{(0)}}{1-\sum_{n=1}^{N} \beta_{n}} \tag{3.319}
\end{equation*}
$$

Therefore, the coefficients $\beta_{n}$ must satisfy the constraint

$$
\begin{equation*}
\sum_{n=1}^{N} \beta_{n}<1 \tag{3.320}
\end{equation*}
$$



Fig. 3.29. The frequency distribution of an $\operatorname{ARCH}(1)$ process for $\beta_{0}=1$ and $\beta_{1}=0$ (Gaussian law), $0.333,0.408,0.447,0.471,0.488$ (in the direction of the arrow).

For the sake of simplicity, we focus now on the $\mathrm{ARCH}(1)$ process. Here, we have the unconditional variance $\overline{\sigma^{2}}=\sigma_{0}^{2} /\left(1-\beta_{1}\right)$. Furthermore, we get from (2.132) the relation $\overline{(\Delta W)^{4}}=3$ so that we find

$$
\begin{equation*}
\overline{\sigma^{4}}=\left(\beta^{(0)}\right)^{2}+2 \beta_{1} \overline{\sigma^{2}} \beta^{(0)}+3 \beta_{1}^{2} \overline{\sigma^{4}} \tag{3.321}
\end{equation*}
$$

Then, the excess kurtosis (see Subsection 2.1.5) is

$$
\begin{equation*}
\lambda_{4}=\frac{\overline{\hat{\xi}^{4}}}{\left(\overline{\hat{\xi}^{2}}\right)^{2}}-3=\frac{3 \overline{\sigma^{4}}}{\left(\overline{\sigma^{2}}\right)^{2}}-3=\frac{6 \beta_{1}^{2}}{1-3 \beta_{1}^{2}} \tag{3.322}
\end{equation*}
$$

which is positive and finite for $\beta_{1}<1 / \sqrt{3}$. The probability distribution function of the logarithmic price changes will then be leptokurtic because the fluctuating conditional variance allows for more outliers or unusually large observations (Figure 3.29). In order to determine the volatility autocorrelation function of the $\mathrm{ARCH}(1)$ process, we start from

$$
\begin{equation*}
\overline{\sigma_{n+m+1}^{2} \sigma_{n}^{2}}=\overline{\left(\beta^{(0)}+\beta_{1} \hat{\xi}_{n+m}^{2}\right) \sigma_{n}^{2}}=\beta^{(0)} \overline{\sigma^{2}}+\beta_{1} \overline{\sigma_{n+m}^{2} \sigma_{n}^{2}} \tag{3.323}
\end{equation*}
$$

for $m>0$. Considering (3.319), we arrive at

$$
\begin{equation*}
C_{\text {vola }, m+1}=\overline{\sigma_{n+m+1}^{2} \sigma_{n}^{2}}-{\overline{\sigma^{2}}}^{2}=\beta_{1}\left(\overline{\sigma_{n+m}^{2} \sigma_{n}^{2}}-{\overline{\sigma^{2}}}^{2}\right)=\beta_{1} C_{\text {vola }, m} \tag{3.324}
\end{equation*}
$$

This recursion law is equivalent to

$$
\begin{equation*}
C_{\text {vola }}(t) \sim C_{0} \exp \left\{-t / \tau_{\text {vola }}\right\} \tag{3.325}
\end{equation*}
$$

with $\tau_{\text {vola }}=-\delta t / \ln \beta_{1}$. Thus, the autocorrelation of the $\mathrm{ARCH}(1)$ process shows an exponential decay in contradiction to various observations, suggesting a power law decay. This problem appears also for higher $\mathrm{ARCH}(N)$ processes [54], where the autocorrelation function is a weighted sum of various exponential decays.

The GARCH Process. In various applications using the $\operatorname{ARCH}(N)$ model, a large value of $N$ is required. This usually poses some problems in the determination of the parameters $\beta^{(0)}$ and $\beta_{n}$ describing the evolution of a given time series. Overcoming this problem and some other inadequacies of the $\operatorname{ARCH}(N)$ model leads to the introduction of a generalized ARCH process, the so-called $\operatorname{GARCH}(N, M)$ process [54]. This generalized model adds $M$ autoregressive terms to the moving averages of squared errors. The variance equation takes the form

$$
\begin{equation*}
\sigma_{m}^{2}=\beta^{(0)}+\sum_{n=1}^{N} \beta_{n} \hat{\xi}_{m-n}^{2}+\sum_{n=1}^{M} \bar{\beta}_{n} \sigma_{m-n}^{2} \tag{3.326}
\end{equation*}
$$

From here, we obtain immediately that the unconditional variance of the $\operatorname{GARCH}(N, M)$ model is given by

$$
\begin{equation*}
\overline{\sigma^{2}}=\frac{\beta^{(0)}}{1-\sum_{n=1}^{N} \beta_{n}-\sum_{m=1}^{M} \bar{\beta}_{m}} \tag{3.327}
\end{equation*}
$$

Obviously, the $\operatorname{GARCH}(N, M)$ process is a special case of (3.317) where the coefficients $\beta_{n}$ are obtainable from generalized geometric series. We demonstrate this behavior for the $\operatorname{GARCH}(1,1)$ process. Repeated substitution of (3.326) into itself yields

$$
\begin{align*}
\sigma_{m}= & \beta^{(0)}+\beta_{1} \hat{\xi}_{m-1}^{2}+\bar{\beta}_{1} \sigma_{m-1}^{2} \\
= & \left(1+\bar{\beta}_{1}\right) \beta^{(0)}+\beta_{1} \hat{\xi}_{m-1}^{2}+\bar{\beta}_{1} \beta_{1} \hat{\xi}_{m-2}^{2}+\bar{\beta}_{1}^{2} \sigma_{m-2}^{2} \\
& \vdots \\
= & \beta^{(0)} \sum_{n=1}^{\infty} \bar{\beta}_{1}^{n-1}+\beta_{1} \sum_{n=1}^{\infty} \bar{\beta}_{1}^{n-1} \hat{\xi}_{m-n}^{2} ; \tag{3.328}
\end{align*}
$$

that is, the $\operatorname{GARCH}(1,1)$ process corresponds to an initial volatility $\sigma_{0}^{\prime 2}=\sigma_{0}^{2} /\left(1-\bar{\beta}_{1}\right)$ and a response function $\beta(t) \sim \exp \left\{-t / \tau_{0}\right\}$ with $\tau_{0}=-\delta t / \ln \bar{\beta}_{1}$. Surprisingly, the parsimonious $\operatorname{GARCH}(1,1)$ model, which has just one squared fluctuation and one autoregressive term, is in fact sufficient for most purposes since it has an infinite memory. The excess kurtosis of $\operatorname{GARCH}(1,1)$ is given by the relation

$$
\begin{equation*}
\lambda_{4}=\frac{6 \beta_{1}^{2}}{1-3 \beta_{1}^{2}-2 \beta_{1} \bar{\beta}_{1}-\bar{\beta}_{1}^{2}} . \tag{3.329}
\end{equation*}
$$

Thus, a finite unconditional variance requires $\beta_{1}+\bar{\beta}_{1}<1$ while a finite positive excess kurtosis appears for $1>2 \beta_{1}^{2}+\left(\beta_{1}+\bar{\beta}_{1}\right)^{2}$. In financial markets, it is common to find the so-called lag coefficient $\bar{\beta}_{1}$ in excess of 0.7 , but the error coefficient $\beta_{1}$ tends to be smaller. The value of these parameters determines the shape of the resulting volatility time series. On the one hand, large lag coefficients mean that shocks to the conditional variance take a long time to die out, so volatility is persistent.

On the other hand, large error coefficients indicate that the volatility is quick to react to market changes and volatilities tend to be more spiky.

An analogous computation as used for the derivation of (3.324) yields the recursion law $C_{\text {vola }, m+1}=\left(\beta_{1}+\bar{\beta}_{1}\right) C_{\text {vola }, m}$ for the volatility autocorrelation function. We obtain again an exponential decay

$$
\begin{equation*}
C_{\text {vola }}(t) \sim C_{0} \exp \left\{-t / \tau_{\text {vola }}\right\} \tag{3.330}
\end{equation*}
$$

with the correlation time $\tau_{\text {vola }}=-\delta t / \ln \left(\beta_{1}+\bar{\beta}_{1}\right)$. However, an important difference between $\operatorname{ARCH}(1)$ and $\operatorname{GARCH}(1,1)$ is detected by comparing the characteristic timescales for these two processes.

Let us consider only processes with finite unconditional variance and finite excess kurtosis. The constraint of the finiteness of the kurtosis implies that the error coefficient $\beta_{1}$ of $\operatorname{ARCH}(1)$ must be lower than $1 / \sqrt{3}$. Hence, this process may be characterized by a relatively short maximal correlation time in the volatility fluctuations of $\tau_{\text {vola }} \sim 2 \delta t / \ln 3$. In $\operatorname{GARCH}(1,1)$, we can observe an arbitrarily long correlation time. To see this, let us write $\beta_{1}+\bar{\beta}_{1}=\varepsilon$ with $\varepsilon=\exp \left\{-\tau_{\text {vola }} / \delta t\right\}$.

We find that $\varepsilon<1$ for all finite correlation times $\tau_{\text {vola }}$. Hence, the corresponding $\operatorname{GARCH}(1,1)$ process has a finite unconditional volatility, and the excess kurtosis is finite if $1-\varepsilon^{2}>2 \beta_{1}^{2}$, which is always possible with a suitable choice of the error coefficient $\beta_{1}$. That is why the $\operatorname{GARCH}(1,1)$ process is widely used to model financial time series.

The empirical analysis $[3,4]$ of various volatility time series suggests a sum of lag and error coefficients close to 1 and relatively small error coefficients. For instance, the empirically determined coefficients of the US dollar rate $\operatorname{GARCH}(1,1)$ volatility for sterling and the Japanese yen, obtained in the time period 1983 to 1991 by analyzing the daily data [4], are $\beta_{1}=0.052$ and $\bar{\beta}_{1}=0.931$ (sterling) and $\beta_{1}=0.094$ and $\bar{\beta}_{1}=0.839$ (yen). Thus, we obtain a correlation time of $\tau_{\text {vola }}^{\text {sterling }} \approx 58$ trading days and $\tau_{\text {vola }}^{\text {yen }} \approx 15$ trading days.

There also remains the problem that $\operatorname{GARCH}(1,1)$ offers an exponential decay in contradiction to the empirical evidence that the volatility autocorrelation functions of asset and stock prices or exchange rates are characterized by a power law decay. It is also possible to determine the volatility autocorrelation function of a $\operatorname{GARCH}(N, M)$ process. Here, we obtain [54]

$$
\begin{equation*}
C_{\mathrm{vola}, m}=\sum_{i=1}^{\max (M, N)}\left(\beta_{i}+\bar{\beta}_{i}\right) C_{\mathrm{vola}, m-i} \tag{3.331}
\end{equation*}
$$

so that the autocorrelation function can be expressed as a superposition of exponential decays. Such a combination may mimic in an approximate way the power law correlation of the volatility over a finite window.

The IGARCH Process. When $\beta_{1}+\bar{\beta}_{1}=1$, we can rewrite the variance equation of the $\operatorname{GARCH}(1,1)$ process as

$$
\begin{equation*}
\sigma_{m}^{2}=\beta^{(0)}+(1-\lambda) \hat{\xi}_{m-1}^{2}+\lambda \sigma_{m-1}^{2} \tag{3.332}
\end{equation*}
$$

This model [4] is called the integrated GARCH process (IGARCH). Using (3.328) with $\bar{\beta}_{1}=\lambda$ and $\beta_{n}=1-\lambda$, we obtain the representation

$$
\begin{equation*}
\sigma_{m}^{2}=\frac{\beta^{(0)}}{1-\lambda}+(1-\lambda) \sum_{n=1}^{\infty} \lambda^{n-1} \hat{\xi}_{m-n}^{2} \tag{3.333}
\end{equation*}
$$

Obviously, the IGARCH model with $\beta^{(0)}=0$ is equivalent to an infinite exponential weighted moving average. To this end, we rewrite (3.17) as

$$
\begin{equation*}
\left\langle\hat{\xi}_{m}^{2}\right\rangle_{\omega}=\frac{\sum_{n=-\infty}^{m} \omega\left(t_{m}-t_{n}\right) \hat{\xi}_{n}^{2}}{\sum_{n=-\infty}^{m} \omega\left(t_{m}-t_{n}\right)}=\frac{\sum_{n=0}^{\infty} \omega\left(t_{n}\right) \hat{\xi}_{m-n}^{2}}{\sum_{n=0}^{\infty} \omega\left(t_{n}\right)} \tag{3.334}
\end{equation*}
$$

and use $\omega(t) \sim \exp (-t / \tau)$ with $\tau=\delta t / \ln \lambda$ in order to obtain

$$
\begin{equation*}
\sigma_{m}^{2}=\left\langle\hat{\xi}_{m-1}^{2}\right\rangle_{\lambda} . \tag{3.335}
\end{equation*}
$$

We remark that the unconditional variance is undefined in the IGARCH model.

The AGARCH Process. As remarked in subsection 3.5.4, there is empirical evidence for a slight skewness in the probability distribution of the price fluctuations. The normal $\operatorname{GARCH}(1,1)$ model does not always fully account for this right-left asymmetry of empirical financial data. However, the skewness is easily accommodated by introducing just one additional parameter $\eta$ in the conditional variance equation. This leads to the asymmetric $\operatorname{GARCH}(1,1)$ model $(\mathrm{AGARCH})$, which has conditional variance

$$
\begin{equation*}
\sigma_{m}^{2}=\beta^{(0)}+\beta_{1}\left(\hat{\xi}_{m-1}-\eta\right)^{2}+\bar{\beta}_{1} \sigma_{m-1}^{2} \tag{3.336}
\end{equation*}
$$

For $\eta>0$, negative shocks to the price fluctuations induce larger conditional variances than positive shocks. The AGARCH model is therefore appropriate when we expect more volatility following a market fall than following a market rise. This so-called leverage effect is a common feature of a large class of financial markets.

The EGARCH Process. The GARCH process has several drawbacks, including the inability to capture asymmetric volatility and to impose nonnegativity restrictions. While the skewness may be considered in the framework of an AGARCH model, the need constraint is eliminated in the exponential GARCH model [280]. This EGARCH model considers the conditional variance equation in logarithmic terms

$$
\begin{equation*}
\ln \sigma_{m}^{2}=\ln \beta^{(0)}+H\left(Z_{m-1}\right)+\bar{\beta}_{1} \ln \sigma_{m-1}^{2} \tag{3.337}
\end{equation*}
$$

with $Z_{m}=\hat{\xi}_{m} / \sigma_{m}$ and the function

$$
\begin{equation*}
H(Z)=\frac{1}{2}\left(\lambda_{+}+\lambda_{-}\right) Z+\frac{1}{2}\left(\lambda_{+}-\lambda_{-}\right)|Z| \tag{3.338}
\end{equation*}
$$

This asymmetric function has the slope $\lambda_{-}$for $Z<0$, and $\lambda_{+}$for $Z>0$ provides the leverage effect just as in the AGARCH model.

The Components GARCH Process. A popular alternative specification of the GARCH process is the components GARCH process [111, 112]. Using the unconditional variance $(3.327)$ of the $\operatorname{GARCH}(1,1)$ model, the variance equation may be written as

$$
\begin{align*}
\sigma_{m}^{2} & =\overline{\sigma^{2}}\left(1-\beta_{1}+\bar{\beta}_{1}\right)+\beta_{1} \hat{\xi}_{m-1}^{2}+\bar{\beta}_{1} \sigma_{m-1}^{2} \\
& =\overline{\sigma^{2}}+\beta_{1}\left[\hat{\xi}_{m-1}^{2}-\overline{\sigma^{2}}\right]+\bar{\beta}_{1}\left[\sigma_{m-1}^{2}-\overline{\sigma^{2}}\right] \tag{3.339}
\end{align*}
$$

where $\overline{\sigma^{2}}$ may be interpreted as a certain baseline $\operatorname{GARCH}(1,1)$ model. The estimation of $\overline{\sigma^{2}}$ over a rolling time window suggests also that this quantity changes over time. The components model incorporates the varying volatility into the GARCH model. To this end, we replace (3.339) by the variance equation

$$
\begin{equation*}
\sigma_{m}^{2}=q_{m}+\beta_{1}\left[\hat{\xi}_{m-1}^{2}-q_{m-1}\right]+\bar{\beta}_{1}\left[\sigma_{m-1}^{2}-q_{m-1}\right] \tag{3.340}
\end{equation*}
$$

where the time-dependent baseline $q_{m}$ is obtainable by an additional equation. A widely used possibility is given by

$$
\begin{equation*}
q_{m}=\overline{\sigma^{2}}+\chi\left(q_{m-1}-\overline{\sigma^{2}}\right)+\bar{\chi}\left(\hat{\xi}_{m-1}^{2}-\sigma_{m-1}^{2}\right) . \tag{3.341}
\end{equation*}
$$

The equations (3.340) and (3.341) together define the components model. For $\chi=\bar{\chi}=0$, we obtain the original GARCH model, while for $\chi=1$, the baseline is just a random walk.

Convergence and Scaling. The ARCH and GARCH processes fit very well the empirically determined probability distribution functions of logarithmic price changes. The correspondence of the leptokurtic character is an especially remarkable feature. However, all of these more or less mathematical models fail to describe the behavior for different time horizons $\delta t$.

Above, we have mentioned one critical problem: the volatility autocorrelation correlation function of ARCH and GARCH models shows an exponential decay instead of the expected power law.

Another serious problem is related to the scaling properties of the probability distribution functions obtained from real financial data [253]. We know that, for processes with finite variance, the central limit theorem applies. Thus, the probability distribution function of the logarithmic price differences over a large time interval $\Delta t=N \delta t$ should approach a Gaussian law. In fact, the probability distribution function of the sum of $N$ successive price changes

$$
\begin{equation*}
S(t, \Delta t)=\sum_{k=0}^{N-1} \xi(t-k \delta t, \delta t) \tag{3.342}
\end{equation*}
$$

obtained from an ARCH or GARCH process implies a decrease in the excess kurtosis with increasing $N$ [99]. In any case, the attractor of all possible ARCH and GARCH processes with finite variance is the Gaussian probability distribution function.

However, the fact that these processes describe well the probability distribution function for a given time horizon $\delta t$ and that the probability distribution function of the sum (3.342) converges to a Gaussian law does not ensure that the same process describes well the stochastic dynamics of a financial market for any time horizon $\delta t$. There are strong indications obtained from numerical simulations [253] that the scaling properties of a probability distribution function for different time horizons cannot be captured by autoregressive processes.

In summary, ARCH and GARCH processes are only of moderate interest from a physical point of view because they fail to describe properly the time evolution of the probability distribution function of the price changes. The power of these models lies in their application within finance and financial mathematics. In particular, ARCH and GARCH processes are suitable classes of stochastic processes modeling the time evolution of the price for a given stock or asset at a fixed time horizon $\delta t$.

### 3.7.4 Time-Reversible Symmetry

Suppose that we have a sufficiently large time series of an arbitrary asset price with fixed time horizon

$$
\begin{equation*}
\left\{\xi_{1}, \ldots, \xi_{n-1}, \xi_{n}, \xi_{n+1}, \ldots\right\} \tag{3.343}
\end{equation*}
$$

with $\xi_{n}=\xi\left(t_{n}, \delta t\right)$ and $t_{n}=t_{n-1}+\delta t$. Then, it may be of interest whether such a series shows a time-reversal symmetry in a statistical sense [312]. A stationary Markov process is always a time-reversal; that is, the probability for the realization of the time series (3.343) is equivalent to the probability for the realization of the reversed series

$$
\begin{equation*}
\left\{\ldots, \xi_{n+1}, \xi_{n}, \xi_{n-1}, \ldots, \xi_{1}\right\} \tag{3.344}
\end{equation*}
$$

However, the existence of memory effects leads to a violation of the timereversal symmetry due to the causal structure of the corresponding evolution equations. We will now answer the question of how the existence or the lack of such a symmetry may be tested. The two-point correlation function of a stationary process (2.104) is always an even function. If we use the relative price changes $\hat{\xi}=\xi-\bar{\xi}$, we obtain due to the stationarity

$$
\begin{equation*}
C(\tau ; \delta t)=\overline{\hat{\xi}(t, \delta t) \hat{\xi}(t+\tau, \delta t)}=\overline{\hat{\xi}(t-\tau, \delta t) \hat{\xi}(t, \delta t)}=C(-\tau ; \delta t) \tag{3.345}
\end{equation*}
$$

This means that this function is not suitable for a test of statistical timereversal symmetry. This statement holds also for higher correlation functions with regularly spaced points in time:

$$
\begin{equation*}
\overline{\hat{\xi}(t, \delta t) \hat{\xi}(t+\tau, \delta t) \hat{\xi}(t+2 \tau, \delta t) \ldots \hat{\xi}(t+n \tau, \delta t)} \tag{3.346}
\end{equation*}
$$

Limiting the analysis of the time series to the calculation of such intrinsically symmetric correlation functions, this corresponds to a loss of information since the price changes $\xi(t, \delta t)$ can be symmetric or asymmetric under time reversal. Another situation appears if the observation times are not equidistant. The simplest correlation function that is not necessarily an invariant quantity under a reversion of the time is

$$
\begin{equation*}
\widetilde{C}(\tau ; \delta t)=\overline{\hat{\xi}}(t, \delta t) \hat{\xi}(t+\tau, \delta t) \hat{\xi}(t+3 \tau, \delta t) . \tag{3.347}
\end{equation*}
$$

The stationarity now leads to

$$
\begin{equation*}
\widetilde{C}(-\tau ; \delta t)=\overline{\hat{\xi}}(t, \delta t) \hat{\xi}(t+2 \tau, \delta t) \hat{\xi}(t+3 \tau, \delta t) . \tag{3.348}
\end{equation*}
$$

If the underlying time series is a time-reversal series in a statistical sense, we expect $\widetilde{C}(\tau ; \delta t)=\widetilde{C}(-\tau ; \delta t)$. Therefore, the correlation function should be a reasonable measure for a time-reversal asymmetry of the time series

$$
\begin{align*}
C_{\mathrm{asym}}(\tau ; \delta t) & =\widetilde{C}(\tau ; \delta t)-\widetilde{C}(-\tau ; \delta t) \\
& =\overline{\hat{\xi}(t, \delta t)[\hat{\xi}(t+\tau, \delta t)-\hat{\xi}(t+2 \tau, \delta t)] \hat{\xi}(t+3 \tau, \delta t)} \tag{3.349}
\end{align*}
$$

The detection of serious deviations of $C_{\text {asym }}(\tau ; \delta t)$ implies the existence of some statistical asymmetry in the time series.

Another suitable measure of statistical time-reversal symmetry is the twopoint correlation function of different functions. For instance, all combinations

$$
\begin{equation*}
C_{\mathrm{asym}}^{(n, m)}(\tau ; \delta t)=\overline{\hat{\xi}^{n}(t, \delta t) \hat{\xi}^{m}(t+\tau, \delta t)}-\overline{\hat{\xi}(t, \delta t)^{m} \hat{\xi}(t+\tau, \delta t)^{n}} \tag{3.350}
\end{equation*}
$$

with $n \neq m$ are possible measures for testing the time-reversal symmetry. A few applications [14, 325] of such methods have been performed in order to test the symmetry of financial time series and seem to indicate that statistical time asymmetry is present. We document this behavior by an analysis of the cubic correlation function


Fig. 3.30. Average cubic correlation functions of the locally trend-corrected logarithmic price fluctuations (circles) and the locally-trend corrected volatility (triangles). Each point is the average over all empirically determined asymmetric cubic correlation functions of all stocks of the German stock index (DAX) for 11/0007/02.

$$
\begin{equation*}
c(\delta t)=\frac{\overline{\eta(t, \delta t)^{3} \eta(t+\delta t, \delta t)}-\overline{\eta(t, \delta t) \eta(t+\delta t, \delta t)^{3}}}{\left(\overline{\eta(t, \delta t)^{2}}\right)^{2}} \tag{3.351}
\end{equation*}
$$

where we choose
(i) $\eta(t)=\xi(t, \delta t)$ (the logarithmic price fluctuation),
(ii) $\eta=|\xi(t, \delta t)|$ (a measure of the volatility),
(iii) $\eta(t)=[2 \xi(t, \delta t)-\xi(t+\delta t, \delta t)-\xi(t-\delta t, \delta t)] / 3$ (a measure of locally "trend-corrected" price fluctuation), and
(iv) $\eta(t)=[2|\xi(t, \delta t)|-|\xi(t+\delta t, \delta t)|-|\xi(t-\delta t, \delta t)|] / 3$ (a measure of locally "trend-corrected" volatility).

In Figure 3.30, we compare the cubic correlation functions of (iii) and (iv) obtained from daily series averaged over all of the stock prices contained in the DAX.

Obviously, there is strong empirical evidence for the existence of a timereversal asymmetry in the volatility fluctuations, whereas the trend-corrected fluctuations of the prices themselves are more or less symmetric in a statistical sense. This analysis supports the assumption that daily fluctuations of price changes of stocks or assets are approximately independent for a time horizon $\delta t$ much larger then the Markov horizon $\delta t_{\text {Markov }} \sim 10^{1}$ trading minutes.

On the other hand, the absence of a time-reversal symmetry in the volatility fluctuations suggests that there might be other, probably long-rangecorrelated, fundamental economic and financial processes controlling the dynamics of a financial market.

A similar interpretation follows from an inspection of Figure 3.31, which considers possible trends in the price fluctuations. The asymmetry is detected for both the price fluctuations and the absolute price fluctuations. Here, the asymmetry is observed over a timescale of some trading month. Obviously, the fundamental economic processes behind this effect are slow and therefore probably offer a global character. In other words, the existence of a pronounced time arrow in the financial data indicates that the dynamics of financial markets are an irreversible process.


Fig. 3.31. Average cubic correlation functions of the logarithmic price fluctuations (circles) and the volatility (triangles). Each point is the average over all empirically determined asymmetric cubic correlation functions of all stocks of the German stock index (DAX) for 11/00-07/02.

## 4. Economic Systems

### 4.1 The Task of Economics

Economics helps us to understand the nature and organization of societies, the arguments underlying many of the great public issues of the day, and the operation and behavior of business firms and other economic decisionmaking units. To perform effectively and responsibly as citizens, administrators, workers, or consumers, most people need to know some economics. In order to answer the question of whether physical methods and ideas may be helpful to solve economic problems, we must specify the scope of economic science.

Economics is concerned with the way in which limited resources are allocated among alternative uses to satisfy human wants. Usually, economics is divided into two parts: microeconomics and macroeconomics. Microeconomics deals with the economic behavior of individual units such as consumers, firms, and resource owners. Macroeconomics deals with the behavior of large economic aggregates in order to describe such quantities as the gross domestic product and the level of employment.

The basic procedure to answer economic questions quantitatively is the formation of models. An economic model or theory is composed of a number of more or less empirical assumptions from which conclusions and predictions are deduced. Such theories in general strongly simplify the real situation. Although the necessary assumptions and constraints that are made obviously must bear some relationship to the type of situation to which the model is applicable, it is very important to understand that economic models need not be very exact replicas of reality.

Surprisingly, many predictions obtained from economic theories are close to reality. Obviously, the rules controlling economic situations are relatively robust against the individual character of the units forming the underlying economic system. Hence, the majority of economic models offer a deterministic structure. Random processes play no role or only a subordinate one in traditional economics and also in modern economic science. That seems a surprising result at first since the key objects of economics are the markets. As we have seen in the previous chapter, fluctuations dominate the markets, in particular financial markets. In order to understand this apparent contradiction, we should analyze this problem from a physical point of view.

As we have remarked in the first chapter and the Preface to this book, economic systems show a very high degree of complexity. However, from the many physical degrees of freedom, only a small part are considered economically relevant quantities. All other degrees of freedom, including those forming the individual character of economic objects and humans, may be interpreted as irrelevant quantities contributing to apparently stochastic processes affecting the economic system.

We have studied the stochastic character of the relevant variables due to randomness caused by the irrelevant quantities in the framework of financial markets. In fact, besides the fluctuations of an arbitrary price occurs the central tendency of this price. This trend represents mainly the evolution of the underlying economic system. Assuming the simple Gaussian model and a stationary market, the price fluctuations over a certain time period $\Delta t$ grow as $\Delta t^{1 / 2}$, while the trend leads to a change of the average price of an order of magnitude $\Delta t$. Hence, the asset price fluctuations lose their importance against the trend for sufficiently long timescales.

The scale on which the trend of a price shows significant changes is the characteristic timescale of micro- and macroeconomic processes. Usually, economic observations are carried out for time horizons of months and years. For example, the unemployment rates are published at least monthly and economic data for leading companies are available every three months.

Economic quantities, such as the trend of asset prices, imply of course a random character also at very large timescales. But these effects are apparently not very strongly induced by hidden microscopic degrees of freedom and are probably a consequence of the nonlinear couplings between the relevant economic and social degrees of freedom. In other words, modern economists believe that deterministic economic laws determine mainly the relations between markets, companies, transportation units, employees, and employers. In fact, individual conditioned fluctuations are mostly restricted on short timescales and small geographic regions and particular lines of business. These effects compensate mutually for typical economic scales. Economic indicators, such as unemployment or the inflation rate, show only a slow variability, which is assumed to be the result of a deterministic evolution on the level of the relevant economic degrees of freedom.

As discussed in Chapter 2, complex systems may show pronounced deterministic regimes for a certain level of the relevant degrees of freedom used. The corresponding equations of motion or, more precisely, the kinetic equations, are of the type (2.92). Formally, these equations are the systematic contributions to the Ito stochastic differential equations (2.139), providing also a natural way for the introduction of random processes in economic problems. A central aim of economics is the adaptation of these formal equations to reality by empirical observations and suitable assumptions.

This leads to the question of how the complicated dynamics of economic systems may be described in an appropriate manner. The economically
relevant variables form a very complicated system, responsive to various climate, social, or policy influences, so that we should answer the question of why such a system usually shows a relatively stable structure and not a completely chaotic character. Probably, just a few collective modes become dominant and effectively serve the time evolution of the economic system. At the same time, these global variables govern the behavior of all other relevant variables. This synergetic principle [166] may be characteristic of the evolution of economic markets.

To be more precise, we should start with an analysis of the structure of an economic system. For a better understanding, we will not continuously use the traditional economic language; instead we introduce some physically motivated terms.

Each economic system consists of different elements. In principle, we have to distinguish between active and passive elements. Active elements, also denoted as individual units, such as firms or human consumers, use passive elements such as goods, money, labor, or resources and transform these into new passive elements. Each active element has an input and an output. The input of a firm encloses the currents of consumed passive elements, such as intermediate products, labor, energy, and the proceeds for the goods produced, while the output contains goods, wages, rents, taxes, and the cost of resources and intermediate products (Figure 4.1). The inputs of a human consumer are the wages, food, and other goods, while the outputs are the costs for food and consumer articles and the hours worked (Figure 4.2). The active elements can also have positive or negative storage functions, which represent money or product reserves or loans for further investments.

Inputs and outputs are often discrete quantities. However, arguments similar to those we have used in the context of financial time series allow us to introduce continuous values for these economic quantities also. Here, we will use the latter concept. We remark that a discussion of the pros and cons of such a continuation is useless with respect to the large characteristic


Fig. 4.1. Schematic representation of the input and output of a firm.


Fig. 4.2. Schematic representation of the economic input and output of a consumer.
timescales of economic observations. Suppose that the active elements are labeled by $I=1, \ldots, N$. Then, let us write the output rate of the $I$ th active element as $\dot{\omega}_{\alpha, I}=\partial \omega_{\alpha, I} / \partial t$, where the type of the passive element is labeled by $\alpha=1, \ldots M$ and the input rates are given by $\dot{\nu}_{\alpha, I}=\partial \nu_{\alpha, I} / \partial t$. The central idea of a microeconomic ansatz is that there exists a function

$$
\begin{equation*}
\dot{\omega}_{\alpha, I}=f_{\alpha, I}\left(\left\{\dot{\nu}_{\beta, I}\right\},\left\{g_{b, I}\right\}\right) \tag{4.1}
\end{equation*}
$$

connecting the output rate $\dot{\omega}_{\alpha, I}$ with the inputs [349] and a set $\left\{g_{b, I}\right\}$ of control parameters or production coefficients [69, 132]. The activity or production function $f_{\alpha, I}$ is a specific function that is mainly determined by the structure of the firm and the technology applied. The application of production functions relating output to its underlying factor inputs has a long history $[126,142,158,199,273,350,382,406,415,425,426]$. The input rates $\dot{\nu}_{\beta, I}$ determine the production scale, while the control parameters $g_{b, I}$ define the actual constitution of the active element. The choice of the control or production parameters $g_{b, I}$ allows firms to change their range of products by internal rearrangements of the operational procedure. In the case of individual humans, the control parameters determine their consumption behavior.

We remark that the $g_{b, I}$ may have both discrete values and continuous values. A discrete value corresponds to the case where a firm has a limited number of production processes. For instance, a small winery produces only one type of wine over a certain time period, another type over the next time period, and so on. The discrete value of the control parameter then defines the type of wine currently produced. A refinery can change the output fraction of gasoline, light oil, and heavy oil continuously in a certain range. Here, we have to deal with continuous control parameters.

Economists believe in the existence of the activity functions $f_{\alpha, I}$, although it is very hard to construct these functions from empirical observations since each measurement means a change of the production regime. Only some universal properties are known. For example, the activity function is a nonnegative quantity, $f_{\alpha, I} \geq 0$. If certain inputs vanish, the function $f_{\alpha, I}$ becomes zero. Furthermore, a sufficiently large input leads to saturation effects due to the limited production capacity. As a general problem in real economics,


Fig. 4.3. Schematic representation of the flows of goods in a planned economy.
it remains a fact, however, that the functions $f_{\alpha, I}$ are completely unknown apart from some points.

Let us assume for the moment that we know all functions $f_{\alpha, I}$. Then, the question remains how we can determine the control parameters $g_{b, I}$ optimizing the economy. To do this, we have to take into account that economics include the exchange of products. This exchange connects all active elements of the economic system to a closed network. Modern economics know two extreme ways of realizing such an exchange. Note that other possibilities have also taken place over the course of history.

All active elements are connected directly in a planned economy. Thus, the output of one active element is the input of a following active element. Such a system has fixed flows of the passive elements (Figure 4.3), at least during a given time period.

The necessary constraints of such a system are

$$
\begin{equation*}
\sum_{I=1}^{N}\left(\dot{\omega}_{\alpha, I}-\dot{\nu}_{\alpha, I}\right)=0 \tag{4.2}
\end{equation*}
$$

that is, the total output with respect to a given class of passive elements is equivalent to the total input of the same passive element. If human wants or the technology are changed, the parameters must be corrected by a central planning commission. In this case, specific goals that are considered necessary for the political stability of the respective state must be reached. Such aims are the allocation of basic foods and special consumer goods, the completion of armaments, the support of the state machinery, housebuilding, or new investments. Formally, these aims can be expressed by inequalities of the type

$$
\begin{equation*}
Z_{\alpha}^{\max } \geq \sum_{I=1}^{N} \dot{\omega}_{\alpha, I} \geq Z_{\alpha}^{\min } \tag{4.3}
\end{equation*}
$$

The task of the commission is now to optimize the economy by defining the flows of the inputs and outputs of all firms and the set of the control parameters considering (4.1) and the restrictions (4.2) and (4.3).

Obviously, such an economic system is in a stationary state (i.e., the flow of goods, money, resources, and labor between the active elements is constant during the whole planning period). But even if the constraints (4.3) are realistically formulated, which is usually not the case in state socialism, planned economics contains considerable dangers. Every damage and every tempest, significant price changes in global markets, or change of human wants can lead to a considerable perturbation of the steady state during a planning period. But the main problem is that any optimization, especially of the whole national economy, degenerates to a rough estimation since the activity functions $f_{\alpha, I}$ are largely unknown.

The periodically realized corrections of the plan usually do not lead to a stabilization of the economic system. Instead, indications of chaotic movement may be observed. Below, we demonstrate such behavior for the case of a monopolist, which has similar properties in principle. It should be remarked that such a planned economy is not only a phenomenon of the last century. Similar control and optimization mechanisms could be observed in the later Roman empire [274], such as the "edictum Diocletiani" in 301 A.D., and during the middle ages [313].

In a market economy, the active elements are connected via the markets (Figure 4.4).

A market controls the exchange of passive elements via the competition between supply and demand. Basically, every kind of passive element can be traded in the markets. There exist financial markets, labor markets, coffee markets, steel markets, and so on. An important role in controlling the market dynamics is played by the market price. This quantity is given by a so-called price function $P_{\alpha}$, which defines the average price of a certain amount of a given passive element $\alpha$. The price function depends mainly on demands and supplies. The supply side is mainly determined by the actual total reserves


Fig. 4.4. Schematic representation of the flow of goods in a market economy.

$$
\begin{equation*}
R_{\alpha}=\int_{-\infty}^{t} d t^{\prime} \sum_{I=1}^{N}\left[\dot{\omega}_{\alpha, I}\left(t^{\prime}\right)-\dot{\nu}_{\alpha, I}\left(t^{\prime}\right)\right]=\sum_{I=1}^{N}\left(\omega_{\alpha, I}-\nu_{\alpha, I}\right) \tag{4.4}
\end{equation*}
$$

of the passive elements. The demand side can be represented by

$$
\begin{equation*}
S_{\alpha}=\Phi_{\alpha}\left(\left\{g_{a, I}\right\},\left\{\dot{\nu}_{\alpha, I}\right\}\right), \tag{4.5}
\end{equation*}
$$

where the demand function $\Phi_{\alpha}$ represents the total demand for passive elements of type $\alpha$. The demand function depends on the consumption rates (i.e., the inputs) and on the control parameters of the activity functions defining the actual constitution and therefore the consumption behavior of the active elements. Thus, the market price may be obtained from the general relation

$$
\begin{equation*}
p_{\alpha}=P_{\alpha}(R, S) \tag{4.6}
\end{equation*}
$$

with $R=\left\{R_{1}, R_{2}, \ldots\right\}$ and $S=\left\{S_{1}, S_{2, \ldots}\right\}$. The occurrence of all of the supplies and demands in the price function of a certain type $\alpha$ of passive elements is not unexpected.

Such a dependence considers, for example, the fact that each consumer has the chance to buy alternative goods that fulfill his wants in the same way. Equation (4.6) suggests that the market price is a collective property that is determined by the individual properties of all consumers and sellers.

However, a warning should be made: the market price is not necessarily equal to the actual trading price. The latter is a result of a contract between the consumer and the seller. The market price is here only a guideline for possible negotiations between both parties. Economists explain the influence of the market price on the trading price by the application of different models, such as the monopolist, oligopolist, and polypolist models [137, 289, 373].

Similarly as the activity functions $f_{\alpha, I}$, the price functions $P_{\alpha}$ are largely unknown. Formally, they depend on the type of objects traded. The market price $p_{\alpha}$ is usually high for small reserves and increases with decreasing reserves. The importance of the market price consists in the feedback to the active elements of the economic system. High market prices are stimulations for a possible change of the production regime or a change of human wants. Thus, the control parameters $g_{a, I}$ of the activity functions and the input currents depend mainly on the actual market prices

$$
\begin{equation*}
g_{a, I}=G_{a, I}(p) \quad \text { and } \quad \dot{\nu}_{\alpha, I}=H_{\alpha, I}(p) \tag{4.7}
\end{equation*}
$$

with $p=\left\{p_{1}, p_{2}, \ldots\right\}$. It can be expected that, for a given set of market prices $p$, the response functions $G_{a, I}$ and $H_{\alpha, I}$ define such control parameters $g_{a, I}$ and inputs $\dot{\nu}_{\alpha, I}$ favoring a special production regime of a firm or a special lifestyle of a human. This state may be characterized by the maximum profit in the case of a company or by the maximum private freedom in the case of a human. To be more specific, the maximum principle requires that the function

$$
\begin{equation*}
\mathcal{F}=\sum_{\alpha} p_{\alpha}\left[\dot{\omega}_{\alpha, I}-\dot{\nu}_{\alpha, I}\right]=\sum_{\alpha} p_{\alpha}\left[f_{I, \alpha}\left(\left\{\dot{\nu}_{\beta, I}\right\},\left\{g_{b, I}\right\}\right)-\dot{\nu}_{\alpha, I}\right] \tag{4.8}
\end{equation*}
$$

be maximized for each firm. Therefore, we obtain the conditions

$$
\begin{equation*}
\frac{\partial}{\partial \dot{\nu}_{\gamma, I}} \sum_{\alpha} p_{\alpha} f_{I, \alpha}\left(\left\{\dot{\nu}_{\beta, I}\right\},\left\{g_{b, I}\right\}\right)=p_{\gamma} \tag{4.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial}{\partial g_{c, I}} \sum_{\alpha} p_{\alpha} f_{I, \alpha}\left(\left\{\dot{\nu}_{\beta, I}\right\},\left\{g_{b, I}\right\}\right)=0 \tag{4.10}
\end{equation*}
$$

The solutions of (4.9) and (4.10) with respect to the production coefficients $g_{a, I}$ and the inputs $\dot{\nu}_{\gamma, I}$ define the functions $G_{I, a}$ and $H_{I, a}$. Hence, the response functions are directly obtainable from the activity functions $f_{I, \alpha}$.

The central points of a market economy are the local or, in the language of an economist, decentralized feedback mechanisms (4.7) considering a maximum approach of an active element to its internal aims and the collective interaction of all active elements via the markets.

In contradiction to the planned economy, the market economy is in a dynamical state. The equations of motion (4.1) and the constraints (4.4), (4.5), (4.6) and (4.7) form a complicated nonlinear system of differential equations. There is strong empirical evidence that the more or less open activity, price, supply and response functions are practically very robust relations so that the market economy is able to react to random disturbances and to follow long-term social and technological changes.

We remark that a real economic system is a mixed capitalism. Although decentralized decision-making based on the price system is used to organize production and consumption in most areas of a real economy, there are notable exceptions. For example, in the acquisition of new weapons by the department of defense, the market economy has not been applied. Instead, the government exercises control over sellers through the auditing of costs and through the intimate involvement of its agents in the managerial and operating structure of the sellers. Furthermore, the government decides what weapons are to be created and often decides how they are to be created and produced.

Up to now, we have roughly discussed the general concept of economy. In fact, the mathematical formulation of an economic system is much more complicated than we have shown here. An essential task of economics is the empirical estimation or theoretical determination of the open functions $f_{I, \alpha}$, $\Phi_{\alpha}$, and $P_{\alpha}$. This problem is the content of microeconomics, which describes the individual behavior of the active elements of economic systems in a quantitative manner. One can find detailed lectures about suitable techniques and possible models in several economics textbooks [214, 258, 331, 344].

The general starting point is similar to a molecular field approach used for the description of physical many-body systems. Instead of the investigation of the whole system, one analyzes only a particular active element in its environment consisting of various average markets. The contribution of other
competing elements to these markets is equivalent to the contribution of the element considered.

The analysis of the evolution of the whole economic system is the task of macroeconomics [18, 64, 121, 372]. The behavior of single elements here plays only a secondary role. In principle, the concept of macroeconomics implies a further reduction of the relevant degrees of freedom to a set of a few quantities. It may be assumed that these few, probably collective quantities dominate the time evolution of the whole economic system. Typically, macroeconomic theories show some similarities to physical field theories.

Below, we represent some ideas and concepts that illustrate the possible contribution of modern physical concepts and findings to economic problems.

### 4.2 Microeconomics

### 4.2.1 The Polypolist and Stability Analysis

A very popular case for microeconomic investigation is a set of small firms, each of them with only a small share of the market. Such a firm reacts relatively quickly to a change in the market. Because the firm shares the market with many other similar firms, it is called a polypolist. Such firms are typical candidates for a self-consistent description of market dynamics.

In order to describe the behavior of such a polypolist, let us collect the outputs of the particular firm into a vector $\omega=\left(\omega_{1}, \ldots \omega_{N}\right)$. Furthermore, we assume stable resources markets and a stable labor market so that every possible production regime may be adjustable. That is particularly the case if the set of small firms investigated needs only a small part of the resources supplied.

The product currents are given by $\dot{\omega}_{\alpha}=f_{\alpha}\left(\left\{\dot{\nu}_{\beta}\right\},\left\{g_{b}\right\}\right)$. Note that we have neglected the index $I$ because we are interested in the behavior of one firm. The market price of the products follows from the current demand and supply. The supply side corresponds to the market reserve $R_{\alpha}=N_{0} \omega_{\alpha}-\nu_{\alpha}$, which considers the production of all contributing firms. The simple factor $N_{0}$ reflects the "molecular field" argument that all firms of the polypolist model show an equal behavior. Hence, the total output of the product $\alpha$ is $N_{0} \omega_{\alpha}$ instead of the cumulative output $\omega_{\alpha}$ of one firm.

The present consumtion rate may be a constant quantity so that we can write $\nu_{\alpha} \approx N_{0} u_{\alpha} t$ and consequently $R_{\alpha}=N_{0}\left(\omega_{\alpha}-u_{\alpha} t\right)$. The market price is a function of the demand side given by the set of demand parameters $S$ and of the supply side defined by the present reserve

$$
\begin{equation*}
p_{\alpha}=P_{\alpha}(R, S)=P_{\alpha}(\omega-u t, S) \tag{4.11}
\end{equation*}
$$

with $u=\left(u_{1}, \ldots u_{N}\right)$. The market price determines the internal control parameters $g_{b}$ of the firm and the inputs $\dot{\nu}_{\beta}$; see (4.7). Thus, we obtain the relations

$$
\begin{equation*}
g_{b}=G_{b}(p)=\widetilde{G}_{b}(\omega-u t, S) \tag{4.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\dot{\nu}_{\beta}=H_{\beta}(p)=\widetilde{H}_{\beta}(\omega-u t, S) \tag{4.13}
\end{equation*}
$$

Hence, the output is described by the evolution equation

$$
\begin{equation*}
\frac{\partial \omega}{\partial t}=f(\{\widetilde{G}(\omega-u t, S)\},\{\widetilde{H}(\omega-u t, S)\})=F(\omega-u t, S) \tag{4.14}
\end{equation*}
$$

where $f, F, \widetilde{G}$, and $\widetilde{H}$ are vector functions of the components $f_{\alpha}, F_{\alpha}, \widetilde{G}_{a}$, and $\widetilde{H}_{\alpha}$. Introducing the new vector $x=\omega-u t$, we get

$$
\begin{equation*}
\frac{\partial x}{\partial t}=-u+F(x, S) \tag{4.15}
\end{equation*}
$$

Usually, this equation approaches a stationary state so that the output of the firm is given by the solution of the steady-state equation

$$
\begin{equation*}
F\left(x_{0}, S\right)=u \tag{4.16}
\end{equation*}
$$

This equation defines the equilibrium structure of the market. The dynamic equation (4.15) becomes important for the relaxation of the market into its stationary state after an external perturbation or after a change of the demand parameters $S$.

The treatment of such an ordinary differential equation is always possible by standard numerical methods. We will ask whether we can derive some general properties. Because the perturbations are typically small, the analysis is restricted to the nearest environment of a stationary state $x_{0}$. We assume that the Taylor expansion of $F\left(x_{0}, S\right)$ with respect to the variable $y=x-x_{0}$ exists. Then, we can write (4.15) in the form

$$
\begin{equation*}
\frac{\partial y}{\partial t}=A y+\psi^{(r)}(y) \tag{4.17}
\end{equation*}
$$

The rest function is given by $\psi^{(r)}(y)=F\left(x_{0}+y, S\right)-u-A y$, where the matrix $A$ has the components

$$
\begin{equation*}
A_{\alpha \beta}=\left.\frac{\partial F_{\alpha}(x, S)}{\partial x_{\beta}}\right|_{x=x_{0}} \tag{4.18}
\end{equation*}
$$

The leading term of the function $\psi^{(r)}(y)$ is of an order of magnitude $|y|^{r}$ with $r \geq 2$. Let us now introduce a transformation $z=y+h(y)$, where $h$ is a vector polynomial with the leading order 2 so that $h(0)=\partial h /\left.\partial y\right|_{y=0}=0$. Thus, we obtain

$$
\begin{align*}
\frac{\partial z}{\partial t} & =\frac{\partial z}{\partial y} \frac{\partial y}{\partial t}=\left(1+\frac{\partial h}{\partial y}\right) \frac{\partial y}{\partial t}=\left(1+\frac{\partial h}{\partial y}\right)[A y+\psi(y)] \\
& =A y+\frac{\partial h}{\partial y} A y+\psi(y)+\frac{\partial h}{\partial y} \psi(y) \\
& =A z-\left[A h(y)-\frac{\partial h(y)}{\partial y} A y-\psi(y)\right]+\frac{\partial h}{\partial y} \psi(y) \tag{4.19}
\end{align*}
$$

We determine the open function $h$ by setting

$$
\begin{equation*}
\hat{L}_{A} h=A h-\frac{\partial h}{\partial y} A y=\psi^{(r)} \tag{4.20}
\end{equation*}
$$

This equation has a unique solution if the eigenvalues of the introduced operator $\hat{L}_{A}$ are nonresonant. To understand this statement, we consider that the matrix $A$ has the set of eigenvalues $\lambda=\left\{\lambda_{1}, \ldots, \lambda_{N}\right\}$ and the normalized eigenvectors $\left\{e_{1}, \ldots, e_{N}\right\}$. Then, the vector $y$ can be expressed in terms of $y=\eta_{1} e_{1}+\ldots+\eta_{N} e_{N}$. The eigenvectors of $\hat{L}_{A}$ are the vector monomials

$$
\begin{equation*}
\varphi_{m, \gamma}=\eta_{1}^{m_{1}} \ldots \eta_{N}^{m_{N}} e_{\gamma} \tag{4.21}
\end{equation*}
$$

with $m=\left\{m_{1}, \ldots, m_{N}\right\}$. The quantities $m_{\alpha}$ are nonnegative integers satisfying $m_{1}+\ldots+m_{N} \geq 2$. Note that $\hat{L}_{A}$ acts in the space of functions that have an asymptotic behavior $h \sim|y|^{r}$ with $r \geq 2$ for $|y| \rightarrow 0$. We remark that $A \varphi_{m, \gamma}=\lambda_{\gamma} \varphi_{m, \gamma}$ and

$$
\begin{equation*}
\sum_{\alpha, \beta} \frac{\partial \varphi_{m, \gamma}}{\partial \eta_{\alpha}} A_{\alpha \beta} \eta_{\beta}=\sum_{\beta} \frac{\partial \varphi_{m, \gamma}}{\partial \eta_{\beta}} \lambda_{\beta} \eta_{\beta}=(m, \lambda) \varphi_{m, \gamma} \tag{4.22}
\end{equation*}
$$

where $(m, \lambda)$ is the Euclidean scalar product between the vectors $m$ and $\lambda$. Thus, we find

$$
\begin{equation*}
\hat{L}_{A} \varphi_{m, \gamma}=-\left[(m, \lambda)-\lambda_{\gamma}\right] \varphi_{m, \gamma} \tag{4.23}
\end{equation*}
$$

that is the operator $\hat{L}_{A}$ has the eigenvalues $(m, \lambda)-\lambda_{\gamma}$. If all eigenvalues of $\hat{L}_{A}$ have nonzero values, the equation (4.20) has a unique solution that requires $(m, \lambda) \neq \lambda_{\gamma}$. Otherwise, we have a so-called resonance $\lambda_{\gamma}=(m, \lambda)$, and $\hat{L}_{A}$ is not reversible.

Suppose that no resonances exist. Then, the solution of (4.20) defines the transformation function $h(y)$ so that

$$
\begin{equation*}
\frac{\partial z}{\partial t}=A z+\frac{\partial h}{\partial y} \psi^{(r)}(y) \tag{4.24}
\end{equation*}
$$

Comparing the order of the leading terms of $h$ and $\psi^{(r)}$, we find that the product $\psi^{(r)}(y) \partial h / \partial y$ is at least of an order $r+1$ in $|y|$. Considering the transformation between $z$ and $y$, we arrive at

$$
\begin{equation*}
\frac{\partial z}{\partial t}=A z+\psi^{(r+1)}(z) \tag{4.25}
\end{equation*}
$$

where $\psi^{(r+1)}(z)$ is a nonlinear contribution with a leading term proportional to $|z|^{r+1}$. The repeated application of this formalism generates an increasing order of the leading term.

In other words, the nonlinear differential equation approaches step-bystep a linear differential equation. This is the content of the famous theorem of Poincaré [15]. In the case of resonant eigenvalues, the Poincaré theorem must be extended to the theorem of Poincaré and Dulaque [15]. Here, we get instead of (4.25) the differential equation

$$
\begin{equation*}
\frac{\partial z}{\partial t}=A z+w(z)+\psi^{(r+1)}(z) \tag{4.26}
\end{equation*}
$$

where $w(z)$ contains the resonant monomials. The convergence of this procedure depends on the structure of the eigenvalue spectra of the matrix $A$. If the convex cover of all eigenvalues $\lambda_{1}, \ldots, \lambda_{N}$ in the complex plane does not contain the origin, the vector $\lambda=\left\{\lambda_{1}, \ldots, \lambda_{N}\right\}$ is an element of the socalled Poincaré region of the corresponding $2 N$-dimensional complex space. Otherwise, the vector is an element of the Siegel region [374].

If $\lambda$ is an element of the Poincaré region, the procedure discussed above is convergent and the differential equation (4.17) or (4.15) can be mapped formally onto a linear differential equation for nonresonant eigenvalues or onto the canonical form (4.26). If $\lambda$ is an element of the Siegel region, the convergence cannot be guaranteed.

The Poincare theorem allows a powerful analysis of the stability of systems of differential equations that goes beyond the standard method of linear approximation. In particular, this theorem can be a helpful tool in classifying the microeconomic task discussed above and many other related problems.

We have mentioned that the economic functions, such as the activity function or the response function, are largely unknown. However, some properties are obtainable from empirical investigations. For instance, the coefficients of the matrix (4.18) are connected with the so-called economic elasticity coefficients [39]. Therefore, it seems reasonable to extract as much information as possible about the stability of the underlying firm's strategy from this matrix and a few other estimations.

In the case of a single product, the variable $x$ is a one-dimensional quantity, and only one eigenvalue, $\lambda=A$, exists. Then, the stationary production $x_{0}$ (see (4.16)), corresponds to a stable state for $\lambda<0$ and to an unstable state for $\lambda>0$. Special investigations considering the leading term of the nonlinear part of (4.17) are necessary for $\lambda=0$.

Another situation occurs for a firm with two product types. Here, we have two eigenvalues, $\lambda_{1}$ and $\lambda_{2}$. If resonances are excluded, the largest real part of the eigenvalues determines the stability or instability of the state closed to the reduced output $x_{0}$. A resonance exists if $\lambda_{1}=m_{1} \lambda_{1}+m_{2} \lambda_{2}$ or $\lambda_{2}=m_{1} \lambda_{1}+m_{2} \lambda_{2}$, where $m_{1}$ and $m_{2}$ are nonnegative integers. In this case, we expect a nonlinear normal form (4.26) containing the resonant monomials.

Let us illustrate the formalism by using a very simple example. The eigenvalues $\lambda_{1}=-\lambda_{2}=i \Omega$, obtained from the linear stability analysis, are usually identified with a periodic motion of the frequency $\Omega$. But this case contains two resonances, namely $\lambda_{1}=2 \lambda_{1}+\lambda_{2}$ and $\lambda_{2}=\lambda_{1}+2 \lambda_{2}$. Thus, the stationarity of the evolution of the corresponding nonlinear system of differen-
tial equations (4.17) is no longer determined by the simple linear system ${ }^{1}$ $\dot{\eta}_{1}=i \Omega \eta_{1}$ and $\dot{\eta}_{2}=-i \Omega \eta_{2}$ but by the normal system

$$
\begin{equation*}
\dot{\eta}_{1}=i \Omega \eta_{1}+c_{1} \eta_{1}^{2} \eta_{2} \quad \text { and } \quad \dot{\eta}_{2}=-i \Omega \eta_{2}-c_{2} \eta_{1} \eta_{2}^{2} \tag{4.27}
\end{equation*}
$$

The substitutions $x_{1}=\eta_{1}+i \eta_{2}$ and $x_{2}=i\left(\eta_{1}-i \eta_{2}\right)$ and the agreement $x^{2}=x_{1}^{2}+x_{2}^{2}$ lead to the real normal form

$$
\begin{equation*}
\dot{x}_{1}=\Omega x_{2}+\frac{x^{2}}{4}\left[x_{1} \operatorname{Im} c-x_{2} \operatorname{Re} c\right] \tag{4.28}
\end{equation*}
$$

and

$$
\begin{equation*}
\dot{x}_{2}=-\Omega x_{1}+\frac{x^{2}}{4}\left[x_{1} \operatorname{Re} c+x_{2} \operatorname{Im} c\right] \tag{4.29}
\end{equation*}
$$

where the real structure of the differential equations requires $c_{1}=c$ and $c_{2}=\bar{c}$.

Such a structure is already expected after the first step of the Poincaré algorithm applied onto (4.17). Only the two parameters Re $c$ and $\operatorname{Im} c$ are still open. All other nonlinear terms disappear step-by-step during the repeated application of the reduction formalism. However, it is not necessary to execute these steps because the resonance terms remain unchanged after their appearance. The stability behavior follows directly from the dynamics of $x^{2}$. We obtain from (4.29)

$$
\begin{equation*}
\frac{\partial x^{2}}{\partial t}=\frac{\operatorname{Im} c}{2} x^{4} \tag{4.30}
\end{equation*}
$$

Thus, the system is stable for $\operatorname{Im} c<0$ and unstable for $\operatorname{Im} c>0$. Obviously, we need only an estimation about the sign of the quantity $\operatorname{Im} c$. This may be obtained from several economic investigations or empirical observations of appropriate companies. However, the determination of such quantities is a natural task for economists.

In many cases, microeconomic problems lead to a stability analysis or a related technique to find the steady state. Such a usually temporary stationarity is practically obtained by the firm under consideration by the use of empirical observations of the supply and the demand and by suitable response steps in order to stabilize production at a sufficiently high level.

Obviously, the attempts to undersell the actual market prices, social influences due to labor disputes, and the fluctuating costs of resources generate permanent fluctuations around such a stable point. Finally, the change of technology, long-term political decisions, or social evolution are reasons that a microeconomic state stabilizes only for a finite time. After this time, the economic system converges to a completely new steady state.

[^2]
### 4.2.2 The Monopolist and Chaotic Behavior

The polypolist model characterizes one possible market type. Another one is the monopolist model. In the polypolist model, we have perfect competition of individual small firms so that a certain steady state occurs. Each of the small firms cannot noticeably influence the market price on its own. They just note the current prices and demands and react accordingly with respect to their supply. Only the supply of all of the numerous firms of the polypolist model together becomes a force on the market strong enough to determine the price in a balance with the demand side.

The single monopolist, on the other hand, is assumed to deliberately choose to limit the quantity supplied so as to keep the price sufficiently high to yield monopoly profit. Therefore, the monopolist should know the complete relation between the prices and the demands in order to determine the adequate price relative to the demand. However, it is more likely that a monopolist just knows a few points on the economic functions recently visited in its more or less random search for maximum profit.

In the case of a monopoly model, the price function (4.6) reduces to $p_{\alpha}=P_{\alpha}(S)$ since the monopolist completely controls the market reserves in such a way that $R=$ const. In the economics literature, our reduced price function is also called the demand function.

Let us now analyze the case of one product and one kind of demand. Thus, we have to deal with the scalar function $p=P(S)$. An essential difference between the monopolist and the polypolist models is the interpretation of this formula. In the polypolist model, the price $p$ is a real market price that is controlled by the demand. In the monopolist model, the price is not a real market price and the monopolist controls the demand via the market price.

The general form of the demand function is assumed to be downwardsloping (i.e., the demand decreases as the price increases). In textbooks, the demand curve is just a straight line, $p=p_{0}\left(1-S / S_{0}\right)$, but this is usually too simplistic [332].

The total revenue $\zeta(S)=p S$ defines the total market value of the products that are necessary for the fulfillment of consumer wants. The derivation with respect to the demand is the marginal revenue $\mu(S)=d \zeta(S) / d S=\zeta^{\prime}(S)$.

Another important quantity characterizing the effectiveness of a firm is given by the costs of production. The total costs of production depend also on the demand, $\vartheta(S)$. The corresponding marginal costs are then given by $c(S)=\vartheta^{\prime}(S)$. This function typically has a minimum for a certain demand $S$.

The total profit is the difference between the total revenue and the total costs $\pi(S)=\zeta(S)-\vartheta(S)$. The maximum profit corresponds to $\pi^{\prime}(S)=0$; that is, it requires the balance of marginal costs and marginal revenue $c(S)=\mu(S)$.

This equation may have various solutions. In theory, the monopolist would calculate these by solving the balance equation and then evaluating the second-order derivatives $\pi^{\prime \prime}(S)$ to check which solutions correspond to a local
maximum point. Finally, the monopolist would choose between these local maxima to identify the global profit maximum.

However, in reality, the monopolist does not know more than a few points on the demand and cost functions. Thus, it would be the task of the monopolist to design a search algorithm for the maximum of the unknown profit function. Let us assume that the monopolist knows at a given time $t_{n}$ the value of the present marginal revenue $\mu_{n}$, the value of the marginal costs $c_{n}$, and the value of the demand $S_{n}$. Furthermore, it is clear that $\mu_{n}-c_{n}<0$ (i.e., $\pi^{\prime}\left(S_{n}\right)<0$ ) indicates that a reduction of $S_{n}$ leads to an approach to the next maximum. Consequently, the monopoly changes its price policy in order to obtain the new demand $S_{n+1}<S_{n}$. On the other hand, for $\mu_{n}-c_{n}>0$, the monopolist sets a price level corresponding to the new demand $S_{n+1}>S_{n}$. The difference between $S_{n+1}$ and $S_{n}$ is simply chosen to be

$$
\begin{equation*}
S_{n+1}=S_{n}+\delta\left(\mu_{n}-c_{n}\right) \tag{4.31}
\end{equation*}
$$

where $\delta$ is an empirical constant [332]. If the marginal revenue and costs are unknown, the monopolist must compare the measurable total profit $\pi=\zeta-\vartheta$ at the last and the next to last points in time. Then, due to $\pi^{\prime}=\mu-c$, we get instead of (4.31) the monopoly equation [319]

$$
\begin{equation*}
S_{n+1}=S_{n}+\delta \frac{\pi_{n}-\pi_{n-1}}{S_{n}-S_{n-1}} \tag{4.32}
\end{equation*}
$$

Let us now discuss the consequences of the monopoly strategy. We assume that the monopolist uses the algorithm (4.31). Then, the demand is given by the recurrence equation

$$
\begin{equation*}
S_{n+1}=S_{n}+\delta\left[\mu\left(S_{n}\right)-c\left(S_{n}\right)\right] \tag{4.33}
\end{equation*}
$$

For the sake of simplicity, we assume further that both the marginal revenues $\mu(S)$ and the marginal costs $c(S)$ are truncated Taylor series up to the second order. Thus, we can write

$$
\begin{equation*}
S_{n+1}=\alpha_{0}+\alpha_{1} S_{n}+\alpha_{2} S_{n}^{2} \tag{4.34}
\end{equation*}
$$

with the specific coefficients $\alpha_{n}(n=0, \ldots, 2)$. The transformation $S_{n}=r\left(x_{n}-b\right) / \alpha_{2}$ with $r=2 b-\alpha_{1}$, where the parameter $b$ is a solution of $b^{2}+\left(1-\alpha_{1}\right) b+\alpha_{0} \alpha_{2}=0$, leads to the representation

$$
\begin{equation*}
x_{n+1}=r x_{n}\left(1-x_{n}\right)=\phi_{\log }\left(x_{n}\right), \tag{4.35}
\end{equation*}
$$

which is well-known as a logistic map. This model was introduced by Verhulst in 1845 to simulate the growth of a population in a closed area. Another applications related to economic problems is used to explain the growth of a deposit under progressive rates of interest [304].

As found by several authors [79, 118, 160, 260], the iterates $x_{n}$ ( $n=1,2, \ldots$ ) display, as a function of the parameter $r$, a rather complicated behavior that becomes chaotic at large $r$.

The chaotic behavior is not tied to the special form of the logistic map (4.35). Thus, the following results are also valid for functions of marginal revenues $\mu(S)$ and marginal costs $c(S)$ other than the truncated Taylor expansions and for the second monopolist strategy (4.32); see [319]. In particular, the transition from a regular (but not necessarily simple) behavior to the chaotic regime during the change of an appropriate control parameter is a universal behavior for all first-order difference equations, $x_{n+1}=f\left(x_{n}\right)$, in which the function $f$ has only a single maximum in the properly rescaled unit interval $0 \leq x_{n} \leq 1$.

It should be remarked that other difference equations with chaotic properties, including several types of second-order difference equations $x_{n+1}=$ $f\left(x_{n}, x_{n-1}\right)$ such as (4.32), may belong to other universality classes. However, most of the properties that are valid for the logistic map (4.35) and the corresponding universality class of first-order difference equations hold at least qualitatively for other difference equations also.

Let us briefly discuss the main properties of the logistic map. The logistic map $x_{n} \rightarrow x_{n+1}$ has two fixed points, $x^{\star}=0$ and $x^{\star}=1-r^{-1}$, satisfying $x^{\star}=\phi_{\log }\left(x^{\star}\right)$. The stability analysis considers weak perturbations of the fixed points, $x_{n}=x^{\star}+\varepsilon_{n}$. Thus, we obtain $\varepsilon_{n+1}=\Lambda \varepsilon_{n}+o\left(\varepsilon_{n}\right)$, where the so-called multiplier $\Lambda$ is given by $\Lambda=\phi_{\log }^{\prime}\left(x^{\star}\right)$. Obviously, for $|\Lambda|<1$, the fixed point is linearly stable. Conversely, if $|\Lambda|>1$, the fixed point is unstable. The stability of the marginal case $|\Lambda|=1$ cannot be decided in the framework of the linear stability analysis. For small control parameters, $r<1$, the quantity $x_{n}$ develops toward the stable fixed point $x^{\star}=0$ because $\phi_{\log }^{\prime}(0)=r<1$. For $1<r<3$, we get the multiplier $\phi_{\log }^{\prime}\left(1-r^{-1}\right)=2-r$ so that here the fixed point $x^{\star}=1-r^{-1}$ becomes stable.

Both fixed points are unstable for $r>3$. Now, we observe a stable oscillation of period 2 (see Figure 4.5) with the two alternating values $\bar{x}_{1}^{\star}$ and $\bar{x}_{2}^{\star}$, which together are related via the equations $\bar{x}_{1}^{\star}=\phi_{\log }\left(\bar{x}_{2}^{\star}\right)$ and $\bar{x}_{2}^{\star}=\phi_{\log }\left(\bar{x}_{1}^{\star}\right)$. Of course, both values $\bar{x}_{1}^{\star}$ and $\bar{x}_{2}^{\star}$ are stable fixed points of the second-iterate $\operatorname{map} \phi_{\log }^{(2)}(x)=\phi_{\log }\left(\phi_{\log }(x)\right)$. In fact, we obtain $\bar{x}_{1 / 2}^{\star}=[r+1 \pm \sqrt{(r-3)(r+1)}] / 2 r$, and the corresponding multiplier of the 2-cycle, $\Lambda=4+2 r-r^{2}$, satisfies $|\Lambda|<1$ for $3<r<1+\sqrt{6}$.

Thus, the unique asymptotic solution $x_{n}=1-r^{-1}$ for $n \rightarrow \infty$ splits into two alternating solutions, $\bar{x}_{1}^{\star}$ and $\bar{x}_{2}^{\star}$. At $r=3$, the values of $\bar{x}_{1}^{\star}$ and $\bar{x}_{2}^{\star}$ coincide and equal $x^{\star}=1-r^{-1}=2 / 3$, which shows that the 2 -cycle bifurcates continuously from $x^{\star}$. This bifurcation is sometimes called a pitchfork bifurcation.

Above $r=1+\sqrt{6}$, the 2 -cycle splits into a 4 -cycle. Further period doublings to cycles of period $8,16, \ldots, 2^{m}, \ldots$ occur as $r$ increases. The values $r_{m}$, where the number of fixed points changes from $2^{m-1}$ to $2^{m}$, scale as $r_{m}=r_{\infty}-C \delta^{-m}$. Here, $C$ and $r_{\infty}$ are specific parameters $\left(r_{\infty}=3.56994 \ldots\right.$ for the logistic map), while the Feigenbaum constant $\delta=4.6692 \ldots$ is a univer-
sal quantity [118, 367, 391]. All of the cycles can be interpreted as attractors of a finite set of points.

For $r>r_{\infty}$, the asymptotic behavior of the series $x_{1}, \ldots, x_{n}, \ldots$ becomes unpredictable. More precisely, we must say that, for many values of $r>r_{\infty}$, the sequence never settles down to a fixed point or a periodic cycle. Instead, the asymptotic behavior is aperiodic and therefore chaotic. The corresponding attractor changes from a finite to an infinite set of points.

However, the region for $r>r_{\infty}$ shows a surprising mixture of periodic $p$-cycles $(p=3,5,6, \ldots)$ and the true chaos. The periodic cycles occur in small $r$-windows among other windows with chaotic behavior and also show successive bifurcations $p, 2 p, \ldots 2^{n} p, \ldots$. The corresponding $r$-values scale as the above-mentioned Feigenbaum law except that the nonuniversal constants $C$ and $r_{\infty}$ are different.

Furthermore, periodic triplings $3^{n} p$, quadruplings $4^{n} p$, and higher bifurcations occur at $r_{n}^{\prime}=r_{\infty}^{\prime}-C^{\prime} \bar{\delta}^{-n}$ with different nonuniversal constants $r_{\infty}^{\prime}$ and $C^{\prime}$ and different Feigenbaum constants, which are again universal for the type of bifurcation (e.g., $\bar{\delta}=55.247 \ldots$ for the tripling).

After this mathematical excursion, let us come back to the monopolist problem. As demonstrated for the logistic map, a monopolist can behave in a regular, periodic, or chaotic way (see Figure 4.5). The regular way corresponds to traditional monopoly theory, which we can find in several economics textbooks.


Fig. 4.5. Various dynamic regimes of the discrete logistic map recursion law: periodic oscillations with period length $2, r=3.2$ (top), periodic oscillations with period length $4, r=3.5$ (top center), chaotic behavior with $r=3.7$ (bottom center), and chaotic behavior with $r=3.9$ (bottom).

But the constitution of the monopoly and its interaction with the market also allow also marginal costs and marginal revenue functions corresponding to the periodic or chaotic regimes. Then the monopolist searches for the maximum profit periodically or very likely randomly.

It may be a surprise for traditional economists that the monopolist does not know all about the market and may even behave in a way that seems unpredictable. The price policy of phone monopolies or mail monopolies testifies to this theoretical result, although these monopolies could always attribute any irrational behavior to a pursuit of public benefit.

### 4.3 Thermodynamics and Economy

### 4.3.1 Thermodynamic Concepts

There is no theoretical and empirical evidence that the active elements of an economic system develop in a completely deterministic manner. Besides the self-organized chaotic regimes discussed above, there also exist a lot of perturbations due to the hidden irrelevant degrees of freedom. It is practically impossible to consider all degrees of freedom leading to an economic decision of a particular management, even if this decision is rational from the point of view of the economists involved.

This individual random character can be observed, for example, in the fluctuations of the trading prices with respect to the market price. Other sources of random processes are climate fluctuations, natural disasters, changes of public opinion, or unexpected social conflicts. Finally, the coupling between the active elements and the markets and several feedback effects lead to a self-organization of chaotic motions, as shown below.

Such a randomness at the microeconomic level suggests that the whole economic network and its dynamic evolution may be discussed in terms of classical thermodynamics. Such ideas require some essential prerequisites. First, the economic system must be in a stationary state. This condition can neither be demonstrated nor rejected for an economic system because we are not able to repeat the evolution of the same economic system under the same boundary conditions. For example, we cannot decide whether an economic trend is a long-range fluctuation or a deterministic effect, so we may or may not believe whether an economic system is in a steady state.

Furthermore, classical thermodynamics requires the existence of independent subsystems interacting with a bath and the existence of some additive quantities. These quantities may be collected in a vector $\Omega=\left(\omega_{1}, \omega_{2}, \ldots\right)$. In the framework of classical thermodynamics, the components of $\Omega$ represent the energy, the number of particles, or the momentum. All of these macroscopic quantities satisfy certain conservation laws if the corresponding system is closed.

All other internal degrees of freedom are interpreted as microscopic quantities without any information about their concrete configuration. The probability that a certain system is in the macroscopic state $\Omega$ may be $P(\Omega)$. Then, the combination of two subsystems requires $\Omega=\Omega_{1}+\Omega_{2}$ due to the assumed additivity and $P(\Omega)=P\left(\Omega_{1}\right) P\left(\Omega_{2}\right)$ due to independency. These two conditions lead to the general Boltzmann representation

$$
\begin{equation*}
P(\Omega) \sim \exp \{-\beta \Omega\} \tag{4.36}
\end{equation*}
$$

where $\beta$ is a constant vector of the same dimensionality as $\Omega$. Indeed, the independence of the subsystems requires that boundary effects be neglected. Otherwise, we must write $P(\Omega)=P\left(\Omega_{1}\right) P\left(\Omega_{2} \mid \Omega_{1}\right)$, and the underlying dynamics of one subsystem are strongly affected by the dynamics of the other one. The Boltzmann law (4.36) defines the contact between the statistical interpretation of a physical many-body system in equilibrium and classical thermodynamics.

In order to qualify an analogy between economic systems and physical equilibrium systems, one should be very careful. Our understanding of complex systems of many strongly coupled degrees of freedom is far from approaching that of systems at thermodynamic equilibrium. This holds true also for the coupled system of relevant economic degrees of freedom as discussed above. Although the separated irrelevant degrees occur at best as external random noise, the dynamics of the remaining economic network consisting of active elements and flows of passive elements are not comparable with the dynamics of a mechanical system.

To find a successful way of introducing general thermodynamics of economic systems, we have to define especially economic quantities that have the meaning of a global energy. These quantities must be functions of all microeconomic variables, and all economic configurations with the same "energy" should be equivalent from a macroeconomic point of view. Unfortunately, besides some not very serious speculations, there is no general indication that such quantities exist.

Even if we could find such a quantity, we would not expect the Boltzmann statistics to hold for the whole system of the economic network. The problem is the strong interaction of all of the active elements via the markets and the product flows. This interaction mimics an effectively long-range coupling of all participants in the economic system.

As a consequence, an economic system cannot be partitioned without a sensitive change of its dynamics and organization. A more favorable situation for the introduction of a thermodynamic concept probably existed in the middle ages or in classical antiquity, when small economic subsystems such as villages or towns were largely self-sufficient.

The temporary isolation of such a subsystem would only marginally change the economic dynamics of both the subsystem and the remaining total system. But this possible "thermodynamic" era is not comparable with modern global economics.

A partition of our economic system seems to be impossible without serious changes of the dynamics of the amputated subsystem. We believe also that the generalization of such a concept by the so-called nonextensive statistics [1, 86, 402, 403, 404] does not provide a better description of economic systems. Finally, we remark also that the introduction of thermodynamic concepts for comparatively simple nonequilibrium systems that show various kinds of self-organization (sandpile models [342, 343], turbulence [70], granular media [270, 348]), the introduction of temperature, and related thermodynamic equilibrium quantities is connected with considerable problems.

### 4.3.2 Consumer Behavior

The general introduction of a thermodynamic concept describing stationary economic systems seems to be excluded by the physical arguments discussed above. Nevertheless, we can apply thermodynamic ideas and relations to simulate certain aspects of the dynamics of economic systems in an artificial way. The apparently thermodynamic quantities are in reality certain control parameters that pretend to have a thermodynamic meaning. However, these quantities are not obtainable by a closed thermodynamic theory.

As a simple example, let us study the behavior of consumers who may choose between two similar kinds of products. The products are identical with respect to their quality and presentation so that both products are demanded with the same frequency. Intuitively, it is obvious that consumer behavior is of a collective nature.

To be more precise, we assume that each of the human consumers informs other consumers about the merits and the problems of the product that was purchased. An obvious relevant quantity characterizing the actual state of the consumers is the number of individuals $N_{1}=\eta$ favoring the product $\alpha=1$. The number of consumers favoring the product $\alpha=2$ is simply $N_{2}=N-\eta$ because the total number $N$ of consumers is a constant.

As a result of the communication, a consumer can change his or her behavior and switch to the opposite product. The evolution of consumer demands is a random process that may be determined by the conditional probability $p\left(N_{1}, N_{2}, t \mid N_{1}^{\prime}, N_{2}^{\prime}, 0\right)$, which we can write also as $p\left(\eta, t \mid \eta^{\prime}, 0\right)$. The time transition rates $W_{\eta \eta^{\prime}}$ are considered to represent only one-step processes. Then, the transition rates read

$$
\begin{equation*}
W_{\eta \eta^{\prime}}=w^{+}\left(\eta^{\prime}\right) \delta_{\eta \eta^{\prime}+1}+w^{-}\left(\eta^{\prime}\right) \delta_{\eta \eta^{\prime}-1} \tag{4.37}
\end{equation*}
$$

so that $W_{\eta \eta^{\prime}} d t$ is the probability of a change $\eta \rightarrow \eta \pm 1$ during the infinitesimally short time period $d t$. The corresponding master equation is

$$
\begin{align*}
\frac{\partial p\left(\eta, t ; \eta_{0}, 0\right)}{\partial t}= & w^{-}(\eta+1) p\left(\eta+1, t \mid \eta_{0}, 0\right) \\
& +w^{+}(\eta-1) p\left(\eta-1, t \mid \eta_{0}, 0\right) \\
& -\left[w^{+}(\eta)+w^{-}(\eta)\right] p\left(\eta, t \mid \eta_{0}, 0\right) \tag{4.38}
\end{align*}
$$

The first problem that we have to solve is the determination of the open functions $w^{+}(\eta)$ and $w^{-}(\eta)$. The rate $w^{+}(\eta)$ defines a jump $\eta \rightarrow \eta+1$ (i.e., a consumer changes from product 2 to product 1). The number $N_{2}$ before the jump was $N-\eta$ (i.e., there were $N-\eta$ possibilities for a jump). Hence, we find that $w^{+}(\eta)$ has a combinatorial prefactor $N-\eta$.

On the other hand, the rate $w^{-}(\eta)$ describes a jump $\eta \rightarrow \eta-1$ so that $w^{-}(\eta)$ has the prefactor $\eta$. In this sense, $w^{+}(\eta) /(N-\eta)$ and $w^{-}(\eta) / \eta$ may be interpreted as the rate of change of the behavior of an individual. These rates are enhanced by the group of humans with opposite demands and diminished by humans of one's own group.

Let us further assume that the willingness for a change from the consumption of one product to the other product is controlled by a consumption temperature $T$ that facilitates the changes. A high temperature suppresses the influence of other consumers on a possible demand change of a certain human, while a low temperature stresses the collective behavior (i.e., a consumer favors the majority).

Furthermore, we allow external influences, such as good publicity for one of the two alternative products. Then, we may write

$$
\begin{equation*}
w^{+}(\eta)=w_{0}(N-\eta) \exp \left\{-\frac{N-2 \eta}{2 T N}-\frac{h}{T}\right\} \tag{4.39}
\end{equation*}
$$

and

$$
\begin{equation*}
w^{-}(\eta)=w_{0} \eta \exp \left\{-\frac{2 \eta-N}{2 T N}+\frac{h}{T}\right\} \tag{4.40}
\end{equation*}
$$

where $h / T$ represents the preference of a product by external effects.
The functional structure of the transition rates may be much more complicated in reality. Our simple rates are mainly influenced by classical approaches to the lattice Ising model [228], where the transition rates of a given spin are energetically influenced by its neighborhood and possible external fields. In our special case, each consumer is in contact with all other consumers. In the real world, the number of contacts is limited. But we get the same transition rates also for this case in the framework of a mean-field theory, which works very well for a large number of neighbor contacts [228].

Furthermore, we remark that a similar model is used to explain the change of opinions in a human society [419, 420]. The master equation (4.38) is an ergodic one so that the probability distribution reaches a stationary state after a sufficiently long relaxation time. We can write the equation for the stationary solution

$$
\begin{equation*}
p_{\text {stat }}(\eta)=\lim _{t \rightarrow \infty} p\left(\eta, t ; \eta_{0}, 0\right) \tag{4.41}
\end{equation*}
$$

as

$$
\begin{equation*}
0=K(\eta+1)-K(\eta) \tag{4.42}
\end{equation*}
$$

with

$$
\begin{equation*}
K(\eta)=w^{-}(\eta) p_{\text {stat }}(\eta)-w^{+}(\eta-1) p_{\text {stat }}(\eta-1) \tag{4.43}
\end{equation*}
$$

We now consider that $\eta$ is a nonnegative integer. In fact, the master equation (4.38) and the transition rates (4.39) and (4.40) are organized in such a manner that a jump from $\eta=0$ to $\eta<0$ does not take place. Hence, we have $p_{\text {stat }}(-1)=0$ and therefore $K(0)=0$. We sum (4.42) and obtain

$$
\begin{equation*}
0=\sum_{m=0}^{\eta-1}[K(m+1)-K(m)]=K(\eta)-K(0)=K(\eta) . \tag{4.44}
\end{equation*}
$$

Using (4.43), we arrive at the recurrence equation

$$
\begin{equation*}
p_{\text {stat }}(\eta)=\frac{w^{+}(\eta-1)}{w^{-}(\eta)} p_{\text {stat }}(\eta-1) . \tag{4.45}
\end{equation*}
$$

Finally, the repeated application of this relation leads to

$$
\begin{equation*}
p_{\text {stat }}(\eta)=\prod_{m=1}^{\eta} \frac{w^{+}(m-1)}{w^{-}(m)} p_{\text {stat }}(0) . \tag{4.46}
\end{equation*}
$$

The substitution of the transition rates by the use of (4.39) and (4.40) leads to the explicit form of the stationary probability distribution

$$
\begin{equation*}
p_{\text {stat }}(\eta)=\binom{N}{\eta} \exp \left\{-\eta\left(\frac{N-\eta-2}{T N}+\frac{2 h}{T}\right)\right\} p_{\text {stat }}(0), \tag{4.47}
\end{equation*}
$$

where $p_{\text {stat }}(0)$ is obtainable from the normalization condition.
Figure 4.6 shows the probability distribution function without external influence. As we expect from our knowledge of the Ising model, there are two


Fig. 4.6. Distribution of consumers in the case of a supply of two indifferent products without external influence $h=0$ for different consumption temperatures.
regimes. The high-temperature regime is characterized by frequent changes of the individual behavior around the average $\bar{\eta}=N / 2$. In other words, the groups favoring the first or the second product have nearly the same size.

If the consumption temperature is lowered, two pronounced configurations are possible. Most consumers favor either product 1 or product 2. Between the high and low temperature regimes, a phase transition occurs. The critical temperature $T_{c}=1 / 2$ corresponds to the first appearance of an inflection point in the probability distribution function $p_{\text {stat }}(\eta)$. The phase transition describes, at least in a qualitative manner, the polarization of the set of consumers due to a collective communication.

As is known from the mean-field solution of the Ising model or the corresponding Ginzburg-Landau theory [223], consumer behavior becomes unstable close to the critical value. Not quite above the critical temperature, we observe strong fluctuations (i.e., large groups of consumers are formed and dissolved only slowly). Below the critical consumption temperature, one group wins, and the difference between the average group occupation number is given by $\left|\bar{N}_{2}-\bar{N}_{1}\right| \sim\left(T-T_{c}\right)^{1 / 2}$. This is a kind of spontaneous symmetry breaking favoring one product after a sufficiently long time.

The presence of an external factor shifts the center of the probability distribution function (Figure 4.7). The importance of a finite value of $|h|$ is visible close to the critical temperature. Especially for $T=T_{c}$, we expect a behavior $\left|\bar{N}_{2}-\bar{N}_{1}\right| \sim|h|^{1 / 3}$. In other words, a small external influence may essentially change consumer behavior. This is also the reason why the appearance of new products on the market is supported by special introductory offers.


Fig. 4.7. Distribution of consumers in the case of a supply of two indifferent products under a weak external influence $h=0.02$.

### 4.3.3 Thermodynamics and Environmental Economics

As discussed above, it seems not very fruitful to use thermodynamical concepts for an explanation of the dynamics of the organization of economic systems. However, the application of physical thermodynamics is always possible in order to solve special economic problems. This is especially the case for the so-called environmental economics. This discipline focuses on the economics of pollution and environmental quality [369]. In a formal way, this discipline can be described as the scientific study of economic systems in relation to their natural, physical, or residential surroundings.

In consequence, environmental economics is frequently involved in the unintended effects of human decisions on the environment [33, 87, 98, 106]. Obviously, environmental economics is an important link between economic decision-making and the solution of the environmental dilemma in order to find a continuous balance between economic development and environmental quality.

A way to obtain insight into the relationship between economic and technological activities and ecological effects is the use of physically and technologically motivated balance and transport equations [21, 89, 130, 293, 411] and the application of thermodynamic relations. Obviously, energy and materials are absorbed, transformed, and thrown out to the next step by each active element of the economic system apart from possible heat sinks and unusable waste.

The characteristic feature of all of these activities is the physical balance between inputs and outputs in the transformation processes (Figure 4.8). From an economic point of view, each transformation process leads to a qualitative or economic difference of the material in question. On the other hand, besides the economic and monetary differences there is a further essential physical difference: matter and energy enter the transformation process in a state of low entropy and come out of it in a state of high entropy. This is the second law of thermodynamics now applied to economics: the irreversibility of real transformation processes requires the application of thermodynamic process inequalities.


Fig. 4.8. A simple material, entropy, and energy-balance model

In principle, such an economic system is comparable with the set of processes in complex chemical companies. Similar to that in process engineering, the consideration of balance and transport equations and the application of thermodynamic inequalities allow us to estimate the production level and the emission of heat and pollutants into the surroundings in the framework of environmental economics.

There is, in particular, an important hierarchy: simple machines may be combined step-by-step in higher-production plants, companies, and aggregates. Because of their extensive character, inputs, outputs, and entropy production are additive quantities so that the thermodynamic laws and the material
balance hold at each level of this hierarchy. This additivity allows a successful investigation of complex economic systems on the basis of relatively simple models. In principle, the combination of environmental economics with climatology, solar science, and ecology should give serious quantitative results about the evolution of our natural environment.

The application of classical thermodynamic relations to environmental economic problems is known as the entropy concept in the literature [90, 149, 150, 288]. We remark again that this concept is the application of thermodynamic relations in order to quantify the flows of products, energy, and entropy for a given economic system on the level of process engineering. But it is not an attempt to explain the structure and the development of economic systems in terms of thermodynamics.

### 4.4 Macroeconomics

### 4.4.1 Models and Measurements

Macroeconomics describes the general behavior of large economic systems. This economic discipline overlaps with the content of other terms such as national economics or political economics. These branches of science have a very long tradition [32, 51, 94, 172, 328, 427]. Macroeconomically relevant quantities are often denoted as economic or socioeconomic indicators.

Macroeconomic theory knows an enormous set of various models explaining the relations between these indicators, such as the relation between inflation and the unemployment rate or between the degree of technology and the production rate. It is not the aim of this book to discuss these partially contradictory models represented by different economic schools and traditions for different economic and political periods. These problems are studied in the comprehensive literature [18, 64, 121, 315, 372, 388, 410].

Here, we will discuss some general questions related to the formation of reasonable models. Furthermore, we will give a suggestion of how physical concepts may contribute to the creation of macroeconomic models. In princi-
ple, similar problems occur also in social science that are strongly connected with macroeconomic theory.

As a minimal requirement for an appropriate model, one may consider its consistency on logical grounds and on empirical experience. The main problem is that a model should be compatible with the conditions accompanying the kind of measurement. This constraint is particularly important since the attribution of numerical values to economic or social quantities is often not an obvious task.

In order to make the situation more clear, let us analyze the following problem. Suppose that we have a model that allows the derivation of the quantity $z$ from primary quantities $x$ and $y$ via $z=f(x, y)$. This relation may be the mathematical kernel of a model following from a series of economic or social investigations.

If the model does not fix the origin and the units of $x$ and $y$, we could also use $x^{\prime}=\Omega x+\omega$ and $y^{\prime}=\Theta y+\vartheta$ with $\Omega>0$ and $\Theta>0$ instead of $x$ and $y$. This apparently arbitrary change is no rarity in economics. Every country uses different statistical methods to define the unemployment, inflation, and gross national product. Other quantities, such as economic development or the level of technology, have an even higher degree of inaccuracy.

The underlying model provides only a procedure for deriving other economic or social quantities from the original data $(x, y)$ and $\left(x^{\prime}, y^{\prime}\right)$. In our case, the same model yields $z=f(x, y)$ and $z^{\prime}=f\left(x^{\prime}, y^{\prime}\right)$ dependent on the definition of the scale. The model has a general meaning if the quantities derived are comparable independent of the scales used [212, 279]. In other words, a function $f$ defines an invariant relationship if the inequality $z_{1}<z_{2}$ implies the inequality $z_{1}^{\prime}<z_{2}^{\prime}$.

Unfortunately, such an invariance condition is generally impossible. In order to prove this hypothesis, we consider two points, $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$, with $z_{1}=z_{2}$. Then, the difference

$$
\begin{equation*}
F=F\left(x_{1}, y_{1}, x_{2}, y_{2}\right)=f\left(x_{1}, y_{1}\right)-f\left(x_{2}, y_{2}\right) \tag{4.48}
\end{equation*}
$$

vanishes. After an infinitesimal change of the scales, $x^{\prime}=(1+\delta \Omega) x+\delta \omega$ and $y^{\prime}=(1+\delta \Theta) y+\delta \vartheta$, we arrive at

$$
\begin{align*}
F^{\prime}= & \frac{\partial f\left(x_{1}, y_{1}\right)}{\partial x_{1}}\left[x_{1} \delta \Omega+\delta \omega\right]+\frac{\partial f\left(x_{1}, y_{1}\right)}{\partial y_{1}}\left[y_{1} \delta \Theta+\delta \vartheta\right] \\
& -\frac{\partial f\left(x_{2}, y_{2}\right)}{\partial x_{2}}\left[x_{2} \delta \Omega+\delta \omega\right]-\frac{\partial f\left(x_{2}, y_{2}\right)}{\partial y_{2}}\left[y_{2} \delta \Theta+\delta \vartheta\right] . \tag{4.49}
\end{align*}
$$

The function $F^{\prime}=F\left(x_{1}^{\prime}, y_{1}^{\prime}, x_{2}^{\prime}, y_{2}^{\prime}\right)$ may now be positive, negative, or zero. If $F^{\prime}$ has a positive (negative) value, we get a negative (positive) value after a change of the sign of the infinitesimal transformation parameters $\delta \Omega \rightarrow-\delta \Omega$, $\delta \omega \rightarrow-\delta \omega, \delta \Theta \rightarrow-\delta \Theta$, and $\delta \vartheta \rightarrow-\delta \vartheta$. In other words, if $F^{\prime} \neq 0$, the invariance condition fails.

It remains the case that $F\left(x_{1}^{\prime}, y_{1}^{\prime}, x_{2}^{\prime}, y_{2}^{\prime}\right)=0$. Because the infinitesimal transformation parameters have arbitrary values, the four equations

$$
\begin{equation*}
x_{1} \frac{\partial f_{1}}{\partial x_{1}}=x_{2} \frac{\partial f_{2}}{\partial x_{2}}, \quad \frac{\partial f_{1}}{\partial x_{1}}=\frac{\partial f_{2}}{\partial x_{2}} \tag{4.50}
\end{equation*}
$$

and

$$
\begin{equation*}
y_{1} \frac{\partial f_{1}}{\partial y_{1}}=y_{2} \frac{\partial f_{2}}{\partial y_{2}}, \quad \frac{\partial f_{1}}{\partial y_{1}}=\frac{\partial f_{2}}{\partial y_{2}} \tag{4.51}
\end{equation*}
$$

with $f_{k}=f\left(x_{k}, y_{k}\right)$ must be fulfilled for all pairs $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$ that satisfy the equation $f_{1}=f_{2}$.

These equations are simply fulfilled for $f=$ const. or if $f$ is a strictly monotonous function of only one independent variable, such as $f=f(x)$. The latter case requires only the solution $x_{1}=x_{2}$, and the equations (4.50) are identically fulfilled, whereas $(4.51)$ is a trivial relation.

But each function $f$ with $\partial f / \partial x \neq 0$ and $\partial f / \partial y \neq 0$, with the exception of some isolated points, does not represent an invariant relationship. A solution exists only for special transformations. For example, $\omega=\vartheta=0$ leads to $f(x, y)=x^{2 n+1} / y^{2 m+1}$ with arbitrary integers $m$ and $n$, while $\Omega=\Theta=1$ requires $f=\exp \{c x-d y\}$ with arbitrary constants $c$ and $d$.

The failure of the general invariance condition is also denoted as the impossibility theorem. It was a central point of a long debate about several socioeconomic relations established by Huntington [181]. These relationships, for example the ratio

$$
\begin{equation*}
\text { social frustration }=\frac{\text { social mobilization }}{\text { economic development }} \tag{4.52}
\end{equation*}
$$

were criticized by Lang [222] and Koblitz [204, 205, 206] and defended by Simon $[375,376,377]$. The problem is that any of the terms involved in (4.52) could be measured by numerical values, provided that the origin and the units of the measurement are defined.

Without a definition of the scales, the algebraic ratio is completely meaningless. There exist various interpretations of Huntington's formulas. For instance, we have to interpret the ratio in the sense that the derivatives are positive for variables in the numerator and negative for variables in the denominator or that the ordering structure behind this relation has an essentially lexicographic structure [213].

The usual way to find an economic law is a combination of statistical analysis and a model hypothesis. Although the dynamics of the economic system described by a suitable set of relevant economic variables are mainly determined by deterministic equations, the behavior of economic quantities may show a random behavior; see subsection 4.2.2.

This deterministic chaos can be observed also at the macroeconomic level. Nevertheless, characteristic correlations are detected between several economic indicators. Suppose that the scale of the quantities under consideration is well-defined. Then, the correlations can be expressed by quantitative relationships.


Fig. 4.9. Okun's law for the German national economy, data from http://www.sachverstaendigenrat-wirtschaft.de.

The typical macroeconomic method may be explained by an analysis of Okun's law. The American economist Arthur Okun [290] detected this economic principle in 1962. Okun's law states that to avoid the waste of unemployment, an economy must continually expand and that economic growth and unemployment are related such that decreases in unemployment increase productivity, while increasing unemployment leads to declining productivity [295].

The widespread acceptance of Okun's law is so pervasive that public officials use it as a basic rule for the determination of socioeconomic policies. Figure 4.9 shows a scatterplot of the annual change in the German gross domestic product versus the annual change in the German unemployment rate and a linear regression verifying Okun's law.

### 4.4.2 Scaling Laws and Scale Invariance

The transition from the microeconomic level to the macroeconomic level takes place in a similar way as in classical thermodynamics, where microscopic degrees of freedom are projected onto few macroscopic degrees of freedom. As we have pointed out, the similarities are not too strong. However, there is empirical evidence that at least some economic processes in large economic systems are comparable with phenomena close to the phase transition in physical systems. We remark especially that the occurrence of strong fluctuations at the macroeconomic level is an indication of such a comparison.

Because of the enormous complexity of an economic network, it is very complicated to analyze the complete dynamics of a large economic system, with the exception of strongly idealized models. Nevertheless, it can be assumed, but not proved directly, that the dynamics of an economic network are
controlled by a kind of self-organized criticality [25, 26, 27] showing various types of self-similar structures [30, 115, 247, 413].

Self-organized criticality means that the respective system drives itself to a stable or metastable critical regime that is normally characterized by longrange correlations and scale-free power laws. Possible self-similar properties of large economic systems may occur due to political, geographical, or social circumstances.

For example, the worldwide economic system decays into national economic systems, and each of those consists of regional economic clusters. Such structures suggest a kind of self-similarity, leading to a possible scale invariance of macroeconomic properties. Roughly speaking, scale invariance means reproducing itself on different scales of observation [100, 247]. The latter imply spatial and temporal scales but also production scales, consumption scales, or cost scales in the case of economic systems.

The observation of scale-invariant economic laws depends on the problem and the available set of data. Obviously, once the quantity that we wish to study has been clearly defined, we have to answer the question of how this quantity changes with the scale of observation. A quantity $U$ that depends on the variables $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ is scale-invariant under a change

$$
\begin{equation*}
\left\{x_{1}, x_{2}, \ldots, x_{n}\right\} \rightarrow\left\{\frac{x_{1}}{\lambda^{\alpha_{1}}}, \frac{x_{2}}{\lambda^{\alpha_{2}}}, \ldots, \frac{x_{n}}{\lambda^{\alpha_{n}}}\right\} \tag{4.53}
\end{equation*}
$$

with-well defined exponents $\alpha_{k}(k=1, \ldots, n)$ if

$$
\begin{equation*}
U\left(x_{1}, x_{2}, \ldots, x_{n}\right)=h(\lambda) U\left(\frac{x_{1}}{\lambda^{\alpha_{1}}}, \frac{x_{2}}{\lambda^{\alpha_{2}}}, \ldots, \frac{x_{n}}{\lambda^{\alpha_{n}}}\right) . \tag{4.54}
\end{equation*}
$$

The choice $\lambda^{\alpha_{g}}=x_{g}$ with $g \in(1, \ldots, n)$ connects $\lambda$ and $x_{g}$. Thus, we get

$$
\begin{equation*}
U\left(x_{1}, x_{2}, \ldots, x_{n}\right)=H_{g}\left(x_{g}\right) U\left(\frac{x_{1}}{x_{g}^{\alpha_{1} / \alpha_{g}}}, \ldots, 1, \ldots \frac{x_{n}}{x_{g}^{\alpha_{n} / \alpha_{g}}}\right) \tag{4.55}
\end{equation*}
$$

with $H_{g}\left(x_{g}\right)=h\left(x_{g}^{1 / \alpha_{g}}\right)$. For the special case $x_{k}=0$ for all $k \neq g$, the generalized homogeneity relation (4.54) yields

$$
\begin{equation*}
U\left(0, \ldots, x_{g}, \ldots, 0\right)=h(\lambda) U\left(0, \ldots, \frac{x_{g}}{\lambda^{\alpha_{g}}}, \ldots, 0\right) \tag{4.56}
\end{equation*}
$$

The solution of this equation is simply

$$
\begin{equation*}
U\left(0, \ldots, x_{g}, \ldots, 0\right)=C_{g} x_{g}^{\beta_{g}} \tag{4.57}
\end{equation*}
$$

and we obtain $h(\lambda)=\lambda^{\alpha_{g} \beta_{g}}$ so that $H_{g}\left(x_{g}\right)=x_{g}^{\beta_{g}}$. These relations are the fundamental properties that associate power laws with scale invariance, selfsimilarity, and self-organized criticality.

A typical economic power law is the Cobb-Douglas production function [78, 240, 292, 346, 347, 409]. This function has both a macroeconomic and a microeconomic interpretation. The microeconomic Cobb-Douglas function connects input and output rates of an active element of an economic network by simple algebraic relations. Hence, (4.1) can be written as

$$
\begin{equation*}
\dot{\omega}_{\alpha, I}=f_{\alpha, I}\left(\left\{\dot{\nu}_{\beta, I}\right\},\left\{g_{b, I}\right\}\right)=C_{\alpha, I}\left(\left\{g_{b, I}\right\}\right) \prod_{\beta=1}^{M}\left[\dot{\nu}_{\beta, I}\right]^{c_{\alpha \beta}^{I}} \tag{4.58}
\end{equation*}
$$

with fixed individual exponents $c_{\alpha \beta}^{I}$. This power law implies the important property

$$
\begin{equation*}
d \ln \dot{\omega}_{\alpha, I}=\sum_{\beta=1}^{M} c_{\alpha \beta}^{I} d \ln \dot{\nu}_{\beta, I} \tag{4.59}
\end{equation*}
$$

that is, the percentage change of a given input rate is proportional to the percentage change of the output rate.

The macroeconomic version of a Cobb-Douglas function defines the average technological level of an economic system. A frequently used representation ${ }^{2}$ defines the production rate of goods [2, 140, 285, 318]

$$
\begin{equation*}
\dot{\omega}=C K^{\alpha} L^{\beta} M^{\gamma} E^{\delta} \tag{4.60}
\end{equation*}
$$

for every economy as a function of capital services $K$, labor services $L$, land services $M$, and energy consumed $E$. However, there is an important difference between the microeconomic and the macroeconomic versions of the Cobb-Douglas law.

The latter is an observable law representing the average production and consumption processes that take place in a large economic network. On the other hand, the microeconomic Cobb-Douglas function is at most a nice model that describes an idealized firm or an idealized consumer.

Another kind of scaling behavior may be observed with respect to the Phillips curve [307]. This curve postulates an empirical relationship between inflation and unemployment. The basic concept is that as an economy approaches full employment there is upward pressure on wages that increases costs and thus prices. In addition, more people working implies more demand for goods and more upward pressure on prices.

This seems to offer policy-makers a simple choice: they have to accept either inflation or unemployment. The Phillips curve, however, began to break down in the late 1960s and early 1970s. Today, the curve is a complicated trajectory with serious differences for different countries (Figure 4.10). We may ask whether this "motion" offers universal properties that are valid for all national economies. To this end, let us assume that the inflation rate $I$ depends statistically on the unemployment rate $u$ via the conditional probability distribution function $p(I \mid u)$. Furthermore, we make the hypothesis that this probability is controlled by a scaling law that may be written as

$$
\begin{equation*}
p(I \mid u)=\theta u^{\beta} g\left(\theta I u^{\beta}\right) \tag{4.61}
\end{equation*}
$$

2 There exist a lot of similar formulas in the literature that are also called CobbDouglas functions. The common property is that output and input variables are connected by a power law.


Fig. 4.10. The Phillips curve for the US national economy and for the German national economy.
with the universal function $g$, the universal exponent $\beta$, and a nonuniversal factor $\theta$, which compensates for possible differences in the scales of $u$ and $I$. Then, we obtain the probability

$$
\begin{equation*}
P\left(I<C u^{-\beta}\right)=\int_{-\infty}^{C u^{-\beta}} p(I \mid u) d I=\int_{-\infty}^{C \theta} g(z) d z=\Phi(C \theta) \tag{4.62}
\end{equation*}
$$

Because of the normalization, we require $\Phi(\infty)=1$, whereas $\Phi(-\infty)=0$. Equation (4.62) may be written also as

$$
\begin{equation*}
P\left(\theta I u^{\beta}<H\right)=P_{<}(H)=\Phi(H) \tag{4.63}
\end{equation*}
$$

This result and consequently the scaling hypothesis may be tested by application of the rank-ordering statistics. As we have seen in subsection 3, the likely value of the $n$th element of a set $S=\left\{\xi^{(1)}, \xi^{(2)}, \ldots, \xi^{(N)}\right\}$ of $N$ observations ordered by increasing values is given by $P_{<}\left(\xi^{(n)}\right)=n / N$; see equation (3.188). Hence, the likely rank of the value $\xi^{(n)}=I_{(n)} u_{(n)}^{\beta}$ of a given observation $\left(I_{(n)}, u_{(n)}\right)$ is determined by $N \Phi\left(\theta I u^{\beta}\right)$. Suppose that we compare different economic systems. Each of these systems -for example, the US national economy or the German national economy- has its own series $S$.

If our scaling hypothesis is correct, the rank-ordered sets of all national economies should collapse to one common curve after rescaling the values $\xi^{(n)}$ of a given economic system with one (national) factor $\theta$. In fact, using the exponent $\beta=0.25 \pm 0.05$, a suitable collapse is observable (Figure 4.11). The differences for the region of extreme values are probably caused by the


Fig. 4.11. Collapse of the rank-ordered data sets obtained from the Phillips curves of Germany (filled squares), Switzerland (open circles), US (open down triangles), Australia (filled up triangles), and United Kingdom (open diamonds).
relatively small number of observations per series, $N \leq 50$.
Obviously, the scaling law (4.61) and the validity of a universal behavior observed for various economies suggest the existence of universal macroeconomic processes behind the strange dynamics of the national Phillips curves.

### 4.4.3 Economic Field Theories

A natural way to handle an economic system at large scales consists in embedding economic networks into a two-dimensional geographic space and subsequently a continuous description. Such a procedure reduces the detailed microeconomic relations to several economic and social fields satisfying several local and global conservation laws.

Various publications [13, 40, 42, 316, 318, 320] deal with such macroeconomic mean-field concepts, which may called economic field theories. Other names, such as urban fields, continuous flow models, or spatial economy are also popular.

Historically, the first problems of this kind were analyzed by Thünen in 1826 [397]. He found that agricultural production was distributed among a set of concentric rings around the central town (i.e., a singular consumption region) according to the cost of transportation. Heavy or bulky goods, such as wood for energy production and the building trade, were produced closer to the city, while goods more easily transportable were produced farther away. This special theory is also known as the land use model.

Other early publications [227, 418], so-called location theories, consider the location of production plants instead of consumers. The standard
theory of spatial economics was developed in the early 1950s [40, 317] using Euler-Langrange variation principles and hydrodynamic concepts. As such, the model is extremely elegant and versatile, being able to represent all previously known continuous models as special cases. Here, we will give a simple example [320] in order to demonstrate the basic ideas and the relation to physical field theories.

In a two-dimensional space, the trade flow can be represented by a vector field $\mathbf{v}(\mathbf{x}, t)=\left\{v_{1}(\mathbf{x}, t), v_{2}(\mathbf{x}, t)\right\}$ and $\mathbf{x}=\left\{x_{1}, x_{2}\right\}$. The absolute value of the trade flow, $|\mathbf{v}(\mathbf{x}, t)|$, represents the quantity of goods traded, whereas the unit direction field $\mathbf{n}=\mathbf{v} /|\mathbf{v}|$ defines the local direction of the flow. Similar to how the flow of a liquid satisfies various balance equations controlling the local conservation of mass, momentum, or energy, the flow of traded commodities is defined by a continuous equation

$$
\begin{equation*}
\frac{\partial c(\mathbf{x}, t)}{\partial t}+\operatorname{div} \mathbf{v}(\mathbf{x}, t)=q(\mathbf{x}, t) \tag{4.64}
\end{equation*}
$$

The source term $q(\mathbf{x}, t)$ is related to the local excess supply of production over consumption. Positive values of $q(\mathbf{x}, t)$ correspond to local sources of commodities due to a production center, while negative values of $q(\mathbf{x}, t)$ represent a local excess of consumers. The concentration $c(\mathbf{x}, t)$ defines the local stock on hand. In general, this quantity depends on the local number of traded goods. Hence, we expect a relation of the type

$$
\begin{equation*}
c(\mathbf{x}, t)=c(|\mathbf{v}(\mathbf{x}, t)|) \tag{4.65}
\end{equation*}
$$

For example, a possible assumption is the power law $c=c_{0}|\mathbf{v}(\mathbf{x}, t)|^{\beta}$ with the reserve exponent $\beta$. In particular, if we assume an economic system without stockkeeping, we have to set $c(\mathbf{x}, t)=0$. In this particular case, we arrive at the balance equation

$$
\begin{equation*}
\operatorname{div} \mathbf{v}(\mathbf{x}, t)=q(\mathbf{x}, t) \tag{4.66}
\end{equation*}
$$

This relation may also be interpreted as a condition for quasistationary interregional trade, which has the same meaning as the quasistationary regime in electrodynamics. Quasistationarity means that the whole system follows a change of the boundary conditions and possible external disturbances without any relaxation. This is possible for slow fluctuations so that the local stocks on hand remain approximately constant.

Fast fluctuations must be compensated by a change of the capacities of the commodities in storage (i.e., we have to deal with the more general balance equation (4.64)). The integral form of (4.64) leads to the global conservation law

$$
\begin{equation*}
Q-\frac{\partial C}{\partial t}=\int_{G} \operatorname{div} \mathbf{v}(\mathbf{x}, t) d A=\oint_{\partial G} \mathbf{v}(\mathbf{x}, t) d \mathbf{s} \tag{4.67}
\end{equation*}
$$

with

$$
\begin{equation*}
Q=\int_{G} q d A \quad \text { and } \quad C=\int_{G} c d A \tag{4.68}
\end{equation*}
$$

Here, $d \mathbf{s}$ is the integral element of the boundary $\partial G$ of the region $G$. Obviously, the curve integral on the right-hand side of (4.67) is the export from or, depending on sign, the import to the region $G$ through the borderline $\partial G$. The quantity $Q$ is the excess supply of production over consumption for the whole region $G$, while $C$ is the total reserve of the traded commodities. In the case of a stationary state (4.66), we obtain instead of (4.67) the relation

$$
\begin{equation*}
Q=\oint_{\partial G} \mathbf{v}(\mathbf{x}, t) d \mathbf{s} \tag{4.69}
\end{equation*}
$$

In order to determine the trade flow, we need a further equation. This equation follows from the economic principle of minimum transportation costs. We assume a transportation cost field $\kappa(\mathbf{x})$, which is determined by the local state of the roads and the structure of the ground. Then, the total transportation costs $K(t)$ at a given time $t$ are given by [40, 41, 42]

$$
\begin{equation*}
K(t)=\int_{G}|\mathbf{v}(\mathbf{x}, t)| \kappa(\mathbf{x}) d A \tag{4.70}
\end{equation*}
$$

and the total costs over a given time period $T$ are

$$
\begin{equation*}
\widetilde{K}=\int K(t) d t \tag{4.71}
\end{equation*}
$$

We carry out the minimization procedure by application of the EulerLagrange variation principle considering the constraint (4.67). Thus, we get the economic action

$$
\begin{equation*}
S=\int_{G} \mathcal{L} d A d t \tag{4.72}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathcal{L}=|\mathbf{v}(\mathbf{x}, t)| \kappa(\mathbf{x})+\lambda(\mathbf{x}, t)\left[\frac{\partial c(|\mathbf{v}(\mathbf{x}, t)|)}{\partial t}+\operatorname{div} \mathbf{v}(\mathbf{x}, t)-q(\mathbf{x}, t)\right] \tag{4.73}
\end{equation*}
$$

where $\lambda(\mathbf{x}, t)$ is a Lagrange multiplier associated with the constraint (4.67). The variation with respect to $\mathbf{v}(\mathbf{x}, t)$ yields

$$
\begin{equation*}
\left[\kappa(\mathbf{x})-c^{\prime}(|\mathbf{v}(\mathbf{x}, t)|) \frac{\partial \lambda(\mathbf{x}, t)}{\partial t}\right] \frac{\mathbf{v}(\mathbf{x}, t)}{|\mathbf{v}(\mathbf{x}, t)|}=\nabla \lambda(\mathbf{x}, t) \tag{4.74}
\end{equation*}
$$

while the variation with respect to $\lambda(\mathbf{x}, t)$ leads to (4.64). The quantity $\lambda(\mathbf{x}, t)$ has the interpretation of the commodity price. To understand this interpretation, we focus on a steady state or on a storage-free case. Then, (4.74) becomes

$$
\begin{equation*}
\kappa(\mathbf{x}) \frac{\mathbf{v}(\mathbf{x})}{|\mathbf{v}(\mathbf{x})|}=\nabla \lambda(\mathbf{x}) \tag{4.75}
\end{equation*}
$$

Obviously, the unit flow field $\mathbf{v}(\mathbf{x}) /|\mathbf{v}(\mathbf{x})|$ is parallel with the gradient field $\nabla \lambda(\mathbf{x})$ for the commodity price. Hence, commodities always flow in the direction of steepest price increase. Furthermore, the norm of the price gradient
equals the local transportation cost rate. In other words, the commodity price increases along the flow with accumulated transportation costs.

The equations (4.64) and (4.74) form, together with the boundary conditions at the borderline of the region $A$, a complete field-theoretical problem. Unfortunately, these equations are dominated by strong nonlinearities. This problem remains also for the steady state. In fact, the decomposition of the transport field $\mathbf{v}(\mathbf{x})$ into a vortex-free part $\nabla \varphi$ and a divergence-free part $\mathbf{w}(\mathbf{x})$ with $\operatorname{div} \mathbf{w}(\mathbf{x})=0$ transforms (4.66) into the two-dimensional Poisson equation

$$
\begin{equation*}
\Delta \varphi(\mathbf{x})=q(\mathbf{x}) \tag{4.76}
\end{equation*}
$$

The solution of this equation is possible with well-known standard methods. The distribution of the local excess supply of production over consumption $q(\mathbf{x})$ is an external quantity characterizing the economic system.

In a certain sense, the field $q(\mathbf{x})$ is comparable with the charge density in electromagnetic theory. The second step is the determination of the scalar price field $\lambda(\mathbf{x})$. If we take squares of both sides of (4.75), we obtain the closed nonlinear field equation

$$
\begin{equation*}
(\nabla \lambda)^{2}=\left(\frac{\partial \lambda}{\partial x_{1}}\right)^{2}+\left(\frac{\partial \lambda}{\partial x_{2}}\right)^{2}=\kappa^{2}(\mathbf{x}) \tag{4.77}
\end{equation*}
$$

for the commodity price field. The local transportation costs $\kappa(\mathbf{x})$ are, similar to the quantity $q(\mathbf{x})$, an external field that may be empirically determined by suitable observations or estimations. Finally, inserting the solution of (4.77) into (4.75), we obtain a nonlinear algebraic equation for the field $\mathbf{w}(\mathbf{x})$ that depends on the local structure of the fields $\varphi(\mathbf{x})$ and $\lambda(\mathbf{x})$.

The remaining problem is the adjustment of the solutions $\mathbf{w}(\mathbf{x})$ and $\varphi(\mathbf{x})$ at the boundary conditions. Unfortunately, this is a very complicated task because the boundary conditions are usually defined for the common field $\mathbf{v}(\mathbf{x})=\nabla \varphi(\mathbf{x})+\mathbf{w}(\mathbf{x})$. Considering the nonlinear relations between the field components, we get a complicated functional from which we may determine the proper field $\mathbf{w}(\mathbf{x})$ at the boundary.

The present theory allows the construction of optimal roads. Let us assume that we know the scalar field of the transportation costs $\kappa(\mathbf{x})$. As discussed above, the vector field $\mathbf{v}(\mathbf{x})$ defines the direction of the local flow. A road may be defined by the curve $\mathbf{y}(s)$, where $s$ is an arbitrary curve parameter. Then, the tangent of the curve

$$
\begin{equation*}
\mathbf{t}(s)=\frac{d \mathbf{y}(s)}{d s} \tag{4.78}
\end{equation*}
$$

always shows the direction of the local flow. This means that we have the relation

$$
\begin{equation*}
\mathbf{t}(s)=\frac{\mathbf{v}(\mathbf{y}(s))}{|\mathbf{v}(\mathbf{y}(s))|} \tag{4.79}
\end{equation*}
$$

along the road. Therefore, we expect that an optimal road fulfills the equation

$$
\begin{equation*}
\kappa(\mathbf{y}(s)) \mathbf{t}(s)=\kappa(\mathbf{y}(s)) \frac{\mathbf{v}(\mathbf{y}(s))}{|\mathbf{v}(\mathbf{y}(s))|}=\nabla \lambda(\mathbf{y}(s)) \tag{4.80}
\end{equation*}
$$

Let us try to eliminate the relatively complicated price field $\lambda$ from (4.80). To do this, we differentiate with respect to the curve parameter

$$
\begin{equation*}
\frac{d}{d s}\left[\kappa(\mathbf{y}(s)) \frac{d \mathbf{y}(s)}{d s}\right]=\frac{d}{d s} \nabla \lambda(\mathbf{y}(s)) \tag{4.81}
\end{equation*}
$$

The vector components on the right-hand side can be written

$$
\begin{align*}
\left.\frac{d}{d s} \frac{\partial \lambda(\mathbf{x})}{\partial x_{\alpha}}\right|_{\mathbf{x}=\mathbf{y}(s)} & =\left.\sum_{\beta=1}^{2} \frac{\partial^{2} \lambda(\mathbf{x})}{\partial x_{\alpha} \partial x_{\beta}}\right|_{\mathbf{x}=\mathbf{y}(s)} \frac{\partial y_{\beta}(s)}{\partial s} \\
& =\left.\sum_{\beta=1}^{2} \frac{\partial^{2} \lambda(\mathbf{x})}{\partial x_{\alpha} \partial x_{\beta}}\right|_{\mathbf{x}=\mathbf{y}(s)} t_{\beta}(s) \tag{4.82}
\end{align*}
$$

We multiply this expression with $\kappa(\mathbf{y}(s))$ and apply (4.80) in order to obtain

$$
\begin{align*}
\left.\kappa(\mathbf{y}(s)) \frac{d}{d s} \frac{\partial \lambda(\mathbf{x})}{\partial x_{\alpha}}\right|_{\mathbf{x}=\mathbf{y}(s)} & =\left.\left.\sum_{\beta=1}^{2} \frac{\partial^{2} \lambda(\mathbf{x})}{\partial x_{\alpha} \partial x_{\beta}}\right|_{\mathbf{x}=\mathbf{y}(s)} \frac{\partial \lambda(\mathbf{x})}{\partial x_{\beta}}\right|_{\mathbf{x}=\mathbf{y}(s)}  \tag{4.83}\\
& =\left.\frac{1}{2} \frac{\partial}{\partial x_{\alpha}} \sum_{\beta=1}^{2}\left(\frac{\partial \lambda(\mathbf{x})}{\partial x_{\beta}}\right)^{2}\right|_{\mathbf{x}=\mathbf{y}(s)} \tag{4.84}
\end{align*}
$$

or with (4.77)

$$
\begin{equation*}
\kappa(\mathbf{y}(s)) \frac{d}{d s} \nabla \lambda(\mathbf{y}(s))=\left.\frac{1}{2} \nabla \kappa^{2}(\mathbf{x})\right|_{\mathbf{x}=\mathbf{y}(s)} . \tag{4.85}
\end{equation*}
$$

Hence, we obtain the road equation

$$
\begin{equation*}
\frac{d}{d s}\left[\kappa(\mathbf{y}(s)) \frac{d \mathbf{y}(s)}{d s}\right]=\nabla \kappa(\mathbf{y}(s)) \tag{4.86}
\end{equation*}
$$

We remark that the last equations are close to Fermat's law in optics. In particular, roads are equivalent to light rays, the commodity price field corresponds to the eikonal function, and the transportation cost may be interpreted as the refraction index.

For example, if we have spatially separated types of transportation, such as transportation over sea and over land, the trading routes are straight lines, broken at the coastline via the well-known refraction law [294, 387]. A similar phenomenon applies to roads through high mountain regions. For instance, the highways from Rome to Milan pass the Appennines similar to light rays through a glassy plate; see Figure 4.12.


Fig. 4.12. Schematic representation of the highways from Rome to Milan.

## 5. Computer Simulations

### 5.1 Models and Simulations

Computer simulations are powerful tools supporting economic theories by bringing precision and rigor into economic and socioeconomic theories [97, 264, 370, 424]. By utilizing the speed and power of modern computers, they allow us to examine the consequences of complex rules and to study the dynamics of large systems. This makes them an important tool for dealing with the complex structure of economic systems. From a physical point of view, computer simulations allow the introduction of several natural scientific concepts and methods into the theoretical framework of economics, finance, and social science.

Of course, computer simulations can never fully describe the richness of economic processes. In fact, each element of an economic system considered in a certain computer simulation represents a small number of relevant degrees of freedom. In general, these elements, especially the humans involved, are too complex to be completely captured by a numerical procedure. However, in spite of the differentiation between relevant and irrelevant degrees of freedom, we may describe the behavior of the elements of an economic system by probabilistic rules. This means that an element has different alternatives when reacting to a change of its environment.

The observation and formulation of the rules describing social and economic action and reaction processes is the task of social science, microeconomics, and psychology. We remark that the probability of considering an incorrect rule is much higher than in the natural sciences.

Furthermore, numerical simulations depend on the level of the relevant quantities taken into account. A "human," or more generally an agent, with more than one hundred internal states is much more flexible than an agent with only two alternative freedoms of action. The term agent is very general: An agent may be a human but also may be a computer controlling the overnight financial transactions of a bank, a production firm, or elements of transportation systems and communication networks.

In physics, an enormous progress was achieved due to widespread use of computer simulations. Especially the development of the theory of nonlinear dynamical systems and of complex systems far from the thermodynamic equilibrium are strongly influenced by various kinds of simulations. The nature
of those simulations is usually very different from simulations used in engineering or material science. These scientific disciplines use existing theories in order to solve a well-defined problem quantitatively.

In physics, computer simulations are often used to test theories or to refine analytical results. The typical physical strategy of a computer simulation is to isolate the most important characteristics of the underlying phenomenon and to build the simplest possible model instead of trying to model the phenomenon in its natural complexity.

For example, the Ising model [228], built to explain magnetic phenomena, considers only two orientations of local magnetic moments. In fact, this model has very little in common with a real magnetic material. However, numerical simulations on the basis of this model allow us to understand qualitatively the physics of phase transitions and the intrinsic dynamics of critical phenomena. But this simple model also has quantitative aspects. For instance, computer simulations of the Ising model allow a serious estimation of the critical exponents much better than any known analytical approach with the exception of the well-known rigorous solutions.

As discussed in the previous chapter, there is certain evidence that the general behavior of economic systems is determined by just a few dominant collective modes. In other words, the general behavior of large economic systems often should not depend on details involving the behavior of individual elements.

This empirical knowledge provides the fundamental concept of numerical simulations of economic problems. It is the general concept of creating a numerical algorithm to build simple models that capture only the essential properties of the interactions in the system that nevertheless allow for the proper description of aggregate behavior.

In other words, we should try to find a numerical procedure of a minimum length that considers the complexity of the problem just enough. We have mentioned in Chapter 1 that a general solution of this problem is avoided due to a theorem of Gödel. However, an intuitive approach to this minimum algorithm is always possible. The remaining problem is how to find such an algorithm and therefore a minimum model describing the economic problem in mind.

One possible way is to use a reduction mechanism. In other words, we start from a very comprehensive model and reduce the complexity step-bystep by eliminating those variables and interactions that are proven not to be relevant for the general behavior of the economic system. Following this way, we probably arrive at a gradual simplification of the original model.

Occasionally, we can construct a shortcut. This inductive way starts from the simplest possible model that would have the qualitative properties of the phenomena in mind. The problem is that we must intuitively capture just the main features of the underlying problem while neglecting all of the details. Of course, Gödel's theorem shows that there is no simple algorithm indicating


Fig. 5.1. The relations among theory, empirical observations, and computer simulations.
how to achieve it. However, if we have found a suitable basic model, we may refine the algorithm in order to approach reality. In physics and some other disciplines of natural science, computer simulation occupies an intermediate position between experiment and theory. In economics and finance, the source of knowledge is empirical observations, while experiments in the narrower sense are impracticable since a repetition is usually excluded. Here, computer simulations increasingly take over the role of the experiment (Figure 5.1).

### 5.2 Monte Carlo Simulations

### 5.2.1 Monte Carlo and Random Generators

The expression "Monte Carlo simulation" is actually very general. Monte Carlo methods [28, 60, 148, 236, 329] are stochastic techniques - meaning they are based on the use of random numbers and probability statistics to investigate problems. We can find Monte Carlo methods used in everything from economics to nuclear physics to regulating the flow of traffic.

The method is named after the city in the Monaco principality because of roulette, a simple random number generator. The name and the systematic development of Monte Carlo methods dates from about 1944. In particular,
the first use of Monte Carlo methods as a research tool stems from work on the atomic bomb during World War II. This work involved a direct simulation of statistical problems connected with the random neutron diffusion in matter. The first Monte Carlo paper was published in 1949 [271].

Today, the Monte Carlo method is a very powerful tool with a large field of applications for both physics and economics. Generally, to call an algorithm Monte Carlo simulation, all we need to do is use random numbers to examine some problem.

The use of Monte Carlo methods to solve physical problems allows us to examine more complex systems than we otherwise could [46, 47, 48]. In particular, solving the equations of motion for one or two degrees of freedom is a fairly simple analytical problem. The solution of the same equations for thousands or more degrees of freedom is, with the exception of some special cases such as bead-spring models, an impossible task.

Of course, the way Monte Carlo techniques are applied varies widely from field to field. Physical research uses a lot of different Monte Carlo algorithms that can be applied on various problems such as in quantum mechanics or quantum field theory, molecular physics, statistical physics, or in astrophysics. The long list of literature regarding this topic grows rapidly.

Each Monte Carlo procedure requires a random generator. Unfortunately, computer-generated random numbers are not really stochastic since computer programs are deterministic algorithms. But, given an initial number, generally called the seed, a number of mathematical operations can be performed on the seed to generate apparently unrelated pseudorandom numbers. The output of random number generators is usually tested with various statistical methods to ensure that the generated number series are really random in relation to one another with respect to the desired accuracy. There is an important caveat: if we use a seed more than once, we will get identical random numbers every time. However, several commercial programs pull the seed from somewhere within the system, so the seed is unlikely to be the same for two different simulation runs.

A given random number algorithm generates a series of random numbers $\left\{\eta_{1}, \eta_{2}, \ldots, \eta_{N}\right\}$ with a certain probability distribution function. If we know this distribution function $p_{\text {rand }}(\eta)$, we know from the rank-ordering statistics that the likely rank of a random number $\eta$ in a series of $N$ numbers is

$$
\begin{equation*}
n=N P_{<}(\eta)=\int_{-\infty}^{\eta} d z p_{\mathrm{rand}}(z) \tag{5.1}
\end{equation*}
$$

In other words, if the random generator creates random series that are distributed with $p_{\text {rand }}(\eta)$, the corresponding series $\left\{P_{<}\left(\eta_{1}\right), P_{<}\left(\eta_{2}\right), \ldots, P_{<}\left(\eta_{N}\right)\right\}$ is uniformly distributed over the interval $[0,1]$. On the other hand, if a series $\left\{\eta_{1}, \eta_{2}, \ldots, \eta_{N}\right\}$ is uniformly distributed, we can generate a series corresponding to another distribution function $\widetilde{p}$ via the calculation of the inverse function (i.e., $\left\{P_{<}^{-1}\left(\eta_{1}\right), P_{<}^{-1}\left(\eta_{2}\right), \ldots, P_{<}^{-1}\left(\eta_{N}\right)\right\}$.

### 5.2.2 Dynamic Monte Carlo

A typical application of Monte Carlo algorithms in economics and finance [17, 65, 77, 103, 125, 141, 185, 338, 339, 407] is the solution of stochastic differential equations of the type (3.65) or the more complicated form (3.252). The Monte Carlo method solves these equations by repeated simulations of the underlying stochastic processes and a subsequent statistical analysis of the results obtained. This allows us to avoid probably very complicated solutions of the corresponding Fokker-Planck equations or master equations. Of course, for simple financial or economic models, Monte Carlo is not the better solution because it is very time-consuming in terms of computation, and the general dependence on possible control parameters still remains open. The general interest in a Monte Carlo simulation approach is related to solving very complex and relatively realistic models. For example, Monte Carlo simulations are very helpful in the solution of American option problems [12, 20, 34, 63, 156, 157, 308, 326]; see also subsection 3.4.3.

Here, we want only to represent the most important elements of a Monte Carlo simulation without addressing the details. Special concepts and algorithms may be obtained from the comprehensive literature.

The standard financial or economic problem solved by Monte Carlo methods consists in the numerical solution of a system of stochastic difference equations. Such equations may be derived from Ito stochastic differential equations (2.153) or, in the case of a pronounced memory effect, from the more general Mori-Zwanzig equation (2.121) by an approximate integration over a short time interval $\delta t$. But it is also possible to obtain stochastic difference equations from direct empirical investigations.

Suppose that we model the time evolution of a set of economic or financial data $Y=\left\{Y_{1}, Y_{2}, \ldots Y_{N}\right\}$ and have $M$ sources $Z_{k}$ of randomness. Then, the discrete time evolution of the system may be written in the form

$$
\begin{align*}
Y_{\alpha}\left(t_{n+1}\right)= & Y_{\alpha}\left(t_{n}\right)+A_{\alpha}\left(\left\{Y\left(t_{n}\right), Y\left(t_{n-1}\right), \ldots\right\}\right) \\
& +\sum_{k=1}^{M} B_{\alpha}^{k}\left(\left\{Y\left(t_{n}\right), Y\left(t_{n-1}\right), \ldots\right\}\right) Z_{k}\left(t_{n}\right) \tag{5.2}
\end{align*}
$$

with $\alpha=1, \ldots, N$ and $t_{n+1}=t_{n}+\delta t$, where $\delta t$ is a given time horizon. We remark that the random functions $Z_{k}$ are not necessarily Gaussian-distributed.

The numerical procedure is very simple. Starting from a given state $Y\left(t_{n}\right)$ and probably certain information about the history given by $Y\left(t_{n-1}\right), Y\left(t_{n-2}\right), \ldots$, we are able to calculate the subsequent state $Y\left(t_{n+1}\right)$ via (5.2). The required random values of the functions $Z_{k}\left(t_{n}\right)$ follow from the use of appropriate random generators. The recursion law (5.2) yields a certain path $\left\{Y\left(t_{1}\right), Y\left(t_{2}\right), \ldots\right\}$. Such a path may be interpreted as one possible event of the underlying model.

We can now create a sufficiently large set of such events by the use of different seeds for the random generator. This allows us to calculate the em-
pirical frequency distribution function, which converges to the true probability distribution function for a sufficiently large number of independent runs. Usually, one refrains from a direct calculation of the probability distribution function but computes directly various moments and correlation functions.

Note that the transformation of Ito stochastic differential equations (2.153) into stochastic difference equations (5.2) requires an important remark. Except for simple Ito stochastic differential equations with constant coefficients, the substitutions $d Y \rightarrow \Delta Y, d t \rightarrow \Delta t$, and $d W \rightarrow \Delta W=Z$ yield no automatically corresponding stochastic difference equation. For example, the simple geometric Brownian motion (3.110) for one degree of freedom may be written as

$$
\begin{equation*}
d Y=a Y d t+b Y d W(t) \tag{5.3}
\end{equation*}
$$

We define the new variable $x=\ln Y$ so that

$$
\begin{equation*}
d x=\frac{d Y}{Y}-\frac{(d Y)^{2}}{2 Y^{2}}=\left[a-\frac{b^{2}}{2}\right] d t+b d W \tag{5.4}
\end{equation*}
$$

This equation can now be directly integrated. Therefore, we obtain

$$
\begin{equation*}
Y(t+\delta t)=Y(t) \exp \left\{\left[a-\frac{b^{2}}{2}\right] \delta t+b(W(t+\delta t)-W(t))\right\} \tag{5.5}
\end{equation*}
$$

Hence, we arrive at the discrete time evolution

$$
\begin{equation*}
Y\left(t_{n+1}\right)=Y\left(t_{n}\right) \exp \left\{\left[a-\frac{b^{2}}{2}\right] \delta t+b \Delta W\left(t_{n}\right)\right\} \tag{5.6}
\end{equation*}
$$

which is much more complicated than the original Ito stochastic differential equation (5.3) and the corresponding "naive" stochastic difference equation

$$
\begin{equation*}
\Delta Y\left(t_{n}\right)=Y\left(t_{n+1}\right)-Y\left(t_{n}\right)=a Y\left(t_{n}\right) \delta t+b Y\left(t_{n}\right) \Delta W\left(t_{n}\right) \tag{5.7}
\end{equation*}
$$

Finally, we remark that the techniques used for the solution of stochastic differential equations are comparable with physically motivated numerical solutions of Langevin equations [355].

### 5.2.3 Quasi-Monte Carlo

Each Monte Carlo simulation is equivalent to a problem of integral evaluation. That is obvious if we compute moments or correlation functions using Monte Carlo techniques, but the solution of stochastic difference equations also can be transformed into an integral problem in a multidimensional space.

For example, the probability distribution function for the realization of the path $\left\{Y\left(t_{1}\right), Y\left(t_{2}\right), \ldots, Y\left(t_{L}\right)\right\}$ as a result of the stochastic difference equation (5.2) can be written as the integral

$$
\begin{gather*}
P\left(Y^{(L)}, t_{L} ; \ldots ; Y^{(1)}, t_{1}\right)=\int \prod_{n=0}^{L-1} \prod_{k=1}^{M}\left[p_{k}\left(Z_{k}^{(n)}\right) d Z_{k}^{(n)}\right] \\
\prod_{n=0}^{L-1} \prod_{\alpha=1}^{N} \delta\left(Y_{\alpha}^{(n+1)}-Y_{\alpha}^{(n)}-A_{\alpha}^{(n)}-\sum_{k=1}^{M} B_{\alpha}^{k,(n)} Z_{k}^{(n)}\right), \tag{5.8}
\end{gather*}
$$

where $p_{k}$ is the distribution function of the stochastic variable $Z_{k}^{(n)}=Z_{k}\left(t_{n}\right)$. As mentioned above, each probability distribution function is directly connected with the uniform distribution over the interval $[0,1]$. Thus, each possible integral can be transformed into an integral over a unit hypercube $\mathcal{C}$. In the case of our example, we may use the rules

$$
\begin{equation*}
p_{k}\left(Z_{k}\right) d Z_{k}=d U_{k} \quad \text { and } \quad P_{k,<}\left(Z_{k}\right)=U_{k} \tag{5.9}
\end{equation*}
$$

in order to transform (5.8) into the unit representation. Formally, each integral over the unit cube can be estimated by the formula

$$
\begin{equation*}
\int d U \Phi(U) \approx \frac{1}{Q} \sum_{m=1}^{Q} \Phi\left(U^{(m)}\right) \tag{5.10}
\end{equation*}
$$

where the $U^{(m)} \in \mathcal{C}(m=1, \ldots, Q)$ define a representative set of more or less homogeneously distributed points inside the hypercube. One possible way to calculate the sum in (5.10) uses points $U^{(m)}$ created by a random generator. This kind of computation of multidimensional integrals by random sampling techniques is sometimes considered the main problem of a Monte Carlo simulation. Unfortunately, this concept exhibits a slow rate of convergence for the main problem of a Monte Carlo simulation. Usually, we find that the difference between the integral and the sum decreases with $Q^{-1 / 2}$.

An alternative way is the application of a quasi-Monte Carlo simulation $[35,66,116,170,192,233,275,282,380,396]$. This is the traditional Monte Carlo simulation but using quasirandom sequences instead of pseudorandom numbers. The quasirandom sequences, sometimes also called low-discrepancy sequences, usually permit improvment of the performance of Monte Carlo simulations, offering shorter computational times and higher accuracy.

We remark that the low-discrepancy sequences are deterministic series, so the popular notation quasirandom can be misleading. The discrepancy property is a measure of uniformity for the distribution of the points. It is defined by

$$
\begin{equation*}
D_{Q}=\sup _{R \in \mathcal{C}}\left|\frac{n(R)}{Q}-v(R)\right| \tag{5.11}
\end{equation*}
$$

where $R$ is a compact region of the unit hypercube, $v(R)$ is the volume of this region, and $n(R)$ is the number of points in this region. The discrepancy vanished for $Q \rightarrow \infty$ in the case of a homogeneous distribution of points over the whole hypercube.

Mainly for the multidimensional case, a low discrepancy corresponds to no large gaps and no clustering of points in the hypercube (Figure 5.2). Similar to a pseudorandom generator, a quasirandom generator originates from number theory. But in contrast to the pseudorandom series, quasirandom sequences offer a pronounced deterministic behavior. A quasirandom generator transforms an arbitrary positive integer $I$ into a quasirandom number $\xi_{I}$ via the


Fig. 5.2. Two-dimensional plot of pseudorandom number pairs (left) and quasirandom number pairs (right). The quasirandom number series are created with the base 2 ( $x$-axis) and with the base 3 ( $y$-axis).
following two steps. First, the integer $I$ will be decomposed into the integer coefficients $a_{k}$ with respect to the base $b$

$$
\begin{equation*}
I=\sum_{k=0}^{\infty} a_{k} b^{k} \tag{5.12}
\end{equation*}
$$

with $0 \leq a_{k} \leq b-1$. The coefficients simply form the representation of $I$ within the base $b$. The second step is the computation of the quasirandom number by calculation of the sum

$$
\begin{equation*}
\xi_{I}=\sum_{k=0}^{\infty} a_{k} b^{-k-1} . \tag{5.13}
\end{equation*}
$$

For example, the first quasirandom numbers corresponding to the base 2 are $1 / 2,1 / 4,3 / 4,1 / 8,5 / 8, \ldots$, while the sequence of base 3 starts with $1 / 3$, $2 / 3,1 / 9,4 / 9,7 / 9$. The main problems [170, 282] of the quasi-Monte Carlo techniques are: (i) this method may not be directly applicable to simulations of single events because of the correlations between the points of a quasirandom sequence, and (ii) the improved accuracy of quasi-Monte Carlo methods is generally lost for problems of high dimension or problems in which the integrand is not smooth.

The merit of the quasi-Monte Carlo method is the fast convergence. The theoretical upper bound rate of convergence for the estimation (5.10) is $\ln ^{d} Q / Q$, where $d$ is the number of dimensions of the integral problem [281].

### 5.2.4 Reverse Monte Carlo

Suppose that we have a model controlled by a given set of parameters $G=\left\{g_{1}, g_{2}, \ldots, g_{M}\right\}$ that produces the output data $Y=\left\{y_{1}, y_{2}, \ldots, y_{N}\right\}$. Furthermore, we have a set of empirical observations in a real economic system, $O=\left\{o_{1}, o_{2}, \ldots, o_{N}\right\}$, corresponding to the output data of the model.

Then, we can refine the model by changing the control parameter in such a way that the distance between the observations and the results of the model decreases. In other words, we modify the structure of the model in order to bring it into correspondence with reality. This does not mean that the model reflects reality. Only those observations that we have considered during the tuning of the model parameters are reproduced by the model.

A numerical standard technique consists in the formation of a positive-semidefinite functional

$$
\begin{equation*}
\mathcal{F}(Y-O)=\mathcal{F}\left(y_{1}-o_{1}, y_{2}-o_{2}, \ldots\right) \tag{5.14}
\end{equation*}
$$

with $\mathcal{F}(0)=0$ for $Y=O$ and $\mathcal{F}>0$ otherwise. The functional $\mathcal{F}$ depends on the control parameters $g_{\alpha}$ via the model results $Y=Y(G)$. Therefore, we write also $\mathcal{F}[G]$ instead of (5.14). We now calculate the value of $\mathcal{F}\left[G_{0}\right]$ for a certain set $G_{0}$ of control parameters. Then, we change the control parameters by a small shift $\delta G$ and compute the corresponding value $\mathcal{F}\left[G_{0}+\delta G\right]$ of the functional $\mathcal{F}$.

Let us now consider a monotonously decreasing function $P(x)$ with $P(-\infty)=0$ and $P(\infty)=1$. Then, we may determine

$$
\begin{equation*}
P_{\text {change }}=P\left(\frac{\mathcal{F}\left[G_{0}\right]-\mathcal{F}\left[G_{0}+\delta G\right]}{T}\right) \tag{5.15}
\end{equation*}
$$

with a positive convergence parameter $T \geq 0$. We interpret the value $P_{\text {change }}$ as a transition probability. This means that we replace the set of control parameters $G_{0}$ by the new set $G_{0}+\delta G$ with a probability $P_{\text {change }}$.

This statistically induced replacement procedure makes the whole algorithm a Monte Carlo method. The repeated application of these steps leads to an increasing adaptation to reality. Usually, the convergence parameter $T$ will be reduced very slowly during the Monte Carlo procedure. Thus, we arrive at a local or probably global minimum of the functional $\mathcal{F}[G]$ after a sufficiently long computation time.

The successive reduction of $T$ is called the simulated annealing technique [203] and has a wide field of applications, especially in engineering.

In principle, the problem is comparable with a special class of Monte Carlo methods in computational physics that is also denoted as reverse Monte Carlo simulation.

In order to explain this term from a physical point of view, we have to consider that a standard Monte Carlo procedure is the importance sampling [46, 47, 48, 272]. Roughly speaking, in this case the parameter set $G$ corresponds to the configuration $C$ of an underlying many-body system, while
the functional $\mathcal{F}$ is the Hamiltonian $\mathcal{H}(C)$ of the system. The convergence parameter $T$ may be identified with the temperature of the system. In contradiction to the simulated annealing method, the temperature is fixed during the whole simulation. Then, all configurations $C_{1}, C_{2}, \ldots$ that were occupied in the course of the Monte Carlo procedure form a weighted set that allows the determination of various thermodynamic quantities and other information about the structure of the system such as scattering curves. The values of these quantities depend on the temperature and on the microscopic interaction parameters.

We remark that the thermodynamic behavior appears due to the constraint that each statistically induced jump $C_{n} \rightarrow C_{n+1}$ satisfy the principle of detailed balance. This can be done by application of the Metropolis algorithm [272] with $P(x)=1$ for $x \geq 0$ and $P(x)=\exp \{x / T\}$ for $x<0$.

As apposed to this procedure, the reverse Monte Carlo simulation [23, 49, 198, 262, 381, 390, 416] uses no microscopically founded Hamiltonian but a functional $\mathcal{F}$ considering the experimental findings of various scattering experiments. Then, the algorithm discussed above allows the determination of configurations that generate the experimental results. The knowledge of these configurations may allow the calculation of the microscopic interaction parameters.

Hence, the standard Monte Carlo simulations in physics allow the explanation of macroscopic effects on the basis of microscopic interactions for which the reverse Monte Carlo methods give some information about the microscopic structure on the basis of experimental measurements. But there is an important warning: The reverse Monte Carlo simulation can lead to a subset of configurations without a physical meaning.

In other words, not all configurations detected with a reverse Monte Carlo simulation are consistent with physical reality. However, the more independent experimental data are considered in the functional $\mathcal{F}$, the lower is the danger of a false statement about the intrinsic structure of the underlying system.

### 5.3 Cellular Automata

Cellular automata provide a formal framework for investigating the behavior of complex systems [271]. Cellular automata systems are dynamical systems with discrete space and time scales. The behavior of a cellular automaton is completely specified in terms of a local relation. Each cell of a cellular automaton is connected with its nearest neighbors via input and output channels (Figure 5.3).

We assume that the cell $\alpha$ is in one of a finite number of $K_{\alpha}$ possible states. At a discrete time $t_{n}$, the cell receives information about the state of its neighbors via the input channels and simultaneously sends the information about its own state to its neighbors via the output channels. We remark
that the flows of input and output are not necessarily symmetric. The new state of each cell at time $t_{n+1}=t_{n}+\delta t$ is governed by a Boolean transition function $T_{\alpha}$ of the inputs and the state of the cell in question. Generally, we distinguish between homogeneous and inhomogeneous cellular automata. A homogeneous automaton consists of identical cells with symmetric information flows, while the behavior of the cells of an inhomogeneous cellular automaton are influenced by their position in the whole network of cells. Furthermore, the local rules controlling the behavior of a cellular automaton may be time-dependent on the automaton.

Obviously, the main properties of a cellular automaton model, especially the discretization of the space and the states, the parallel update at discrete points in time, and the relatively short-range interaction with a finite number of neighbors, suggest the application of parallel computing techniques and therefore a very high performance.

Historically, the earliest automata were mechanical devices such as the town hall clock of Prague or the Parisian artificial duck of Jacques de Vaucanson dating from 1738. The first numerically working cellular automata were originally conceived by Ulam and von Neumann in the 1940s [271].

Due to the discrete structure and the elementary rules discussed above, cellular automaton algorithms offer a very high speed even for a high degree of complexity. This property makes cellular automata models important for physical and economical research.

Relatively simple interaction rules allow the description of complex phenomena $[135,193,379,389,431,432,433]$ such as self-organized criticality [29, 291], evolution of chemically induced spiral waves [257], oscillations and chaotic behavior of states [257, 287, 431], forrest fires [31], earthquakes [36, 85, 384], discrete mechanics [24], statistical mechanics [414], the dynamics of granular matter [29, 305], soliton excitations [365], and fluid dynamics [73, 134]. Other applications belong to various domains in biology


Fig. 5.3. Schematic representation of the input and the output channels of a cell of a cellular automaton
[113], including neuroscience [10, 37], and the dynamics of traffic systems [45, 75, 83, 277].

On the other hand, cellular automata models are increasingly used in social science [169, 286] and economics. In the latter, cellular automata are sometimes used as simple models of multiagent systems [162, 231, 306].

The investigation of multiagent systems focuses on systems in which many agents interact with each other. The agents are considered to be autonomous entities, such as computers and software programs, humans, or companies. In the language of cellular automata theory, each cell corresponds to an agent. Their interactions can be either cooperative or selfish. That is, the agents can share a common goal such as the member of a party or the computer of a large computation center, or they can pursue their own interests such as the companies in a free market economy.

The most important aspect of a cellular automaton is the transition rules defined by the transition function $T_{\alpha}$. The transition function defines the state

$$
\begin{equation*}
S_{\alpha}\left(t_{n+1}\right)=T_{\alpha}\left(S_{\alpha}\left(t_{n}\right),\left\{S_{\beta}\left(t_{n}\right)\right\} \mid \beta \in N(\alpha)\right) \tag{5.16}
\end{equation*}
$$

of cell $\alpha$ at time $t_{n+1}$ as a function of the previous state $S_{\alpha}\left(t_{n}\right)$ and the states of all neighboring cells $\beta$. Even though the transition functions mainly determine the evolution, it is very hard to predict the evolution of a cellular automaton other than by explicitly simulating it. Equation (5.16) is a deterministic law. We remark that often a small change in the transition rule can have very dramatic consequences. Some rules need no detailed information about the individual states of the neighboring cells but only on the number of neighbors in a certain state $S$,

$$
\begin{equation*}
N_{\alpha}(S)=\sum_{\beta \in N(\alpha)} \delta_{S_{\beta}\left(t_{n}\right), S} . \tag{5.17}
\end{equation*}
$$

In classical cellular automata theory, a rule is called totalistic if it only depends on the sum of the states of all cells in the neighborhood. It is called outer totalistic if it also depends on the state of the cell $S_{\alpha}\left(t_{n}\right)$ to be updated. In a formula a totalistic rule may be described as

$$
\begin{equation*}
S_{\alpha}\left(t_{n+1}\right)=T_{\alpha}\left(S_{\alpha}\left(t_{n}\right),\left\{N_{\alpha}(S)\right\}\right) \tag{5.18}
\end{equation*}
$$

Another important class of transition rules are probabilistic rules. In this case, the transition rule is not a function that has exactly one result for each input configuration but a rule that provides the outcomes with associated probabilities. The normalization requires that the sum of probabilities of all outcomes must be one for each input configuration. In fact, such systems can be mapped onto a master equation and solved by several numerical [357, 359, 360] but also analytical methods [351, 363, 364].

## 6. Forecasting

### 6.1 Regression and Autoregression

Forecasting means the ability to extrapolate the future dynamics of a given system on the basis of its current state and its history. If we have a suitable model, the forecast may be extended to arbitrarily long times. Typical candidates for a nearly unlimited prognosis are the models of classical mechanics. Knowledge of the initial conditions allows the determination of any further development due to the deterministic equations of motion. Obviously, a prediction becomes better if we have a higher accuracy of the initial conditions or of the past and if we have precise equations of motion.

The situation is changed when the system is described by probability equations such as Ito stochastic differential equations or Fokker-Planck equations. Here, the dynamics of the hidden, irrelevant degrees of freedom are collected in stochastic and dissipative terms. Thus, the predictions contain an intrinsic error that increases with increasing forecasting time. The accuracy of a probability prediction depends on the macroscopic level and therefore the number of relevant degrees of freedom involved. If we knew more about the microscopic states of the system, we could predict the future development more precisely.

Physical models with stochastic character usually have a widely accepted and well-justified model. Thus, prediction of the future evolution consists in the estimation of the model parameters and in the characterization of the stochastic sources. On the other hand, we usually have insufficient models of economic systems and processes. The most unfavorable case is a black box situation: we have only observations about the input and the output, while the economic process is completely unclear. Furthermore, a real economic or financial system allows only a limited number of observations because any repetition of the same process under the same boundary conditions and initial conditions is impossible.

At the beginning of the last century, standard predictions were undertaken simply by extrapolating the time series through a global fit procedure. The principle is very simple. Suppose that we have a time series $\left\{y_{1}, y_{2}, \ldots, y_{N}\right\}$ with the corresponding points in time $\left\{t_{1}, t_{2}, \ldots, t_{N}\right\}$. Then, we can determine a regression function $f$ in such a way that the distance between the observations $y_{n}$ and the corresponding values $f\left(t_{n}\right)$ becomes sufficiently small.

The main problem is the definition of a suitable measure for the distance. Standard techniques such as least mean square methods minimize a certain utility function, for example

$$
\begin{equation*}
F=\sum_{n=1}^{N}\left(y_{n}-f\left(t_{n}\right)\right)^{2} \tag{6.1}
\end{equation*}
$$

by varying the parameters of the function $f$. For instance, the well-known linear regression requires the determination of the parameters $A$ and $B$, which define the regression function $f$ via $f(t)=A+B t$. Obviously, the choice of the utility function is very important for the determination of the parameters of the regression function. For example, the very simple regression function $f(t)=B t$ may be estimated by

$$
\begin{equation*}
F_{1}=\sum_{n=1}^{N}\left(y_{n}-B t_{n}\right)^{2} \quad \text { and } \quad F_{2}=\sum_{n=1}^{N}\left(\frac{y_{n}}{B t_{n}}-1\right)^{2} \tag{6.2}
\end{equation*}
$$

The first function stresses the absolute deviation between the observation and the regression function, while the second expression stresses the relative error. The first function leads to the estimation $B=\langle y t\rangle_{N} /\left\langle t^{2}\right\rangle_{N}$, while the second one yields $B=\left\langle y^{2} t^{-2}\right\rangle_{N} /\left\langle y t^{-1}\right\rangle_{N}$, where we have used the definition

$$
\begin{equation*}
\langle g\rangle_{N}=\frac{1}{N} \sum_{n=1}^{N} g_{n} \tag{6.3}
\end{equation*}
$$

It is very important to define both the regression function and the utility function very well and in agreement with the underlying problem. After determination of the regression parameters, the predictions are simply given by

$$
\begin{equation*}
\hat{y}_{N+k}=f\left(t_{N+k}\right) \tag{6.4}
\end{equation*}
$$

The beginning of modern time series prediction was in 1927, when Yule [436] introduced the autoregressive model in order to predict the annual number of sunspots. Such models are usually linear or polynomial and are driven by white noise. In this context, predictions are carried out on the basis of parametric autoregressive (AR), moving average (MA), or autoregressive moving average (ARMA) models [62, 239, 245].

The autoregressive process $\mathrm{AR}(p)$ is defined by

$$
\begin{equation*}
y\left(t_{n}\right)=a_{0}+\sum_{k=1}^{p} a_{k} y\left(t_{n-k}\right)+\eta\left(t_{n}\right) \tag{6.5}
\end{equation*}
$$

where the $a_{k}(k=0, \ldots, p)$ are fixed model parameters and $\eta_{n}$ represents the current noise. We can use an appropriate method of estimation, such as ordinary least squares, to get suitable approximations $\hat{a}_{k}$ of the initially unknown parameters $a_{k}$. After estimating these model parameters, we get the fitted model

$$
\begin{equation*}
\hat{y}\left(t_{n}\right)=\hat{a}_{0}+\sum_{k=1}^{p} \hat{a}_{k} y\left(t_{n-k}\right) . \tag{6.6}
\end{equation*}
$$

Clearly, different regression methods give different estimates, but they are all estimates on the basis of the same more or less unknown but true distribution of $y\left(t_{n}\right)$. In this sense, $\hat{y}\left(t_{n}\right)$ is an estimation of the true conditional mean of $y\left(t_{n}\right)$, which may be generally denoted as $E\left(y\left(t_{n}\right) \mid \omega_{n-1}\right)$, where $\omega_{n-1}$ is the information set available at time $t_{n-1}$. In the case of the autoregressive process $\operatorname{AR}(p)$ introduced above, we have $\omega_{n-1}=\left\{y\left(t_{n-1}\right), \ldots, y\left(t_{n-p}\right)\right\}$. This notation makes explicit how the conditional mean and therefore the prediction is constructed on the assumption that all data up to that point are known deterministic variables.

A natural way to estimate the coefficients $a_{k}$ considers the Mori-Zwanzig equations (2.121). As pointed out, this equation is an exact linear relation. In a discrete version, this equation reads

$$
\begin{equation*}
y_{\alpha}\left(t_{n+1}\right)=y_{\alpha}\left(t_{n}\right)+\sum_{\beta=1}^{M} \sum_{k=0}^{n} \Xi_{\alpha \beta}\left(t_{n}-t_{k}\right) y_{\beta}\left(t_{k}\right)+\eta_{\alpha}\left(t_{n+1}\right) \tag{6.7}
\end{equation*}
$$

where we have considered $\alpha=1,2, \ldots M$ simultaneously given time series. Note that we have replaced the notations for the relevant quantities, $G_{\alpha} \rightarrow y_{\alpha}$, and for the residual forces, $f_{\alpha} \rightarrow \eta_{\alpha}$, while the frequency matrix and the memory kernel are collected in the matrix $\Xi_{\alpha \beta}\left(t_{n}-t_{k}\right)$. Of course, the residual forces, the memory, and the frequency matrix contained in the original Mori-Zwanzig equations are implicitly dependent on the initial state at $t_{0}$. Thus, for a stationary system, the matrix $\Xi_{\alpha \beta}(t)$ is independent of the initial state, and the residual forces may be interpreted as a stationary noise. In order to determine the matrix $\Xi_{\alpha \beta}(t)$, we remember that the correlation functions of the relevant quantities are exactly defined by (2.127). This equation reads in its discrete form

$$
\begin{equation*}
\overline{y_{\alpha}\left(t_{n+1}\right) y_{\gamma}\left(t_{0}\right)}=\overline{y_{\alpha}\left(t_{n}\right) y_{\gamma}\left(t_{0}\right)}+\sum_{\beta=1}^{M} \sum_{k=0}^{n} \Xi_{\alpha \beta}\left(t_{n}-t_{k}\right) \overline{y_{\beta}\left(t_{k}\right) y_{\gamma}\left(t_{0}\right)} \tag{6.8}
\end{equation*}
$$

Besides the error due to the discretization, (6.8) is an exact relation. In the case of a stationary system, (6.8) holds for all initial times $t_{0}$ with the same matrix function $\Xi_{\alpha \beta}(t)$. Thus, we can replace the correlation functions $\overline{y_{\alpha}\left(t_{n}\right) y_{\gamma}\left(t_{0}\right)}$ by the estimations

$$
\begin{equation*}
C_{\alpha \gamma}\left(t_{n}-t_{0}\right)=\left\langle y_{\alpha}\left(t_{n}\right) y_{\gamma}\left(t_{0}\right)\right\rangle=\frac{1}{N} \sum_{k=0}^{N-1} y_{\alpha}\left(t_{n+k}\right) y_{\gamma}\left(t_{k}\right) \tag{6.9}
\end{equation*}
$$

which are obtainable from empirical observations. Thus, we arrive at the matrix equation

$$
\begin{equation*}
C_{\alpha \gamma}([n+1] \delta t)=C_{\alpha \gamma}(n \delta t)+\sum_{\beta=1}^{M} \sum_{k=0}^{n} \Xi_{\alpha \beta}([n-k] \delta t) C_{\beta \gamma}(k \delta t) \tag{6.10}
\end{equation*}
$$

where we have used $t_{n+1}=t_{n}+\delta t$. Equation (6.10) allows the determination of the matrix $\Xi_{\alpha \beta}(t)$ on the basis of the empirically estimated correlation functions $C_{\alpha \gamma}(t)$. After estimating the matrix functions $\Xi_{\alpha \beta}(t)$, we get the prediction formula

$$
\begin{equation*}
\hat{y}_{\alpha}\left(t_{n+1}\right)=y_{\alpha}\left(t_{n}\right)+\sum_{\beta=1}^{M} \sum_{k=0}^{n} \Xi_{\alpha \beta}\left(t_{n}-t_{k}\right) y_{\beta}\left(t_{k}\right) . \tag{6.11}
\end{equation*}
$$

We remark that repeated application of such prediction formulas allows also the forecasting of the behavior at later times, but of course there is usually an increasing error.

The prediction formulas of moving averages and autoregressive processes are related. A moving average is a weighted average over the finite or infinite past. In general, a moving average can be written as

$$
\begin{equation*}
\bar{y}\left(t_{n}\right)=\frac{\sum_{k=0}^{N} a_{k} y\left(t_{n-k}\right)}{\sum_{k=0}^{N} a_{k}} \tag{6.12}
\end{equation*}
$$

where the weights usually decrease with increasing $k$. Typical moving averages are (3.14), (3.17), or with respect to the IGARCH process (3.332). The weight functions are chosen heuristically under consideration of possible empirical investigations. The prediction formula is simply given by

$$
\begin{equation*}
\hat{y}\left(t_{n+1}\right)=\bar{y}\left(t_{n}\right) \tag{6.13}
\end{equation*}
$$

The main difference between autoregressive processes and moving averages is the interpretation of the data with respect to the prediction formula. In an autoregressive process, the input is always understood as a deterministic series in spite of the stochastic character of the underlying model. On the other hand, the moving average concept assumes that all observations are realizations of a stochastic process that is a stationary process at least over a timescale

$$
\begin{equation*}
\tau \sim \frac{\delta t}{a_{0}} \sum_{k=0}^{N} a_{k} \tag{6.14}
\end{equation*}
$$

Autoregressive moving averages (ARMA) are combinations of moving averages and autoregressive processes. Such processes play an important role in the analysis of modified ARCH and GARCH processes [5].

### 6.2 The Bayesian Concept

### 6.2.1 Public Surveys and Decision-Making

Instead of a long introduction, let us illustrate the Bayesian concept by a simple example. An economically reasonable decision may lead to serious
consequences since each decision induces a response from consumers, competitors, or the government. In particular, this may be important for the price policy of large companies or monopolies because any increase in product prices is an unpopular step leading to a loss of confidence. Such decisions can be supported by a suitable public survey. The analysis of a survey can be carried out on the basis of Bayes' theorem. Suppose that the decisions are controlled by a set of hypotheses $B_{i}(i=1, \ldots, N)$. The possible hypotheses are mutually exclusive (i.e., in the language of set theory, we have to write $\left.B_{i} \cap B_{j}=\emptyset\right)$ and exhaustive. The probability that the hypothesis $B_{i}$ appears is $P\left(B_{i}\right)$. Furthermore, we consider an event $A$ that may be conditioned by the hypotheses. Thus, (2.53) can be written as

$$
\begin{equation*}
P\left(A \mid B_{i}\right) P\left(B_{i}\right)=P\left(B_{i} \mid A\right) P(A) \tag{6.15}
\end{equation*}
$$

for all $i=1, \ldots, N$. Furthermore, (2.58) leads to

$$
\begin{equation*}
P\left(B_{i} \mid A\right)=\frac{P\left(A \mid B_{i}\right) P\left(B_{i}\right)}{\sum_{i=1}^{N} P\left(A \mid B_{i}\right) P\left(B_{i}\right)} \tag{6.16}
\end{equation*}
$$

This is the standard form of Bayes' theorem. In the present context, we denote $P\left(B_{i}\right)$ as the a priori probability, which is available before the event $A$ appears. The likelihood $P\left(A \mid B_{i}\right)$ is the conditional probability that the event $A$ occurs under the hypothesis $B_{i}$. The quantity $P\left(B_{i} \mid A\right)$ may be interpreted as the probability that the hypothesis $B_{i}$ was true under the condition that the event $A$ occurs. Therefore, $P\left(B_{i} \mid A\right)$ is also called an a posteriori probability, which may be empirically determined after the appearance of $A$.

To better understand the analysis of an appropriate survey, let us discuss a small example. In the year 2002, a common currency was introduced in a number of European states. The costs involved with this change were insignificant for the majority of European companies. Hence, a change in prices for industrial goods or services was not justifiable. On the other hand, many companies usually carry out necessary price adjustments at the end of the year in order to balance changes in wages and the prices of resources. How should the management decide on the amount of the adjustment?

A company $\Sigma$ can generally assume that a certain number of consumers trust in the fairness of the company's product prices (hypothesis $B_{+}$). The rest of the consumers prefer products of other companies because they believe that the prices of the products of the company $\Sigma$ are unfair (hypothesis $B_{-}$). The corresponding frequencies can be obtained from a public survey. For the sake of simplicity, we assume the a priori probabilities $P\left(B_{+}\right)=0.5$ and $P\left(B_{-}\right)=0.5$. Furthermore, the survey may give an estimation about the public opinion on whether the firm applies a fair price policy in the event that its product prices increase at the turn of the year 2001/2002. An inquiry among students yielded a probability $P\left(\right.$ stable $\left.\mid B_{+}\right)=0.8$ and $P\left(\right.$ stable $\left.\mid B_{-}\right)=0.02$ (i.e., a consumer expects with a frequency of $80 \%$ that a fair company keeps the prices stable and is convinced with a probability
of $98 \%$ from the fact that unfair firms increase their prices). Now, we can estimate consumer confidence in the case of a price change. We obtain from (6.16) the following a posteriori probabilities

$$
\begin{equation*}
P\left(B_{+} \mid \text {stable }\right)=\frac{P\left(\text { stable } \mid B_{+}\right) P\left(B_{+}\right)}{P\left(\text { stable } \mid B_{-}\right) P\left(B_{-}\right)+P\left(\text { stable } \mid B_{-}\right) P\left(B_{-}\right)} \tag{6.17}
\end{equation*}
$$

and

$$
\begin{equation*}
P\left(B_{-} \mid \text {stable }\right)=\frac{P\left(\text { stable } \mid B_{-}\right) P\left(B_{-}\right)}{P\left(\text { stable } \mid B_{-}\right) P\left(B_{-}\right)+P\left(\text { stable } \mid B_{-}\right) P\left(B_{-}\right)} \tag{6.18}
\end{equation*}
$$

(i.e., we get $P\left(B_{+} \mid\right.$stable $\left.) \approx 0.97\right)$. In other words, if the company were to keep prices stable, it would be expected that the consumers believe with a probability of $97 \%$ that the company provides a fair price policy. On the other hand, if the company increases prices, we obtain $P\left(B_{+} \mid\right.$increase $) \approx 0.17$ (i.e., only $17 \%$ of the consumers would believe that the company's price policy is fair).

This example demonstrates the general importance of the Bayesian concept . Simple relations can be used fruitfully for the selection of a hypothesis or, equivalently, for the selection of a model.

### 6.2.2 Bayesian Theory and Forecasting

The Bayesian theory of model or decision selection [144, 145, 442, 443] discussed above generates insights not only into the theory of decision making but also in the theory of predictions. The Bayesian solution to the model selection problem is well-known: It is optimal to choose the model with the highest a posteriori probability. On the other hand, knowledge of the a posteriori probabilities is not only important for the selection of a model but also gives essential information for a reasonable combination of forecast results. The a posteriori probabilities may be associated with various forecasting models $F_{i}$. For the sake of simplicity, we consider only two models. Then, we have the a posteriori probabilities $P\left(F_{1} \mid \omega\right)$ that model 1 is true and $P\left(F_{2} \mid \omega\right)$ that model 2 is true under the condition that a certain event $\omega$ occurs. The estimation of these a posteriori probabilities is obtainable from the scheme discussed in the previous chapter. Furthermore, we have the mean square deviations

$$
\begin{equation*}
\left.\overline{(y-\hat{y})^{2}}\right|_{F_{1}}=\int d y(y-\hat{y})^{2} p\left(y \mid F_{1}\right) \tag{6.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\overline{(y-\hat{y})^{2}}\right|_{F_{2}}=\int d y(y-\hat{y})^{2} p\left(y \mid F_{2}\right) \tag{6.20}
\end{equation*}
$$

describing the expected square difference between an arbitrary forecast $\hat{y}$ and outcome $y$ of the model. Because

$$
\begin{equation*}
p(y \mid \omega)=p\left(y \mid F_{1}\right) P\left(F_{1} \mid \omega\right)+p\left(y \mid F_{2}\right) P\left(F_{2} \mid \omega\right) \tag{6.21}
\end{equation*}
$$

we get the total mean square deviation

$$
\begin{equation*}
\left.\overline{(y-\hat{y})^{2}}\right|_{\omega}=\left.\overline{(y-\hat{y})^{2}}\right|_{F_{1}} P\left(F_{1} \mid \omega\right)+\left.\overline{(y-\hat{y})^{2}}\right|_{F_{2}} P\left(F_{2} \mid \omega\right) \tag{6.22}
\end{equation*}
$$

that is expected under the condition that the event $\omega$ appears. The prediction $\hat{y}$ was up to now a free value. We chose this value by minimizing the total mean square deviation. We get

$$
\begin{align*}
\left.\frac{\partial}{\partial \hat{y}} \overline{(y-\hat{y})^{2}}\right|_{\omega} & =2\left[\left.\bar{y}\right|_{F_{1}}-\hat{y}\right] P\left(F_{1} \mid \omega\right)+2\left[\left.\bar{y}\right|_{F_{2}}-\hat{y}\right] P\left(F_{2} \mid \omega\right) \\
& =0 \tag{6.23}
\end{align*}
$$

and therefore the optimal prediction

$$
\begin{equation*}
\hat{y}=\left.\bar{y}\right|_{F_{1}} P\left(F_{1} \mid \omega\right)+\left.\bar{y}\right|_{F_{2}} P\left(F_{2} \mid \omega\right) \tag{6.24}
\end{equation*}
$$

This relation allows us to combine predictions of different models in order to obtain a likely forecast. For example, the averages $\left.\bar{y}\right|_{F_{1}}$ and $\left.\bar{y}\right|_{F_{2}}$ may be the results of two moving average procedures. At least one of these forecasting models fails. The a posteriori probabilities $P\left(F_{i} \mid \omega\right)$ can be interpreted as the outcome of certain tests associated with the event $\omega$ that should determine the correct moving average model. The model selection theory requires that we consider only the model that has the largest a posteriori probability (i.e., we get either $\hat{y}=\left.\bar{y}\right|_{F_{1}}$ or $\hat{y}=\left.\bar{y}\right|_{F_{2}}$ ). However, the Bayesian forecast concept also allows the consideration of unfavorable models with small but finite weights.

### 6.3 Neural Networks

### 6.3.1 Introduction

As discussed above, time series predictions have usually been performed by using of parametric regressive, autoregressive, moving average, or autoregressive moving average models. The parameters of the prediction models are obtained from least mean square algorithms or similar procedures. A serious problem is that these techniques are basically linear. On the other hand, many time series in finance and economics are probably induced by strong nonlinear processes due to the high degree of complexity of the underlying system.

In particular, this nonlinearity controls the stochastic contributions, which in a linear forecasting theory are assumed to have a Markov character. However, we know from the discussion of the memory kernel (2.122) of the MoriZwanzig equation (2.121) that the characteristic timescale of the apparently stochastic terms is of an order of magnitude of the relaxation time of the memory. Thus, if we have empirical evidence for an autoregressive process
with a large number $p$ of previous observations considered, we may conclude that in a real complex system ${ }^{1}$ the stochastic terms have also a pronounced memory, which is not considered in the linear forecasting equations.

In this case, neural networks provide alternative nonlinear methods for forecasting the further development of time series. Neural networks are powerful when applied to problems whose solutions require knowledge about a system or a model that is difficult or impossible to specify but for which there is a large set of past observations available [95, 147, 398]. The neural network approach to time series prediction is parameter-free in the sense that such methods do not need any information regarding the system that generates the signal. In other words, the system can be interpreted as a black box with certain inputs and outputs. The aim of a forecast using neural networks is to determine the output with a suitable accuracy when only the input is known. This task is carried out by a process of learning from socalled training patterns presented to the network and changing the network structure and weights in response to the output error.

From a general point of view, the use of neural networks may be understood as a step back from rule-based models to data-driven methods [151].

### 6.3.2 Spin Glasses and Neural Networks

Let us discuss why neural networks are useful for the prediction of the evolution of economic or financial time series. Such systems can store patterns and can recall these items on the basis of an incomplete input. For example, if such a network detects similarities between a current time series and an older one related to the same economic process, it may extrapolate the possible time evolution of the current time series on the basis of the historical experience. Usually, the similarities are not very trivially recognizable. The weights of the stored properties used for the comparison of different patterns depend on the architecture of the underlying network. First, we will explain why neural networks have a so-called adaptive memory.

Neural networks have some similarities with a real nervous system consisting of interacting nerve cells [195, 217]. Therefore, let us start our investigation from a biological point of view. The human nervous system is very large. It consists of approximately $10^{11}$ highly interconnected nerve cells. Electric signals induce transmitter substances to be released at the synaptic junctions where the nerves almost touch (Figure 6.3.2). The transmitters generate a local flow of sodium and potassium cations that raises or lowers the electrical potential. If the potential exceeds a certain threshold, a soliton-like excitation propagates from the cell body down to the axon. This then leads to the release of transmitters at the synapses to the next nerve cell. Obviously, the nervous system may be interpreted as a large cellular automaton of identical cells but with complicated topological connections. In
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Fig. 6.1. Schematic representation of a nerve cell
particular, each cell has effectively just two states, an active one and a passive one. We adopt a spin analogy: the state of the cell $\alpha(\alpha=1, \ldots, N)$ may be given by $S_{\alpha}= \pm 1$, where +1 characterizes the active state and -1 the passive state. The electrical potential may be a weighted sum of the activity of the neighboring nerve cells

$$
\begin{equation*}
V_{\alpha}=\sum_{\beta} J_{\alpha \beta} S_{\beta} \tag{6.25}
\end{equation*}
$$

The coupling parameters $J_{\alpha \beta}$ describe the influence of cell $\beta$ on cell $\alpha$. We remark that there is usually no symmetry (i.e., $J_{\alpha \beta} \neq J_{\beta \alpha}$ ). Of course, the absolute value and the sign of the parameters $J_{\alpha \beta}$ depend on the strength of the biochemically synaptic junction from cell $\beta$ to cell $\alpha$. The transition rule (5.16) of this cellular automaton reads

$$
\begin{equation*}
S_{\alpha}\left(t_{n+1}\right)=\operatorname{sgn}\left(V_{\alpha}\left(t_{n}\right)-\theta_{\alpha}\right)=\operatorname{sgn}\left(\sum_{\beta} J_{\alpha \beta} S_{\beta}\left(t_{n}\right)-\theta_{\alpha}\right) \tag{6.26}
\end{equation*}
$$

where $\theta_{\alpha}$ is the specific threshold of the cell [68, 235, 261]. Let us now transform this deterministic cellular automaton model into a probabilistic one. To do this, we introduce the probability that the cell $\alpha$ becomes active at $t_{n+1}$,

$$
\begin{equation*}
p_{\alpha}^{+}\left(t_{n+1}\right)=\psi\left(V_{\alpha}\left(t_{n}\right)-\theta_{\alpha}\right) \tag{6.27}
\end{equation*}
$$

where $\psi$ is a sigmoidal function with the boundaries $\psi(-\infty)=0$ and $\psi(\infty)=1$. Equation (6.27) implies that $p_{\alpha}^{-}=1-p_{\alpha}^{+}$. This generalization is really observed in nervous systems. The amount of transmitter substance released at a synapse can fluctuate so that a cell remains in the passive state even though $V_{\alpha}\left(t_{n}\right)$ exceeds the threshold $\theta_{\alpha}$. For the sake of simplicity, we focus on the symmetric case $J_{\alpha \beta}=J_{\beta \alpha}$. The special choice

$$
\begin{equation*}
\psi(x)=\frac{1}{1+\exp \{-2 x / T\}} \tag{6.28}
\end{equation*}
$$

is particularly convenient because it corresponds to an Ising model with socalled Glauber dynamics. This means that a cell changes its state independent of possible changes of other cells. For symmetric $J_{\alpha \beta}$, the system reaches, after a sufficiently long relaxation time, the thermodynamic equilibrium characterized by the stationary Gibb's distribution $\exp \{-H / T\}$ with the Hopfield Hamiltonian [8, 174, 175]

$$
\begin{equation*}
H=-\frac{1}{2} \sum_{\alpha \beta} J_{\alpha \beta} S_{\alpha} S_{\beta}+\sum_{\alpha} \theta_{\alpha} S_{\alpha} \tag{6.29}
\end{equation*}
$$

and the temperature $T$. From here, we can reproduce (6.27) and (6.28) in a very simple manner. The cell $\alpha$ can undergo the transitions $+1 \rightarrow+1$, $-1 \rightarrow-1,-1 \rightarrow+1$, and $+1 \rightarrow-1$ with the corresponding energy differences $\Delta H_{+,+}=\Delta H_{-,-}=0$ and $\Delta H_{-,+}=-\Delta H_{+,-}=2\left(V_{\alpha}-\theta_{\alpha}\right)$, which follow directly from (6.29). Thus, the Gibb's measure requires the conditional probabilities

$$
\begin{equation*}
p_{\alpha}(+\mid+)=\frac{\exp \left(-\Delta H_{+,+} / T\right)}{\exp \left(-\Delta H_{+,+} / T\right)+\exp \left(-\Delta H_{-,+} / T\right)} \tag{6.30}
\end{equation*}
$$

and

$$
\begin{equation*}
p_{\alpha}(+\mid-)=\frac{\exp \left(-\Delta H_{+,-} / T\right)}{\exp \left(-\Delta H_{+,-} / T\right)+\exp \left(-\Delta H_{-,-} / T\right)} \tag{6.31}
\end{equation*}
$$

Considering the values of the energy differences, we get $p_{\alpha}^{+}=p_{\alpha}(+\mid+)=$ $p_{\alpha}(+\mid-)$, where $p_{\alpha}^{+}$satisfies (6.27) and (6.28). Obviously, our special model of a neural network is nothing other than a spin glass (i.e., an Ising model with stochastic but symmetric interaction constants $J_{\alpha \beta}$ and the set of spin variables $S=\left\{S_{1}, \ldots, S_{N}\right\}$ ).

Now, we come back to the question of how a neural network can store items and how it can recall the items on the basis of an incomplete input. We restrict ourselves to the simple spin-glass model introduced above [124, 299, 300]. A pattern may be defined by a particular configuration $\sigma=\left\{\sigma_{1}, \sigma_{2}, \ldots\right\}$. Such a pattern is called a training pattern . Usually, we have to deal with more than one training pattern $\sigma^{(m)}$ with $m=1,2, \ldots, M$. Let us define the coupling constants as $[8,168,174,175]$

$$
\begin{equation*}
J_{\alpha \beta}=\frac{1}{N} \sum_{m=1}^{M} \sigma_{\alpha}^{(m)} \sigma_{\beta}^{(m)} \tag{6.32}
\end{equation*}
$$

The prefactor $N^{-1}$ is just a convenient choice for defining the scale of the couplings. Equation (6.32) is known as the Hebb rule. In the following discussion, we set $\theta_{\alpha}=0$, although the theory can also work without this simplification. Thus, due to (6.32), the Hamiltonian (6.29) becomes

$$
\begin{equation*}
H=-\frac{N}{2} \sum_{m=1}^{M}\left(\sigma^{(m)}, S\right)^{2} \tag{6.33}
\end{equation*}
$$

where we have introduced the scalar product

$$
\begin{equation*}
\left(\sigma, \sigma^{\prime}\right)=\frac{1}{N} \sum_{\alpha=1}^{N} \sigma_{\alpha} \sigma_{\alpha}^{\prime} \tag{6.34}
\end{equation*}
$$

In the case of only one pattern, $M=1$, the Hamiltonian can be written as $H=-N\left(\sigma^{(1)}, S\right)^{2} / 2$. In other words, the configurations with the lowest energy $(H=-N / 2)$ are given by $S=\sigma^{(1)}$ and by $S=-\sigma^{(1)}$. This means that an initially given pattern $S(0)$ approaches one of the two ground states $\sigma^{(1)}$ or $-\sigma^{(1)}$ in the course of the dynamics of the neural network for sufficiently low temperatures $T$. If we have a finite number $M \ll N$ of statistically independent training patterns, every one of them is a locally stable state. We remark that two patterns $\sigma^{(m)}$ and $\sigma^{(n)}$ are completely independent if the scalar product $\left(\sigma^{(m)}, \sigma^{(n)}\right)$ vanishes, $\left(\sigma^{(m)}, \sigma^{(n)}\right)=0$. Statistical independence means that $\sigma^{(m)}$ and $\sigma^{(n)}$ represent two random series of values $\pm 1$. Thus, we find the estimation $\left|\left(\sigma^{(m)}, \sigma^{(n)}\right)\right| \sim N^{-1 / 2}$. Let us set $S=\sigma^{(k)}$. Then, we obtain from (6.33)

$$
\begin{align*}
H & =-\frac{N}{2} \sum_{m=1}^{M}\left(\sigma^{(m)}, \sigma^{(k)}\right)^{2} \\
& =-\frac{N}{2}\left[1+\sum_{m \neq k}\left(\sigma^{(m)}, \sigma^{(k)}\right)^{2}\right] \\
& \approx-\frac{N}{2}+o(M) \tag{6.35}
\end{align*}
$$

It is simple to show that the training patterns $\sigma^{(m)}$ (and the dual patterns $\left.-\sigma^{(m)}\right)$ define the ground states of the Hamiltonian. This means that the dynamics of the neural network with a finite number of training patterns again find the stable state that most resembles the initial state $S(0)$. This is the main property of an adaptive memory . Each configuration learned by the neural network is stored in the coupling constants (6.32). A given initial configuration $S(0)$ of the network is now interpreted as a disturbed training pattern. The neural network acts to correct these errors in the input just by following its dynamics to the nearest stable state. Hence, the neural network assigns an input pattern to the nearest training pattern.

The neural network can still recall all $M$ patterns (and the $M$ dual patterns) as long as the temperature is sufficiently low and $M / N \rightarrow 0$ for $N \rightarrow \infty$. The critical temperature is given by $T_{c}=1$ (i.e., for $T>1$, the system reaches thermodynamic equilibrium). In other words, the neural network behaves similar to a paramagnetic lattice gas, and the equilibrium state favors no training patterns. On the other hand, for very low temperatures and a sufficiently large distance between the input pattern $S(0)$ and the training pattern, the dynamics of the system may lead the evolution $S(t)$ into spurious ghost states other than the training states. These ghost states
are also minima of the free energy that occurs due to the complexity of the Hamiltonian (6.33). But it turns out that these ghost states are unstable above $T_{0}=0.46$. Hence, by choosing the temperature slightly above $T_{0}$, we can avoid these states while still keeping the training patterns stable.

Another remarkable situation occurs for $c=M / N>0$. Here, the training states remain stable for a small enough $c$. But beyond a critical value $c^{\star}(T)$, they suddenly lose their stability, and the neural network behaves like a real spin-glass [9, 11]. Especially, the typical ultrametric structure of the spin glass states occurs in this phase. At $T=0$, the curve $c^{\star}(T)$ reaches its maximum value of $c^{\star}(0) \approx 0.138$. For completeness, we remark that above a further curve $c_{p}(T)$, the spin-glass phase melts to a paramagnetic phase. However, both the spin-glass phase and the paramagnetic phase are useless for an adaptive memory. Only the phase capturing the training patterns is meaningful for the application of neural networks.

### 6.3.3 Topology of Neural Networks

The physical approach to neural networks discussed above is only a small contribution to the mainstream of mathematical and technical efforts concerning the development of this discipline.

Beginning in the early 1960s [334, 335, 428], the degree of scientific development of neural networks and the number of practical applications grew exponentially [67, 161, 174, 207, 341, 429]. In neural networks, computational models, or nodes, are connected through weights that are adapted during use to improve performance. The main idea is equivalent to the concept of cellular automata: High performance occurs due to interconnection of the simple computational elements. A simple node labeled by $\alpha$ provides a linear combination of $\Gamma$ weights $J_{\alpha 1}, J_{\alpha 2}, \ldots, J_{\alpha \Gamma}$ and $\Gamma$ input values $x_{1}, x_{2}, \ldots, x_{\Gamma}$ and passes the result through a usually nonlinear transition or activation function $\psi$,

$$
\begin{equation*}
y_{\alpha}=\psi\left(\sum_{\beta=1}^{\Gamma} J_{\alpha \beta} x_{\beta}\right) \tag{6.36}
\end{equation*}
$$

The function $\psi$ is monotone and continuous, most commonly of a sigmoidal type. In this representation, the output of the neuron is a deterministic result. In general, the output can be formulated also on the basis of probabilistic rules (see above).

The neural network is then an interconnected set of such nodes. But in contradiction to most of the cellular automata models, the nodes or neurons of a neural network have a large number of nearest neighbors so that a dense interconnection appears. There is the theoretical experience that massively interconnected neural networks provide a greater degree of robustness than weakly interconnected networks. By robustness, we mean that small pertur-
bations in parameters and in the input data will result in small deviations of the output data from their nominal values.

Besides their node characteristics, neural networks are characterized by their network topology. The topology can be determined by the connectivity matrix $\Theta$ with the components $\Theta_{\alpha \beta}=1$ if a link from the node $\alpha$ to the node $\beta$ exists and $\Theta_{\alpha \beta}=0$ otherwise. A link from $\alpha$ to $\beta$ means that the output of $\alpha$ is the input of $\beta$.

Only such weights $J_{\alpha \beta}$ can have nonzero values, which corresponds to $\Theta_{\alpha \beta}=1$. In other words, we may write

$$
\begin{equation*}
J_{\alpha \beta}=\Theta_{\alpha \beta} g_{\alpha \beta} \tag{6.37}
\end{equation*}
$$

where $\Theta_{\alpha \beta}$ is fixed by the respective network architecture and remains unchanged during the learning process, while the $g_{\alpha \beta}$ should capture the training patterns.

Obviously, the connectivity matrix is not necessarily a symmetric one. We may describe this matrix symbolically by a corresponding network graph that consists of arrows and nodes. In particular, each arrow stands for an existing link, and the direction of the arrow indicates the flow of information.

The Hopfield network discussed above has the ideal connectivity $\Theta_{\alpha \beta}=1$ for all $\alpha \neq \beta$. Thus, the topology of the Hopfield network is represented by a graph in which each node is connected to each other node by a double arrow (Figure 6.3.3). The dilution of such a topology by a random pruning procedure leads to a stochastic neural network or a so-called neural cluster. From the topological point of view, both types of neural networks distinguish not at all or only very weakly between input neurons and output neurons. The only exception is the case of a diluted network containing nodes with only outgoing arrows or only incoming arrows so that these nodes can be classified as input nodes or output nodes. Usually, these nodes are defined by the underlying program structure but not by the topology of the network.


Fig. 6.2. The graph of a Hopfield network with six nodes.


Fig. 6.3. Typical graph of a layer network.

Another version of neural networks shows a so-called layer structure , where the input nodes and output nodes can be identified on the basis of the topological structure. Formally, these networks consist of an input layer, several hidden layers, and an output layer (Figure 6.3).

Topologically, these neural networks contain no loops. Therefore, layer networks are sometimes called filters or feedforward networks. The input pattern is transformed by deterministic or, more rarely, by probabilistic rules into several intermediate patterns at the hidden layers and the final pattern at the output layer.

Modern layer networks imply several feedback mechanisms between subsequent and previous layers. Therefore, we distinguish between two categories of neural networks: feedforward networks or filters without any loops and recurrent networks, where loops occur because of feedback connections. In other words, subsequent layers have the possibility to send data to previous layers that may be used for a change in the weights or the activation functions of the previous layer in order to obtain an improved treatment of the next input. Another frequently used version consists of multiple restarts of the computation using the output of subsequent layers as a new input of previous layers. Such a technique can be used to stabilize the final output.

Between the Hopfield network and the feedforward network exist a lot of intermediate levels. The so-called Kohonen network [207] or feature map consists of a regular $d$-dimensional lattice and an input layer. Each node of the
regular lattice is bidirectionally connected with all nodes of a neighborhood shell, and each node of the input layer is connected by directed links with all nodes of the Kohonen layer. The important property of such a network is that at the end of the computation steps the node with the largest output is set to 1 while all other nodes are defined to be zero. Thus, a Kohonen network can be used for the classification of incoming patterns.

The bidirectional associative memory [52] consists of two layers: the input and the output layers. All components of the connectivity matrix corresponding to links between both layers have the value 1, while all other coefficients vanish. Thus, the network topology of such a network is characterized by a symmetric matrix. Similar to the Hopfield model, the bidirectional associative memory approaches a stationary state after a sufficiently large number of iterative computation steps with the difference that for odd steps the data flow from the input to the output nodes while a data backflow from the output nodes to the input nodes occurs for even computation steps.

Other neural networks, such as the adaptive resonance network [161] or the learning vector quantizers [321], are further realizations of combinations of layer structures.

### 6.3.4 Training of Neural Networks

A neural network is characterized by its topology and its node characteristics and the training patterns captured in the values of the weights $J_{\alpha \beta}$. The remaining question is how a neural network can store the training patterns. As discussed above, the problem can be solved straightforwardly for a Hopfield network. A similar situation occurs for the bidirectional adaptive memory. But other networks with complicated loops and asymmetric connectivity matrices need a special learning procedure in order to prepare the originally nonspecified system for the subsequent working phase. The training requires a sufficiently strong adaptability of the network.

In general, adaptability may be interpreted as the ability to react to changes in the environment through a learning process [322]. In our case, the environment of a neural network is given by a real system, such as a market, the internal dynamics of which are widely unknown. In order to use a neural network for predictions, it is fed with the same input signal $x\left(t_{n}\right)$ (for instance, several economic indicators or a set of the last stock prices) as the real system at every discrete time step $t_{n}$. The output of the neural system may be $y\left(t_{n}\right)$, while $r\left(t_{n}\right)$ is the response of the unknown system. The error signal $e\left(t_{n}\right)$ is formed as the difference of both output signals, $e\left(t_{n}\right)=r\left(t_{n}\right)-y\left(t_{n}\right)$, and the parameters of the weights of the neural network are adjusted using this error information.

The aim of a learning procedure is to update iteratively at each time step $t_{n}$ the weights $J_{\alpha \beta}\left(t_{n}\right)$ of an adaptive system so that a nonnegative error measure $\mathcal{E}$ is reduced at each time step $t_{n}, \mathcal{E}\left(J\left(t_{n+1}\right)\right) \leq \mathcal{E}\left(J\left(t_{n}\right)\right)$. This will generally ensure that, after the training process, the neural network has
captured the relevant properties of the unknown system that we are trying to model. Using $\Delta J\left(t_{n}\right)=J\left(t_{n+1}\right)-J\left(t_{n}\right)$, we obtain

$$
\begin{align*}
\Delta \mathcal{E}\left(J\left(t_{n}\right)\right) & =\mathcal{E}\left(J\left(t_{n+1}\right)\right)-\mathcal{E}\left(J\left(t_{n}\right)\right) \\
& =\left.\sum_{\alpha \beta} \frac{\partial \mathcal{E}(J)}{\partial J_{\alpha \beta}}\right|_{J=J\left(t_{n}\right)} \Delta J_{\alpha \beta}\left(t_{n}\right) \tag{6.38}
\end{align*}
$$

and therefore

$$
\begin{equation*}
\left.\sum_{\alpha \beta} \frac{\partial \mathcal{E}(J)}{\partial J_{\alpha \beta}}\right|_{J=J\left(t_{n}\right)} \Delta J_{\alpha \beta}\left(t_{n}\right) \leq 0 \tag{6.39}
\end{equation*}
$$

This equation is always fulfilled for the special choice

$$
\begin{equation*}
\Delta J_{\alpha \beta}\left(t_{n}\right)=-\left.\Lambda \frac{\partial \mathcal{E}(J)}{\partial J_{\alpha \beta}}\right|_{J=J\left(t_{n}\right)} \tag{6.40}
\end{equation*}
$$

where $\Lambda$ is a small positive scalar called the learning rate or the adaptation parameter [96]. A learning procedure controlled by (6.40) is also called a gradient-descent-based learning process. We remark that gradient-based algorithms inherently forget old data, which has particular importance for performance of the learning procedure.

The quasi-Newton learning algorithm is based on the second-order derivative of the error function. If we expand the error function in a Taylor series, we have

$$
\begin{align*}
\Delta \mathcal{E}\left(J\left(t_{n}\right)\right)= & \left.\sum_{\alpha \beta} \frac{\partial \mathcal{E}(J)}{\partial J_{\alpha \beta}}\right|_{J=J\left(t_{n}\right)} \Delta J_{\alpha \beta}\left(t_{n}\right) \\
& +\left.\frac{1}{2} \sum_{\alpha \beta \gamma \delta} \frac{\partial^{2} \mathcal{E}(J)}{\partial J_{\alpha \beta} \partial J_{\gamma \delta}}\right|_{J=J\left(t_{n}\right)} \Delta J_{\alpha \beta}\left(t_{n}\right) \Delta J_{\gamma \delta}\left(t_{n}\right) . \tag{6.41}
\end{align*}
$$

Using the extremum condition $\partial \Delta \mathcal{E}\left(J\left(t_{n}\right)\right) / \partial \Delta J_{\alpha \beta}\left(t_{n}\right)=0$, we get the changes

$$
\begin{equation*}
\Delta J_{\alpha \beta}\left(t_{n}\right)=-\left.\sum_{\gamma \delta}\left[\left(\frac{\partial}{\partial J} \circ \frac{\partial}{\partial J} \mathcal{E}(J)\right)^{-1}\right]_{\alpha \beta \gamma \delta} \frac{\partial \mathcal{E}(J)}{\partial J_{\gamma \delta}}\right|_{J=J\left(t_{n}\right)} \tag{6.42}
\end{equation*}
$$

As a simple example, let us calculate the changes $\Delta J_{\alpha \beta}\left(t_{n}\right)$ for a neural network with only one node and an input vector of dimension $\Gamma$. Such a simple neural network is called a perceptron. The error function may be given by

$$
\begin{equation*}
\mathcal{E}=e^{2}\left(t_{n}\right)=\left[r\left(t_{n}\right)-\psi\left(\sum_{\beta=1}^{\Gamma} J_{\beta}\left(t_{n}\right) x_{\beta}\left(t_{n}\right)\right)\right]^{2} \tag{6.43}
\end{equation*}
$$

with $J_{\beta}=J_{1 \beta}$. Therefore, we obtain

$$
\begin{equation*}
\frac{\partial \mathcal{E}}{\partial J_{\alpha}\left(t_{n}\right)}=-2 e\left(t_{n}\right) \psi^{\prime}\left(\sum_{\beta=1}^{\Gamma} J_{\beta}\left(t_{n}\right) x_{\beta}\left(t_{n}\right)\right) x_{\alpha}\left(t_{n}\right) \tag{6.44}
\end{equation*}
$$

and the gradient-descent-based learning process is defined by the equation

$$
\begin{equation*}
J_{\alpha}\left(t_{n+1}\right)=J_{\alpha}\left(t_{n}\right)+2 \Lambda \psi^{\prime}\left(\sum_{\beta=1}^{\Gamma} J_{\beta}\left(t_{n}\right) x_{\beta}\left(t_{n}\right)\right) e\left(t_{n}\right) x_{\alpha}\left(t_{n}\right) \tag{6.45}
\end{equation*}
$$

When deriving a learning algorithm for a general neural network, the network architecture should be taken into account. This leads, of course, to relatively complicated nonlinear equations that must be treated during the training procedure of a network.

In principle, the learning algorithms introduced above are special procedures referring to the class of adaptive learning. Roughly speaking, the idea behind this concept is to forget the past when it is no longer relevant and adapt to the changes in the environment. We remark that the term gear-shifting is sometimes used for the gradient-descent-based learning discussed above when the learning rate is changed during training. Other popular learning algorithms are deterministic and stochastic learning methods [203, 333, 393].

Finally, we mention another learning procedure, which is called constructive learning. This modern version deals with the change of architecture or topological interconnections in the network during training. Neural networks for which the topology can change in the course of the learning procedure are called ontogenic neural networks [122]. The standard procedures of constructive learning are network growing and network pruning. The growing mechanism begins with a very simple network, and if the error is too big, new subnetwork units or single network units are added to the network [173]. In contrast, network pruning starts from a large neural network, and if the error is smaller than a lower limit, the size of the network is reduced [327, 392].

### 6.3.5 Neural Networks for Forecasting

After the storage of a sufficiently large number of training patterns, the neural network can be used for the prediction of trends. As mentioned above, the complete training patterns contain both the input and the expected output. The treatment of both data groups may differ according to the architecture of the network and the corresponding training method. Typically, the input is a financial or economic time series, while the output may be the continuation of this series or discrete information, such as to buy or sell a certain asset. After finishing the training period, the network gets only the last input and completes this pattern as a result of its internal dynamics. The interesting part of the complete pattern is then the output, which can be understood as a prediction about the future evolution.


Fig. 6.4. The prediction of the future evolution (open cirles) in comparison with the real data (straight line) for Deutsche Telekom stock. The time interval for the prediction is 3 trading days. The last data are from 07/02. Source: http://www.jtprognosis.com

In principle, there exist a large list of technical realizations of neural network models used for forecasting financial processes. Here, we will give a few examples in place of this increasing set of prognosis techniques.

A modern version of neural networks consists of coupling different forecasting neural networks [201] with only a few output nodes each and a final comparison of the results by a master network or another comparison procedure. Such a procedure may be the computation of a simple average [201] or another weighted average considering the effectiveness of the neural network models by application of a Bayesian analysis. Furthermore, old training patterns are continuously replaced by new data. This situation looks similar to the application of a moving time window. Such networks may give reasonable predictions on the basis of digital output information, such as that a stock price will increase (decrease) during a given time period.

A combination of autoregression methods and a neural network consisting of an input layer, a hidden Hopfield neural network and an output layer [177] can be used for the simultaneous prediction of the future time evolution of $M=10^{6}$ stock prices up to 1 trading month (see Figures 6.4 and 6.5). The accuracy of the predictions may be estimated by the measure

$$
\begin{equation*}
\Omega=\frac{1}{N M} \sum_{n=1}^{N} \sum_{\alpha=1}^{M} \frac{\left(X_{\alpha}\left(t_{n}\right)-Y_{\alpha}\left(t_{n}\right)\right)^{2}}{\sigma_{\alpha}^{2}\left(T_{\mathrm{P}}\right)} \tag{6.46}
\end{equation*}
$$

where $Y_{\alpha}\left(t_{n}\right)$ is the prediction of the stock price $\alpha$ for the time $t_{n}$, while $X_{\alpha}\left(t_{n}\right)$ is the realization of this price after the end of the prediction time. Furthermore, $N$ is the current number of predictions. The variance $\sigma_{\alpha}$ is here the mean square change of the stock price during the prediction time period $T_{\mathrm{P}}$, namely

$$
\begin{equation*}
\sigma_{\alpha}^{2}\left(T_{\mathrm{P}}\right)=\frac{1}{N} \sum_{n=1}^{N}\left[X_{\alpha}\left(t_{n}\right)-X_{\alpha}\left(t_{n}-T_{\mathrm{P}}\right)\right]^{2} \tag{6.47}
\end{equation*}
$$

Obviously, if the predicted change of a stock price $Y_{\alpha}\left(t_{n}\right)-X_{\alpha}\left(t_{n}-T_{\mathrm{P}}\right)$ is independent from the real change $X_{\alpha}\left(t_{n}\right)-X_{\alpha}\left(t_{n}-T_{\mathrm{P}}\right)$ and both changes have the same variance, the quantity $\Omega$ approaches the value 2 for sufficiently large $N$. The simple prediction $Y_{\alpha}\left(t_{n}\right)=X_{\alpha}\left(t_{n}-T_{\mathrm{P}}\right)$ leads to $\Omega=1$ for $N \rightarrow \infty$. Thus, a real prognosis requires $\Omega<1$. The above-mentioned combined technique [177] has a maximum accuracy of $\Omega \approx 0.60$ ( $T_{\mathrm{P}}=5$ trading days) for the stocks of the Dow Jones and $\Omega \approx 0.72$ ( $T_{\mathrm{P}}=5$ trading days) for the stocks of the German stock index DAX.


Fig. 6.5. The prediction of the future evolution (open cirles) in comparison with the real data (straight line) for Deutsche Bank stock. The time interval for the prediction is 2 trading days and the last data are from 07/02. Source: http://www.jtprognosis.com

Finally, we remark that neural networks can be used also for other prediction problems, such as the bankruptcy of companies and banks [394, 395], the optimization of portfolios [434], marketing [176], the classification of consumers and demands [92], or project management [263].
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refraction law, 192
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scale invariance, 185
scaling behavior, 106
scaling hypothesis, 103, 187
scaling law, 186
self-energy, 140
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self-organized criticality, 185
self-similarity, 185
seller, 88
separation of timescales, 27,42
Shannon information, 116
sigmoidal function, 220
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spectral function, 37,128
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spin-glass states, 220
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supply side, 165
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trade flow, 189
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triangular inequality, 63
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utility function, 86
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volatility of a portfolio, 85
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waste, 180
Weibull distribution, 113
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[^0]:    ${ }^{1}$ Of course, the trajectory of a large but finite complex system has no real jumps. The appearance of jumps is the result of the Markov approximation. If we take into account the exact equation of motion, the jumps correspond to relatively fast but continuous changes of the macroscopic state during a short time period.

[^1]:    ${ }^{1}$ Note that the ferromagnetic ground state is $G$-fold, degenerated while the ground state of the Potts glass and the antiferromagnetic regime are $G!$-fold degenerated.

[^2]:    ${ }^{1}$ The linear system is written in the standard form considering the representation in terms of the eigenvectors of the matrix $A$.

[^3]:    1 but not necessarily in the mathematical model.

