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Preface

It has become clear that tumors arise from excessive cell proliferation and a cor-
responding reduction in cell death. Tumors result from the successive accumulation of
mutations in key regulatory target genes over time. During the 1980s, a number of
oncogenes were characterized, whereas from the 1990s to the present, the emphasis
shifted to tumor suppressor genes (TSGs). It has become clear that oncogenes and
tumor suppressor genes function in the same pathways, providing positive and nega-
tive growth regulatory activities. The signaling pathways controlled by these genes
involve virtually every process in cell biology, including nuclear events, cell cycle,
cell death, cytoskeletal, cell membrane, angiogenesis, and cell adhesion effects. Tumor
suppressor genes are mutated in hereditary cancer syndromes, as well as somatically in
nonhereditary cancers. In their normal state, TSGs control cancer development and pro-
gression, as well as contribute to the sensitivity of cancers to a variety of therapeutics.
Understanding the classes of TSGs, the biochemical pathways they function in, and how
they are regulated provides an essential lesson in cancer biology. We cannot hope to
advance our current knowledge and to develop new and more effective therapies without
understanding the relevant pathways and how they influence the present approaches to
therapy. Moreover, it is important to be able to access the powerful tools now available
to discover these genes, as well as their links to cell biology and growth control.

The scope of this two volume work, Tumor Suppressor Genes, Volume 1: Path-
ways and Isolation Strategies and Volume 2: Regulation, Function, and Medicinal
Applications, is broad in the sense that it covers all the known tumor suppressor path-
ways and provides key information on the road to their discovery, analysis, and uses in
cancer therapeutics. The aim of the first volume, Pathways and Isolation Strategies, is
to educate the reader about known TSGs and the relevance of the biochemical path-
ways they regulate to human cancer. The reader has an opportunity in Volume 1 to
access state-of-the-art protocols that have been successful in the identification of TSGs
in the past, and that can be applied to isolate novel TSGs. With a novel TSG in hand,
the reader has an opportunity in Volume 2, Regulation, Function, and Medicinal
Applications, to explore the cell biology and biochemical function of the encoded
protein, as well as its physiological role in vivo. Finally, in Volume 2, the reader is
exposed to strategies for the use of information on TSGs to develop diagnostic and
therapeutic strategies for cancer.

The two volumes of Tumor Suppressor Genes bring together many of the world’s
experts in the identification and characterization of TSGs. The work is intended to
become the core reference and compilation of the emerging pathways and the growing
number of molecules that suppress cancer. Importantly, it should also serve as a wide-
ranging source of protocols useful in understanding and characterizing the function of



vi Preface

TSGs. One of the challenges facing cancer researchers and clinicians is to bring for-
ward and develop active therapeutics. This book, by example, puts forward highly
useful paradigms for rational drug design, based on our dramatic new understanding
of molecular pathogenesis.

Tumor Suppressor Genes thus lays down a firm and timely foundation for under-
standing cancer. In this age of expression profiling and proteomics, there has already
been revealed a remarkable complexity and interrelatedness of seemingly diverse pro-
cesses and signal transduction pathways. For the student, this book provides a refer-
ence to the basics concerning the identity of the major TSGs and the signaling pathways
they use to inhibit tumors. For the investigator, it provides not only a critical update,
but also an extremely useful compendium of newly assembled research protocols,
including both classical methods and state-of-the-art techniques. For the translational
scientist, the book provides fertile ground for the development of therapeutic strate-
gies based on understanding the mechanisms of action and appreciating the existing
preclinical data. One of the criticisms of an effort leading to such a book is that the
field is moving very quickly and material is likely to be outdated. However, with
many of the world’s leading experts providing a comprehensive overview of all tumor
suppressing pathways, along with their detailed protocols, we believe we have pro-
vided an invaluable resource for continued learning and discovery. Finally, Tumor
Suppressor Genes provides a bridge to those interested in translational research by
giving examples of the rationale for many of the most promising manipulations that
may lead to novel therapeutic agents.

Tumor Suppressor Genes is targeted at a broad audience including medical and
graduate students, postdoctoral fellows, physician scientists, academics, and principal
investigators. The text provides critical information to rapidly gain appreciation of
important TSGs in human cancer, as well as modern methods for their discovery,
analysis, and clinical application. The reader is enabled to learn the background and
then access the literature in which studies designed to define their biology and bio-
chemistry have been performed on known TSGs. Details of protocols with examples
of their previous uses allow the researcher to apply current technologies to novel or
known genes whose role has not yet been defined.

In summary, Tumor Suppressor Genes is a comprehensive compilation of the
known tumor suppressing pathways, and the key molecular approaches to their dis-
covery, analysis, and clinical applications. It should be of enduring value to students
at all levels of experimental biology and medicine, as well as those clinicians who
want to better understand the molecular biology of cancer.

Wafik S. El-Deiry, MD, PhD
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Growth Control by the Retinoblastoma Gene Family

Marco G. Paggi, Armando Felsani, and Antonio Giordano

1. Introduction
1.1. The Retinoblastoma Gene Family

The Retinoblastoma family consists of three genes, RB, p107, and Rb2/p130, all fun-
damental in the control of important cellular phenomena, such as cell cycle, differenti-
ation, and apoptosis. The “founder” and the most investigated gene of the family is RB,
which is considered the prototype for the tumor suppressor genes (1,2). The other two
genes, p107 and Rb2/p130, and the proteins they code for, p107 and pRb2/p130, re-
spectively, clearly reflect a high degree of structural and functional similarity to the RB
gene product, pRb (3,4). The RB family proteins were disclosed initially by investiga-
tors working on viral oncoproteins. In particular, a set of proteins associated with the
Adenovirus 5 E1A oncoprotein was identified, and the bands representing the most
abundant ones were named p60, p105, p107, p130, and p300, in keeping with their ap-
parent molecular mass, as determined by SDS-PAGE (5). The subsequent characteriza-
tion of these proteins identified p105 as the product of the RB gene (6). Later, genes
encoding p107 (7,8) and pRb2/p130 (9–11) were cloned using different strategies.

In essence, the structure of the three RB family gene products, pRb, p107, and
pRb2/p130, consist of (a) an N-terminal portion, (b) a “pocket structure” subdivided
into domain A, spacer, and domain B, and (c) a C-terminal portion, a.k.a. domain C (3).
The pocket functional domains A and B are the most conserved among the three RB
family members and are responsible for most of the interactions involving either some
endogenous proteins, such as those of the E2F family (3,4,12–14), or viral oncoproteins,
i.e., Adenovirus 5 E1A, SV40 large T, and Human Papillomavirus E7 (6,7,15–20).

A common relevant biological feature shared by the three members of this family is
the ability to control the cell cycle (8,21–23). In fact, they negatively modulate the tran-
sition between the G1 and S phases, utilizing mechanisms mostly related to inactivation
of transcription factors, such as those of the E2F family, that promote the cell’s entrance
into the S phase (3,4,12–14). The role of the RB family proteins as key negative cell cycle
regulators is mainly modulated by posttranslational modifications, the most important
one being phosphorylation. In fact, the RB gene product is a well-known substrate for ei-
ther kinase or phosphatase activity, thus undergoing extensive and regular changes in its
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phosphorylation status throughout the cell cycle. In asynchronous cells, pRb is present at
various degrees of phosphorylation, which is well depicted as a microheterogeneous pat-
tern typically evident in SDS-PAGE analysis: the more the molecule is phosphorylated,
the more slowly it migrates. For this reason the apparent molecular mass of pRb ranges
between 105 and 115 kDa, when estimated by SDS-PAGE (6,24–25). Canonically, pRb
is hyperphosphorylated (inactive) in proliferating cells, while it is underphosphorylated
(active) in quiescent or differentiating cells. In this second form, however, it shows en-
hanced affinity for the nuclear compartment (26). At a single cell level, pRb is under-
phosphorylated in G0 and early G1. In late G1, the protein becomes phosphorylated at
the restriction point and phosphorylation increases in S phase and at the G2–M transition.
The protein is found again to be underphosphorylated when the cell has completed the
mitotic process (25,27–29). With a closer look at the phases of pRb phosphorylation dur-
ing the cell cycle, we can argue that D-type cyclin-dependent kinases might be responsi-
ble for early G1, cyclin E/cdk2 for mid/late G1, and cyclin A and cyclin B/Cdc2 for G2/M
phosphorylation of pRb. After the cycle has been completed, the cells that have been gen-
erated by the mitotic process again display underphosphorylated pRb, because of the
specific phosphatase activities. The stringent timing of the activity of the cyclin/kinase
complexes on pRb is guaranteed further by the cdk inhibitors (see ref. 30 for a review).
Also, p107 undergoes similar modifications during the cell cycle, but its pattern in SDS-
PAGE analysis usually appears less heterogeneous. The major complex responsible for its
phosphorylation is the cyclin D1/cdk4 complex (31–33). As far as pRb2/p130 is con-
cerned, it displays evident cell cycle-related changes in phosphorylation, coupled with an
extensive microheterogeneity in SDS-PAGE migration pattern (34,35). It has been found
associated with cyclin A and cyclin E (10) and with cdk2 (11). From a functional point of
view, cyclins A, D-type and E overexpression rescue pRb2/p130-mediated growth arrest
in SAOS-2 human osteosarcoma cells (36).

During the last decade, evidence has been gathered, indicating that, in addition to the
cell cycle, the RB family regulates a wide spectrum of complex biological phenomena,
such as differentiation, embryonic development, and apoptosis (see refs. 37–40 and refs.
therein).

1.2. Retinoblastoma Proteins and Cancer

The crucial role of the “RB pathway” and of all three RB proteins in cell cycle reg-
ulation (41) is profoundly linked to cancer transformation and/or progression. For sev-
eral decades, cancer development has been ideally related to loss of control in the
cellular processes that regulate the cell cycle.

RB complies with all the prerequisites to be considered a bona-fide tumor suppressor
gene. In fact, its mutations or deletions are shared by several malignancies and, in addi-
tion, exogenous expression of wild-type RB in RB-defective cancer cells promptly reverts
main characteristics of the neoplastic phenotype (see refs. 3,13,14 and refs. therein).

In light of the significant structural and functional similarities among the three mem-
bers of the RB family, one can argue that also p107 or Rb2/p130, known to be potent
cell cycle inhibitors, could also act as tumor suppressors.

Cytogenetically, Rb2/p130 maps to the region 16q12.2-13, an area repeatedly altered
in human cancers (10,11,42), whereas p107 maps to the human chromosome region
20q11.2, a locus not frequently found to be involved in human neoplasms (7). To date,

4 Paggi, Felsani, and Giordano



there is only one recent report of deletion or functional inactivation for p107 in human
tumors, while mutations of the Rb2/p130 gene have been often detected in human can-
cers (see Table 1).

The three RB proteins are localized mainly in the nuclear compartment of the cell
(7,24,34). For pRb and pRb2/p130, extranuclear localization has been associated with ge-
netic mutations involving the nuclear localization signal (NLS) of the protein (43–45). Such
mutations do not make it possible to reach an acceptable intranuclear localization, strongly
impairing the ability of these proteins to interfere with nuclear transcription factors.

This chapter focuses on the current methods employed to assess the phosphorylation
status of the RB family proteins. This approach is currently used to estimate the ten-
dency of a cellular population to proceed in the cell cycle. In addition, a coprecipitation
assay, able to validate RB protein functional status, is also described.

2. Materials
2.1. Instrumentation

1. A large gel electrophoresis apparatus, such as the Bio-Rad Protean II xi (cat. no. 165-1811),
complete with glass plates, spacers and combs, able to accommodate gels with a size of 16
� 16 cm (W � L).

2. A large cell for protein electrophoretic transfer, such as the Bio-Rad Trans-Blot cell (cat. no.
170-3939).

3. A small gel electrophoresis apparatus, such as the Bio-Rad Mini-Protean 3 (cat. no. 165-
3301), complete with glass plates, spacers, and combs, for minigels with a size of 8 � 7 cm
(W � L).

Growth Control by the Retinoblastoma Gene Family 5

Table 1
Cancer Types in Which Different Impairments of Rb2/p130 or p107 Genes Have
Been Found

Type of cancer Kind of alteration

Rb2/p130 LOH, downregulation, mutation, or functional inactivation

Breast cancer LOH of region 16q12.2 (42)
Ovarian carcinoma LOH of region 16q12.2 (42)
Prostatic carcinoma LOH of region 16q12.2 (42)
Small-cell lung cancer Low to undetectable expression of gene product

(59); point mutation (60)
Endometrial cancer Low expression of gene product (61)
Choroidal melanoma Low expression of gene product (62)
Non-Hodgkin lymphoma Low expression of gene product (63)
Vulvar cancer Low expression of gene product (64)
Mesothelioma SV40-mediated functional inactivation (65)
Burkitt lymphomas EBV� Point mutations at NLS in 56% of cases (63)
Non-small-cell lung cancer Point mutation (66)
Nasopharyngeal carcinoma Point mutation (67)

p107 mutation

B-cell lymphoma Intragenic deletion (68)



4. A small cell for protein electrophoretic transfer, such as the Bio-Rad Mini Trans-Blot trans-
fer cell (cat. no. 170-3930).

5. A power supply for gel electrophoresis (500-V/0.5-A output) and one for electrophoretic
transfer (200-V/2-A output).

2.2. Reagents

2.2.1. Western Blot Sample Preparation

1. Lysis buffer for detection of retinoblastoma proteins by Western blot: 50 mM Tris-HCl, pH
7.40, 5 mM EDTA, 250 mM NaCl, 50 mM NaF, 0.1% Triton X-100, 0.1 mM Na3VO4. Store
at 4°C for up to 6 mo. Immediately prior to use, add: 1 mM phenylmethylsulfonyl fluoride
(PMSF) (see Note 1) and 10 �g/mL leupeptin.

2. SDS lysis buffer: 125 mM Tris-HCl (pH 6.8), 4 % SDS, 20% glycerol.
3. b-Mercaptoethanol (see Note 1), Sigma cat. no. M-3148.
4. Laemmli sample buffer 1� : 62.5 mM Tris-HCl (pH 6.8), 2% SDS, 10% glycerol, 5%

�-mercaptoethanol.
5. Bromophenol blue, Bio-Rad cat. no. 161-0404 saturated and filtered solution. Add 10 �L

for each milliliter of sample buffer.
6. BCA-200 protein assay kit, Pierce cat. no. 23226.

2.2.2. Immunoprecipitations/Co-immunoprecipitations

1. IPPT lysis buffer: 50 mM Tris-Cl, pH 7.40, 5 mM EDTA, 150 mM NaCl, 50 mM NaF, 1%
Nonidet P-40, 0.1 mM Na3VO4. Store at 4°C for up to 6 mo. Immediately prior to use, add:
1 mM PMSF (see Note 1) and 10 �g/mL leupeptin.

2. Immobilized protein G: when dealing with mouse antibodies (from Pierce, Sigma, or Phar-
macia).

3. Immobilized protein A: when dealing with rabbit antibodies (from Pierce, Sigma, or Phar-
macia).

2.2.3. Phosphatase Treatment

1. MES buffer: 100 mM MES (2-[N-morpholino] ethanesulfonic acid), pH 6.0, containing 1
mM of PMSF (see Note 1).

2. Potato acid phosphatase preparation: An aliquot of potato acid phosphatase in ammonium
sulfate suspension (Roche, cat. no. 108 197) is pelletted by centrifugation and resuspended
in an equal volume of the MES buffer.

2.2.4. SDS-PAGE

1. Acrylamide 30% stock solution (see Note 1) (29:1 acrylamide–bisacrylamide, Bio-Rad cat.
no. 161-0124)

2. Resolving gel buffer: Tris-HCl 1.5 M, pH 8.8.
3. Stacking gel buffer: Tris-HCl 0.5 M, pH 6.8.
4. TEMED (see Note 1) (Bio-Rad cat. no. 161-0801).
5. Ammonium persulfate (Bio-Rad cat. no. 161-0700), 10% solution.
6. SDS-PAGE running buffer 1�: 25 mM Tris, glycine 192 mM, SDS 0.1%, pH 8.3.

2.2.5. Immunoblotting and Detection

1. 3MM paper, Whatman cat. no. 3030917.
2. Transfer membrane: polyvinyldifluorene (PVDF) membrane roll, Immobilon, Millipore cat.

no. IPVH00010.
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3. PVDF transfer buffer: 10 mM CAPS (3-[cyclohexilamino] 1-propanesulfonic acid), Sigma
cat. no. C-2632, pH 11.0, 10 M NaOH, 20% methanol. This buffer cannot be reused.

4. Nonfat dry milk (NFDM): Carnation, or Bio-Rad cat. no. 170-6404.
5. TBS 10�: 0.2 M Tris-HCl, pH 7.60, 1.37 M NaCl.
6. TBS-T: TBS 1 � plus 0.5% Tween-20.
7. Mouse monoclonal anti-pRB antibody, clone G3-245, PharMingen cat. no. 14001A.
8. Rabbit polyclonal anti-p107 antibody (SC-318, Santa Cruz Biotechnology, Santa Cruz, CA).
9. Rabbit polyclonal anti-pRb2/p130 antibody (SC-317, Santa Cruz Biotechnology, Santa

Cruz, CA).
10. Purified rabbit IgG (Pierce, Sigma, Bio-Rad).
11. Purified mouse IgG (Pierce, Sigma, Bio-Rad).
12. Anti-mouse peroxidase-conjugated antibody, Bio-Rad cat. no. 170-6516.
13. Anti-rabbit peroxidase-conjugated antibody, Bio-Rad cat. no. 170-6515.
14. ECL chemiluminescence kit, Amersham cat. no. RPN-2106.
15. Biomax MR film, 18 � 24 cm, Kodak.

2.2.6. In Vitro Transcription and Translation of 35S-Labeled E1A Protein

1. E1A 12S plasmid containing the HindIII–BamHI fragment of pMTEB12S (46) cloned in the
pSP64 vector cut with the same enzymes (courtesy of Dr. E. Moran, Cold Spring Harbor
Laboratory, Cold Spring Harbor, NY).

2. EcoRI restriction enzyme, with appropriate buffer.
3. Diethylpyrocarbonate (DEPC) (see Note 1), Sigma cat. no. D 5758.
4. DEPC treatment: In order to destroy any nuclease activity, water and solutions are treated

in glass bottles with 0.1% DEPC, shaken vigorously, and incubated with the cap not com-
pletely sealed overnight under a fume hood (see Note 1). Then DEPC is decomposed into
ethanol and CO2 by autoclaving the solutions for 15 min (liquid cycle).

5. Bidistilled H2O, DEPC-treated.
6. 3 M NaAcetate, DEPC-treated.
7. Transcription buffer 5�: 200 mM Tris-HCl pH 7.5, 30 mM MgCl2, 10 mM spermidine, 50

mM NaCl.
8. rNTP mix: A solution of 2.5 mmol each of ATP, GTP, CTP, and UTP, pH 7.0, in nuclease-

free DEPC-treated water.
9. SP6 RNA polymerase, Promega cat. no. P1081.

10. RNase-free DNase RQ1, Promega cat. no. M6101.
11. Dithiothreitol (DTT) 100 mM, Sigma cat. no. D 9779.
12. TE solution, Tris-HCl 10 mM pH 8.0, EDTA 1 mM.
13. Chloroform:isoamyl alcohol mixture (20:1 v/v) (see Note 1).
14. TE saturated bidistilled phenol, pH 8 (see Note 1), for DNA extraction.
15. Water-saturated bidistilled phenol (see Note 1), for RNA extraction.
16. Agarose, gel electrophoresis grade.
17. TBE (10�) electrophoresis buffer: 90 mM Tris-borate, 2 mM EDTA.
18. Amino acid mixture (1 mM each) (minus methionine) (Amersham or Promega).
19. L-[35S]-Methionine (see Note 1), in-vitro translation grade, Amersham cat. no. AG1594 or

NEN cat. no. NEG009T, with a specific activity of about 1000 Ci/mmol (40 TBq/mmol).
20. Rabbit reticulocyte lysate system, nuclease treated, Promega cat. no. L4960.
21. Ribonuclease inhibitor, recombinant RNAsin, Promega cat. no. N2511.
22. 96% ethanol.
23. 70% ethanol.
24. E1A-specific M73 mouse monoclonal antibody (Oncogene Research Products, cat. no.

DP11L-100UG).
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3. Methods

Due to their crucial role in modulating key cellular processes, the RB family proteins
have been extensively investigated in several cellular models and tissues. As affirmed
before, their degree of phosphorylation is a valid hallmark for their functional status,
given that their phosphorylated forms are the inactive ones in inhibiting the cell cycle;
consequently their functional status is at least as important as their degree of expression
(quantification). As specified under Subheading 1., the easiest method for assessing RB
family protein phosphorylation is to check their mobility pattern in SDS-PAGE. The
subsequent Western blot analysis can thus provide information about two fundamental
issues: amount and phosphorylation of the RB family proteins. This technique, however,
is not expected to give a reliable answer to another key question: “Are these proteins
functional?” It is possible, in fact, that minor structural mutations can totally impair pro-
tein function. In the case of the RB family proteins, major functional impairments are
due to mutations, often point mutations, in the A/B pocket region, or in the C-terminal
moiety of these proteins. A straightforward correlation has been often demonstrated be-
tween RB protein function and their ability to interact physically with key cellular reg-
ulators (3,47). For this reason, we developed a method in which the ability of pRb to
bind to the Adenovirus E1A oncoprotein was representative of the functional integrity
of the protein (48). This method has been also extended to p107 and pRb2/p130, and
has been shown to be as sensitive to discriminate the pRb impaired function also in the
H209 human lung carcinoma cell line (49), where the point mutation (Cys 706 to Phe)
makes pRb unable to bind to E1A (48). Obviously, a negative coprecipitation test can
be considered necessary and sufficient to state that a determined cell type has a non-
functional pRb molecule, or does not have one at all. On the other hand, a positive test
is only necessary, but not sufficient, to identify a wild-type pRb.

Immunoprecipitation of the RB family proteins is also discussed. This technique is
able to provide a high purification yield for any protein for which a good antibody is ob-
tainable. It is essentially used for biochemical studies, such as the analysis of posttrans-
lational modifications. Suitable commercial antibodies for each of the three RB family
members are indicated (Table 2). They have been successfully employed, for example,
to immunoprecipitate pRb or pRb2/p130 and to demonstrate that a specific enzymatic
activity (phosphatase) was able to modify the electrophoretic mobility of the purified
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Table 2
Antibodies Recognizing the Different Products of the Rb Gene Family

Western blot Immunoprecipitation

pRb G3-245, C36,
mouse monoclonal mouse monoclonal
0.5–1 �g/mL 1 �g/sample

pRb2/p130 SC-317, SC-317,
rabbit polyclonal rabbit polyclonal
0.5 �g/mL 1 �g/sample

p107 SC-318 SC-318
rabbit polyclonal rabbit polyclonal
0.25–0.5 �g/mL 1 �g/sample



protein, thus attributing the microheterogeneous electrophoretic pattern to phosphory-
lation (25,34).

3.1. Quantitative and Phosphorylation Analysis

3.1.1. Cultured Cells and Tumor Samples

Mammalian cells are cultured according to standard procedures. In order to display
a complete phosphorylation pattern, cells should not be more than 60–70% confluent.
Alternatively, phosphorylation kinetics can be easily shown in selected cell types by ar-
resting cells in G0, for example by serum deprivation for 48 h, and then allowing syn-
chronized cells to proceed through the cell cycle by serum addition, and collecting them
at specific time points (Fig. 1).

While cultured cells are a homogeneous population and represent the optimal condi-
tion for the study of RB family protein patterns, these biochemical approaches can also
be extended to human tumor samples selected for a very low contamination of nontu-
mor cells. For example, acute myeloid leukemia cells are easily prepared from periph-
eral blood by Lymphoprep™ (Nycomed Pharma AS, Norway), a one-step technique, to
�80% purity (50). In addition, these samples can also be stored in liquid nitrogen using
standard cell cryopreservation procedures.

3.1.2. Cell Lysis

1. Collect cells (1–10 � 106), wash them in PBS, pellet in microfuge, and completely discard
the supernatant. At this step, you can store dry cell pellets at –80°C.

2. Add 25–100 �L of lysis buffer to the cell pellet. Resuspend cells by gentle pipetting and in-
cubate on ice for 30 min.

3. Centrifuge in a microfuge at 4°C for 10 min at 10,000 g. Recover the supernatant (cell
lysate).

4. Using 5 �L of cell lysate, measure the total protein content of the samples, by means of the
BCA-200 protein assay kit, according to the manufacturer’s instructions. Adjust samples to
equal amounts of total protein.

4. Add to the lysate an equal volume of 2 � Laemmli sample buffer. Heat at 95°C for 5 min
to completely denature the proteins.

5. Load the sample on the gel made as indicated under Subheading 3.1.4.
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Fig. 1. Western blot showing phosphorylation kinetics of pRb and pRb2/p130 in T98G human
malignant glioma cell line. Cells were arrested in G0 by serum deprivation for 48 h, then serum was
added and the synchronized cells were allowed to proceed through the cell cycle and collected after
4, 10, 20, and 24 h. A, asynchronous cell population.



Alternatively, to exhaustively extract the RB family proteins from terminally differ-
entiated cells, where they show enhanced affinity for the nuclear compartment (26,51),
a stronger extraction procedure is recommended, following step 1 described above.

2. Add 25–100 �L of 2 � SDS sample buffer, resuspend cells by pipetting, then incubate at
95°C for 5 min to completely lyse the cell pellet.

3. Centrifuge in a microfuge at room temperature for 10 min at 10,000 g and discard the pel-
let.

4. Measure the total protein content of the samples, using 5 �L of cell lysate and the BCA-200
protein assay kit, according the manufacturer’s instructions. Adjust samples to equal
amounts of total protein.

5. Add to the samples 10% �-mercaptoethanol (final concentration). Heat at 95°C for 5 min
to completely denature the proteins.

6. Load the sample on the gel made as indicated under Subheading 3.1.5.

3.1.3. Immunoprecipitation

1. Collect cells (1–5 � 106), wash them in PBS, pellet in microfuge, and completely discard
the supernatant.

2. Add 0.5 ml of IPPT lysis buffer to the cell pellet, resuspend cells, and incubate on ice for
30 min to achieve a complete lysis.

3. Spin down in microfuge at the maximum speed for 10 min.
4. Transfer the supernatant to a fresh tube, add 5 �g/pellet of normal IgG (mouse or rabbit IgG,

when mouse or rabbit antibodies, respectively, are involved in the immunoprecipitation as
primary antibodies) and incubate for 30 min in ice.

5. Using a cut micropipet tip, add to the IgG-treated cell lysate 20 µl of immobilized protein
G, or immobilized protein A for mouse or rabbit primary antibodies, respectively, and incu-
bate for 30 min at 4°C.

6. Spin down for 10 s. Carefully transfer the supernatant (precleared lysate) without taking any
immobilized protein G or A particle (spin down again and repeat, if necessary).

7. Add to the precleared lysate 1 �g of the relevant antibody (see Table 2), and incubate with
rocking for 1 h at 4°C.

8. Using a cut micropipet tip, add 20 µL of immobilized protein G or immobilized protein A
for mouse or rabbit antibodies, respectively, and rock for 1 h at 4°C.

9. Spin down 5–10 s in microfuge and discard supernatant.
10. Resuspend the pellet in 1 mL of IPPT lysis buffer, and wash, vortexing briefly. Spin down

5–10 s in microfuge and discard the supernatant.
11. Repeat step 10 twice.
12. Add to each dry pellet 30–40 µL of Laemmli’s sample buffer. Heat samples at 95°C (see

Note 2) for 5 min, add 0.5 �L of bromophenol blue saturated solution and spin them down.
The samples are now ready for SDS/PAGE.

3.1.4. Phosphatase Treatment

In order to clearly identify the alterations induced by phosphorylation in the pattern
of migration of the RB family protein members, the immunoprecipitated samples can
be subjected to a dephosphorylation step prior to the electrophoretic analysis.

1. The immunocomplexes containing the RB family protein members, bound to immobilized
protein G/A and washed, as indicated in the previous paragraph (end of step 11), are equil-
ibrated in MES buffer.
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2. Each sample is resuspended in 60 µL of MES buffer and split in two aliquots, to give a con-
trol and a phosphatase treated experimental sample.

3. Add 0.5 units of potato acid phosphatase prepared as indicated under Subheading 2., to each
experimental sample.

4. Incubate the control and the experimental sample for 15 min at 37°C (see Note 3).
5. Stop the reaction by adding 1 volume of sample buffer 2 � to each sample, heat samples at

95°C for 5 min, add 0.5 mL of bromophenol blue saturated solution and spin them down.
The samples are now ready for SDS/PAGE.

3.1.5. Electrophoresis Analysis on SDS-PAGE

The gel system used has been described by Laemmli (52). To resolve the RB family
proteins a gel with an acrylamide concentration of 6.5% is adequate.

3.1.5.1. PREPARATION OF THE RESOLVING GEL

In a 50-mL disposable tube, add 4.3 mL acrylamide 30% stock solution, 10.3 mL
H2O, 5 mL 1.5 M Tris-HCl pH 8.8, 0.2 mL 10% SDS. Mix gently, avoiding the gen-
eration of air bubbles. This amount of resolving gel mixture is sufficient to prepare
one 16 � 16-cm gel, 0.75 cm thick. Add 0.2 mL of 10% ammonium persulfate and
8 �L of TEMED just prior to pouring the mixture, since these reagents promote and
catalyze the formation of the gel. Mix again and pour the resolving gel mixture into
the assembled gel plates, leaving a 4.0-cm space at the top for the stacking gel. Gen-
tly overlay the gel surface with a sufficient amount of water-saturated 2-butanol, and
allow the gel to polymerize in the appropriate stand for at least 30 min, in order to
obtain a perfectly horizontal gel surface. Usually, an evident change in the diffraction
at the interface acrylamide/2-butanol indicates the completion of the polymerization.
Then remove the 2-butanol overlay and rinse the gel surface with distilled water. Drain
the residual water well, and then fill the upper part of the plates with the freshly pre-
pared staking gel mixture.

3.1.5.2. PREPARATION OF THE STACKING GEL

In a 10-mL tube, add 1.00 mL of acrylamide 30% stock solution, 4.10 mL of H2O,
0.75 mL of 0.5 M Tris-HCl pH 6.8, 0.06 mL of 10% SDS, 0.06 ml of ammonium per-
sulfate, and 6 �L of TEMED. Mix gently, pour the stacking gel solution to the top of
the plates, and insert the comb immediately, avoiding the formation of air bubbles.

After the stacking gel has polymerized, remove the comb and rinse the wells with
water gently to remove the unpolymerized acrylamide. The distance from the top of the
resolving gel and the bottom of the wells should be about 1.5 cm.

Mount the gels in the gel running apparatus, fill it with the running buffer, and load the
heat-denatured samples. As migration standards, prestained gel markers can be used,
such as the Life-Technology Benchmark Prestained Protein Ladder (cat. no. 10748-010).

Run at 18 mA (constant current) for each 0.75-mm-thick gel for about 3.5 h, or until
the bromophenol blue stain reaches the bottom of the gel.

3.1.5. Immunoblotting and Detection

1. At the end of the electrophoresis run, dismount the gel from the running apparatus, open the
plates carefully, and soak the gel in PVDF transfer buffer for 10 min.

2. Cut from a PVDF-membrane roll a rectangle with the same dimension of the gel.
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3. Soak the cut PVDF hydrophobic membrane in 100% methanol for 5 min, then equilibrate
the membrane in PVDF transfer buffer for at least 10 min. Do not allow the membrane to
dry out before the electrophoretic transfer.

4. Mount the gel and the membrane in the Bio-Rad transfer apparatus, according to the in-
structions of the manufacturer, fill the apparatus with the PVDF transfer buffer and start the
electrophoretic transfer at 70 V at 4°C for 2 h for regular gels or for 1 h for minigels.

5. After the transfer has been completed, in order to saturate nonspecific protein binding, in-
cubate the membrane in a tray containing TBS-T plus 5% NFDM, for 60 min at room tem-
perature.

6. Replace the blocking solution with TBS-T plus 3% NFDM containing the appropriate dilu-
tion of the specific primary antibody (see Subheading 2. and Table 2) and incubate for 60
min with gentle shaking.

7. Wash the membrane three times in TBS-T for 5 min with rapid shaking (see Note 4).
8. Move the membrane to TBS-T � 3% NFDM containing the specific peroxidase-conjugated

secondary antibody (1/10,000) and incubate for 45 min with gentle shaking.
9. Wash the membrane in TBS-T three times for 5 min with rapid shaking, to remove any un-

bound secondary antibody.
10. Use the ECL kit to reveal the bound secondary antibody, following the manufacturer’s rec-

ommendations.
11. Cover the blot with a transparent Saran Wrap® membrane and expose it immediately to the

Kodak film. A recommended first exposure time is 1–3 min. Multiple exposures and vari-
ous exposure times may be necessary to obtain optimum results. Develop the film using ap-
propriate developing solutions and apparatus.

3.2. Functional Integrity—Binding Assay with In Vitro-Translated E1A

We have proposed a binding assay with the in-vitro-translated Adenovirus E1A (IVT-
E1A) as a rapid screening method to detect functional alterations of the retinoblastoma
protein in cell lines, primary cultures, or frozen leukocyte samples. This method, which
evaluates the functional interaction between E1A and pRb, is based on the well-known
property of the adenoviral E1A protein to bind to the pocket region of the wild-type
retinoblastoma protein (6). In-vitro-translated 35S labeled Adenovirus E1A oncoprotein
is challenged with a tumor cell lysate, and its binding to pRb is evaluated by means of
a coimmunoprecipitation assay, using an anti-pRb monoclonal antibody. The amount of
coimmunoprecipitated radioactive E1A, measured by SDS-PAGE/autoradiography or by
liquid scintillation, is taken as a quantitative and qualitative measure of the retinoblas-
toma protein in the specific sample. The same coimmunoprecipitation assay has been
demonstrated to be effective in estimating the function of p107 and pRb2/p130
(48,53,54).

Figure 2 shows the results obtained using this assay to evaluate the functionality of
pRb from different tumor cell lines, which possess either functional (T98G and MCF-
7; [55,56]) or defective (SAOS2 and H209; [49,57]) RB genes.

3.2.1. In Vitro E1A Translation

3.2.1.1. PREPARATION OF DNA TEMPLATE

The Adenovirus E1A mRNA is synthesized in vitro using a plasmid containing the
Adenovirus 5 12 S E1A coding sequence cloned in the pSP64 vector. The plasmid is lin-
earized with EcoRI and used for in-vitro transcription system preparation (Promega).
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1. In an Eppendorf tube, digest 25 �g of plasmid using 75 units of EcoRI in a final volume of
300 �L (at least 3 units for 1 �g of DNA) at 37°C, using the buffer provided by the enzyme
producer.

2. After 1 h of incubation, examine an aliquot of 6 �L of the digestion mix by agarose gel elec-
trophoresis, in order to check the completeness of the digestion. In case of incomplete di-
gestion, add 75 more units of enzyme and continue the incubation at 37°C for one more hour.

3. When the DNA is completely digested, add 300 �L of TE-saturated phenol to the tube, mix
by vortexing, then add 300 �L of chloroform:isoamyl alcohol mixture, mix by vortexing at
least 1 min, and separate the aqueous from the organic phase by centrifuging in a microfuge
for 5 min.

4. Save the aqueous phase and repeat the phenol–chloroform–isoamylalcohol extraction.
5. Transfer the final aqueous phase to a fresh tube, add 30 �L of DEPC-treated 3 M Na-

acetate and 1 mL of cold 96% ethanol, mix thoroughly by inverting the tube.
6. Recover the DNA precipitate by centrifuging at the maximum speed in a microfuge for 5

min, and drain the pellet.
7. Add 500 �L of cold 70% ethanol, wash the pellet by vortexing, and spin again for 1 min at

the maximun speed. Drain the pellet and wash it again using 500 �L of cold 96% ethanol.
8. Carefully drain the final pellet, eliminating all the residual ethanol, and air-dry it with the

tube open on the bench for 5 min.
9. Dissolve the pellet in 50 �L of DEPC-treated H2O.

10. Check the DNA concentration by measuring the absorbance at 260 nm. The final concen-
tration should be about 0.5 �g/�L.

3.2.1.2. DNA-DRIVEN RNA TRANSCRIPTION

1. In an Eppendorf tube on ice, set up the following mixture: 10 �L Transcription buffer 5�;
50 U RNAsin; 5 �L DTT 100 mM; 10 �L rNTP mix; 6 �L (about 3 �g) EcoRI digested
E1A plasmid; 1 �L (about 40 U) SP6 RNA polymerase (40 U/�L); up to 50 �L DEPC-
treated H2O. Mix thoroughly and incubate at 37°C for 45 min, then add 40 units more of
SP6 RNA polymerase and continue the incubation for a further 45 min.
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Fig. 2. Autoradiography of the analysis by SDS-PAGE (10%) of coimmunoprecipitation of IVT-
E1A bound to pRb from different cell lines. [35S]-labeled IVT-E1A was preincubated with unlabelled
cell lysates prepared from T98G, SAOS2, H209, MCF-7 cell lines and coimmunoprecipitated using
the pRb-specific C36 monoclonal antibody. Input, an equivalent amount of [35S]-labeled IVT-E1A
was immunoprecipitated using the E1A specific M76 monoclonal antibody. Left ordinate, molecular-
weight marker migration distances.



2. Add 3 U of RQ1 DNase (1 U/�g of template DNA) and incubate at 37°C for 15 min.
3. Add 50 �L of DEPC-treated water and 100 �L of water-saturated phenol, mix by vortex-

ing, add 100 �L of chloroform/isoamyl alcohol mixture, mix by vortexing for 1 min, then
separate the aqueous phase by centrifuging 5 min at the maximum speed in a microfuge.

4. Transfer the aqueous phase in a fresh tube, add 200 �L of chloroform/isoamyl alchool mix-
ture, mix by vortexing, then centrifuge to separate the aqueous from the organic phase.

5. In a fresh Eppendorf tube, add to the aqueous phase 10 �L of DEPC-treated 3 M Na-acetate
and 300 �L of 96% cold ethanol, mix thoroughly, and store at –20°C.

6. Recover the precipitated RNA by centrifuging at full speed for 10 min, drain the pellet and
wash twice with cold 70% ethanol, by vortexing and centrifuging.

7. Carefully drain and air-dry the RNA pellet, then dissolve it in 100 �L of DEPC-treated H2O.
8. Measure the RNA concentration by reading the absorbance at 260 nm with a spectropho-

tometer. The yield should be about 15 �g of transcribed RNA.
9. Check the size and the quality of the RNA on a non-denaturing 1.5% agarose gel in TBE 1�.

10. Store the RNA at –80°C, aliquoted, until the utilization.

3.2.1.3. IN VITRO TRANSLATION

1. In an Eppendorf tube on ice set up the following mixture:
35 �L Nuclease treated reticulocyte lysate; 1 �L RNasin ribonuclease inhibitor; 1 �L
Amino acid mixture (1 mM each) (minus methionine);1.5 �g RNA template; 4 �L (40 �Ci)
[35S]-methionine, in vitro translation grade; up to 50 �L DEPC-treated H2O. Always set up
two parallel reactions, one including and the other one omitting the E1A RNA template.

2. Incubate the reactions for 60 min at 30°C.
3. Store the translation product at –80°C. The amount of IVT-E1A produced is sufficient for

5–6 coimmunoprecipitation assays.

3.2.2. Physical Interaction and Immunoprecipitation

Coimmunoprecipitations are always done in a buffer containing no anionic deter-
gents, such as SDS or DOC.

The rationale behind this assay requires that the E1A-pRb interaction should be ana-
lyzed with the following recommendation: a large excess of IVT-E1A, antibody, and im-
mobilized protein A/G with respect to the amount of the RB family protein present in
the sample, should always be used. The following protocol refers to the functional assay
for pRb. If p107 or pRb2/p130 is analyzed, antibodies (see Table 2) and immobilized
protein A or G should be chosen accordingly.

1. Thaw out the pellet of frozen cells in which pRb function should be tested (1 � 106 cells for
each sample).

2. Add IPPT lysis buffer (0.2–0.5 mL/pellet), and incubate for 30 min on ice.
3. Spin down in a microfuge at maximum speed for 10 min.
4. Transfer the supernatant to a fresh tube, add 8 �L of 35S-labeled IVT-E1A (� 8 � 104 cpm of

M73-precipitable radioactivity) and 5 µg/pellet of purified mouse IgG and incubate 30 min in ice.
5. Using a cut micropipet tip, add 20 µL of immobilized protein G for each tube, and incubate

for 30 min at 4°C.
6. Spin down for 10 s. Transfer carefully the supernatant (precleared supernatant) without tak-

ing any protein G particle (spin down again and repeat, if necessary).
7. Add to the precleared lysate 1 �g of C36 anti-pRb monoclonal antibody (Pharmingen or

Pierce), and incubate for 1 h at 4°C using a rocking device.
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8. Using a cut micropipet tip, add 10 µL of immobilized protein G suspension, and rock for 1
h at 4°C.

9. Spin down 5–10 s and resuspend in 1 mL of lysis buffer, vortex briefly.
10. Repeat step 9 twice.
11. Spin down 5–10 s, remove the supernatant, and add 30–40 µL of Laemmli’s sample buffer

(see Note 5). Heat samples at 95°C for 5 min, add 0.5 �L of bromophenol blue saturated
solution and spin them down to remove immobilized protein G. The samples are now ready
for SDS-PAGE.

3.2.3. SDS-PAGE and Detection

To resolve the IVT 12 E1A, a minigel at a concentration of 10% acrylamide is ade-
quate. Minigels are prepared as described before (see Subheading 3.1.5. for details),
changing the volumes according to the reduced dimensions of the gels.

3.2.3.1. PREPARATION OF RESOLVING GEL MIXTURE

For two 8 � 10-cm, 0.75-cm-thick minigels: in a 50-mL disposable tube add 6.7 mL
acrylamide 30% stock solution, 7.9 mL H2O, 5 mL 1.5 M Tris-HCl pH 8.8, 0.2 mL 10%
SDS, 0.2 mL of 10% ammonium persulfate, and 8 �L of TEMED. Pour the resolving
gel mix into the assembled gel plates, leaving a 1.5-cm space at the top for the stacking
gel. Gently overlay the gel surface with water-saturated 2-butanol, and allow the gel to
polymerize in the appropriate stand for at least 30 min.

3.2.3.2. PREPARATION OF STACKING GEL MIXTURE

For two 8 � 10-cm, 0.75-cm-thick minigels: in a 10-mL tube, add 0.83 mL of acry-
lamide 30% stock solution, 3.40 mL of H2O, 0.63 mL of 0.5 M Tris-HCl pH 6.8, 0.05
mL of 10% SDS, 0.05 mL of ammonium persulfate, and 5 �L of TEMED. Mix gen-
tly, pour the stacking gel solution up the top of the plates, and insert the combs im-
mediately.

After the stacking gel has polymerized, remove the comb and rinse the wells with
water gently to remove the unpolymerized acrylamide. The distance from the top of the
resolving gel and the bottom of the wells should be about 1 cm.

Mount the gels in the gel running apparatus, fill it with the running buffer, and load
the heat-denatured samples. As migration standards, you can use prestained gel mark-
ers, as the Life-Technology Benchmark Prestained Protein Ladder (cat. no. 10748-010).
IVT 12S E1A migrates with an apparent molecular mass of about 38–44 kDa. As a ref-
erence, add a lane in which E1A has been immunoprecipitated using the M73 mono-
clonal antibody, following a parallel procedure.

Run the gels at 200 V for 45 min, or until the bromophenol blue stain reaches the bot-
tom of the gel.

At the end of the run, dismount the gel from the running apparatus, open the plates
carefully, and soak the gel for 10 min in the fixing solution, rinse with water, then soak
for 10 min in 20% glycerol. Put it on a moistened sheet of Whatman 3MM paper and
then in a gel-drying apparatus.

Finally, expose the dried gel to a phosphorimager screen (or autoradiographic
Kodak film), to visualize and quantify the amount of E1A protein bound to the sam-
ple pRb.
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4. Notes

1. This reagent is hazardous if employed without specific precautions (58).
2. If the apparent molecular mass of the protein of interest, as evaluated by SDS-PAGE, is close

enough to that of the denatured heavy and light Ig chains (about 50 and 25 kDa, respectively)
it is advisable, only in this case, not to treat the samples at 95°C, but to treat them, instead,
at room temperature for 15 min. The overall yield will be reduced, but the interference of
the Ig chains will be considerably lower when detecting proteins in Western blot employing
a secondary anti-Ig peroxidase-conjugated antibody. In the case of the retinoblastoma fam-
ily proteins, their apparent molecular mass is sufficiently different from the denatured Ig
chains. Anyway, it is always advisable to remove the lower part of the PVDF, where the Ig
are located, before processing the membrane.

3. To parallel samples, 100 mM of sodium phosphate (final concentration), pH 6.0, can be
added to confirm that the observed effects are caused by dephosphorylation.

4. When it is necessary to reduce the background signal, use for the first wash TBS-T “strong wash.”
TBS-T “strong wash” is prepared by adding 21 g NaCl and 5 mL of Triton X-100 to 1 L of TBS-T.

5. Alternatively, instead of treating the samples with Laemmli’s sample buffer and analyzing
them on SDS-PAGE, they can be counted directly in a scintillation apparatus in 1 mL of
water-compatible scintillation fluid. In this case, in order to have an idea of the efficiency
of the coimmunoprecipitation, it is mandatory to add a reference tube in which IVT-E1A has
been immunoprecipitated using the M73 monoclonal antibody.
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The APC Tumor Suppressor Pathway

Patrice J. Morin and Ashani T. Weeraratna

1. Introduction
1.1. Colon Cancer

Colon cancer is the second most common cause of cancer mortality among adults in
the United States today (1). Colon cancer arises from a pathological transformation of
the normal colonic epithelium to an adenomatous polyp, which can then progress to an
invasive tumor. This progression is brought about by a number of genetic changes, which
include the inactivation of tumor suppressor genes and activation of protooncogenes, the
net result of which is to confer a proliferative advantage to the cancerous cell (2,3).
These changes are best described in the colon cancer adenoma-carcinoma sequence
model as outlined in Fig. 1 (4).

This model of the genetic changes involved in the progression of colon cancer begins
with the development of benign polyps. Inactivation of both copies (alleles) of the ade-
nomatous polyposis coli (APC) gene located on chromosome 5 constitutes an early, and
possibly the very first event in colorectal tumorigenesis (5). Consistent with this hy-
pothesis, germline mutation of the APC gene causes the inherited familial adenomatous
polyposis syndrome (FAP) (see below). Another early event in early colon carcinogen-
esis is the activation of the K-ras protooncogene through mutation of codon 12 or 13
(6–8). Interestingly, while APC and K-ras alterations are considered two of the earliest
events in colon tumorigenesis, the order appears crucial. Indeed, while APC mutations
were associated with early dysplasia, lesions exhibiting K-Ras mutations without APC
alterations appeared mostly nondysplastic lesions with limited potential to progress to
carcinoma (7).

Next in the progression from adenoma to carcinoma is the loss of heterozygosity of
the long arm of 18q, near the SMAD4 (DPC4) locus. DCC and SMAD2 are also candi-
date tumor suppressor genes in this region. Interestingly, germline mutation of SMAD4
was found to cause juvenile polyposis, implicating SMAD4 further in colorectal cancer
(9). Mutation of p53 on chromosome 17p appears to be a late-stage event. This muta-
tion is thought to allow the growing tumor with multiple genetic alterations to evade cell
cycle arrest and apoptosis, or programmed cell death (4). However, it is almost certain
that there are additional, undiscovered genetic events that occur along the way as indi-
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cated by evidence of allelic loss on chromosomes 1q, 4p, 6p, 8p, 9q, and 22q in 25–50%
of colorectal cancers (10). 

Finally, genes involved in DNA repair have been implicated in colorectal cancer tu-
morigenesis. These genes include hMSH2, hMLH1, hPMS1, or hPMS2 and are involved
in DNA mismatch repair (11). The mutation of certain of these genes causes a colorectal
cancer syndrome known as hereditary nonpolyposis colorectal cancer (HNPCC). Alter-
ation of these genes is also prevalent in sporadic colon cancer, and may favor mutations
of other crucial genes for colon cancer development such as APC and K-ras or may rep-
resent an alternative to the APC pathway for colon cancer development (12–14).

1.2. Familial Adenomatous Polyposis (FAP)

The identification of an interstitial chromosome 5q deletion in a patient with Gard-
ner syndrome led to the approximate localization of the gene responsible for FAP (15),
a rare, autosomal, dominantly inherited syndrome, characterized by the development of
hundreds to thousands of colorectal adenomas (16). Some years later, several groups
identified this gene as APC by performing linkage analysis of families with the syn-
drome, as well as positional cloning of the gene, localizing the gene to chromosome
5q21 (17–19). In addition to being a predominant germline mutation in many FAP pa-
tients, it is also mutated in approximately 80% of all sporadic colon cancer patients (5).

The age of onset of FAP is usually very young (20 years of age), and the disease af-
fects approximately 1 in 10,000 individuals. Because of the large numbers of tumors as
well as the fact that a subset of these adenomas tend to become malignant, the most com-
mon treatment for the disease is prophylactic resection of the colon. However, these ade-
nomas appear outside the colon as well, and can be found in organs such as the stomach,
pancreas, thyroid, periampullary region, and the central nervous system. In addition, the
tumors can appear not just as adenomas, but also as adenocarcinomas, osteomas,
desmoids, epidermal cysts, congenital hypertrophy of the retinal pigmented epithelium
(CHRPE), and also as dental abnormalities. The pathological association of desmoid tu-
mors and osteomas with FAP is clinically termed Gardner syndrome, and the associa-
tion of CNS tumors, in particular medulloblastoma, is known as Turcot syndrome (20).

This diversity in the clinical profile of FAP patients is interesting, considering that
virtually all these patients have mutations in the APC gene that result in C-terminally
truncated proteins. This may be partially accounted for by the exact type and location of
mutations in the APC gene. In fact, more than 1600 mutations, both germline and so-
matic, have been described for APC. A database is accessible online at http://perso.
curie.fr/Thierry.Soussi/APC.html.
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2. APC Gene Structure
2.1. Gene Structure and APC Homologs

The structure of the APC gene is outlined in Fig. 2. The gene contains 21 exons which
are within a 98-kb locus, and 16 of which are translated (21). The largest exon is exon 15,
with a remarkable uninterrupted open reading frame of 6579 bp, which comprises more
than 75% of the coding sequence for this gene. The open reading frame consists of 8538
bp, and codes for a protein of 2861 amino acids. The most abundantly occurring transcript
of this gene lacks exon 10A (the smallest exon) and has a mass of 310 kDa, comprised of
2843 amino acids (22,23). Alternatively expressed exons of the gene encode alternate iso-
forms of the protein, ranging in molecular weight from 90 to 310 kDa. All these isoforms
are expressed in different tissue-specific patterns, but their function is not as yet known,
although the encoded proteins differ most dramatically in their N-termini and dimeriza-
tion capacities (23–25). Another member of the APC family, APC-2 /APC-L, is located
within a 50-kB genomic fragment on chromosome 19p13.3 (26). It is ubiquitously ex-
pressed during brain development, and closely resembles APC in its overall structure
(27,28). However it does not contain the 15 amino acid repeats or the hDLG region and
only has four 20 amino acid repeats, which will be described in the next section. There are
several splice variants of this protein of which the function is unclear. It appears that APC
can compensate for APC-2 loss but not vice versa, implying that there are overlapping
functions of the two proteins. Overall, APC appears to have a wider range of function (29).

2.2. Amino Acid Sequence and Interacting Proteins

The N-terminal third of the APC protein contains seven Arm repeats (aa 453 to
767), named for an amino acid motif repeated in Armadillo, the Drosophila homolog
of the protein b-catenin (30) (Fig. 2). This domain binds to APC-stimulated exchange
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factor (ASEF), which allows for interaction with raf, and consequently with rac and
rho, which mediate cell adhesion and motility via cytoskeletal changes (31). The re-
gion is referred to as the ARD domain, or armadillo repeat domain. Arm repeats are
present in several proteins that are involved in protein–protein interactions, such as
plakoglobin, plakophilin, p120cas, among others. Arm repeats in b-catenin are essen-
tial for APC binding, as well as E-cadherin association, and form a superhelix, with
a positively charged groove, that is responsible for structural interactions with part-
nering proteins (32,33). The ARD is the most conserved part of APC and is the most
homologous ARD to that of b-catenin, perhaps indicating that APC and b-catenin may
interact with some of the same proteins. Recently, APC, via its ARD, has been found
to bind to protein phosphatase 2A (34). This enzyme can also bind to Axin, another
protein involved in the APC/b-catenin signal transduction pathway, implicating PP2A
as a potential antagonist of the kinase GSK3b (35). These observations have yet to be
confirmed, but the ARD does indeed seem to be important for survival, as it is re-
tained in most mutations of the APC gene, and deletion of this region in mice causes
early lethality (36).

The central third of APC contains three 15-aa repeats between amino acid residues
1020 and 1169 and seven 20-aa repeats, between residues 1262 and 2033. These repeats
are comprised of the amino acids TPXXFSXXXSL (19). They are known as the b-
catenin-binding repeats, but also associate with plakoglobin (37). These repeats are
highly conserved among the species, and have great similarity to one another. The 20-
aa repeats require phosphorylation by the protein GSK3b, before binding b-catenin
(38). Interestingly, while overexpression of the 15-aa region has no effect, the 20-aa re-
gion downregulates b-catenin levels in vivo when expressed in APC-deficient cells
(39). It is in the 20-aa portion of APC that the binding site for Axin can be found, a
protein that is also part of the b-catenin/APC/GSK3b complex and that will be dis-
cussed in detail later in this chapter. The binding site for Axin appears to be crucial for
the tumor suppressor role of APC and is comprised of three SAMP (Ser-Ala-Met-Pro)
repeats (40,41).

The C-terminal end of APC is rich in basic amino acids (Fig. 2). This region is es-
sential for microtubule binding, particularly residues 2219–2580, which bind nonassem-
bled tubulin and co-localize with microtubules in vivo (42,43). EB1, a member of the
EB1/RP family of tubulin-binding proteins first identified by the two-hybrid system as
an APC-associated protein (44), binds this region as well. EB1 also associates with mi-
crotubules and tubulin in vitro and in vivo. Consistent with these findings, APC has been
found in the leading edge of migrating epithelial cells where there is an increased con-
centration of microtubules, further implicating the protein in cell adhesion and migra-
tion (45).

Two other proteins have important interactions with the C terminus of the APC pro-
tein: the human homolog of the Drosophila tumor suppressor gene, discs large (DLG),
which binds the C-terminal 72 amino acids (46), and the protein phosphatase PTP-BL
(47). Both proteins contain a PDZ domain that binds to C-terminal XS/TXV domains.
APC contains specifically the sequence VTSV, which matches this motif, and the inter-
action of these two proteins was identified through yeast-two-cell hybrid screening, and
by co-localization studies. DLG and APC co-localize at areas of cell–cell contact both
in epithelial cells, as well as neuronal junctions along synaptic processes.
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Finally, APC interacts with itself. It is the tertiary structure of APC that may mediate
its dimerization and oligemerization capacities. The first 170 amino acids are sufficient
for APC dimerization in vitro (48,49). The N-terminal third of the protein contains a
coiled-coil motif, marked by a series of heptad repeats of hydrophobic residues. The first
of these heptad repeats involves the first 45 amino acids, which are crucial for APC ho-
modimerization (49). Although not previously demonstrated, these regions may also me-
diate oligomerization between wild-type and mutant proteins, resulting in a dominant
negative effect (50,51).

2.3. APC Mutations in Colon and Other Cancers

As previously mentioned, more than 90% of APC mutations result in a premature stop
codon, and thus in the truncation of the C terminus (52). A 5-bp deletion at codons 1309
and 1061 are found in 18% and 12%, respectively, of all germline mutations (see Fig.
2). These deletions, which occur in short direct repeats within APC, have also been iden-
tified in patients without any family history, suggesting that they may also arise spo-
radically. Germline mutations can predict the phenotype of the disease they are likely to
cause, by their location within the APC gene. A phenotype of multiple tumors (over
5000) is predicted when the mutation arises between codons 1249 and 1330, whereas
mutations that are upstream or downstream of this region result in a phenotype of fewer
than 1000 tumors (53). Attenuated adenomatous polyposis coli (AAPC) is caused by
mutations at codons 78 to 163 (5’ end), and this disease is characterized by the devel-
opment of very few tumors (less than 100) at a later age. Similarly, germline 3’ muta-
tions in exon 15 are also associated with an attenuated phenotype (54). Germline
mutations in codons 457–1444, as well as in exon 9, can code specifically for CHRPE
(55), and germline mutations between codons 1395 and 1560 are associated with
desmoid tumors and mandibular osteomas (56).

Unlike germline mutations, which are found all along the gene, sporadic mutations
are clustered (about 805 of all sporadic mutations) at the 5’ end of exon 15, between
codons 1280 and 1500 (57). This region is known as the mutation cluster region (MCR).
It overlaps with the 15-amino acid domain between residues 1020 and 1169, and the 20-
aa repeats between residues 1324 and 2075 that are responsible for b-catenin interac-
tions, as well as the SAMP repeats located within the 20-aa repeats that interact with
Axin. In addition, three somatic mutational hotspots can be found at codons 1309, 1450,
and 1554, and account for 7%, 8%, and 5% of all somatic mutations, respectively. In ad-
dition, the promoter regions of APC termed 1A and 1B may be targets of an epigenetic
mechanism of silencing—hypermethylation. Although there is no evidence of 1B
methylation, 1A is heavily methylated in colorectal cancers, and this is thought to be the
second hit in colon tumorigenesis (58). Interestingly, no evidence for the hypermethy-
lation of 1A in normal colonic mucosa can be found (59).

In Ashkenazi Jews, about 6% of the population expresses a germline variation of APC
known as the I1307K variant (60). This polymorphism leads to a hypermutable A8 tract
that can undergo slippage to produce frameshift mutations. Accordingly, I1307K allele
carriers are 50–70% more likely to develop colon cancer (61). Another variant is the
E1317Q allele, which is associated with multiple colorectal adenomas (62). It has been
suggested that E1317Q affects APC function by subtle effects on b-catenin sequestra-
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tion or degradation. In fact, most germline and somatic mutations result in the loss or
alteration of b-catenin binding, as most of these point mutations occur at CpG dinu-
cleotides, generating stop codons by a C-to-T transition in a CGA sequence. 

3. APC Function

APC plays important roles in cell cycle, motility, adhesion, and signaling. It is often
referred to as a multitasking protein, and the disruptions of its interactions may lead to
the inability of APC to perform these functions, thereby contributing to tumor forma-
tion. The main functions attributed to APC are downregulation of the Wnt pathway
(through b-catenin), modulation of cell adhesion/migration, and maintenance of chro-
mosomal stability.

3.1. Downregulation of Wnt Signaling

The Wnt family of proteins is comprised of several members, all of which are cys-
teine-rich secreted proteins of about 38–45 kDa in size. Wnts were first identified in
Drosophila, are highly conserved throughout the species, and are important in mediat-
ing cell–cell interactions during embryogenesis. In normal development, Wnts are ex-
pressed both tissue specifically and temporally (63). Deletions of Wnt in mice result in
very specific phenotypes, and will be discussed in the section concerning transgenic an-
imals. In general, the deletion of specific Wnts results in the lack of development of spe-
cific organs, stressing the importance of Wnts in development due to their signal
transduction cascades during proliferation and differentiation.

3.1.1. b-Catenin Regulation

One of the main features of Wnt signaling is the regulation of b-catenin stabilization.
Although b-catenin stability can be regulated by Wnt/APC-independent mechanisms,
such as via integrin-linked kinase, GBP, and the c-met receptor tyrosine kinase (64),
APC appears to be a key player. In the absence of Wnt signals, cytoplasmic b-catenin is
phosphorylated at multiple residues in its N terminus by glycogen synthase kinase 3b
(GSK3b) and then targeted for degradation (Fig. 3). The phosphorylation of b-catenin
depends on a multiprotein complex that consists of APC, Axin/Conductin, and GSK3b
(40,65). Phosphorylated b-catenin is recognized by the ubiquitin ligase b-TrCP/Slimb,
ubiquitinated (66–68) and degraded by the proteasome pathway (69–71). Axin and APC
are also phosphorylated by GSK3b, resulting in enhanced b-catenin binding to the com-
plex and thus enhanced b-catenin degradation (72,73).

Wnt signaling leads to the stabilization of b-catenin and its accumulation in the cy-
toplasm. The free b-catenin in the cytoplasm can translocate into the nucleus and par-
ticipate in the transcription of target genes through its association with T-cell factors
(TCFs), which provide the DNA-binding moiety (74). Because b-catenin does not con-
tain a nuclear localization sequence, it was originally suggested that b-catenin enters the
nucleus through its association with TCF. More recent evidence suggests that b-catenin
enters the nucleus through direct interactions with the nuclear pore complex in a man-
ner similar to importin b (75,76).

The APC protein can be identified both in the cytoplasm and the nucleus and con-
tains NLS (77–79). Sublocalization of APC can vary dramatically in epithelial cells of

26 Morin and Weeraratna



the same lineage; for example, enterocytes at the base of the intestinal crypt are nega-
tive for APC, but the upper third of the crypt expresses some APC. The cells at the lu-
minal surface of the crypt express even more APC, which is localized at their apical
surface (77). At its N terminus, APC also contains two nuclear export sequences at
amino acids 68–77 and 165–174, as well as a putative one at 1472–1481 (80). APC
could thus downregulate the Wnt pathway by acting as a shuttle for b-catenin from the
nucleus to the degradation complex in the cytoplasm. Mutant APC proteins lose the abil-
ity to exit from the nucleus leading to an excess nuclear b-catenin and possibly the ac-
tivation of TCF/b-catenin transcriptional targets.

3.1.2. TCF/b-Catenin Transcriptional Activity and Targets of the Pathway

TCF/Lef transcription factors were originally identified as lymphoid-specific DNA-
binding proteins that recognize a specific sequence- 5�CTTTGWW3�, where W = A or
T (81–83). TCF/Lef bind to DNA via their high-mobility group (HMG), which induces
a sharp bend in the DNA helix, but have no transactivation domains (74,84). As such,
TCF/Lef are considered “silent” transcription factors, as they can activate gene tran-
scription upon the binding of b-catenin, which contains the transactivation domains that
TCF lacks, and these are contained within the C- and N-terminal ARD (85-87).

In the absence of Wnt signaling, TCFs can actively mediate the repression of Wnt-
regulated genes via binding of the co-repressors TLE/Groucho (88–91). Groucho, for
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example, can repress transcription via the recruitment of repressive chromatin through
interactions with histone H3 (88). CBP was reported to antagonize Wnt signaling by in-
teracting directly with TCF, and acetylating a lysine residue in the b-catenin region of
dTCF (92). On the other hand, CBP was also found to interact directly with b-catenin
and act as a transcriptional coactivator to increase expression from TCF sites (93–95).
The reason for these two apparently opposite functions of CBP on the Wnt pathway are
currently unknown. TCF transcriptional activity can also be modified by phosphoryla-
tion. For example, a MAP kinase-related pathway involving a TGF-b-activated kinase
(TAK1) and NEMO-like kinase can antagonize b-catenin/TCF signaling by phosphory-
lating TCF (96). 

Many putative targets of the TCF/b-catenin transcription factors have been identified
in tumorigenesis. The first two genes to be identified as targets of TCF/b-catenin, 
c-Myc, and Cyclin D1, provided a molecular basis for the oncogenic property of the
pathway (97–99). The transcription of c-Myc can be repressed by overexpressing APC
(97), and transfecting cells with a dominant negative TCF can result in the arrest of
colon cancer cells in the G1 phase of the cell cycle, by interfering with the production
of cyclin D1 (98). Other targets of this pathway include PPARd (100), the matrix met-
alloproteinase matrilysin (91,101), TCF1 (102), and AP-1, another transcription factor,
as well as c-jun and fra1 (103). Inappropriate activation of one or some of these genes
may be responsible for the oncogenic properties of the pathway, although this has not
been convincingly proven (104).

3.1.3. Mutations of the Wnt Pathway in Colon and Other Cancers

APC mutations account for 80% of sporadic colorectal cancers and have been found
at low frequencies in a few other cancers (105–108). The general importance of the Wnt
pathway in human cancer has been emphasized by the identification of mutations of var-
ious members of the pathway in a large number of human malignancies. The case of b-
catenin is particularly interesting. As described above, APC is crucial for the
downregualtion of b-catenin-mediated transcriptional activity. Interestingly, activating
mutations that make b-catenin resistant to ubiquitination and proteasome degradation
have been identified in about half the colon cancers with wild-type APC (109,110).
These cancers presumably have no selective pressure for APC mutations, since they al-
ready have the pathway activated through a b-catenin-activating mutation. These muta-
tions typically arise at the N-terminal GSK3b phosphorylation site, essential for
b-catenin degradation (64,73). Mutations in b-catenin have now been identified in many
malignancies, including melanoma (111), ovarian cancer (112), prostate cancer (113),
skin cancer (114), medulloblastoma (115), liver cancer (116,117), and endometrial can-
cer (118). Finally, AXIN1 mutations have also been identified in hepatocellular carci-
nomas (119). These findings emphasize the importance of this pathway in human cancer
and its relevance to the function of APC.

3.2. Adhesion and Migration

One of the interesting observations of tumors in the intestinal epithelium was their
abnormal tissue architecture, and concomitant defects in cell migration and adhesion.
As these tumors arise from the loss of functional APC, the role of APC in the change of
the morphology of these cells was examined. In addition to its well-known function as
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a b-catenin regulator, and thus the regulation of b-catenin/ E-cadherin interactions in
cell–cell adhesion, APC also has strong links with other molecules involved in cell mi-
gration. As mentioned previously, APC accumulates at the crypt/villus boundary, and
this location is critical to the enterocyte migration from the crypt (120). When a C-ter-
minus-truncated form of APC is introduced into mice, heterozygotes show an increase
in their b-catenin levels in the enterocytes, which accumulate at the crypt/villus bound-
ary (121). In addition, forcibly expressing the full-length gene also results in a deregu-
lation of cell migration (122) and expression of an oncogenic b-catenin in the mouse
intestine lead to abnormal architecture of the villi (123). APC-rich membranes are ac-
tively involved in cell migration in response to wounded epithelial monolayers, upon ad-
dition of scatter factor /HGF (124).

In addition, as mentioned earlier, APC binds to a rac-specific guanine nucleotide ex-
change factor termed ASEF (31). The rac/rho pathway has been shown to be involved
in the regulation of the actin cytoskeletal network and is responsible for phenomena such
as membrane ruffling, cell flattening, and motility. Microtubule reorganization may also
be a target of APC signaling. These dynamic polymers of a and b subunits are involved
in cell migration and polarized cellular morphogenesis, and their functions may be reg-
ulated by APC. APC has been found to be localized at the end of microtubules, regions
known as puncta, where microtubules have reassembled to form protrusions, an impor-
tant part of migration (125). APC has in-vivo microtubule-binding capacities and can
nucleate microtubules in vitro.

3.3. Role of APC in Chromosomal Stability/Mitotic Checkpoint

Both the microtubule-binding domain and the EB1-binding region of APC implicate
it in the regulation of chromosomal instability (44,126–128). Both microtubules and
EB1 are associated with mitosis and cell division and spindle formation in dividing cells
(129). EB1 is also associated with centrosomes and required for a microtubule-depend-
ent checkpoint in yeast (130). These suggestive data have been supported recently by a
study that shows that mouse embryonic stem cells that are homozygous for the min or
APC1638T (truncated APC) alleles display extensive chromosome and spindle aberra-
tions, implicating APC as an important player in the mitotic checkpoint (131,132). Dur-
ing these processes, APC associates with the checkpoint proteins Bub1 and Bub3 and
can be found accumulated at the kinetochore. These results provide evidence that the C-
terminal end of APC is crucial for chromosomal stability and may contribute to the ob-
served chromosomal instability in colon cancer. Interestingly, the functions of APC as
a regulator of b-catenin and as a cell-cycle checkpoint protein are likely independent,
since ES cells from APC1638T mice also exhibit chromosomal instability. APC1638T
homozygous mice contain a C-terminally deleted APC protein capable of degrading b-
catenin but deficient in its ability to interact with EB1.

3.4. Consequences of APC Loss of Function

The exact physiologic role of the APC tumor suppressor pathway in tumorigenesis
remains to be elucidated. Overexpression of APC has been reported to increase apopto-
sis in an APC-deficient colon cell line, suggesting that b-catenin may act as a survival
factor (133). Interestingly, mice lacking TCF4, a TCF family member implicated in
colon cancer (134), are characterized by a lack of intestinal stem cells (135). These find-
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ings suggest that the b-catenin/TCF pathway may be important for the maintenance of
stem cell characteristics including longevity. Thus, the first step in colon tumorigenesis
may be the activation of the APC/b-catenin pathway in order to inhibit differentiation
and preserve stem cell characteristics. APC expression has also been reported to cause
a G1/S block in NIH 3T3 cells (136), and this block is associated with the interaction
of APC with hDLG (137). Consistent with this finding expression of a dominant nega-
tive TCF protein in a colon cancer line containing an activated b-catenin was shown to
cause a G1 block (98) and overexpression of an activated b-catenin promotes G1/S tran-
sition (138). The effect of b-catenin activation on cell proliferation has been controver-
sial, with some studies demonstrating increased proliferation of cells expressing
activated b-catenin (138,139) and other studies finding an effect on tumor size but not
on proliferation (140). b-Catenin expressing cells were also found to exhibit reduced
contact inhibition and an increased ability to grow in soft agar (138). 

As is the case for other oncogenes, b-catenin activation can in some cases have negative
effects on cell proliferation. Indeed, it has been shown that APC inactivation in Drosophila
leads to retinal defects similar to those occasionally observed in FAP patients (141). The
Drosophila retinal defects are due to increased levels of apoptosis in retinal neurons, and
this phenotype appears to be dependent on Armadillo upregulation. These findings
demonstrate that activation of the APC/b-catenin pathway may have very different conse-
quences in different tissue types and further implicates this pathway in tissue homeostasis.

4. Animal Models

Animal models have contributed significantly to our understanding of the APC tumor
suppressor pathway. The previous sections have already mentioned several of these mod-
els. Here, we will describe in more details these models with deficiencies or overex-
pression of the various proteins important in the pathway.

4.1. Apc

The first Apc-deficient mice were generated by using ethylnitrosurea to create a point
mutation in a mouse germline. One line of mutagenized mice was termed the min mouse,
which has been briefly described earlier in this chapter. These mice display multiple in-
testinal neoplasia and have an anemic phenotype caused by multiple bleeding polyps in
the intestine, very similar to the phenotype seen in patients with FAP. The Min mice were
found to carry a nonsense mutation in mouse Apc (142). The homozygous mice are not
viable in utero, and the heterozygous mice rarely lived past 5 mo. The tumor profile of
these animals differs slightly from FAP patients in that tumors develop in the small rather
than large intestine and about 10% of animals develop mammary tumors. There is recent
evidence, based on a highly sensitive technique, that inactivating mutations of APC may
be involved in breast cancer (108), but this finding requires confirmation. Interestingly,
the crossing of these animals with other strains revealed the interaction of APC with mod-
ifier loci. When min mice were crossed with C57BL/6 mice (their parent strain), they de-
veloped high numbers of polyps, but when they were crossed with other strains (AKR, for
example), they appeared resistant to tumor development. The gene controlling this tumor
profile was identified as Mom1 (modifier of Min 1) and was mapped to the distal end of
mouse chromosome 4 (143). The human homolog to this gene has been identified as a se-
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cretory type II phospholipase A2 (sPLA2) and is located at 1p35 a chromosomal region
frequently lost in human cancer. However, this gene was not found mutated in human
colorectal cancer and is not believed to play a major role in this disease (144). The extent
of environmental influences and epigenetic effects on FAP patients remains unknown. 

Apc-deficient mice have also been developed using gene targeting. The Apc D716
knockout mice are heterozygotes, which develop intestinal adenomas at a high rate (145).
These mice develop tumors also along the small intestine, characterized by an abnormal
bulging or pocketing of the intestinal epithelium at the crypt/villus boundary. However,
there was no increase on the rate of proliferation of polyps, which are polyclonal in origin.
In both the mice strains described above, animals homozygous for the deletion die in
utero. To circumvent this, a conditional gene targeting system was used. The Apc gene was
inactivated by the insertion of loxP sites into the introns on either side of exon 14 of the
Apc gene, and then introducing this gene into the mouse germline. These mice bearing the
Apc-loxp gene developed normally. By then using an adenovirus encoding the cre-recom-
binase gene to infect the colorectal region, the Apc allele could be specifically inactivated,
once Cre recombined with loxP-deleting exon 14. Mice developed adenomas within 4 wk,
and these adenomas showed deletion of exon 14 of Apc (146). The loss of APC in these an-
imals provides us with many insights into how FAP may develop, and what kind of role
APC plays in development, as the loss of APC leads to malformation of the intestinal
crypts, due to defects in many process ranging from inappropriate activation of TCF to de-
fects in adhesion, migration, and even apoptosis and growth arrest. Finally, Apc1638T
mice have contributed significantly to our understanding of APC function (36). These
mice are viable as homozygotes, and the adults do not develop tumors. The Apc1638T al-
lele can downregulate b-catenin (albeit with a lower efficiency that wild-type APC), but
appears to be deficient in its ability to bind microtubules (see Subheading 3.3.).

4.2. b-Catenin

Transgenic mice engineered to express intestinal b-catenin with a truncated N termi-
nus develop polyps due to outpocketing of the intestinal epithelium (123). This epithe-
lium remains intact even after villi development and fusion of adjacent villi, and the
crypt compartment expands abnormally, perhaps due to the b-catenin/TCF4 signaling,
as the crypt cells continue to proliferate without differentiating. When oncogenic b-
catenin is expressed in the skin, however, there is increased morphogenesis at the hair
follicle, resulting in mice with abundant fur (114). In addition, several tumors known as
pilomatricomas, tumors of the hair matrix, form, and this has been supported in humans
by the observation of b-catenin mutations in pilomatricomas. Nuclear overexpression of
LEF1 was found to accompany these tumors in transgenic mice, indicating that these ef-
fects were due to APC/b-catenin deregulation.

4.3. TCFs and Other Wnt Pathway Proteins

Animals engineered to have defects in the other members of the APC/b-catenin sig-
naling pathway also provide useful information as to the role of these proteins in dis-
ease and development. TCF1 knockouts do not develop T cells, but do develop
adenomas in the gut and mammary glands, and the addition of mutant APC increases
these tumors, and this implicates TCF1 as a repressor of target genes in the absence of
activated b-catenin, perhaps in cohort with APC (102). TCF4 knockouts lead to abnor-
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malities of the small intestine, where the stem cell compartment of the crypts is miss-
ing, implicating Wnt signaling in the proliferation of these crypt stem cells (135). Lef1
knockouts exhibit defects in the formation of teeth, hair, and mammary glands, and this
is thought to be mediated via disruptions of the signaling of these epithelial cells with
their underlying mesenchyme (147). Mice that are deficient for both Lef1 and Tcf1 do
not form paraxial mesoderm and develop an excess of neural tubes. 

Mutations of the Wnt genes can sometimes mimic these findings, indicating an over-
lap of functions for the different members of this pathway. Wnt3a knockouts for exam-
ple, mimic the Lef1/Tcf1 knockouts (148). Most Wnt knockouts, however, have
significant effects on development. The ablation of Wnt-1 results in the abolition of a
part of the mid-brain (149), Wnt4 and Wnt7a ablation result in the malformation of the
kidney and limbs (150,151), and Wnt 5/Frizzled 5 disruption can have effects on pla-
cental angiogenesis (152). Disheveled gene abolition appears to have no effect on de-
velopment, but some data suggest that they may have effects on behavior in the adult
mice. Other transgenic animals containing mutations in targets of the b-catenin, such as
c-myc, which develop hepatocellular carcinomas, demonstrate concomitant mutations
in the GSK3b phosphorylation site of b-catenin (117), perhaps suggesting that targets
other than c-Myc are critical for tumorigenesis through the APC pathway.

5. Conclusions

APC is a large protein that wears many hats. It is involved not only in cell signaling
and control of gene transcription, but also in cell cycle regulation, cell proliferation, cell
migration, cell adhesion, cytoskeletal reorganization, and chromosomal instability. The
loss or deregulation of APC can thus have many consequences for a cell, including tu-
morigenesis. Which of these functions are interrelated and which are independent is a
matter of intense investigation. Another important question is whether all of these func-
tions are important for the tumor suppressive function of APC. Overall based on several
independent lines of evidence, it appears that the downregulation of b-catenin is the
major pathway by which APC suppresses tumorigenesis. This is supported by the fol-
lowing evidence: 1) mutations in APC and b-catenin tend to be mutually exclusive in
colon cancer, 2) mice containing mutant alleles of APC that can downregulate b-catenin
do not develop tumors, and 3) b-catenin mutations are found in many cancer types. It is
possible and even likely that other functions of APC are important in tumor develop-
ment. Consistent with this hypothesis is the fact that tumors containing b-catenin appear
less likely to progress to malignancy than APC deficient tumors (153). This is also con-
sistent with an important function of APC in chromosomal stability. In any event, the
rapid advances of the past 10 years have allowed a deep understanding of the most im-
portant pathway deregulated in colon tumorigenesis. There is no doubt that future stud-
ies will clarify the many remaining questions and will provide a clear view of the
molecular mechanisms important in this devastating disease.
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Hereditary Breast and Ovarian Cancer Genes

Ralph Scully and Nadine Puget

1. Introduction

Breast cancer affects one out of every 10 women in industrialized countries, and
is a leading cause of cancer morbidity and mortality in women. Ovarian cancer, al-
though less common than breast cancer, is very difficult to treat effectively, in part
due to difficulty in early diagnosis of the disease. Most cases of breast or ovarian
cancer appear to occur without a clear family history of the disease. These sporadic
cases account for approximately 95% of all breast cancer. Possibly, low-penetrance
genes contribute as risk factors to this group of cancers. However, about 5% of breast
cancers occur clustered within families. Importantly, cancer in these familial syn-
dromes characteristically manifests at a younger age than sporadic cancer. Therefore,
in terms of both the number of women affected and the effect of disease on indi-
vidual families, the familial breast and/or ovarian cancer syndromes have a large im-
pact upon society. Over the past few years, the genetic basis of familial breast and
ovarian cancer has become clear. It is caused by germline mutations affecting one
of two autosomal tumor suppressor genes, BRCA1 and BRCA2. Surprisingly, these
two genes have been found to participate in the control of homologous recombina-
tion, suggesting that they may function as tumor suppressors by regulating genome
integrity maintenance functions.

2. Identification of the BRCA1 and BRCA2 Genes

The French physician, Paul Broca, was the first to formally describe the existence of
a familial breast cancer syndrome (1) (Fig. 1). His description of cancer cases in a fam-
ily pointed strongly to a familial element to disease risk. This link later came to be
widely accepted, but the genetics of inheritance was unclear for many decades. The
search for the genes responsible focused on families in which both breast and ovarian
cancer was common, and this culminated in the discovery by King’s group in 1990 of a
clear linkage between disease risk and a locus on chromosome 17q21 (2,3). Transmis-
sion of the 17q-linked syndrome was found to be dominant and highly penetrant. This
implied that a single gene—termed BRCA1—was likely responsible for this increased
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risk. Breast and ovarian tumors arising in members of such families showed loss of het-
erozygosity (LOH) at the 17q locus, with retention of the disease-predisposing allele
(4–6). This pattern suggested that BRCA1 is a tumor suppressor gene, since it appeared
to conform to Knudson’s original “two-hit” model of tumor suppressor gene inactiva-
tion (7). This model predicts that disease-predisposing alleles of BRCA1 should be loss-
of-function alleles.

After an intense search of the BRCA1 locus, the BRCA1 gene was identified in 1994
by Wiseman, Skolnick, and their co-workers (8,9). Most (>90%) disease-predisposing
BRCA1 alleles are predicted to encode a truncated gene product, presumably resulting
in the synthesis of a nonfunctional or unstable protein (10–13). In addition, a minority
of mutant alleles encode missense mutations, for which a single amino acid change dis-
turbs the function of the gene product. Knudson’s model, as well as previous experience
with the retinoblastoma gene, p53, and many other tumor suppressors, predicted that
biallelic somatic inactivation of BRCA1 would be a common feature of sporadic
breast/ovarian cancer. Surprisingly, in fact, examination of sporadic breast or ovarian
cancers—even those revealing LOH at the BRCA1 locus—failed to provide evidence of
mutation of the remaining BRCA1 allele (9).

The second major hereditary breast–ovarian cancer susceptibility gene, BRCA2,
was mapped in 1994 to a locus on chromosome 13q12-13 and identified one year
later by Stratton’s group (14,15). BRCA2, like BRCA1, has properties of a tumor sup-
pressor gene, but conforms to Knudson’s model only in familial and not in sporadic
disease. As was noted for BRCA1, although LOH is sometimes seen at the BRCA2
locus in sporadic breast cancer, the retained BRCA2 allele is almost always wild-type
(16). Why BRCA1 and BRCA2 dysfunction should be restricted to the hereditary syn-
drome is unclear at present. At a minimum, it suggests that some mechanisms that
promote BRCA gene-linked breast cancer are distinct from those giving rise to spo-
radic breast cancer.

42 Scully and Puget

Fig. 1. Reconstruction of the breast cancer-prone family pedigree described by Paul Broca. Broca’s
original description (1) is shown here reconstructed in the form of a family tree. Ovals indicate
females; squares indicate males. Filled shapes indicate cancer cases, and the age of death is given. The
symbol “>” shows that the individual was still alive at the time of Broca’s 1866 publication. Note that
a diagnosis of “liver” cancer at that time did not distinguish the site of primary cancer.



3. Characterization of BRCA-Linked Tumors

Analysis of tumor histology and other phenotypic markers has revealed some differ-
ences between BRCA-linked tumors and sporadic cases (17–19). However, many “hits”
on the pathway to cancer are in fact shared between BRCA-linked cancer and sporadic
cancer, and the differences that emerge are relative rather than absolute. Lynch’s group
found that BRCA-linked tumors exhibit a higher degree of aneuploidy and markedly in-
creased mitotic indices, compared to age-matched sporadic cases (17). Despite this, the
recurrence rate of BRCA1-linked tumors was lower than that of nonhereditary breast
cancer cases. A consensus has not yet been reached regarding the prognosis of BRCA-
linked disease relative to prognosis of sporadic disease (17,20–22). BRCA1-linked tu-
mors exhibit a much higher rate of medullary breast cancer, and are very frequently
estrogen receptor negative (23). This bias is not seen in age-matched BRCA2-linked
cases. However, both BRCA1 and BRCA2-linked tumors reveal greatly elevated fre-
quencies of p53 mutation compared to sporadic breast cancer. Gene expression profiles
in breast cancer reveal differences between BRCA1-linked tumors, BRCA2-linked tu-
mors, and sporadic cases (24). The mechanistic basis of these differences, and their ac-
tual relationship to tumor suppressor activity, are unknown.

Taken together, the data seem to suggest that BRCA gene mutation distorts or biases
the clinical picture, but that overall phenotypic and prognostic markers are to a certain
extent preserved. As noted above, many sporadic breast cancers reveal LOH at the
BRCA1 and/or BRCA2 loci, raising the possibility that some sporadic cancers are hap-
loinsufficient for BRCA gene function. Epigenetic effects may also serve to reduce the
expression of BRCA genes in some cases of sporadic breast cancer (25–28). However,
clear evidence of a haploinsufficiency syndrome for either BRCA1 or BRCA2 has not
emerged from examination of BRCA�/� mice or from analysis of human tumors.
Therefore, the functional significance of these effects in tumorigenesis is unclear at
present.

4. Gene Structure and Protein Motifs

The BRCA1 and BRCA2 genes are both very large, spanning more than 80 kb and
comprising 23 and 27 coding exons, respectively (29). cDNA cloning showed that al-
ternative splicing of BRCA1 transcripts could, in principle, give rise to several distinct
gene products (8). In both BRCA1 and BRCA2, a very large central exon (exon 11) con-
tributes to a significant fraction of the open reading frame. In the case of BRCA1, this
exon is subject to alternative splicing (30,31). However, many disease-predisposing mu-
tations occur within this exon, implying that the full-length polypeptide is required for
tumor suppression. The function of the alternatively spliced products, and their poten-
tial role as modifiers of BRCA1 function, is a subject of continuing investigation.

Both BRCA1 and BRCA2 genes are unusually dense in repetitive elements. For ex-
ample, Alu repeats make up a remarkable 41% of the BRCA1 gene sequence. About 15%
of inherited disease-predisposing mutations of BRCA1 have been shown to arise by
germline rearrangements (32–34). Some of these arose by recombination between Alu
repeats, implying that mis-targeted homologous recombination in the germline has
caused this rearrangement. It has been suggested that the high density of such repeats
within the BRCA1 and BRCA2 genes might predispose somatic cells to large interstitial
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deletion (and hence LOH) at these loci, by mis-targeted homologous recombination
(35). However, the breakpoints of large somatic interstitial deletions are difficult to iden-
tify, and often lie outside the gene. Sequence data on these breakpoints in the BRCA1 or
BRCA2 gene is not yet available, making it difficult to test this interesting hypothesis.

Although initial reports suggested that BRCA1 might be unique to mammals, it is now
clear that homologs exist in other vertebrates, such as the chicken and frog (36,37). A
possible BRCA1 homolog has been identified in Arabidopsis thalania (37). However,
yeast and flies appear to lack BRCA1 or BRCA2 homologs. BRCA1 and BRCA2 ho-
mologs across species show a rather low degree of sequence similarity throughout much
of the open reading frame. For example, the human and mouse BRCA1 and BRCA2
genes are 58% identical and 59% identical, respectively. In contrast, the human and
mouse gene orthologs of many other tumor suppressors—p53, pRB, VHL, APC, WT1,
NF1, and NF2—are 90–98% identical. Within the human population, it has been esti-
mated that simple sequence variation/polymorphism in the BRCA2 open reading frame
occurs at a frequency of 1 in 194 base pairs (38). This suggests that BRCA1 and BRCA2
are relatively tolerant of evolutionary “drift,” at least in many parts of their open read-
ing frames. However, many of these sequence variations occur in gene regions that are
nonetheless indispensable for tumor suppression. The reasons for this may become
clearer once we know the structure of the protein domains encoded by these more “plas-
tic” regions of BRCA1 and BRCA2.

The open reading frames of BRCA1 and BRCA2 provided few initial clues as to the
function of the genes. Full-length BRCA1 is a nuclear protein of 1863 amino acids (Fig.
2). The polypeptide has an N-terminal RING domain, a globular domain that has re-
cently been implicated in ubiquitin conjugation functions (39). The BRCA1 RING do-
main region interacts tightly, perhaps stochiometrically, with the RING domain region
of BARD1 (BRCA1 Associated RING Domain protein 1) (40–42). At the C terminus of
both BRCA1 and BARD1 are two globular repeats, termed BRCT (BRCA1 C-Terminal
domains) (43). BRCT domains have subsequently been identified in numerous proteins
involved in DNA damage signaling and DNA repair (44,45). The RING and BRCT cod-
ing regions of BRCA1 show uncharacteristically high degrees of similarity across
species, implying that much more rigid constraints exist for these structures than for
other parts of the gene, and they are relative “hot spots” of missense mutation. The struc-
tures of both the RING domain and the BRCT domain have been solved in recent years,
as has the specific structure of the BRCA1–BARD1 RING–RING interaction
(42,46,47). The latter reveals a tight interaction between a-helical bundles on either side
of the RING domains, the two RING domains forming a mutually supporting structure
that is predicted to interact with ubiquitin-conjugating enzymes (42).

The structure of the large central part of BRCA1 is as yet uncharacterized, although
database comparisons between mammalian and nonmammalian BRCA1 orthologs in-
dicate regions within this central part that are relatively well conserved across species
(36). Numerous protein interaction surfaces have been identified within this central re-
gion of BRCA1, some—such as the Rad51 and BRCA2 interaction domains—over-
lapping these more conserved regions. Moreover, some residues within the central
region of BRCA1 are targeted for phosphorylation in response to cell-cycle cues or
DNA damage response signals (48,49). A region rich in SQ motifs, which are phos-
phorylation targets of the DNA damage response, is also relatively well conserved
across species.
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BRCA2 encodes a very large, nuclear polypeptide of 3418 amino acids in length (Fig.
2). Few structural domains have been identified in BRCA2. Most prominent are eight
“BRC” repeats within the central part of BRCA2. The structure of these repeats is not
yet known; they are known to function as interaction surfaces for the recombination pro-
tein Rad51, as discussed in the following section. A second Rad51 interaction surface
lies within the C terminus of BRCA2—a region of the protein that is relatively well con-
served between human and mouse (77% identical, as compared to 59% overall identity).

5. Functional Analysis of BRCA1 and BRCA2

A large body of evidence suggests that BRCA1 and BRCA2 function together on a
pathway regulating homologous recombination (reviewed in ref. 50). This may be a
major pathway of BRCA gene-mediated tumor suppression. However, several other
functions have been deduced for both BRCA1 and BRCA2, including other genome in-
tegrity maintenance functions and transcriptional regulatory functions.

5.1. Recombination Functions of BRCA1 and BRCA2

Functional analysis of BRCA1 was initially limited by the fact that BRCA1–/– mice
die in utero around the time of gastrulation (~E7.5) (51,52). No cells could be cultivated
from BRCA1�/� embryos, and there were no human BRCA1�/� cancer cell lines
available at the time the gene was cloned, making traditional functional analysis of mu-
tant cell lines impossible. Hakem et al. described a marked proliferative defect and
greatly elevated mRNA levels of the p53-regulated cell-cycle checkpoint gene, p21, in
the days preceding death of BRCA1�/� embryos (51). This suggested that p53 is acti-
vated in the dying BRCA1�/� embryos. Consistent with this, biallelic germline inacti-
vation of either p53 or p21 rescues development of BRCA1�/� embryos by a matter of
1 or 2 d (53). For the gastrulating embryo, even this small extension of lifespan repre-
sents a huge difference in development. Thus, p53 function appears to play a role in the
death of BRCA1�/� embryos. Almost identical observations were made with respect
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Fig. 2. Structural motifs in the BRCA1, BARD1, and BRCA2 polypeptides (not to scale). BRCA1
and its heterodimeric partner, BARD1, share similar features, including amino-terminal RING do-
mains (stippled) and carboxyl-terminal tandem repeated BRCT domains (cross-hatched). BARD1
ankyrin repeats are shown in light gray. Eight BRC repeats of BRCA2 are shown (horizontal shading).



to BRCA2, although the BRCA2 nullizygotes die on average 1 d later (~E8.5) than
BRCA1�/� embryos (52,54,55). Significantly, BRCA1�/�BRCA2�/� mice die at
~E7.5, suggesting that the effects of the two gene disruptions are not additive, and rais-
ing the possibility that BRCA1 mutation is epistatic over BRCA2 mutation (52).

The mechanisms underlying these observations were suggested by the finding that
both BRCA1 and BRCA2 have roles in DNA recombination. BRCA1 localizes to char-
acteristic nuclear foci of unknown function during DNA synthesis (the S phase) and the
G2 phase of the somatic cell cycle (56–58). These foci were found to contain Rad51, a
protein with a central role in homologous recombination (57). BRCA1–Rad51 com-
plexes were detected in cell extracts, indicating that the two proteins interact physically.
BRCA2 also interacts and co-localizes with Rad51, making multiple possibly stochio-
metric interactions with Rad51, involving both the C terminus and the BRC repeats of
BRCA2 (54,59–63). BRCA1 interacts with BRCA2 through a region N terminal to the
BRCT domains (63). BRCA1, BRCA2, and Rad51 are coexpressed in development, con-
sistent with their function on a common pathway (64,65). Notably, like BRCA–/– em-
bryos, Rad51 nullizygotes show p53-mediated growth arrest and early embryonic lethal
phenotypes (66).

Human Rad51 is a homolog of S. cerevisiae RAD51, a gene required for homologous
recombination (67,68). S. cerevisiae rad51 mutants show defects in double-strand break
repair and a failure of meiotic recombination. Eukaryotic Rad51 species are homologs of
the prokaryotic recombination gene, RecA. All eukaryotic Rad51 species, as well as their
ancestor, RecA, can bind to single-stranded (ss) DNA to form a characteristic loosely
wound nucleoprotein filament, which is able to invade a homologous double-stranded
(ds) DNA strand (67,69,70). This strand exchange function of Rad51/RecA is thought to
be the basic catalytic function that underlies its role in recombination. Further, BRCA1,
BRCA2, and Rad51 also localize to the axial element of the developing synaptonemal
complex in meiotic cells, suggesting a possible role for this protein complex in meiotic
recombination (57,63). The specific stage at which association is seen in meiotic
prophase I corresponds to a step preceding synapsis of homologous chromosomes. Pos-
sibly, the axial element is a site of interaction between identical sister chromatids, pre-
ceding the interhomolog interactions that culminate in meiotic crossing-over (71).

These observations, together with the finding of an interaction between BRCA1 and
the Rad50/MRE11/NBS1 complex (72–74), suggested that BRCA1 and BRCA2 function
in homologous recombination, and in the maintenance of genomic integrity. This hypoth-
esis was later strengthened with the availability of human and mouse cells that lacked
wild-type BRCA1 or BRCA2, but could nonetheless be passaged in tissue culture. BRCA
mutant cells were found to be highly sensitive to ionizing radiation (IR), a genotoxic agent
known to induce double-strand DNA breaks (DSB) (54,75–77). Expression of wild-type
BRCA1 in a BRCA1�/� human breast cancer cell line reverses IR hypersensitivity and
restores efficient DSBR to the cells (77). In contrast, missense mutant BRCA1 alleles, af-
fecting any one of three distinct regions of BRCA1—the RING domain, the BRCT do-
mains, and a central region—fail to reverse IR hypersensitivity or to restore efficient
DSBR (77). This suggests that the DSBR function of BRCA1 is part of its tumor suppres-
sor function, and that multiple domains of BRCA1 collaborate to enforce efficient DSBR.
BRCA1 interaction with a novel DEAH-type helicase, BACH 1, is required for efficient
DSBR (78). However, since these experiments were performed on bulk genomic DNA,
they do not give evidence of the mechanisms of DSBR used during repair.
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Several distinct biochemical pathways can contribute to DSBR. These include ho-
mologous recombination, nonhomologous end joining, and single-strand annealing
(79–81). With the exception of homologous recombination, each of these repair mech-
anisms is mutagenic, resulting in insertions or deletions of DNA sequence. Experi-
ments designed to discriminate between these mechanisms have thus far pointed to
defects in homologous recombination in BRCA1 or BRCA2 mutant cells (82,83), and
expression of wild-type BRCA1 in a BRCA1�/� embryonic stem cell clone reverses
the recombination defect (84). It is not yet clear whether this recombination func-
tion of BRCA1 can discriminate between wild-type and mutant alleles of BRCA1.
Conditional mutation of mouse BRCA2 reduces the efficiency of homologous re-
combination in favor of single-strand annealing, possibly reflecting a greater tendency
toward mutagenic repair of a DSB in the absence of functional BRCA2 (85). Gene-
targeting defects in BRCA1�/� and BRCA2�/� cells are reversed by expression of
the relevant wild-type BRCA allele, suggesting that BRCA genes contribute generally
to homologous recombination (84,86). To date, defects in nonhomologous end join-
ing have not been detected in either BRCA1�/� cells or in BRCA2�/� cells
(82,83,87,88).

The mechanisms of action of BRCA1 and BRCA2 in recombination are poorly un-
derstood at present. Recently, a central region of the BRCA1 polypeptide was shown
to have DNA binding activity in vitro, binding without sequence specificity to dou-
ble-stranded DNA and preferentially to branched DNA structures (89). How this re-
lates to BRCA1 function in the context of the cell is unknown, but it invites the
suggestion that BRCA1 interacts with recombination intermediates such as the Holl-
iday junction—an idea reinforced by the observed interaction of BRCA1 with a can-
didate Holliday junction-interacting protein, the Bloom syndrome helicase (74).
Notably, deletion of a part of the DNA-binding region of BRCA1 by gene targeting
abrogates the genome integrity maintenance function of BRCA1 (75), and missense
mutation affecting this part of the open reading frame is known to disrupt BRCA1
DSBR function (77). BRCA1 RING domain function is required for IR resistance,
and clinically described missense mutations affecting the RING domain lose both IR
resistance and ubiquitination functions, suggesting that the ubiquitination functions of
the BRCA1–BARD1 heterodimer are required for genome integrity maintenance and
for tumor suppression (90). One possible target of BRCA1-mediated ubiquitination is
the Fanconi anemia protein, FANCD2 (91). Presumably, other BRCA1-dependent
ubiquitination targets remain to be identified.

BRCA2 interacts with a novel protein, BRAF35, that also has affinity for branched
DNA structures in vitro (92). Recently, purified fragments of BRCA2 BRC repeats were
found to inhibit Rad51 binding to single-stranded (ss) DNA in vitro (93). Possibly,
BRCA2 regulates loading of Rad51 onto the nucleoprotein filament.

Double-strand breaks in mammalian cells are accompanied by extensive modifica-
tions in local chromatin structure, as exemplified by the phosphorylation of histone
H2AX (94,95). Phosphorylated H2AX colocalizes with BRCA1 and other recombina-
tion proteins in the “locale” of DSBs, raising the possibility that a chromatin-remodel-
ing function of BRCA1 contributes to its role in recombination (96). Given the
interactions of BRCA1 and BRCA2 with chromatin-remodeling protein complexes, it is
possible that both proteins play a part in regulating chromatin structure around recom-
binogenic DNA lesions (97–99).
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5.1.1. DNA Polymerase Stalling and DNA Damage Signaling During S Phase

Clues as to the role of BRCA1 and BRCA2 in the somatic cell cycle came initially
from analysis of the DNA damage response. S-phase cells exposed to certain DNA-dam-
aging agents or to replication-blocking agents such as hydroxyurea (HU) reveal rapid
relocalization of BRCA1, BARD1, Rad51, and BRCA2 to sites of replication, suggest-
ing an interaction with damaged replicating DNA (58,63). In addition, BRCA1 under-
goes hyperphosphorylation in synchrony with this relocalization, indicating that
BRCA1 is the target of a DNA-damage signaling pathway (58,100). One possible ex-
planation for this is that BRCA protein-containing complexes control recombination be-
tween sister chromatids—a process that has long been hypothesized to occur at the
stalled replication fork (50,101). Indeed, recent work in model organisms implies that
sister chromatid recombination plays an essential role in restoring stalled or degraded
replication forks, and that it is required to reinitiate replication at the stalled fork
(102,103) (and accompanying articles).

Some of the pathways connecting DNA damage signaling with BRCA1 have been
identified over recent years. Two key DNA damage signaling kinases, ATM and ATR,
each participate in phosphorylation of BRCA1 (48,49). These large nuclear kinases have
orthologs in yeast. In general, yeast orthologs of ATR but not ATM have been found to
be essential in mediating signals from stalled replication events to target proteins (104).
Possibly, the extensive tracts of ssDNA (“daughter-strand gaps”) generated by replica-
tion across DNA polymerase-stalling lesions, or by treatment with agents such as HU,
might act as the nucleus for an ATR-dependent DNA damage signal and as a coincident
substrate of recombinational repair (49,50,101,105) (Fig. 3).

Functional support for these observations came from analysis of BRCA gene hypo-
morphs, which die later in development and in some cases give rise to viable offspring.
Mouse embryonic fibroblasts (MEF) explanted from these animals reveal spontaneous
chromosome breakage with characteristic “chromatid-type” errors—lesions that have
been interpreted as arising from a failure of recombination control during S phase
(75,87). Thus, gene-targeting experiments reinforced the notion that the recombination
functions of BRCA1 and BRCA2 are at least in part dedicated to recombinational repair
of DNA damage generated during DNA replication.

5.1.2. BRCA Gene Loss and Checkpoint Dysfunction in Tumorigenesis

The suggestion that BRCA1 and BRCA2 regulate homologous recombination and
thereby maintain genomic integrity suggested a way to interpret the lethal phenotype of
the BRCA�/� mice, and also introduced a framework for understanding how the BRCA
genes might function in suppressing cancer (57). Loss of BRCA gene function promotes
spontaneous chromosome breakage, which could serve as a cue for the activation of
DNA damage-dependent checkpoint pathways, such as p53 (Fig. 4). This is a probable
cause of the growth arrest seen in BRCA�/� embryos and in primary cells explanted
from BRCA mutant mice. The same fate could occur to a breast epithelial cell that loses
BRCA gene function. However, if the cell in question had already suffered inactivation
of key checkpoint functions, the chromosome breakage syndrome caused by BRCA gene
dysfunction might be tolerated, and might allow the cell to progress rapidly toward can-
cer by virtue of the cell’s severe genomic instability. By this argument, mutagenesis
would be a key cancer-promoting event caused by BRCA gene dysfunction.
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This model of BRCA-linked tumorigenesis is supported by work on animal models
and by analysis of the human disease (reviewed in ref. 106). As noted above, p53 acti-
vation is seen in growth-arrested BRCA�/� embryos prior to death, and a similar cell-
cycle arrest phenotype has been noted in mouse embryonic fibroblasts (MEF), where
p53 function again plays an important role (75,107). Although the full picture of check-
point activation in BRCA�/� cells has yet to be clarified, one study pointed to a role
for the spindle checkpoint in arrest of BRCA2-mutant MEFs (108). Further, tissue-spe-
cific deletion of BRCA1 or BRCA2 in the breast promotes breast cancer and, where ex-
amined, this phenotype is much accelerated if the mice are hemizygous for p53
(109–111). A similar interaction with p53 mutation has been noted for tumorigenesis in
BRCA1 hypomorphs (112). Thus, in accordance with this model, p53 mutation cooper-
ates with BRCA gene mutation in tumorigenesis. In further support of this, as noted
above, p53 mutation is very common in BRCA-linked human cancer. Interestingly, some
rare p53 mutations occur more frequently in BRCA�/� tumors, raising the possibility
that p53 functions in addition to the traditional checkpoint functions may be relevant to
BRCA-linked tumorigenesis (113). Mouse models promise to facilitate the genetic study
of BRCA-linked tumor pathology (114).
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Fig. 3. Proposed role for the BRCA proteins in sister chromatid recombination. DNA polymerase
stalling activates S-phase checkpoint signaling and recruits BRCA1, BRCA2, Rad51, and associated
proteins to sites of arrested DNA synthesis. We propose that this recruitment arises from the existence
of tracts of persistent ssDNA (“daughter-strand gaps”) close to a replication fork. Such lesions, or their
derivatives, may activate S-phase checkpoint signaling and act as a substrate for BRCA protein-medi-
ated recombinational repair. (Copyright Nature Publishing Group, reproduced with permission.)
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5.2 Other Functions of BRCA1 and BRCA2

Both BRCA1 and BRCA2 have been proposed to regulate transcription as coactiva-
tors/corepressors of specific target genes (reviewed in refs. 115 and 116). BRCA1 in par-
ticular is capable of interacting with a large number of different proteins (reviewed in
refs. 117 and 118 ) that fall into three principal categories: sequence-specific transcrip-
tion factors such as p53 (119), c-myc (120), and the estrogen receptor (121); general tran-
scription factors/chromatin remodeling factors (98,99,122,123); and DNA-repair protein
complexes, as discussed above.

Overexpression of BRCA1 in human cells provokes activation of p53, with induction
of the p53 target genes, p21 and GADD45, and also stabilizes p53 and promotes apop-
tosis (119,124–127). Overexpression of BARD1 also promotes apoptosis (128). How
these observations relate to the above-noted p53 activation in BRCA1�/� cells is not
yet understood. They raise the possibility that BRCA1 acts early in oncogenesis. For ex-
ample, if the predisposed BRCA1�/� individual were haploinsufficient for p53 coacti-
vation, this might serve as a stimulus to cancer initiation, perhaps accelerating the loss
of p53 and of the second BRCA1 allele. BRCA2 has also been implicated in the p53
pathway (129).

Fig. 4. Checkpoint inactivation and BRCA gene-mediated tumorigenesis. Inactivation of DNA
damage-responsive cell-cycle checkpoints may contribute to the cellular response to BRCA gene dys-
function. Loss of BRCA function and associated chromosome breakage trigger a checkpoint that des-
elects it. If such checkpoints have already been disabled (as in precancerous cell), the chromosome
breakage syndrome may be tolerated and lead to accelerated neoplastic progression. (Copyright
Nature Publishing Group, reproduced with permission.)



BRCA1 also has properties of a transcriptional repressor. The multifunctional
BRCT domains of BRCA1 interact with CtIP, a known transcriptional corepressor
(123), and BRCA1 also interacts with a novel transcriptional repressor, ZBRK1 (130).
Other functions of BRCA1 and BRCA2 have been inferred from analysis of interact-
ing proteins. A recent partial purification of BRCA1 raised several interesting connec-
tions with mismatch repair factors, replication factors, as well as with recombination
proteins (74).

Other abnormalities noted in BRCA1�/� and BRCA2�/� cells include centrosome
amplification and severe aneuploidy (131,132). Whether these are direct effects, or the
consequence of recombination dysfunction, is unknown. Notably, however, BRCA1 has
been found localized to the centrosome in some cell lines (133). Abnormalities of com-
ponents of the G2/M checkpoint have also been found in some BRCA1 mutant cells
(132,134). In some BRCA1 or BRCA2 mutant cells, defects in transcription-associated
repair of oxidative DNA damage have also been noted (135,136). Novel functions for
BARD1 in polyadenylation potentially implicate BRCA1 in this process (137,138). As
more functional assays for BRCA1 and BRCA2 are developed, we can expect to see
these novel functions subjected to rigorous investigation as potential tumor suppressor
functions.

6. Summary and Future Prospects

Although it seems likely that BRCA1 and BRCA2 function as tumor suppressors by
regulating homologous recombination, how this process connects to the tissue-specific
suppression of breast and ovarian cancer is not understood at present. In some model or-
ganisms, homologous pairing can regulate gene expression directly, as the phenomenon
of transvection shows (139). Future experiments will provide a clearer picture of po-
tential BRCA gene functions and their relationship to tumor suppression. As mouse
models of BRCA-linked cancer become more sophisticated, we can expect to understand
better how BRCA gene mutation cooperates with p53 mutation and with “hits” in other
cancer pathways to cause early-onset breast or ovarian cancer. In time, it may become
possible to exploit unique aspects of the biology of BRCA�/� cells in the treatment of
human BRCA-linked cancers.
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Hereditary Colon Cancer Genes

William M. Grady and Sanford D. Markowitz

1. Introduction

Colorectal cancer develops as the result of the progressive accumulation of genetic
and epigenetic alterations that lead to the transformation of normal colonic epithelium
to colon adenocarcinoma. The fact that colon cancer develops over 10–15 years and pro-
gresses through parallel histologic and molecular changes has permitted the study of its
molecular pathology in more detail than other cancer types. Consequently, the specific
nature of many of these cancer-associated genetic alterations has been determined over
the last 15 years. The subsequent effect of these alterations on the cell and molecular bi-
ology of the cancer cells in which they occur has also begun to be revealed over the last
decade. From the analysis of the molecular genesis of colon cancer, three key themes
concerning the molecular pathogenesis of cancer have been established. The first is that
cancer emerges via a multistep progression at both the molecular and the morphologic
levels (1). The second is that loss of genomic stability is a key molecular and patho-
physiologic step in cancer formation (2). The third is that hereditary cancer syndromes
frequently correspond to germline forms of key genetic defects whose somatic occur-
rences drive the emergence of sporadic colon cancers (3).

Consistent with these themes, colon cancer is most commonly initiated by alterations
in elements in the Wnt signaling pathway and then progresses as the result of the accu-
mulation of sequential events that either activate oncogenes or inactivate tumor sup-
pressor genes. (Fig. 1) Some of the alterations that have been convincingly shown to
promote colon carcinogenesis include K-RAS, TP53, and elements of the TGF-b sig-
naling pathway, such as TGFBR2, the gene for TGF-b receptor type II, and SMAD4. The
pathogenetic significance of many of these alterations in colon cancer formation has
been clearly demonstrated by their role in the hereditary colon cancer syndromes.

2. Adenoma–Carcinoma Sequence

The evolution of normal epithelial cells to adenocarcinoma usually follows a pre-
dictable progression of histologic changes and concurrent genetic and epigenetic
changes. These alterations provide a growth advantage and lead to clonal expansion of
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the altered cells. Subsequent alterations with waves of clonal expansion then occur as a
consequence of progressive events that provide other growth advantages to the cells,
such as loss of cell contact inhibition.

The earliest identifiable lesion in colon cancer formation is the aberrant crypt focus
(ACF). The true neoplastic potential of this lesion is still open to debate, but it does ap-
pear that some of these lesions can progress to frank adenocarcinoma and that some of
them harbor mutations in K-RAS or APC. In particular, dysplastic aberrant crypt foci fre-
quently carry mutations in APC and appear to have the highest potential for progressing
to colon cancer. Thus, alterations in APC, which results in overactivation of the Wing-
less/Wnt signaling pathway (discussed below), appear to initiate tumor formation in the
colon. Subsequent alterations in other genes then play a role in tumor growth and the
eventual acquisition of other malignant characteristics such as tissue invasiveness and the
ability to metastasize. In addition, some of these alterations do not directly affect the cell
biology of the tumor but instead result in loss of genomic stability, which contributes to
the accumulation of mutations in tumor suppressor genes and oncogenes. The timing of
the loss of genomic stability, either chromosomal instability (CIN) or microsatellite in-
stability (MSI), relative to adenoma initiation is controversial, but is certainly before pro-
gression to frank malignancy. In fact, both CIN and MSI appear to occur relatively early
in tumor evolution (4–9). Ried et al. detected a stepwise increase in the average number
of copy alterations using comparative genomic hybridization (CGH) as adenomas pro-
gressed from low grade to high grade and then finally to carcinoma (8). Furthermore,
Shih et al. demonstrated allelic imbalance of chromosomes 1p, 8p, 15q, and 18q in 10%,
19%, 28%, and 28% of small adenomas (1–3 mm in size), respectively (10). The early de-
tection of MSI and CIN in tumor progression provides evidence for the concept that
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Fig. 1. Schematic representation of genetic alterations occurring in the colon adenoma–adenocar-
cinoma sequence. Germline mutations in the highlighted genes have been shown to cause hereditary
colon cancer. Different patterns of genetic alterations can be identified in colon cancers, depending
on whether they display microsatellite instability or chromosome instability. Microsatellite instabili-
ty occurs when the mutation mismatch repair (MMR) system is inactivated either through mutations
or epigenetic alterations. *These genes have been shown to be mutated in approximately 30–90% of
MSI colon cancers.



genomic instability creates a permissive state allowing for the accumulation of genetic
alterations that lead to tumor development and progression. Some of the specific alter-
ations that have been identified in hereditary colon cancer syndromes will be discussed
below. One key concept that has emerged is that these genetic alterations, which occur in
a setting of genomic instability, have been shown to involve specific molecular pathways
in colon cancer formation and that disruption of these pathways presumably results in
specific biologic effects that promote carcinogenesis.

3. Hereditary Colon Cancer Genes

3.1. Familial Adenomatous Polyposis (FAP)

3.1.1. APC

The role of genetic alterations in colon cancer formation was initially suggested by
the colon cancer family syndromes, familial adenomatous polyposis (FAP) and its vari-
ant, Gardner syndrome. FAP and Gardner syndromes are hereditary colon cancer pre-
disposition syndromes that are characterized by the development of hundreds of
intestinal adenomatous polyps and sometimes other extraintestinal features such as con-
genital hypertrophy of the pigmented retinal epithelium (CHRPE) and desmoid tumors.
The clinical features of this syndrome and their autosomal dominant inheritance patterns
suggested that a single gene was responsible for the development of the numerous ade-
nomatous polyps in these individuals. The gene responsible for this syndrome, adeno-
matous polyposis coli (APC) was identified as the result of the discovery of an
interstitial deletion on chromosome 5q in a patient affected with Gardner syndrome and
from classical linkage analysis of families affected by familial adenomatous polyposis
(FAP) (11–13).

The APC gene has 15 exons and encodes a large protein (310 kDa, 2843 amino acids)
that possesses multiple functional domains that mediate oligomerization as well as bind-
ing to a variety of intracellular proteins including b-catenin, c-catenin, glycogen syn-
thase kinase (GSK)-3b, axin, tubulin, EB1, and hDLG (3) (Fig. 2). Germline mutations
in APC result in FAP or one of its variants, Gardner syndrome, attenuated FAP, Turcott
syndrome, or the flat adenoma syndrome (14–17).

The positional cloning of APC quickly led to an examination of the role of APC as a
tumor suppressor gene in sporadic colon cancer. Loss of heterozygosity (LOH) studies
of 5q21 had already demonstrated that this region was subject to allelic loss in at least
30% of colonic adenomas and adenocarcinomas, and it was presumed that APC was the
target of these events (18). The finding of frequent APC locus LOH was not only con-
sistent with the model of biallelic inactivation of tumor suppressor genes originally pro-
posed by Knudsen, but also demonstrated that this inactivation commonly occurs
through the chromosomal deletion of one of the alleles. Subsequent studies have shown
that APC is mutated in up to 70% of all sporadic colon adenocarcinomas, which is a
high APC mutation frequency that is unique to colorectal cancers (19,20). These muta-
tions are present beginning in the earliest stages of colon cancer formation and precede
the other alterations observed during colon cancer formation (18,21,22). In fact, dys-
plastic aberrant crypt foci, a presumptive precursor lesion to colon cancer, have been
found by some investigators to harbor APC mutations (23,24). The mutations observed
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in sporadic colon cancer are found most frequently in the 5� end of exon 15 between
amino acid residues 1280 and 1500 (19). Mutations in this region can affect the domains
between amino acid residues 1020–1169 and 1324–2075, which have been implicated
in b-catenin interactions. These mutations can also affect the SAMP (Ser-Ala-Met-Pro)
domains located between amino acids 1324 and 2075 and thus disrupt APC’s interac-
tion with axin (25–27). The vast majority of APC mutations (�90%) result in prema-
ture stop codons and truncated gene products (28) (Fig. 2). As mentioned above, these
mutations are often accompanied by chromosomal deletion of the residual wild-type al-
lele, but biallelic inactivation of APC can also occur through other routes. For instance,
Spirio et al. demonstrated the loss of the mutant germline APC allele accompanied by
new somatic mutations in the remaining allele in some families affected by attenuated
FAP (29).

One of the central tumor promoting effects of these mutations is to lead to overactiva-
tion of the Wingless/Wnt signaling pathway, with the subsequent expression of genes that
favor cell growth. The Wnt signaling pathway is overactivated by APC mutations because
the APC mutations disrupt the ability of APC to bind b-catenin, which leads to increased
b-catenin:Tcf-mediated transcription (20). Normally, GSK-3b forms a complex with
APC, b-catenin, and axin, and phosphorylates these proteins. The phosphorylation of b-
catenin targets it for ubiquitin-mediated proteasomal degradation. Truncating APC muta-
tions prevent this process from happening and cause an increase in the amount of
cytoplasmic b-catenin, which can then translocate to the nucleus and interact with other
transcription factors such as T-cell factor/lymphoid enhancing factor (TCF/Lef). TCF-4 is
the predominant TCF family member expressed in colonic epithelium. Relevant targets
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Fig. 2. Schematic diagram of the gene structure of APC. The disease phenotypes associated with
mutations in different regions of APC are shown above the diagram. The functional domains of the
protein encoded by the gene are indicated below the diagram. The exons in the gene are indicated by
the numbers in the gene diagram. The black arrows in the mutation hot spots section indicate two of
the most commonly observed mutations, 5-bp deletions, and the patterned arrow indicates the loca-
tion of a nucleotide polymorphism, I1307K, in the Ashkenazi Jewish population that is associated
with colon cancer. AFAP = attenuated familial adenomatous polyposis, FAP with CHRPE = familial
adenomatous polyposis with congenital hypertrophy of the pigmented epithelium.



upregulated by TCF-4-mediated transcription that have been identified to date include
CYCLIN D1, C-MYC, MATRILYSIN, C-JUN, FRA-1, urokinase-type plasminogen activa-
tor receptor, and the peroxisome proliferator activator receptor ∂ (PPAR ∂) (30–34). Other
genes regulated by the Wnt signaling pathway and that have been shown to be upregulated
in colon cancer include the WISP genes WISP-1 and WISP-3. The WISP genes are mem-
bers of the CCN family of growth factors which includes connective tissue growth factor
(CTGF), CYR61, and NOV (35). Their role in the pathogenesis of colon cancer remains to
be defined. Consistent with the concept that overexpression of b-catenin is a central
tumor-promoting effect of APC mutation, oncogenic mutations in the b-catenin gene
(CTNNB1) have been observed in some colorectal cancers and are discussed in more de-
tail in the following section (36,37). In addition, transgenic mice that express activated 
b-catenin in the gastrointestinal tract display the same phenotype as the MIN mice, which
carry heterozygous germline mutations in APC (38).

The clinical effects of APC mutations are best understood in the context of FAP. There
is a clear correlation with specific clinical features and the location of the mutation in
the APC gene. APC germline mutations between codons 463 and 1387 are associated
with CHRPE, and mutations between 1445 and 1578 are associated with an increased
risk of desmoid tumors (39,40). In addition, mutations in the 5’ end of the gene proxi-
mal to codon 1517 or at the 3’ end of the gene distal to codon 1900 are associated with
attenuated FAP (41,42). Attenuated FAP is characterized by the occurrence of fewer
colonic adenomas than seen in classic FAP. The polyps occur predominantly in the prox-
imal colon and have a delayed age of onset, with colon cancer occurring in the sixth
decade of life. The correlation of the location of the germline APC mutations with these
features is not uniform, however, and identical mutations can be associated with differ-
ing phenotypes (13). Polymorphisms in the APC gene have also been identified. One of
these polymorphisms, I1307K, occurs exclusively in people of Ashkenazi Jewish de-
scent and results in a twofold increased risk of colonic adenomas and adenocarcinomas
compared to the general population (43,44). The I1307K polymorphism results from a
transition from T to A at nucleotide 3920 in the APC gene and appears to create a re-
gion of hypermutability. Interestingly, mutations occurring on this allele tend to occur
within 36 bp of an 8-bp polyadenine tract created by the polymorphism. The mechanism
responsible for this increased mutation susceptibility is unknown but speculated to be
increased slippage of the mutation mismatch repair complex as a consequence of the mi-
crosatellite repeat generated by the polymorphism (43) (Fig. 2).

3.1.2. b-Catenin (CTNNB1)

b-Catenin is a member of the APC/b-catenin/T-cell factor-lymphoid enhancer factor
(tcf/lef) pathway that has been recently shown to play an important role in the forma-
tion of certain tumors such as colon cancer, melanoma, and gastric cancer. Indeed, as
mentioned above, transgenic mice that carry activating mutations in CTNNB1 or inacti-
vating mutations in APC, both develop multiple intestinal adenomas. However, no
germline CTNNB1 mutations in FAP families have been identified to date. b-Catenin is
a homolog of armadillo, and its expression is increased by activation of the Wnt signal-
ing pathway (45–47). APC interacts with b-Catenin and forms a macromolecular com-
plex with it and glycogen synthase kinase 3b (GSK-3b). b-catenin is consequently
directed toward degradation as a result of phosphorylation by GSK-3b (48–50). Muta-

Hereditary Colon Cancer Genes 63



tions of CTNNB1 or APC often render b-catenin insensitive to APC/b-catenin/GSK-3b-
mediated degradation (51,52). One of the functions of b-catenin is to bind members of
the Tcf family of transcription factors and activate gene transcription. Accordingly, can-
cers with APC or CTNNB1 mutations have increased b-catenin/Tcf-mediated transcrip-
tion, which leads to the overexpression of genes such as CYCLIN D1 and c-MYC
(30,53). The majority of these mutations are in a portion of exon 3 encoding for the
GSK-3b phosphorylation consensus region of b-catenin. These mutations are often mis-
sense mutations in the highly conserved aspartic acid 32 and presumably impair the abil-
ity of GSK-3b to phosphorylate b-catenin (54). Caca et al. found CTNNB1 mutations in
the NH2-terminal phosphorylation sites of b-catenin and found increased Tcf/Lef tran-
scriptional activity in association with this mutation (55). Mutations that abolish b-
catenin binding with E-cadherin have also been identified and have been shown to
impair cell adhesion (56,57). Like APC mutations, CTNNB1 mutations have an essen-
tial role in early colon tumor formation. Of interest, though, the incidence of CTNNB1
mutations decreases from 12.5% in benign adenomas to 1.4% in invasive cancers, sug-
gesting that CTNNB1 mutations do not favor the progression of adenomas to adenocar-
cinomas (58). Of interest, frameshift mutations in a polyadenine tract in TCF-4 have also
been identified in microsatellite unstable tumors although their functional significance
is unknown (59).

The pathways that interact with and counterregulate the Wnt signaling pathway have
undergone preliminary characterization. The mitogen-activated protein kinase-related
enzymes TAK1 and NLK are homologs of MOM-4 and LIT-1 and have been shown in
Caenorhabditis elegans to inhibit b-catenin-mediated increases in a TCF-response ele-
ment through phosphorylation of TCF-4 by NLK (60). Furthermore, protein phos-
phatase 2A (PP2A) also has been demonstrated to regulate b-catenin signaling,
presumably through dephosphorylation of GSK-3b (61). Mutations in the PPP2B1B
gene have been observed in 15% of colon cancers, and these mutations may be pro-
moting colon carcinogenesis through upregulation of Wnt signaling (62).

3.2. Hereditary Nonpolyposis Colon Cancer Syndrome (HNPCC)

3.2.1. DNA Mismatch Repair System Mutation

The DNA mismatch repair system (also known as the mutation mismatch repair
[MMR] system) consists of a complex of proteins that recognize and repair base-pair
mismatches that occur during DNA replication. Microsatellite instability (MSI) occurs
as the consequence of inactivation of the mutation mismatch repair system and is rec-
ognized by frameshift mutations in microsatellite repeats located throughout the
genome. Inactivation of the MMR system due to germline gene defects accounts for the
colon cancer family syndrome, hereditary nonpolyposis colon cancer syndrome
(HNPCC). Somatic inactivation of the mismatch repair system additionally gives rise to
approximately 15% of sporadic colon cancers. In either instance, the resulting colon
cancers display the phenotype of microsatellite instability. The demonstration of mi-
crosatellite instability in cancers can most readily be performed by assaying for alter-
ations at microsatellite loci that are particularly frequently mutated in the setting of
MMR inactivation (Fig. 3). Since many colon cancers demonstrate frameshift mutations
at a small percentage of microsatellite repeats, the designation of a colon adenocarci-
noma as showing microsatellite instability depends on the detection of at least two un-
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stable loci out of five from a panel of loci that were selected at a recent National Can-
cer Institute consensus conference (63).

Alterations in at least seven of the genes that encode proteins involved in the MMR
system have been identified in either HNPCC or sporadic colon cancer. These genes in-
clude hMSH2, hMSH3, hMSH6, hMLH1, hPMS1, hPMS2, and EXO1 (64,65). HNPCC-
related colon cancers account for 3–6% of all colon cancers, and germline mutations in
hMSH2 and hMLH1 have been found in 45–70% of families that meet strict clinical cri-
teria for HNPCC (65–67). Since inactivation of both alleles of hMSH2 or hMLH1 is re-
quired to generate MSI, the cancers that arise in HNPCC kindreds frequently show loss
of heterozygosity at the loci of these genes (68), or alternatively show somatic mutation
of the sole wild-type MMR allele. The germline mutations that occur in hMSH2 and
hMLH1 are widely distributed throughout either gene. hMSH2 possesses 16 exons and
spans 73 kb, and hMLH1 has 19 exons and spans 58 kb. The mutations that occur in ei-
ther gene tend to be point mutations that are single-base-pair substitutions, deletions, or
insertions. These mutations result in frameshifts (60% of hMSH2 mutations and 40% of
hMLH1 mutations), premature truncations (23% of hMSH2 mutations), or missense mu-
tations (31% of hMLH1 mutations) (69). The lack of a mutation hot spot has hampered
the development of an inexpensive clinical assay to detect germline mutations in the
genes known to cause HNPCC. Furthermore, because one allele is sufficient to main-
tain MMR activity, functional assays to detect MMR gene mutation carriers have not
been developed for clinical use to date. However, recently proof-of-principle studies
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Fig. 3. Representative example of microsatellite instability analysis at BAT40, TGF-bATRII, and
D2S147. Microsatellite instability is most commonly demonstrated by a PCR-based method that gen-
erates labeled PCR products amplified from different microsatellite loci, e.g., BAT40. The labeled
PCR products are subjected to polyacrylamide gel electrophoresis and then visualized. The unstable
loci are identified because of their size difference from the normal loci. In the example here, the PCR
product has been end-labeled with 32P-cATP and visualized with autoradiography. The microsatellite
unstable loci are recognized by their size difference from the normal tissue loci and are marked by
arrows.



have demonstrated that it may be possible to develop such an assay by forcing a cell to
a hemizygous state, in which case a mutant MMR allele could be detected with a func-
tional screening assay (70).

Studies of the 15% of sporadic colon cancers that demonstrate MSI have shown these
arose due to somatic inactivation of MMR genes, and not due to germline MMR gene
mutations with low penetrance. Although occasional somatic mutations of hMSH2 and
hMLH1 have been detected (71), the predominant mechanism for inactivating MMR un-
expectedly proved to be the epigenetic silencing of the hMLH1 promoter due to aber-
rant promoter methylation (72,73). The role of epigenetic alterations in colon
carcinogenesis will be discussed in further detail below.

Study of the biochemistry of the MMR proteins has revealed that recognition of the
base–base mismatches and insertion/deletion loops is performed by a heterodimer of ei-
ther hMSH2 and hMSH6 or hMSH2 and hMSH3. Of interest, the hMSH2-hMSH3 het-
erodimer preferentially recognizes insertion/deletion loops and thus cannot compensate
for loss of hMSH6. Consequently, cancers arising with a loss of hMSH6 function dis-
play microsatellite instability only in mononucleotide repeats (74). The hMLH1,
hPMS2, and hPMS1 proteins appear to operate primarily in performing the repair of the
base–base mismatches and insertion/deletion loops. A heterodimer of hMLH1-hPMS2
operates as a “molecular matchmaker” and is involved in executing the repair of the mis-
matches in conjunction with DNA-polymerase ∂ and the replication factors proliferat-
ing cell nuclear antigen (PCNA), RPA, and RFC as well as the 5�→3� exo/endonucleases
EXO1 and FEN1 and other unidentified 3�→5� exonucleases and helicases (74,75).

The microsatellite instability that results from loss of MMR activity affects mono-,
di-, and tri-nucleotide tracts predominantly. However, cell lines from these tumors also
show up to a 1000-fold increased mutation rate at expressed gene sequences, and in par-
ticular show instability of short sequence repeats with expressed sequences (76). Genes
that possess such “microsatellite-like” repeats in their coding regions appear to be the
targets relevant to carcinogenesis. Indeed, frequently, many genes that possess mi-
crosatellite repeats are observed to be mutated in MSI colon cancers. The cancers that
demonstrate the presence of multiple genes with insertion/deletion mutations in mi-
crosatellite repeats have been termed to possess a microsatellite mutator phenotype. This
pathway to tumor formation appears to be distinct from that seen in colon cancers that
are microsatellite stable (77). The most frequently targeted gene for mutation in this
pathway is the TGF-b receptor type II tumor suppressor gene, which as discussed in
greater detail below, and is ubiquitously mutated in MSI colon cancers. Other, less fre-
quently targeted genes include the IGF2 receptor; BAX and CASPASE 5, proteins which
regulate apoptosis; E2F4 and TCF4, transcription factors; MSH3 and MSH6, DNA mis-
match repair proteins; RIZ, the retinoblastoma protein-interacting zinc finger gene; and
CDX2, an intestinal homeobox factor (77–82). Importantly, MSI and the subsequent tar-
get gene mutations appear to occur throughout the adenoma-to-carcinoma progression.
The timing of many of these events during tumor formation remains to be mapped, but
preliminary studies have shown they occur at distinct phases of tumor progression. For
example, TGFBR2 mutations have been mapped to the adenoma–carcinoma transition,
suggesting that loss of wild-type TGFBR2 is important for the acquisition of the malig-
nant phenotype (5). Thus, MSI creates a favorable state for accumulating mutations in
vulnerable genes that control cell growth and death, and these alterations lead ultimately
to the generation of colon cancers.
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The relationship between the microsatellite mutator pathway and other genetic alter-
ations frequently found in colon cancer is only partially understood. Alteration of the
Wnt/Wingless pathway can be observed in tumors regardless of MSI (83). Mutations in
APC and CTNNB1 can be found in 21% and 43% of MSI tumors, respectively (84,85).
In addition, the incidence of K-RAS mutations appears to be as high as 22–31%, which
is similar to the incidence observed in MSS colon cancers (39,86). Mutations in TP53
do appear to be less frequent in MSI cancers than in MSS cancers. The TP53 mutation
incidence in MSI colon cancers has been demonstrated to range between 0 and 40%,
whereas the incidence in MSS tumors is between 31 and 67% (84,86–88). Of interest,
monoallelic and biallelic BAX mutations are found frequently in MSI colon cancers and
may serve to replace the role of mutant TP53 in colon carcinogenesis. Thus, the mi-
crosatellite mutator pathway appears to be initiated through changes in the Wnt/Wing-
less pathway and share some alterations with the MSS colon cancer pathway. However,
other events, such as TP53 and TGFBR2 mutations, occur at different frequencies in the
MSI versus the MSS pathway.

An appreciation of the genotype:phenotype correlation in HNPCC has predictably
lagged behind an understanding of the molecular biology of MMR inactivation. There
are presently 228 presumptive disease causing mutations that have been identified and
47 presumptive polymorphisms in the seven MMR genes associated with HNPCC (89).
The number of germline mutations is anticipated to continue to grow until it numbers
several hundred. Founder mutations have been identified in HNPCC, with a prominent
example being the genomic deletion of exon 16 of hMLH1, which has been termed the
“Finland 1” mutation, observed in 40 ostensibly unrelated families in Finland and Swe-
den (89). There are a number of other recurrent mutations that have been identified in
HNPCC families, however, there is no clear mutational hot spot that has lent itself to the
development of a screening assay.

In HNPCC, in general there is improved survival for individuals with colon cancer
even when corrected for stage (90). In regards to the effects of the particular MMR
germline mutations, mutations of hMLH1 are more commonly associated with gastric
cancer (91). Furthermore, germline mutations in MSH6 are associated with an atypical
form of HNPCC that does not meet Amsterdam criteria because of a later age of onset
and tumors that display low-level microsatellite instability (92,93). A large catalog of
mutations observed in HNPCC families has been deposited on the ICG-Hereditary Non-
polyposis Colon Cancer website (http://nfdht.nl).

3.2.2. Epigenetic Alterations: Aberrant CpG Island Methylation 
of the MLH1 Promoter

The finding of aberrant hMLH1 promoter methylation in sporadic MSI colon cancers
dramatically illustrated the role of epigenetic changes as potential pathogenetic alter-
ations in cancer (72,73,94). Aberrant methylation of the cancer genome, and associated
silencing of the genes whose promoters demonstrated such methylation, has been well
described at multiple genetic loci (95,96). Reversion of the methylation using demethy-
lating agents such as 5-deoxy-azacytidine frequently restores expression of these,
demonstrating methylation, in fact, induces gene silencing. As inactivation of hMLH1
presumptively plays an initiating role in the pathogenesis of MSI colon cancers, the find-
ing of aberrant methylation of hMLH1 in sporadic MSI colon cancers, and the restora-
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tion of hMLH1 expression by demethylating the hMLH1 promoter in cell lines derived
from such cancers, strongly suggested that such aberrant methylation could be a cause
rather than a consequence of colon carcinogenesis (72,73,94). Fine-structure analysis of
the methylation status of specific CpG’s in the hMLH1 promoter has shown that the
methylation status of small clusters of CpG’s in the 5� region of the hMLH1 promoter
appears to dictate the transcriptional status of the gene (97). Additional genetic support
for a primary role for aberrant methylation in gastrointestinal carcinogenesis was pro-
vided by the findings of Grady et al. that loss of expression of E-cadherin in association
with CpG methylation of the wild-type CDH1 allele in tumors occurring in the setting
of the cancer family syndrome Hereditary Diffuse Gastric Cancer (98). It also appears
that the epigenetic and genetic changes cooperate to promote cancer formation (95).
Moreover, it is likely that the aberrant hypermethylation of 5’ CpG dinucleotides that
has been demonstrated to silence a variety of tumor suppressor genes including CDH1,
CKN2A/p16, thrombospondin-1 (TSP1), hMLH1, and GSTP1 may be similarly patho-
genetic in the tumors in which these changes have been identified (73,94,95,99–101).
In particular, though mutation of CDKN2A/p16 has not been described in colon cancer,
methylation of CDKN2A/p16 is detected in 40% of colon cancers and has been found
not only in colon cancer but also in colon adenomas (100). This observation demon-
strates that aberrant promoter methylation is occurring early in the adenoma sequence,
although it does not confirm that the aberrant CDKN2A/p16 methylation is a primary
rather than a secondary event in the tumorigenesis process. More broadly, early work
has suggested that colon cancers that hypermethylated hMLH1 and/or CDKN2A/p16
may belong to a distinct subclass of colon cancers that demonstrate genome-wide aber-
rant methylation of gene promoters and that may arise by a distinct and unique mecha-
nisms (100,101). Also worthy of note is recent progress that has elucidated how CpG
island methylation can mediate transcriptional silencing by recruiting methyl-binding
proteins, MeCP2, MBD2, and MBD3, that recognize methylated sequence and recruit
histone deacetylases (HDACs). The HDACs then induce changes in chromatin structure
that impede the access of transcription factors to the promoter (95).

3.2.3. TGFBR2 (TGF-b-Receptor Type II)

TGFBR2 encodes the type II transforming growth factor b-receptor type II protein
that is an essential component of the heteromeric transforming growth factor-b (TGF-
b) receptor. As mentioned above, it appears to play an important role in HNPCC colon
cancers since it is biallelically inactivated in essentially all of these tumors. Furthermore,
at least one atypical HNPCC family has been shown to carry an inactivating germline
mutation in TGFBR2 (T315M) (102 ).

Transforming growth factor-b (TGF-b) is a multifunctional cytokine that can induce
growth inhibition, apoptosis, and differentiation in intestinal epithelial cells (103,104).
TGF-b mediates its effects on cells through a heteromeric receptor complex that con-
sists of type I (RI) and type II (RII) components. RI and RII are serine–threonine ki-
nases that phosphorylate downstream signaling proteins upon activation (105). The
receptor complex is activated by TGF-b binding to the RII component of the receptor
complex, causing formation of the heteromeric RI–RII receptor complex. The activated
RII component then phosphorylates the RI component in the GS box of RI, a
glycine–serine-rich region of the receptor. RI then propagates the signal from the re-
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ceptor through the phosphorylation of downstream proteins such as the smad proteins,
Smad2 and Smad3 (103). Smad2 and Smad3 then form a hetero-oligomeric complex,
which can also include Smad4, and translocate to the nucleus (105,106). In the nucleus
they modulate transcription of specific genes through cis-regulatory Smad-binding se-
quences and through binding with other transcription factors such as p300/CBP, TFE3,
Ski, and c-jun (20,107,108).

The downstream transcriptional targets of the TGF-b signaling pathway are involved
in the regulation of cell proliferation, extracellular matrix production, and immune sur-
veillance. These functions not only are an integral part of tissue homeostasis but also
are logical targets for dysregulation in colon carcinogenesis. Elements involved in
growth regulation that have been clearly shown to be controlled in part by TGF-b in-
clude the cyclin-associated proteins cyclin D1, cdk4, p21, p27, p15, and Rb (109–113).
C-myc is also a downstream target of TGF-b and has been shown to be transcriptionally
repressed in MvLu1 cells after treatment with TGF-b1 (112,114). In addition to the cy-
clin-associated proteins, the extracellular matrix proteins and regulators of extracellular
matrix proteins, fibronectin, tenascin, and plasminogen activator inhibitor 1, also appear
to be regulated by TGF-b (115,116). The disruption of the normal extracellular matrix
production may play a role in tumor invasion and metastasis. In support of this concept,
in a study of a group of MSI colon adenomas that encompassed the spectrum of pro-
gression from tubular adenoma to adenocarcinoma, mapping of TGFBR2 mutations
demonstrated that they are temporally associated with the progression of adenomas to
adenocarcinomas (5).

Considerable evidence has accumulated over the last decade demonstrating that the
TGF-b signaling pathway can serve as a tumor suppressor in a variety of human tumor
types, including colon, gastric, and pancreatic cancer (103,117). Evidence of TGF-b’s
role in colon cancer formation came first from studies that demonstrated colon cancer
cell lines were resistant to the normal growth inhibitory effects of TGF-b (118). It is now
known that a common mechanism through which colon cancers acquire TGF-b resist-
ance is through genetic alterations of the TGFBR2 gene. In fact, functionally significant
alterations of TGFBR2 have been identified in up to 30% of colon cancers and are the
most common mechanism identified to date for inactivating the TGF-b signaling path-
way (78,119). No alterations in TGFBRI or the type III TGF-b receptor (TGFBR3) have
been observed in studies of TGF-b-resistant colon cancer cell lines, suggesting that mu-
tational inactivation of TGFBR2 is a particularly favorable event that leads to tumor
formation (He and Markowitz, unpublished data). In the study that first elucidated the
role of TGFBR2 mutations in colon cancer formation, Markowitz et al. demonstrated
that mutational inactivation of TGFBR2 is an extremely common event in cancers that
display microsatellite instability. TGFBR2 has a microsatellite-like region in exon 3 that
consists of a 10-bp polyadenine tract, making it particularly susceptible to mutation in
the setting of MSI (78,120,121). The mutations in this region, which has been named
BAT-RII (Big Adenine Tract in TGF-b Receptor type II), are frameshift mutations that
result in the insertion or deletion of one or two adenines between nucleotides 709 and
718, introducing nonsense mutations that encode a truncated TGF-b RII protein (Fig.
4). This truncated protein is only 129–161 amino acids in length, compared to the wild-
type protein (565 amino acids), and lacks the receptor’s transmembrane domain and in-
tracellular kinase domain (78). In a series of 110 MSI colon cancers, 100 were found to
carry BAT-RII mutations and in almost all of these cases the mutations were biallelic,
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consistent with the tumor suppressor function of TGF-b RII (120). The tumors or cell
lines that did not possess biallelic BAT-RII mutations were found to have missense mu-
tations in the residual TGFBR2 allele (e.g., codon 452, Pro→Leu; codon 454, Pro→Leu)
(120). TGFBR2’s role as a tumor suppressor gene in colon cancer has been further elu-
cidated by studies showing reconstitution of wild-type TGFBR2 in HCT116, a MSI
colon cancer cell line with a mutant TGFBR2 gene, suppresses the tumor phenotype of
the cell line (122). This study demonstrated that the introduction of wild-type TGFBR2
into HCT116 caused a significant growth delay in two clones of HCT116 stably trans-
fected with TGFBR2. This effect is likely an underestimate of the tumor suppressor ac-
tivity of TGFBR2, since the clones expressing TGFBR2 have been selected to tolerate
TGF-b RII expression. Independent genetic evidence demonstrating TGFBR2’s role in
colon cancer formation was provided by the identification of a germline mutation in
TGFBR2 in a colon cancer family. This family was characterized by having an HNPCC-
like presentation but with an older age of onset of the tumors. Importantly, the tumors
arising in this family were shown to have inactivated the residual wild-type allele (102).

Further support for TGFBR2’s role as a tumor suppressor gene in colon cancer in gen-
eral was provided by the demonstration of TGFBR2 mutations in colon cancer cell lines
that are microsatellite stable (MSS). TGFBR2 mutations have been found in 15% (n =
3/14) of TGF-b-resistant MSS colon cancer cell lines. These mutations are not
frameshift mutations in BAT-RII but are missense mutations in the kinase domain or pu-
tative binding domain of TGFBR2. The mutations in these cell lines have been clearly
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Fig. 4. Schematic diagram of the protein stucture of TGF-bRII, showing the locations of mutations
identified in colon cancers identified to date. The domains of the protein are indicated above the pro-
tein figure. The codon location of the mutations are shown below the figure. The codon is listed first,
followed by the colon cancer cell line in which the mutation was identified and the effect of the muta-
tion on the coded amino acid sequence. The T315M mutation (circled) has been observed in the
germline DNA of one family with atypical HNPCC.



demonstrated to inactivate TGF-b-mediated growth inhibition and Smad-dependent
transcription (119) (Fig. 4). However, missense mutations in TGFBR2 may vary in their
effect on the TGF-b receptor’s function, which is different from the BAT-RII mutations,
which are believed to completely abrogate TGF-b RII’s function. For example, a muta-
tion resulting in a substitution of methionine for threonine at codon 315 in the kinase
subdomain IV of TGFBR2, which inactivates the growth-inhibitory effects of the gene
product but does not affect the transcription of plasminogen activator inhibitor type I
(PAI 1), has been identified (123). In aggregate, the overall incidence of TGFBR2 mu-
tation in both microsatellite stable (MSS) and MSI colon cancers appears to be 30%
(119). Interestingly, in a study of colon cancer cell lines, the incidence of TGF-b resist-
ance was found to be 55% despite frequently having wild-type TGFBR1 and TGFBR2
(119). These cancers have presumably inactivated the TGF-b signaling pathway through
genetic or epigenetic alterations in postreceptor signaling elements, further underscor-
ing the significance of the TGF-b signaling pathway in colon cancer formation.

The clinical correlations of TGFBR2 mutations are currently being defined. Colon
cancers with MSI and TGFBR2 mutations display unique clinicopathologic features in-
cluding an increased incidence in the proximal colon, presentation at an early stage, and
better prognosis than microsatellite stable (MSS) colon cancer (124). In addition,
Watanabe et al. have found that Stage III MSI colon cancers that carry BAT-RII muta-
tions are associated with a favorable outcome after adjuvant chemotherapy with fluo-
rouracil-based regimens (relative risk of death 2.9, 95% confidence interval 1.14–7.35)
(125). The specific mechanisms through which mutational inactivation of TGFBR2 me-
diates these clinicopathologic features remain to be determined.

3.3. Familial Juvenile Polyposis (FJP)

3.3.1. MADH4(SMAD4)

Familial juvenile polyposis (JP; OMIM 174900) is an autosomal dominant gastroin-
testinal hamartomatous polyposis syndrome that is associated with an increase risk of
gastrointestinal cancer. Affected individuals have numerous hamartomatous polyps
throughout their gastrointestinal tract and have a several-fold increased risk of colon
cancer (126). Studies performed by Howe et al. in 1998 demonstrated that a locus for
FJP mapped to 18q21.1 and that germline mutations in MADH4 associated with the af-
fected individuals in these families (Fig. 5). Of interest, this locus has been intensively
studied in sporadic colon cancer because loss of heterozygosity (LOH) of chromosome
18q occurs in approximately 70% of colon adenocarcinomas. The region of deletion on
18q that is shared among colon cancers that demonstrate allelic loss involving a con-
tiguous segment of 18q is the locus of a number of tumor suppressor genes implicated
in colon cancer formation including DCC, SMAD2, and SMAD4. All of these genes have
been shown to be mutated in sporadic colorectal cancers (127–129).

The Smad proteins are a family of proteins that serve as intracellular mediators to
regulate TGF-b superfamily signaling. The Smad proteins compose an evolutionarily
conserved signaling pathway that has been demonstrated in C. elegans, Drosophila
melanogaster, Xenopus, as well as humans. These proteins are characterized by two re-
gions that are homologous to the Drosophila ortholog, Mad, and that are located at the
N- and C-termini of the protein. These regions are termed the Mad-homology domains
MH1 and MH2, respectively, and are connected by a less well conserved, proline-rich
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linker domain (Fig. 5). Numerous studies have identified three major classes of Smad
proteins: (a) the receptor-regulated Smads (R-Smads), which are either direct targets of
the TGF-b receptor family type I kinases and include Smads1, 2, 3, and 5; (b) the com-
mon Smads (Co-Smads: Smad4), which form heteromeric complexes with the R-Smads
and propagate the TGF-b-mediated signal; and (c) the inhibitory Smads (I-Smads:
Smad6 and Smad7), which antagonize TGF-b signaling through the Smad pathway. Lig-
and binding to the TGF-b receptor complex results in TGF-b receptor type I mediated
phosphorylation of Smad2 and Smad3 on two serine residues in a conserved –SS(M/V)S
motif located at the C-terminus of the R-Smads (130,131). Phosphorylation of these ser-
ine residues is required for downstream signaling pathway activation (132,133). The
specificity of Smad2 and Smad3 for the TGF-b receptor is dictated by a matching set
of two residues within the C-terminal MH2 domain of these proteins (134). In addition,
Smad2 and Smad3 are recruited to the TGF-b receptor type I (TGF-bRI) through an in-
teraction with a membrane-associated, lipid-binding FYVE domain protein, Smad-An-
chor for Receptor Activation (SARA) (135). Activation of Smad2 and Smad3 induces
their partnering with Smad4. This complex then translocates to the nucleus and activates
transcriptional responses (105,106). Smad4 acts as a convergent node in the Smad path-
ways that are downstream of the TGF-b superfamily receptors and can interact with all
the R-Smad proteins. Smad4 appears to regulate the transcriptional activity of the Smad
complexes by controlling nuclear trafficking (136–138). Although initially felt to be an
essential component of the TFG-b signaling pathway, Smad4 has since been shown to
be dispensible for some TGF-b-mediated responses, such as fibronectin induction and
TGF-b-induced cell cycle arrest (137,139–142). The transcriptional targets of the Smad
signaling pathway that may play a role in carcinogenesis include Smad7, c-Jun, Jun-B,
p21, and TGF-b1 (143–151).

In light of the known tumor suppressor effects of the TGF-b signaling pathway and
the role the Smad proteins play in propagating this signal, it is not surprising that alter-
ations of some of the SMAD genes have been found in sporadic colon cancer as well as
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Fig 5. Schematic diagram of SMAD4 gene structure and encoded protein. The gene has 11 exons
that encode a protein that had 3 domains, the MH1 domain, the Linker domain, and the MH2 domain.
The location of the germline mutations observed in familial juvenile polyposis families are shown
above the gene. The most common mutation is the 1372–1375 deletion that is in exon 9.



in FJP. Mutational inactivation of SMAD2 and SMAD4 has been observed in a high per-
centage of pancreatic cancers and in 5–10% of colon cancers (128,129,152,153).
SMAD4 alterations have been found in up to 16% of colon cancers (128). The effect of
these mutations on colon carcinogenesis is being investigated in a number of different
animal models. One murine model, a compound heterozygote Smad4�/+/APCD716, de-
velops colon cancer unlike the APCD716 mouse, which only develops small intestinal
adenomas (154). This model suggests that SMAD4 inactivation may play a role in the
progression of colon cancers as opposed to their initiation. However, in some contexts
SMAD4 mutations also appear to initiate tumor formation and appear to contribute to
tumor initiation while in a state of haploid insufficiency. The Smad4�/+ mouse develops
gastric and intestinal juvenile polyps and invasive gastric cancer after several months,
however, it does not appear to develop colon cancer (155,156). The concept that hap-
loinsufficiency could predispose to cancer formation has been supported by the identi-
fication of familial juvenile polyposis (FJP) kindreds that carry germline mutations in
MADH4 (157,158). Importantly, though, the polyps observed in FJP and the invasive
cancers in the Smad4�/+ mouse have been shown to have allelic loss of SMAD4, sup-
porting the idea that biallelic inactivation of SMAD4 is needed for cancer formation
(156,159).

3.3.2. BMPR1A

The identification of MADH4 mutations in FJP families has implicated inactivation
of TGF-b superfamily signaling in this syndrome. This superfamily includes not only
TGF-b1, TGF-b2, and TGF-b3, but also the BMPs (Bone Morphogenetic Proteins), ac-
tivin, and inhibin. The recent identification of germline mutations in BMPR1A in kin-
dreds with FJP has suggested that FJP results from disruption of signaling from a
specific subclass of TGF-b ligands, the BMPs. Howe et al. found nonsense and missense
germline mutations in BMPR1A in four FJP families, 44-47delTGTT, 715C�T,
812G�A, and 961delC affecting exons 1, 7, 7, and 8, respectively (160).

The BMPs are disulfide-linked dimeric proteins that number at least 15 in total and
include BMP-2, BMP-4, and BMP-7 (OP-1). They have a wide range of biologic activ-
ities including the regulation of morphogenesis of various tissues and organs during de-
velopment as well as the regulation of growth, differentiation, chemotaxis, and apoptosis
in monocytes, epithelial cells, mesenchymal cells, and neuronal cells (161). The BMPs
transduce their signals through a heteromeric receptor that consists of a type I and a type
II receptor. BMPR1A is one of two different type I BMP receptors (BMPR1A and
BMPR1B). It serves predominantly to bind BMP-4 and BMP-2 as well as other BMPs
and transduces their signals when partnered with a BMP type II receptor. As with the
TGF-b receptor, the best understood post-BMP receptor pathway is the Smad pathway.
The R-Smads, Smads 1 and 5, partner with Smad4 (Co-Smad) to transduce BMP-me-
diated signals from the BMP receptors (161). Thus, the identification of both BMPR1A
and MADH4 germline mutations in FJP families strongly implicates BMP signaling dis-
ruption in the pathogenesis of this syndrome. Interestingly, BMPR1A homozygous null
mice die at E9.5 due to a defect in mesoderm formation during gastrulation, demon-
strating that BMPR1A plays an important role in mesoderm formation (162). This ef-
fect of BMP signaling on mesoderm may explain the histology of FJP polyps, which are
characterized by an excessive proliferation of mesenchymal components. Of particular
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note, the identification of BMPR1A germline mutations in FJP is the first piece of sig-
nificant genetic evidence implicating BMP signaling in colon carcinogenesis.

3.4. Peutz-Jeghers Syndrome

3.4.1. STK11

STK11 was recently cloned from the locus linked to Peutz-Jeghers syndrome. This
syndrome is characterized most prominently by gastrointestinal hamartomatous polyps
and melanocytic macules of the lips, buccal mucosa, and digits. In addition, it is asso-
ciated with an increased risk of various neoplasms including sex cord tumors, pancre-
atic cancer, melanoma, and gastric cancer (163–166). Germline mutations in STK11,
also known as LKB1, appear to be responsible for most if not all cases of Peutz-Jeghers
syndrome (167–171). STK11 maps to 19p13.3 and encodes a serine–threonine kinase
(Fig. 6). The function of the gene product is presently unknown, but the mouse homolog
appears to be a nuclear protein (172). Inactivating mutations of STK11 have been found
in a subset of sporadic tumors including melanomas, pancreatic cancers, and gastric can-
cers. Park et al. screened a collection of 28 sporadic gastric cancers from Korea for
STK11 mutations using SSCP and DNA sequencing and found 1 (3%) missense muta-
tion and 2 silent mutations. The role of STK11 mutations in sporadic gastric cancer in
low-risk areas remains to be determined (173). Thus, its role in cancer formation is best
appreciated in the context of Peutz-Jeghers syndrome.

4. Conclusion

Colon cancer genetics has yielded an extraordinary cornucopia of new insights and
paradigms that have broadly informed the studies of most solid tumors. Key insights that
have been contributed include the multistep nature of carcinogenesis, the central role of
tumor suppressor pathways, the key role in cancer of mutational inactivation of TP53, the
role of DNA repair genes and genomic stability in cancer prevention, and the role of
TGF-b signaling in tumor suppression. Nonetheless, many challenges remain. The mo-
lecular genesis of the metastatic phenotype that accounts directly for cancer lethality still
remains hidden. A mechanistic understanding of the basis of chromosomal instability,
aneuploidy, and aberrant methylation of the cancer genome has yet to be achieved. Fur-
thermore, there is not yet an understanding of the genetic basis within the general popu-
lation of individual susceptibility to colon or other cancers. Lastly, the translation of
molecular genetics to new diagnostic, prognostic, and therapeutic modalities remains a
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Fig. 6. Schematic diagram of STK11 gene structure and encoded protein. The gene has 9 exons that
encode a protein that has at least 2 domains, a kinase domain and a regulatory domain. The locations
of the germline mutations observed in Peutz-Jeghers syndrome families are shown below the gene.



challenge. The promise for the future is that this field of inquiry, which has been so fruit-
ful to date, will continue to yield the important answers to these and other key questions.
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Patched, Hedgehog, and Skin Cancer

Anthony G. Quinn and Ervin Epstein, Jr.

1. Introduction

The Hedgehog signaling pathway plays a key role in directing growth and patterning
during embryonic development and is required in vertebrates for the normal develop-
ment of many structures, including the axial skeleton, neural tube, lungs, hair, and teeth.
Recent evidence has implicated a pathologic role for the Hh signaling pathway in the
development of the common skin cancer, basal cell carcinoma (BCC). This chapter pro-
vides an overview of the biology and molecular genetics of BCCs and reviews the mech-
anisms by which activation of Hh signaling may lead to the development of this common
cancer.

2. Basal Cell Carcinoma—Clinical and Pathologic Aspects

Basal cell carcinoma (BCC) is the most common human malignancy in Caucasian
populations worldwide, with an estimated 3–4 million occurrences each year in the
United States alone. Although the case fatality rate of BCCs is low, the high incidence
of these tumors and the frequent occurrence of multiple primary tumors in affected in-
dividuals means that BCC is an important cause of morbidity in the population. Over
the last 40 years there has been a dramatic increase in the incidence of this cancer, and
it is estimated that nearly 30% of the population of European ancestry in areas of high
ambient sun exposure will develop a BCC of the skin (1).

BCCs appear most frequently as translucent skin-colored to whitish papules and typ-
ically are recognized at 1–4 mm in diameter. Untreated tumors can grow to a large size
and involve large areas of the nose, face, or scalp. Although BCCs only rarely metasta-
size, they may cause considerable disfiguring and local tissue destruction, and they have
the potential to invade and damage critical structures including the orbit of the eye, the
ears, and even the brain. The three accepted environmental insults predisposing one to
BCCs are ultraviolet radiation, ionizing radiation, and arsenic.

Histologically, BCCs are comprised of nests of cells with large nuclei and relatively
scant cytoplasm that are palisaded along the stroma–tumor interface; i.e., they resemble
cells of the normal basal layer of the epidermis, hence their name. By contrast, the cells
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of squamous cell carcinomas (SCCs), the other common cutaneous nonmelanoma skin
cancer, resemble cells of the upper, suprabasal epidermis. Unlike BCCs, SCCs show his-
tologic evidence of terminal differentiation analagous to the process seen in the outer-
most epidermal layer of normal human skin. SCCs are also distinct from BCCs in that
the main serious risk to the patient is dissemination to regional lymphatics leading to
metastasis rather than damage through local invasion.

A range of distinct histologic subtypes of BCCs are recognized, most of which show
characteristic clinical features. Superfical BCCs, characterized by small islands of basa-
loid cells budding off the epidermis, are frequently found on the trunk and present as
red scaly patches that are often multiple. Other variants include morpheic or sclerosing
BCCs, which appear as scarlike lesions with small, firm papules that microscopically
show relatively few basaloid cells but have an exuberant surrounding new stroma. Less
common tumors with histologic resemblance to BCCs include trichoepitheliomas, tri-
choblastomas, and basaloid follicular hamartomas. These differ from BCCs in having
relatively subtle histologic characteristics as well as in their generally less aggressive
local growth.

3. The Genetics of Inherited Susceptibility to BCC Development

Interindividual differences in the susceptibility to BCC development have been rec-
ognized for many years. Epidemiologic studies have identified phenotypic features such
as fair skin and freckling tendency that are associated with an increased susceptibility
to BCCs, and there is evidence that a subgroup of patients with BCCs are predisposed
to the development of multiple primary tumors. Genetic factors that determine inherited
susceptibility to BCC development can be divided broadly into two main types. The first
type is a small number of genes associated with rare, highly penetrant cancer predispo-
sition syndromes and includes conditions such as the basal cell nevus syndrome (BCNS)
(naevoid basal cell carcinoma syndrome, Gorlin syndrome, MIM #109400) and Bazex
syndrome (MIM #301845). The second type are multiple, low-penetrant genetic loci that
may contribute to BCC susceptibility in the general population. Evidence for the im-
portance of these genes has come from quantitative trait loci mapping of other cancers
in murine models. Although mapping of similar loci in humans is difficult, association
studies provide some evidence that supports a role for high-frequency, low-penetrant
traits such as DNA damage repair capacity and xenobiotic metabolism in BCC suscep-
tibility (2,3).

3.1. Familial Cancer Syndromes Predisposing to BCC Development

BCCs, like many other common human cancers, occur in both sporadic and famil-
ial forms. As has been the case for other cancers such as those of the breast and colon,
understanding of the molecular basis of the common, sporadic form has been criti-
cally dependent on the availability of rare families with highly penetrant autosomal
dominant susceptibility syndromes. Several clinical syndromes predispose affected in-
dividuals to BCC development. The best-characterized and most common is the BCNS
(also known as NBCCS or Gorlin syndrome). Other, rarer syndromes that point to the
existence of other genes integral to BCC development include Bazex syndrome and
Rombo syndrome. Bazex syndrome is a rare genodermatosis that predisposes affected
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individuals to the development of multiple BCCs at an early age (4). Additional clin-
ical features that allow distinction from BCNS include follicular atrophoderma, hy-
potrichosis, and hypohidrosis. The absence of male-to-male transmission suggests
X-linked inheritance, and linkage analysis has mapped the gene to Xq24-q27 (5).
Rombo syndrome is a very rare autosomal dominant syndrome first described in 1981
(6), which is frequently complicated by the development of BCCs (OMIM #180730).
Although there are some similarities with Bazex syndrome (follicular atrophoderma
and milia), there are a number of distinctive features including cyanotic discoloration
of the hands and lips in childhood and telangiectasia. The genetic locus for Rombo
syndrome has not yet been mapped.

3.2. Basal Cell Nevus Syndrome

BCNS is a highly penetrant autosomal dominant familial cancer syndrome in which
affected individuals develop a variable combination of a large number of phenotypic ab-
normalities (7). In particular, they are predisposed to the development of multiple (tens
to hundreds or even thousands) BCCs starting at an early age—usually in the midteens
but sometimes even before puberty. Like that of sporadic BCCs, the growth of BCCs in
BCNS patients ranges from indolent to aggressive. BCNS patients also develop, with
frequencies lower than their development of BCCs but higher than that in non-BCNS
patients, other tumors—cysts of the jaw and skin, meningiomas, ovarian fibromas
(which often are calcified and hence readily detected radiographically), rhabdomyosar-
comas, cardiac fibromas, and, in particular, medulloblastomas. Approximately 3% of
BCNS patients develop medulloblastomas, and about 3% of patients with medulloblas-
tomas have BCNS (8). The peak incidence of medulloblastomas in BCNS patients, like
that of BCCs, is younger than in sporadic cases. In addition to a propensity to develop
tumors postnatally, these patients develop other diagnostically useful phenotypic abnor-
malities, including a highly characteristic facies (with large forehead), bifid or other-
wise misshapen ribs, vertebral and other skeletal anomalies, pits of the skin of the palms
and soles, dysgenesis of the corpus callosum, calcification of the falx cerebri (at an ear-
lier age than is seen in non-BCNS individuals), and macrocephaly. Although BCNS dif-
fers from other autosomal dominant cancer syndromes in that many of the associated
features appear to be developmental abnormalities, the presence in BCNS of multiple
BCCs starting at an age earlier than that in sporadic cases is consistent with the “two-
hit model” for inherited cancers first proposed by Knudson, and this is supported by ob-
servations from loss-of-heterozygosity studies of DNA from both sporadic and familial
BCCs. The presence of BCCs in smaller numbers occurring at a later age in sporadic
cases and in higher numbers at an earlier age in the autosomal dominant BCNS sug-
gested that the susceptibility gene for BCCs might follow the Rb paradigm, with inac-
tivating germline mutations in BCNS patients and somatic mutations in sporadic BCCs.

4. Molecular Genetics of BCNS and of Sporadic BCCs
4.1. Identification of the PATCHED Gene as the Culprit

As with other cancers, two complementary approaches were used to map BCC/BCNS
tumor suppressor genes. The first approach was to study the pattern of chromosome loss
in sporadic BCCs to identify regions that were lost frequently during BCC formation.
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Such comparison of DNA from tumors and nontumorous tissue identified a large region
on chromosome 9q that is lost in approximately 50% of BCCs, from sporadic or BCNS
patients (9,10). This pattern of losses mostly confined to this one region is in keeping
with earlier studies showing a predominantly diploid DNA content in BCCs, and con-
trasts with the extensive complex pattern of chromosome loss seen in most epithelial
malignancies including squamous cell carcinomas of the skin (11). Once this region was
identified through comparison of DNA from tumors and control tissue, it was possible
to use the second approach—linkage analysis—in a straightforward manner to demon-
strate that the gene whose mutations underlie the hereditary BCNS also mapped to the
same region of chromosome 9q (9).

The mapping of the BCNS/BCC locus to chromosome 9q initiated a hunt at that site
for the susceptibility gene, an exercise which ended in 1996 with the identification of mu-
tations in the PATCHED (PTCH1) gene—heritable mutations in patients with BCNS and
somatic mutations in sporadic BCCs (12,13). Underlying mutations have been identified
at all regions of the PTCH1 gene—there appear not to be mutational hot spots—and fre-
quently the mutations identified are predicted to code for prematurely truncated proteins,
which suggests that most of the mutations produce functionally null rather than dominant
negative alleles. Furthermore, there is no obvious correlation between the site/type of the
mutation and the severity of the clinical phenotype. For BCNS, this is not surprising as it
has been recognized clinically for many years that the variability in phenotypic severity
of affected patients is as great within families as between families. Although mutations in
PTCH1 have not been identified in all patients with BCNS, it seems likely that this is
owing to technical problems rather than to locus heterogeneity, since no family in which
the PTCH1 site has been excluded by linkage analysis has been reported.

This identification of PTCH1 mutations (in the germline of patients with BCNS and
in tumor cells of sporadic BCCs) pointed to a key role for the Hedgehog (Hh) signaling
pathway in the pathogenesis of BCCs. PTCH1 plays an important regulatory role in this
pathway, was first elucidated by elegant genetic studies of embryonic segmentation and
imaginal disk specification in Drosophila, and is highly conserved from insects to ver-
tebrates. Vertebrates differ from Drosophila in that there are multiple homologs of a
number of components of the pathway (Table 1). Although this adds to the complexity,
the basic principles of the signaling mechanisms appear to be maintained, and there is
evidence that a number of the mammalian homologs can substitute for specific activi-
ties when expressed in Drosophila (14,15). The earlier characterization of Hh signaling
in Drosophila meant that it was possible following the cloning of the BCNS gene to
make some predictions about the downstream consequences of inactivation of PTCH1.
Although most of these predictions have been confirmed experimentally, it has become
increasingly clear that we are a long way away from fully understanding the regulatory
mechanisms that control the activity of this pathway in humans and the function of this
pathway in normal and diseased adult human skin.

5. Hedgehog Signal Transduction

Ptch1 protein is the receptor for all three forms of vertebrate hedgehog (Sonic, In-
dian, and Desert) and normally acts as a negative regulator of the pathway by specifi-
cally inhibiting constitutive signaling from another transmembrane protein, Smoothened
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(SMO). In mammalian cells Ptch1 localizes predominantly to intracellular vesicles and
co-localizes with Caveolin-1, which binds and transports cholesterol from the Golgi to
the plasma membrane (16). Ptch1 shows a high degree of homology in its transmem-
brane domain to the sterol-sensing domain of a number of proteins, including HMG
CoA reductase and the putative proton-driven lipid translocator mutated in Niemann-
Pick C1 disease (17).

A number of lines of evidence indicate that Hh activates signaling by binding to
PTCH1 protein, but the precise mechanism by which PTCH inhibits Smo signaling re-
mains in dispute. Smo is predicted to be a seven-pass membrane protein and has recently
been shown in a frog melanophore assay to act as a G-protein-coupled receptor (18). Al-
though initial studies supported a model in which Smo and Ptc bind to form a receptor
complex to which binding of hedgehog protein releases SMO from PTCH-mediated in-
hibition (19,20), more recent studies support an alternative model in which the regulation
of SMO by PTCH may be indirect, with a role for PTCH in destabilizing SMO protein
and removing it from the cell surface (21). Binding of Hh causes internalization of both
PTCH and Hedgehog proteins, and the two proteins have been reported to co-localize in
endocytic vesicles. This is accompanied by temporally related posttranscriptional
changes in SMO protein—increased phosphorylation, increased stabilization, and in-
creased localization to the cell surface (22,23). The exact mechanism by which Hh in-
duces these changes in SMO protein remains unclear. Although the increased expression
of SMO at the cell surface may reflect increased protein levels, an intriguing possible
mechanism proposed on the basis of immunohistochemical analysis of wild-type and
transgenic Drosophila embryos is that SMO protein is present, but that in the presence of
PTCH it is in a conformation that renders it nonfunctional and interferes with the binding
of some antibodies (24). Further support for the hypothesis that endogenous PTCH may
be acting on SMO by a catalytic mechanism and not simply by direct interaction comes
from studies expressing SMO in both Drosophila and mammalian cells, which have
shown that SMO activity is still Hh-dependent even when expressed at high level. Muta-
tions that render SMO resistant to PTCH1 inhibition have been identified (25,26), and it
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Table 1
Major Components of Hh Signalling

Components Drosophila Vertebrates (homologs)

Hedgehog Hh Sonic hedgehog (SHH)
Indian hedgehog (IHH)
Desert hedgehog (DHH)

Patched Ptch Patched 1 (Ptch1)
Patched 2 (Ptch2)

Smoothened Smo Smo
Fused Fu Fu
Suppressor of fused Su(Fu) Su(Fu)
Costal-2
Cubitus interruptus CI Gli1

Gli2
Gli3



is interesting that one of the mutations identified is predicted to alter the conformation of
the carboxy-terminal tail, which is the region that shows differential binding to an anti-
Smo antibody in Drosophila in the presence of Hh signaling (24).

The changes downstream of SMO following activation of Hh signaling are also sub-
ject to a number of complex regulatory mechanisms. Several evolutionarily conserved
genes have been identified that link SMO to the transcriptional changes associated with
Hh signaling. These include the serine/threonine protein kinase Fused (Fu), which acti-
vates signaling, and Suppressor of fused [Su(fu)], which contains a PEST sequence in
Drosophila but not in mammals (27), the kinesin-like protein Costal-2 (Cos2; vertebrate
homolog not identified), and protein kinase A (PKA), all of which inhibit signaling. In
the cytosol, Hh signaling regulates a multiprotein complex that includes Cos-2, Fu,
Su(Fu), and Cubitus interruptus (ci), the major transcriptional effector of the Hh sig-
naling pathway in Drosophila. In the absence of Hh signaling this complex is anchored
to the microtubules, and ci is proteolyzed to a smaller amino-terminal fragment that lo-
calizes to the nucleus, where it binds to the same consensus sequence as does the acti-
vated, full-length protein but acts as a transcriptional repressor (28). Activation of SMO
releases this complex from the microtubules and inhibits conversion of full-length Ci to
its repressor form (29). As is the case for Hh, PTC, and SMO, there are broad similari-
ties in the mechanisms between Drosophila and vertebrate cells, but there are a number
of important known differences between phyla, particularly with respect to the main
final transcriptional effectors.

In vertebrates, ci function is subserved by the Gli family of transcription factors, Gli1,
Gli2, and Gli3. These proteins share a DNA-binding motif that recognizes the same con-
sensus DNA sequence recognized by Ci. Gli1 was originally identified as a gene highly
amplified in a glioblastoma multiforme, and it subsequently has been shown to be located
on chromosome 12q in a region of DNA that is amplified in some childhood sarcomas,
gliomas, and in B-cell lymphomas, although the evidence in toto suggests that the rele-
vant amplifications in these tumors may be of other, adjacent genes (30–37). Gli2 and
Gli3 were identified based on their homology within a tandem C2–H2 zinc finger do-
main, and functional analyses have shown that Gli1 acts as a transcriptional activator,
Gli3 acts as a repressor whose repressing activity is enhanced by proteolytic cleavage,
and Gli2 can act as either an activator or repressor. The distinct activities of the different
Gli genes and the spatial and temporal differences observed during embryonic develop-
ment suggest that they are not functionally equivalent (38). Gli1 and Ptch1 mRNA ex-
pression are increased adjacent to Shh-expressing tissues. Although Gli1 can induce
expression of Shh targets, the normal development of mice homozygous for a deletion of
the Gli1 DNA-binding domain suggests that in embryos there is redundancy and that the
other Gli genes may be able to substitute for deficiency of Gli1 (39).

In addition to the transcriptional regulation of Gli1 and Gli2 and the complex regu-
lation of the activity of Gli2 and Gli3 by alternative splicing or proteolytic processing
in response to Hh signaling, there also is evidence that the subcellular localization of the
Gli proteins may be subject to regulation. Immunostaining of BCCs for Gli1 has shown
that the protein is predominately cytoplasmic, and this has been confirmed in transfected
cell lines. Although the localization to the cytoplasm was initially thought to be due to
cytoplasmic retention, the predominant nuclear localization of Gli1 in cells treated with
a nuclear protein export inhibitor (leptomycin B) suggests that a significant amount of
Gli1 may be shuttling between the nucleus and cytoplasm (40,41).
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6. Hedgehog Signaling in Normal Skin and BCCs
6.1. BCCs, Hair Follicles, and Stem Cells

While genetic studies have established that Ptch1 is a tumor suppressor gene, the
mechanisms by which inactivation of Ptch1 lead to BCC development are still not clear.
Much of the information to date on human BCCs is restricted to studies of gene and pro-
tein expression, as it has not been possible to isolate cells in culture from BCCs for func-
tional analysis. Loss of Ptch1 activity leads to activation of Smo, and this is supported
by the observation of increased Gli1 and Ptch1 mRNA levels in BCCs. The consistent
upregulation of these hedgehog target genes, even in those BCCs in which PTCH1 mu-
tation cannot be identified, indicates that dysregulated hedgehog signaling is pivotal to
the development of all BCCs.

Functional studies in mice have implicated hedgehog signaling in normal skin in hair
follicle development and in the normal cyclical growth of hair follicles (42). In fetal skin
Shh is expressed in the epidermis overlying the mesenchymal condensation of early hair
follicles, and PTCH1, Smo, Gli1, and Gli2 are expressed in both the epidermal and dermal
components. Studies in Shh-knockout mice indicate that Shh signaling is not required for
hair follicle induction but is essential for the normal growth, downward elongation, and
differentiation during the later aspects of hair follicle morphogenesis. Conversely, expres-
sion of Shh in basal keratinocytes is associated with expansive downgrowths of basaloid
keratinocytes, which do not express suprabasal differentiation markers and which show an
immunohistologic phenotype similar to that of BCCs in humans. These observations sug-
gest that inactivation of PTCH1 may favor BCC development by stimulating proliferation
and inhibiting terminal differentiation of basal keratinocytes, which in turn allows expan-
sion and downgrowth of populations of relatively undifferentiated keratinocytes. A simi-
lar model has been proposed to explain medulloblastoma development. This tumor, which
also occurs in patients with BCNS, is characterized by expansion of neural progenitor
cells, which are thought to originate from the external germinal layer (EGL) of the cere-
bellum. EGL cell differentiation in vitro is inhibited by Shh, which allows expansion of
this population by maintaining their high intrinsic proliferation rate (43).

Inhibition of terminal differentiation is also a requirement for stem cell maintenance
in vivo. There is evidence in Drosophila that supports a potential role for Hh in stem
cell maintenance. In the Drosophila ovary, Hh has been shown to act as a somatic stem
cell factor, and loss of Hh signaling is associated with loss of stem cells in the somatic
epithelial compartment (43). Although there is no direct evidence implicating Shh in
stem cell maintenance in mammals, it is interesting that Gli1 protein is expressed in
some human hair follicles in the vicinity of the bulge region of the hair follicle, which
site is thought to be the location of putative epidermal stem cells in skin. This observa-
tion raises the possibility that one of the roles for Shh signaling in human skin, in addi-
tion to its role in hair follicle cycling, is in the maintenance of a subpopulation of
keratinocytes in a state that permits unlimited proliferative capacity (45).

6.2. Cell–Cell Interactions and Hedgehog Signaling

BCC development and hair follicle formation are both critically dependent on or-
chestrated interactions between the epidermis and the mesenchyme. Although the sig-
naling mechanisms responsible for these interactions are still not fully characterized,
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information from transgenic and knockout mice generated to investigate Shh signaling
in the skin has provided new insights into these interactions and their contribution to
BCC development. The observation that the initial downgrowth of the epidermis in hair
follicle formation occurs in Shh�/�mice points to the existence of additional signaling
mechanisms that initiate hair follicle formation. Given the similarities between hair fol-
licle formation and BCC development, it is likely that similar signaling mechanisms
may be necessary for initiating BCC development. In Shh and mut-Smo transgenic mice
in which these genes are expressed using promoters that drive expression in basal ker-
atinocytes, a number of the changes in gene and protein expression are restricted to the
epidermal downgrowths and are not found uniformly in the Shh- and/or mut-Smo-ex-
pressing keratinocytes (25,46). The enhanced accumulation of PTCH1 RNA within the
downgrowths in mut-Smo transgenic mice suggests that additional factors may con-
tribute to the high-level expression of PTCH1 in areas of activated Shh signaling in these
models. While the identity of these factors is at present unknown, their existence is sup-
ported by studies in talpid3 mice, which have shown that the ta3 gene product is required
for normal expression of some but not all hedgehog target genes during embryonic de-
velopment (47). Elucidation of these additional signaling mechanisms may shed light
on some of the genetic factors that contribute to the phenotypic variability within fam-
ilies with BCNS.

6.3. BCCs, Trichoepitheliomas, and Other Skin Tumors

In patients with BCNS who have germline mutations in the PTCH1 gene, BCCs are
by far the most common type of skin tumor. Increased Ptch1 mRNA expression and
Ptch1 mutations also have been identified in trichoepitheliomas, as are hair follicle-de-
rived tumors that show some histologic similarities to BCCs (48). Although trichoep-
itheliomas are unusual in BCNS patients, BCCs can occur in patients with the multiple
familial trichoepithelioma syndrome (OMIM 601606). In mice the spectrum and clin-
ical behavior of tumors induced by genetic manipulation of Shh signaling in ker-
atinocytes are different from that seen in BCNS patients. The epidermal downgrowths
seen in mice expressing Shh (46) or mutant Smo (25) in basal keratinocytes differ from
human BCCs in that they do not progressively enlarge but instead show evidence of
hair follicle differentiation. Trichoepitheliomas and BCCs have been described in mice
expressing Gli1 in basal keratinocytes (49). In addition, these mice develop another
skin appendage tumor—cylindromas. The coexistence of BCCs, trichoepitheliomas,
and cylindromas in mice is interesting, as although both BCCs and cylindromas can
occur in association with trichoepitheliomas, there is at present no direct link between
BCCs and cylindromas, and no obvious clues from the structure of the recently identi-
fied gene for familial cylindromatosis (OMIM 605018) (50) as to how these tumors
may be linked. Heterozygous Ptch1 knockout mice develop spontaneous BCC, tri-
choblastoma, and other BCC-like tumors, which can be induced at a higher frequency
by exposure to UVR and ionizing radiation (51). Ptch1+/� mice, in contrast to BCNS
patients, also show an increased susceptiblity to SCC induction by UVR, and this
murine bias in favor of SCC induction may be one of the reasons why it has been dif-
ficult to use wild-type mice to study BCC formation in response to UVR and chemi-
cal carcinogens. The basis for the increased incidence of SCCs in Ptch1+/� mice is not
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clear, and it is interesting that, in contrast to BCCs, the SCCs do not show evidence of
full activation of the Hh signaling pathway, as evidenced by their lack of increased
Ptch1 expression. Perhaps of relevance to this finding is the identification of PTCH1
mutations in a subset of SCCs that arise in patients with multiple BCCs (52). These
findings suggest that factors in addition to dysregulated Shh signaling may be impor-
tant in determining tumor histogenesis, and it will be vital, in future studies, to deter-
mine the basis for these species-specific differences in the types of tumors induced by
activation of Hh signaling.
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Tumor Suppressor Genes in Lung Cancer

Arvind K. Virmani and Adi F. Gazdar

1. Introduction
1.1. Lung Cancer Incidence and Subtypes

Lung cancer is the number-one cancer killer of both men and women in the United
States, killing more than 150,000 people every year. Lung cancer consists of two broad
groups: small-cell lung cancers (SCLC), which account for about 25% of bronchogenic
carcinomas, and the remaining tumors, non-small-cell lung cancers (NSCLC). SCLC
cells possess neuroendrocrine-like properties, whereas most NSCLC lack these func-
tions and can be divided into three major subtypes, adenocarcinoma, squamous cell car-
cinoma (SCC), and large cell carcinoma (LC). SCLC is one of the most virulent forms
of human cancer, characterized by early dissemination and aggressive clinical evolution
as compared to NSCLC. The initial responsiveness of SCLC to anticancer drugs and ra-
diation treatment contrasts with the relative resistance of NSCLC to the same types of
interventions. The reasons for the differences between SCLC and NSCLC are not fully
understood, and one possible explanation may be resistance to killing via programmed
cell death or apoptosis.

1.2. The Origins of Lung Cancers

Lung cancers, like other epithelial malignancies, arise after a series of morphologi-
cal and molecular changes, which take many years to develop. The changes associated
with squamous cell carcinomas are well documented, while the antecedents of adeno-
carcinomas and SCLC are more poorly understood (1). Molecular changes commence
in histologically normal epithelium, and thus precede the onset of pathologically recog-
nizable lesions (2,3). Many other molecular changes characteristic of lung cancers can
be detected in preneoplastic lesions, including deregulation of the p53, p16, FHIT, and
telomerase genes, and neoangiogenesis (4–10). These changes are not random, but fol-
low a defined pattern (8).

1.3. How Cancers Evolve

The pathology and molecular biology of lung cancer demonstrate that these tumors
evolve through a series of mutations, molecular abnormalities, and concomitant mor-
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phologic changes. Because many occupational and environmental lung cancers are
caused by multiple etiologic agents (11) the integration of histology with cellular, bio-
chemical, and molecular biomarker analysis may provide new approaches toward un-
derstanding this disease process.

Hanahan and Weinberg (12) have suggested that the vast catalog of cancer cell genotypes
is a manifestation of six essential alterations in cell physiology that collectively dictate ma-
lignant growth: (a) self-sufficiency in growth signals, (b) insensitivity to growth-inhibitory
(antigrowth) signals, (c) evasion of programmed cell death (apoptosis), (d) limitless replica-
tive potential, (e) sustained angiogenesis and (f) tissue invasion and metastasis. Each of
these physiologic changes involving novel capabilities acquired during tumor development
represents the successful breaching of an anticancer defense mechanism hard-wired into
cells and tissues. Hanahan and Weinberg proposed that these six capabilities are shared in
common by most and perhaps all types of human tumors. This multiplicity of defenses may
explain why cancer is relatively rare during an average human’s lifetime.

1.4. The causes of lung cancers

Although other factors, including ionizing radiation and exposure to industrial carcino-
gens including asbestos, may contribute to its pathogenesis, tobacco use is the cause of the
vast majority of lung cancers (13,14). Lung cancer is related to the extent of smoke expo-
sure, and people who stop smoking, even well into middle age, avoid most of their subse-
quent risk of lung cancer (15). The particulate phase, and, to a lesser extent, the vapor phase
of tobacco smoke contain numerous carcinogens, at least 20 of which induce lung cancer
(16). Of these, polycyclic aromatic hydrocarbons and tobacco-specific nitrosamines are
likely to play major roles. Tobacco smoke carcinogens interact with DNA, form adducts,
and cause genetic changes, including mutations in oncogenes and tumor suppressor genes.

There are major differences in the molecular pathogenesis of lung cancers arising in
ever-smokers and never-smokers. While p53 mutations are found in lung cancers aris-
ing in both smokers and nonsmokers, the mutational spectrums of the gene in these two
groups are very different (17–19). In addition, point mutations of the ras oncogene are
much more frequent in smokers (20). Although there is no direct evidence that carcino-
gens in tobacco smoke induces DNA methylation and silencing of tumor suppressor
genes, aberrant methylation of the p16 gene is more frequent in smokers than in never-
smokers (21). Cloutier et al. reported that carcinogens present in tobacco smoke result
in selective methylation of DNA regions (22). The mutational spectrum of the p53 gene
reveals certain hotspots and types of mutations in lung cancers arising in smokers. A
disproportionally high number of mutations in p53 (and other genes) are found at methy-
lated CpG dinucleotides. These sequences are particularly prone to mutagenesis involv-
ing both endogenous events as well as modification by exogenous carcinogens (23,24).
These data provide a rational explanation of the differences in the molecular pathogen-
esis of lung cancers in smokers and never-smokers.

2. Oncogenes and Tumor Suppressor Genes (TSGs)

Tumor growth is the result of the deregulation of intrinsic cell proliferation (cell di-
vision). Genes known as protooncogenes code for proteins that stimulate cell division.
Mutated forms, called oncogenes, can cause the stimulatory proteins to be overactive,
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with the result that cells proliferate excessively. Tumor suppressor genes, on the other
hand, code for proteins that inhibit cell division.

The activation of oncogenes is well known as one of the possible mechanisms to
transform normal cells. Now, it has become clear that the inactivation of the various
tumor suppressor genes (TSGs), which can be thought of as brakes of cell growth, also
are crucial to the development and progression of lung cancer.

Tumor suppressor genes (TSGs), like dominant oncogenes, play a vital role in nor-
mal cell growth control. They can also be involved in DNA repair and the response to
DNA damage. Overall they inhibit the process of tumorigenesis. Kinzler and Vogelstein
(25) have recently proposed a new system to categorize TSGs based on their roles as
“gatekeepers” and “caretakers.” Gatekeepers are TSGs that are involved directly in con-
trolling proliferation by regulating cell cycle checkpoints (e.g., the Rb and INK families
of cdk inhibitors). Mutations of these genes results in high penetrance. In contrast, the
caretakers are of rather low penetrance and have an indirect effect on cell growth. They
are responsible for genomic integrity, and changes in such genes lead to genome insta-
bility (e.g., the MSH2 DNA repair gene, which is involved in hereditary nonpolyposis
colon cancer or HNPCC). It is likely that more categories will follow, for instance,
“landscaper” for genes involved in epithelial-stromal and epithelial interactions (E-cad-
herin and alpha catenin).

2.1. Mechanism of TSG Inactivation

TSGs are considered to act mostly in a recessive fashion and according to Knudson’s
two-hit hypothesis, loss of function of a TSG requires that both alleles be inactivated.
One allele is inactivated by mutation, methylation, deacetylation, or other changes that
target the individual TSG. The other allele is usually inactivated as part of a chromoso-
mal loss involving the gene of interest as well as many genetic markers in the vicinity.
This large-scale loss can occur by chromosomal deletion, nonreciprocal translocation,
or mitotic recombination. Occasionally homozygous deletion may occur, especially in
tumor cell lines, and are very useful for localization and cloning of the putative TSG
within the deleted region. The loss is referred to as allele loss or loss of heterozygosity
(LOH). Chromosomal loss is mostly analyzed by karyotypic studies or loss of het-
erozygosity (LOH), and mutations are mostly frequently studied by sequencing of the
gene of interest or by single-strand conformational polymorphism analysis (SSCP). In
many cases mutations can result in truncated protein products that are relatively simple
to detect. However, recently it has been shown that functional inactivation of TSG can
be caused by many other mechanisms besides mutations, including aberrant promoter
methylation, increased degradation, or relocalization of the gene product.

2.2 Chromosomal Localization of TSGs

Consistent LOH for genetic markers at a given locus in tumors from multiple patients
is strong evidence for the presence of an underlying TSG in that region. Allelotyping
studies for LOH indicate that multiple other TSGs associated with lung cancer may be
present at novel chromosomal regions including 1p, 3p, 4p, 4q, 5q, 6p, 6q, 9p, 8p, 11p,
13q.17p, 18q, and 22q (26,27). Presumably, many of these regions are the locations of
TSGs that play an important role in lung cancer pathogenesis, although only a few of
the relevant genes have been identified. Some of these genes, discussed in greater de-
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tail below, are retinoic acid receptor. b (RARb) on 3p24, RASSF1 on 3p21-22, p16INK4a

on 9p21, PTEN on 10q22, RB on 13q14, and p53 on 17p13.

3. Tumor Suppressor Genes on Chromosome 3p

Chromosome 3p allelic loss has been shown to be the most frequent molecular
alteration in lung cancer and commences early during the progression of lung can-
cers (28,29). This region is also frequently deleted in many other cancers, including
breast, head and neck, cervix, and renal cell. Allelic loss of one copy of 3p is found
in 90% of SCLC and 70% of NSCLC. Multiple distinct 3p chromosomal regions,
3p25, 3p24, 3p21.3, 3p14.2, and 3p12, undergo allele loss and are suspected to har-
bor TSGs. Several independent homozgyous deletions at 3p24 (RARa) 3p21.3
(RASSF1), 3p14.2 (FHIT), and 3p12 identified in lung cancer are strong indicators
for the presence of TSGs. The Von Hippel-Lindau (VHL) gene at 3p25, which is in-
activated in a sizable fraction of renal cell cancers is rarely found to be mutated in
lung tumors. Other candidate 3p TSGs include the BRCA1-binding protein BAP1
(3p21), the base excision repair gene hOGG1 (3p25), the DNA mismatch repair gene
hMLH1 (3p21), and a series of several genes such as the semaphorins, which were
found in the 3p21.3 homozygous deletion region. An intensive search is ongoing to
identify and characterize the putative 3p TSGs, and several promising candidate genes
have been identified in a 630-kb lung cancer homozygous deletion region harboring
one or more tumor suppressor genes on chromosome 3p21.3 (30). This location was
identified through somatic genetic mapping in tumors, cancer cell lines, and prema-
lignant lesions of the lung and breast, including the discovery of several homozy-
gous deletions. The combination of molecular and manual methods and computational
predictions permitted the detection, isolation, and characterization of 19 of genes
within the deleted region.

4. The Importance of Methylation in Gene Silencing

In the past few years, it has become apparent that methylation is the major mecha-
nism of gene silencing in human tumors (31,32). One allele is silenced by aberrant pro-
moter methylation, while the other is deleted. Methylation of DNA can only occur in
vertebrates at cytosine residues of CpG dinucleotides. It is an epigenetic change that
does not modify the nucleotide structure, it is reversible, it is passed on to daughter cells
after cell division, but it cannot be transmitted directly via the germ line. CpG sites are
not randomly distributed in the human genome, and the promoter regions of about half
of the genes are rich in these sites (“CpG islands”). Normally, the islands are non-
methylated. Promoter methylation is associated with gene silencing. To maintain methy-
lation during cell division, cytosine residues in newly synthesized DNA are methylated
by DNA cytosine methyltransferase (DNMT) enzymes, which transfer a methyl group
from the methyl donor S-adenosylmethionine using the hemimethylated DNA template.
Methylation plays a crucial role in the normal organism, and its roles include gene im-
printing, X-chromosome inactivation, normal development, and repression of gene tran-
scription. The mechanism of gene silencing is slowly being elucidated. Methylation may
prevent binding of sequence specific transcription factors or recruit transcriptional co-
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repressors. Methylation’s relationship to chromatin structure, in particular, is crucial. A
family of proteins bind to methyl CpG sites and frequently associate with histone
deacetylases (33). Deacetylation of lysine groups in histones results in a compact nu-
cleosome structure that inhibits transcription.

Aberrant CpG-island methylation has nonrandom and tumor type-specific patterns.
In a global analysis of the methylation status of over 1000 human tumors, Costello et.
al. (34) estimated that an average of 600 CpG islands (range 0–4500) were aberrantly
methylated in individual tumors. They identified patterns of CpG-island methylation
that were shared within each tumor type, together with patterns and targets that dis-
played distinct tumor-type specificity. Lung tumors have a characteristic pattern of
genes methylated and inactivated at frequencies greater than 20% (35–37). However, the
number of genes whose methylation status has been studied in lung cancers is modest
(less than 40), and many more, perhaps hundreds, remain to be discovered. Methylation
commences during preneoplasia and can be detected in the bronchial epithelium of
smokers (10). Treatment with demethylating agents such as 5-aza-2’-deoxycytidine re-
stores gene expression. The effect of demethylating agents may be enhanced by combi-
nation with inhibitors of histone deacetylation such as trichostatin A (32).

5. Retinoic Acid Receptor b (RARb)

The retinoic acid receptor. b (RARb) gene has been intensively studied in lung can-
cer and was found to have defective function making it a candidate TSG. This is partic-
ularly important given the interest in using retinoids as chemoprevention agents for lung
cancer (38). Studies show that lung cancer cells are resistant to retinoids in vitro. RARb
functions in vivo as a heterodimer with RXR receptor to stimulate the transcription of
many genes after binding a retinoid ligand. One of the genes that is upregulated by this
mechanism is RARb itself (39). Diminished or absent RARb protein expression is pres-
ent in most NSCLC tumors and the bronchial epithelium of smokers (40,41). One of the
mechanisms for this loss of expression is methylation of the RARb promoter region, as
has been reported in other cancers. Because receptor isoforms RARb2 and RARb4 are
repressed in human lung cancers, we investigated whether methylation of their promoter,
P2, might lead to silencing of the RARb gene in human lung tumors and cell lines (42).
The P2 promoter was methylated in 72% (63 of 87) of SCLC and in 41% (52 of 127)
of NSCLC tumors and cell lines, and the difference was statistically significant. By con-
trast, in 57 of 58 control samples, we observed only the unmethylated form of the gene.
Four tumor lines with methylated promoter regions lacked expression of these isoforms,
but demethylation by exposure to 5-aza-2�-deoxycytidine restored their expression. Pro-
moter methylation of the RARb is one mechanism that silences RARb2 and RARb4 ex-
pression in many lung cancers, particularly SCLC.

6. RASSF1 Gene

One of the key TSG candidates at chromosome 3p21.3 is RASSF1. Using a posi-
tional cloning approach from a series of nested homozygous deletions in SCLC, a
630-kb region was recently narrowed down to a 120-kb subregion by a breast cancer
homozygous deletion. Nine genes border this region. One of them is RASSF1 (7.6 kb)
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and has a predicted RAS association domain. The presence of a Ras association do-
main in both RASSF1 isoforms (RASSF1A and RASSF1C) suggests that these pro-
teins may function as effectors of Ras signaling in normal cells. If so, the observation
that RASSF1 can function as a TSG implies that RASSF1 acts in opposition to the
Ras effector pathways that stimulate cell proliferation. Ras mutations rarely occur in
SCLC and are found in only 30% of NSCLC (mostly in adenocaricnomas). Thus the
finding of RASSF1 methylation in 90% of SCLC and many of 30% NSCLC without
Ras mutation suggests that inactivation of RASSF1 expression may be a mechanism
distinct from Ras mutations leading to activation of Ras signaling in tumors. Thus
methylation serves as an alternative to the genetic loss of a TSG function by deletion
or mutation (43).

Both RASSF1 isoforms also possess a putative ATM kinase phosphorylation site in
their common exon based on in-vitro phosphorylation studies (RASSF1 is referred to
as PTS by Kim et. al.). Dammann et. al. (44) reported they have isolated RASSF1 tran-
script in a yeast 2 hybrid assay with DNA repair protein XPA as bait. These findings
suggest the hypothesis that RASSF1 gene products may participate in DNA damage re-
sponse or DNA damage-induced regulation of other cellular signaling events. The puta-
tive diacylglycerol-binding domain in RASSF1A, but not in RASSF1C, suggests studies
to test the role of tumor promoters interacting with the RASSF1A isoform, while the
loss of RASSF1A expression in tumors predicts that if such interaction exists, tumor
promoter may actually help control growth when RASSF1A is expressed.

7. The FHIT Gene

The fragile histidine triad (FHIT) gene has been identified as a candidate TSG that
spans a fragile site at 3p14.2 that spans FRA3B, the most common of the aphidicolin-
inducible fragile sites (45). The protein product of the FHIT gene is involved in the me-
tabolism of diadenoside tetraphosphate to adenosine triphosphate (ATP) and adenosine
monophosphate (AMP). Molecular abnormalities of the FHIT gene and the FRA3B re-
gion are frequent in lung cancer (45). Analyses of microsatellite markers within the
FHIT gene have shown that LOH is found in 70% of both major types of lung cancer
(46). LOH at the FHIT gene locus was more frequent in smokers than in nonsmokers,
suggesting that FHIT is the molecular target of tobacco smoke carcinogen. Abnormal
transcripts were observed in 80% of SCLCs, 40% of NSCLCs, and several other tumors
(46–50). These alterations include deletions of one or more exons and insertion of var-
ious-sized intronic sequences at the RNA level. Absent FHIT, protein expression occurs
in 50% of all lung cancers. Aberrant methylation of this gene has been found in 64% of
NSCLC and SCLC cell lines and in 37% of primary NSCLC tumors. FHIT gene pro-
moter methylation was significantly correlated with loss of mRNA expression, and
methylation was found in 17% of bronchial brushes from heavy cigarette smokers. FHIT
gene LOH commences very early in the lung cancer pathogenesis, and it remains to be
determined whether methylation represents a marker for risk assesement (51). Trans-
fection of a wild-type copy of the FHIT gene into lung cancer cells can reverse the ma-
lignant phenotype and induce tumor cell apoptosis. It appears that FHIT is one of the
TSG in the chromosome 3p14.2 LOH region in lung cancer. Replacement gene therapy
may thus be a logical step for clinical trials.
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8. Adenomatous Polyposis Coli (APC)

The adenomatous polyposis coli (APC) gene encodes a large multidomain protein
that plays an integral role in the wnt signaling pathway and intracellular adhesion. There
is preliminary evidence that the region of the APC gene that may be involved in the reg-
ulation of apoptosis coincides with the region that mediates b-catenin binding and
degradation. Germline mutations in the APC gene are responsible for the autosomal
dominant inherited disease familial adenomatous polyposis coli (FAP), while somatic
mutations in APC occur in 80% of sporadic colorectal tumors. APC mutation almost al-
ways results in a truncated protein product with abnormal function. Recent advances in
research have concentrated on the interdependence of APC mutations in colorectal tu-
morigenesis, the contribution of APC missense variants to inherited risk of colorectal
cancer and biological interaction of the APC protein and its partner.

The APC gene has two promoter regions, 1A and 1B. Promoter 1A is most commonly
active. Aberrant methylation of the APC promoter region has been postulated as a pos-
sible second hit mechanism in colorectal tumors where APC mutation is present. More
recent research, however, indicates that hypermethylation of APC promoter occurs in
both colorectal adenomas and carcinomas but not in adjacent normal colon mucosa.
These finding suggest that APC promoter methylation may provide an alternative mech-
anism for APC inactivation in the early stages of colorectal tumorigenesis. Nevertheless,
the preponderance of APC mutation and LOH at the APC locus in colorectal tumors pre-
cludes hypermethylation from being a major event in this process.

There are very few studies describing LOH and mutation analysis at the APC locus
in lung cancer patients despite very low mutation rates and high allelic loss (70–85%)
in SCLC and NSCLC at the 5q21-22 region. The APC gene has a relatively minor role
in lung cancer pathogenesis. We have recently found a high incidence of APC gene pro-
moter 1A methylation (53%) in NSCLC primary tumors and cell lines and a modest
methylation (26%) in SCLC cell lines despite a very high rate of LOH in SCLC. APC
functions by binding to b-catenin, and this usually take place in the cytoplasm. It has
been recognized for some time that APC is found within the nucleus as well in cyto-
plasm in most tumors and cell lines, but mostly only in the nucleus of the methylated
cell lines. The loss of exon 1A transcript due to methylation of promoter 1A may play
a vital role in APC cellular trafficking (unpublished observation). An improved under-
standing of both the genetics and biology of APC gene alterations may in time culmi-
nate in preventive or therapeutic strategies targeted specifically at reducing the burden
of lung cancer. Whether APC inactivation contributes to lung cancer development can-
not be determined at the present time.

9. The p16 Gene

A recessive oncogene region relevant to lung cancer is located in the interferon gene
cluster region on chromosome 9p21-22 (52,53). A tumor suppressor gene on 9p has been
identified (54, 55). The gene, CDKN2 (also known as MTS1 or p16INK4) encodes a pre-
viously identified inhibitor (p16) of cyclin-dependent kinase 4. A second related cy-
clin/cdk inhibitor, p15, was also found on chromosome 9p adjacent to the gene coding
for p16INK4 (56), and homozygous loss in lung cancer at chromosome 9p frequently en-
compasses both p15 and p16 (57,58). A recent study demonstrated that there are two
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distinct regions of deletion on 9p21 and 9p21-22 (59). LOH at 9p21-22 locus has been
reported in 33% in NSCLC, with a much higher frequency in squamous cell carcinomas
(55–59%) than in adenocarcinomas (21–36%)(60,61). Several methods of inactivation
(based on Knudson principles) have been described in lung cancer for the p16 gene, in-
cluding point mutations (20–30%) or aberrant methylation (30%) (both combined with
monoallelic loss), or homozygous deletions (30%).

In SCLC the RB gene on chromosome 13q is usually inactivated whereas in NSCLC
it is the CDKN2 gene on 9p21 that is most frequently deleted or mutated. Inactivation
of either of these TSGs appears to be mutually exclusive. The reason for this became ap-
parent when it was discovered that these TSGs encode proteins that participate in the
same G1-S growth regulatory pathway and that only one protein needs to be inactivated
for loss of functional growth regulation (62).

The p16INK4 locus encodes a second alternative reading frame protein, p19ARF, which
also is believed to be important in growth regulation. By binding to the MDM2-p53
complex it leads to p53 inactivation. A recent study found that p19ARF was more fre-
quently lost in lung tumors with neuroendocrine features. Alterations in the 9p21 locus
may inactivate both p16INK4 and p19ARF leading to dysfunction of the p16/RB and the
p53 pathways.

10. Retinoblastoma (Rb) Gene

The RB gene is located on chromosome 13q14, and loss of this region is important
in pathogenesis of lung cancer. The RB gene encodes a nuclear protein that was initially
determined to be abnormal in patients with retinoblastoma. Knudson predicted the TSG
nature of this gene by studying inheritance patterns of familial retinoblastoma. The 106-
kDa protein encoded by the RB gene is phosphorylated in a cell cycle-dependent man-
ner, interacts with the transcription factor E2F, and is important in regulating the cell
cycle during G0/G1 phase. The cell cycle is a complex set of events regulated by mul-
tiple proteins. The phosphorylation status of RB is one of the most critical determinants
of progression through the various phases of the cell cycle.

When cells leave the late G1 phase to transit into the S phase, the RB protein becomes
phosphorylated. At the end of mitosis the RB protein is dephosphorylated and is com-
plexed to E2F, a transcription factor important in activating genes that regulate the cell
cycle and suppress the transition from the G1 to the S phase. A crucial event in the pro-
gression of the cell cycle is the dissociation of the RB–E2F complex when RB becomes
phosphorylated by cyclin-dependent kinase in late G1 phase and leads to its inactiva-
tion. Once E2F is no longer complexed to RB, it activates the transcription of various
genes needed in the cell cycle such as dihydrofolate reductase, thymidine kinase,
thymidylate synthase, and DNA polymerase. The binding of RB to E2F has been shown
to be regulated by p53, p21WAF1, cyclins, and p16INK4, among other cellcycle regulatory
proteins.

Besides retinoblastoma, SCLC was a tumor initially identified to have abnormalities
of RB (63). In SCLC, there is a rearrangement of chromosome 13, and up to 70% of
SCLC cell lines show structural alterations in the RB gene or abnormal expression of
the protein (64,65). Abnormal expression of the RB protein in over 90% of SCLC cell
lines is due either to lack of expression of Rb protein or hypo-phosphorylation of RB
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protein or to deletion or mutation of the pocket domain. In NSCLC such abnormalities
are present in a much smaller fraction of tumors and cell lines. Thus, the pathogenesis
of lung cancer could occur by either mutational disruption of the RB protein (in SCLC)
or by absence of p16INK4 inhibitor (in NSCLC) that functions to keep RB phosphory-
lated and thereby disrupts the cell-cycle regulatory mechanism. Usually, inactivation of
RB and p16INK4 are mutually exclusive. Abnormalities of RB expression were present
in 20% of Stage I and II and in 60% of Stage III and IV NSCLC tumors.

11. PTEN/MMAC1

Recently, a new candidate tumor suppressor gene, PTEN (Phosphatase and Tensin ho-
molog deleted on chromosome TEN), also called MMAC1 (Mutated in Multiple Ad-
vanced Cancers) was identified and localized to chromosome region 10q23.3 (66,67).
Simultaneously, Li et al. cloned a novel tyrosine phosphatase, TEP1, which has been
shown to be identical to PTEN/MMAC1 (68). PTEN/MMAC1 appears to be frequently
mutated in gliomas, prostate cancers, melanomas, and endometrial cancers, with less
frequent mutations in breast cancers (66,67,69–72). Importantly, germline mutations
were found in the PTEN/MMAC1 gene for individuals affected with Cowden disease, a
hereditary, autosomal dominant cancer syndrome associated with a predisposition to
thyroid, breast and skin cancers, and in Bannayan-Zonana syndrome (73–75). Recently
the PTEN phosphatase has been described as having tumor suppressor activity by neg-
atively regulating cell interactions with the extracellular matrix (76). Overexpression of
PTEN inhibited cell migration, whereas antisense PTEN enhanced migration. Integrin
mediated cell spreading and the formation of focal adhesions was downregulated by
wild-type PTEN but not by PTEN with an inactive phosphatase domain. PTEN inter-
acts with the focal adhesion kinase (FAK) and reduces its tyrosine phosphorylation.

Allelotyping studies utilizing microsatellite markers in close proximity to the
PTEN/MMAC1 gene (D10S541, D10S185, and D10S597) have demonstrated a high in-
cidence of loss of heterozygosity (LOH) in lung cancers, with 91% LOH in small-cell
lung cancer (SCLC) and 41% LOH in non-small-cell lung cancer (NSCLC) (26). In ad-
dition, comparative genomic hybridization data show frequent deletions on chromosome
10q in SCLC, both in primary tumors and in their cell lines (77–79). These observations
suggest that genetic changes in one or more tumor suppressor genes (TSGs) located in
the 10q region may be involved in the development or progression of lung cancer, par-
ticularly in the highly metastatic SCLC. We have recently shown that the PTEN/MMAC1
gene is mutated in a small subset of lung cancers (80). We have identified homozygous
deletions in 5 of 127 (4%) (5/66 SCLC, 8% and 0/61 NSCLCs), and point mutations in
6 of 53 (11%) (3/35 SCLC and 3/18 NSCLC) lung cancer cell lines analyzed. However,
we only found two silent mutations, and two apparent homozygous deletions in 22 un-
cultured primary or metastatic SCLC tumors. The frequency of homozygous deletions
(2/22, 9% in uncultured SCLC specimens) compared well with that found in the SCLC
cell lines (5/66, 8%). Taken together, these results indicate a PTEN/MMAC1 mutation
rate of about 5–15% in lung cancers. The alterations in the PTEN/MMAC1 gene may
play a role in the pathogenesis of a relatively small subset of lung cancers, since they
demonstrate a high a very high incidence of loss at 10q23-25, the MXIL region (un-
published data).
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12. TSG101

TSG101, a recently discovered candidate tumor suppressor gene, was cloned based
on a novel strategy that uses regulated antisense RNA initiated within a “retrovirus-
based” gene search vector to identify previously unknown autosomal genes whose in-
activation is associated with a defined phenotype. In this case a functional knockout in
mouse fibroblast cells leads to spontaneous lung metastases in a nude mice model (81).
While the normal function of TSG101 is unknown, several structural motifs have been
identified, including a proline-rich region and a leucine heptad repeat (coiled-coil) do-
main, which is nearly identical to that of its murine homolog. The murine coiled-coil do-
main has been shown to interact with a regulator of cell growth and differentiation called
stathmin (81,82). Elevated stathmin levels have been reported in acute leukemias/ag-
gressive lymphomas (83) and neuroblastomas (84). Furthermore, a structural analysis of
the amino-terminal domain of TSG101 indicates that it mimics a group of ubiquitin-con-
jugating enzymes, implying that TSG101 may function in ubiquitin-mediated proteoly-
sis and cell cycle progression (85,86). Li, L. et al. (87) have shown that the ubiquitin
domain of TSG101 interferes with ubiquitination of MDM2, that TSG101 inhibits
MDM2 decay and elevates its steady-state level, and that these events are associated
with downregulation of the p53 protein.

Oh et al. (88) found that at least one truncated TSG101 transcript was expressed si-
multaneously with wild-type TSG101 transcript in almost all SCLC cell lines as deter-
mined by reverse transcription polymerase chain reaction (RT-PCR) and Northern blot
analysis. In contrast, normal lung tissue, normal colonic mucosa, as well as primary
non-small-cell lung cancer (NSCLC) specimens express only a wild-type transcript. Se-
quence analysis of the wild-type transcript did not reveal any mutations, while the trun-
cated transcript common to all SCLC cell lines exhibited an identical deletion in exons
2–4 and parts of exons 1 and 5. The results demonstrate that both the normal and trun-
cated transcripts were expressed in ~90% of SCLC cell lines, while in normal tissue or
NSCLC samples tested only the normal transcript was seen. This abnormal transcript
represents the most frequent TSG101 abnormality found in human cancers so far. A re-
cent study (89) has shown that a normal healthy person’s lymphocytes can have more
than one aberrant transcript of FHIT, TSG101, and PTEN/MMAC1 genes. The size and
the number of the transcripts vary and the diversity is unconstrained. It is not depend-
ent on the time, condition of the reaction, or the isolation method. They have suggested
that these aberrant transcripts may be the imperfect products of splicesomes that occur
in one of every thousand, ten thousand, or more cases and imply no direct association
with tumorigenesis.

13. H-cadherin

Cadherins are members of a large family of transmembrane glycoproteins that medi-
ate calcium-dependent homophilic, and to a lesser extent, heterophilic cell–cell adhe-
sion, and play an important role in the maintenance of normal tissue architecture
(90–92). It is now clear that cadherin dysfunction is implicated in tumor development
(93,94). Cell–cell association is often disorganized in human tumors and is thought to
be a cause of the unregulated behavior of tumor cells, including invasion and metasta-
sis. When cadherins are functional, epithelial cells remain tightly connected to each
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other. However, when cadherin products are inactivated or lost, cells lose their associa-
tion to neighboring cells and migrate into surrounding tissues. The prototype family
member is e-cadherin (CDH1), whose expression is dysregulated in many NSCLC and
SCLC tumors (95,96).

Recent study clearly revealed that the human CDH13 (H-cadherin) is the human ho-
molog of chicken T-cadherin, a unique glycosyl phosphatidyl inositol (GPI)-linked
membrane (97). This candidate gene, which was strongly expressed in heart, was termed
H-cadherin and appeared to be identical to CDH13. The CDH13 gene was mapped on
16q24, at which loss of heterozygosity in patients with sporadic breast, liver, lung, and
prostrate cancer were reported, suggesting that a candidate tumor suppressor gene or
genes localized in this regions could play an important role in cancer development
(98–101). Sato et al. (102) reported that the CDH13 gene is inactivated in a consider-
able number of human lung cancer specimens. It has been reported that the aberrant
methylation related to inactivation of H-cadherin molecule was found in 43% of primary
NSCLC tumor and 20% of SCLC cell lines (102,103). Zhong et al. (104) have also re-
ported loss of expression in 43% of NSCLC resected tumor specimens. They have fur-
ther demonstrated that loss of H- and/or E-cadherin is associated with enhanced
tumorigenicity of human NSCLC tumors in nude mice. Lee et al. (105) further demon-
strated that H-cadherin overexpression after transfection, into breast cancer cell lines re-
sulted in significant growth inhibition in vitro. The H-cadherin is a unique member of
the cadherin family, because it lacks the cytoplasmic region, which is well conserved in
the other cadherins. This cytoplasmic region is necessary for the other cadherins to bind
cytoskeletal protein for e.g. b-catenin. Studies by Takeuchi et al. (106) suggest that H-
cadherin, besides cell adhesion, has a unique role in the regulation of surfactant protein
(SP-D) gene expression in human bronchioloaveolar type II cells.

14. The P53 Gene

The p53 gene is located in chromosome region 17p13.1 and encodes a 53-kDa nu-
clear protein that acts as a transcription factor to turn on the expression of a DNA dam-
age-response genetic program. It blocks the progression of cells through the cell cycle
in the late G1 phase and triggers apoptosis. DNA damage is a major signal for p53 ac-
tivation by phosphorylation by the ataxia telangiectasia gene (ATM) encoded kinase.
Phosphorylated p53 acts as a specific DNA-binding transcription factor for several
genes, including p21/WAF1/CIP1, MDM2, Growth arrest DNA damage protein
(GADD45), BAX, and cyclin G. Activation of these genes results in apoptotic cell cycle
arrest and DNA repair.

Knockout p53 mice are structurally normal. However, homozygously deleted mice
develop tumors at an early age, and heterozygous mice that contain one wild-type p53
allele develop tumors at a reduced frequency and at a slower rate. The most common ge-
netic change associated with cancer involves mutation of the p53 gene (107). The preva-
lent type of point mutation is a GC-to-TA transversion, causing missense mutations, and
is believed to be related to benzo(a) pyrene-induced damage from cigarette smoking.
The p53 missense mutation usually leads to an increase in protein half-life, with subse-
quent higher levels of 53 protein that are easily detected by immunohistochemistry. Ab-
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normal p53 expression by immuno-histochemistry was found in 40% to 70% of SCLC
and in 40–60% of NSCLC.

There are a number of reports investigating the association of p53 abnormalities with
the prognosis of NSCLC patients. Although several studies observed that p53 alterations
are poor prognostic indicators in NSCLC patients, other studies did not confirm these
results. A recent meta-analysis studying 3-yr and 5-yr survival rates concluded that p53
alterations (overexpression of the protein or DNA sequence change) are poor prognos-
tic markers, especially for patients with adenocarcinomas (108). Another study demon-
strated that null mutations are a significant indicator of poor outcome in early-stage
NSCLC patients, suggesting that the type of mutation is important for prediction of the
outcome in this group of patients (109). As a novel therapy for lung cancer, p53 has been
introduced in clinical trials with retroviral and adenoviral-delivered gene therapy, with
initially promising antitumor responses. In addition, vaccine trials using mutant p53
peptides are ongoing (110,111).

15. Neurofibromatosis Type 2 (NF2)

Neurofibromatosis type 2 (NF2) is an autosomal dominantly inherited disorder pre-
disposing affected individuals to tumors of multiple cell types in the central nervous sys-
tem, including meningiomas. A candidate tumor suppressor gene for this disorder has
recently been cloned; the protein product of this gene has a predicted role in linking in-
tegral membrane proteins with the cytoskeleton (112). Mutations were detected in mul-
tiple tumor types related to the NF2 disorder and also in NF2-unrelated tumors such as
melanoma and breast carcinoma. Sekido et al., (113) found that NF2 gene mutation is
involved in 41% of mesothelioma tumors but in none of 75 lung cancer cell lines. These
results suggest that the NF2 gene participates in the pathogenesis in a subset of mesothe-
liomas but not in lung cancers.

16. Potential Clinical Applications of Molecular Markers in Lung Cancer

Abnormalities of protooncogenes, genetic and epigenetic changes of tumor suppres-
sor genes, the role of angiogenesis in the multistage development of lung cancer, as well
as detection of molecular abnormalities in preinvasive respiratory lesions have recently
come into focus. Efforts are ongoing to translate these findings into new clinical strate-
gies for risk assessment, chemoprevention, early diagnosis, treatment selection, prog-
nosis, and to provide new targets and methods of treatment for lung cancer patients.
These strategies should aid in reducing the number of newly diagnosed lung cancer
cases and in increasing the survival and quality of life of patients with lung cancer. Un-
derstanding the molecular basis of lung cancer should allow translation of the research
into early diagnosis and therapy. A comprehensive review by Mulshine (114) has cater-
gorized several potential diagnostic targets in bronchial fluids and or sputum, including
differentiation markers (glycolipid), specific tumor products, e.g., mucin, matrix pro-
tein, surfactant, etc., oncogenes or oncogene products, cytogenetic abnormalities, spe-
cific chromosomal deletion or rearrangements, and growth factors. Anti-p53 antibodies
have been detected in sputum samples from patients with bronchial dyplasia as well as

108 Virmani and Gazdar



squamous cell carcinomas by immunohistochemistry techniques. In addition, anti-p53
antibodies have been detected in a small number of patients with occult lung cancer,
which suggests use of this method for screening early lung cancer. With rapid techno-
logical advances in molecular or cell biology such as detection of the target cells in low
abundance, by polymerase chain reaction (115), it is feasible to detect abnormalities
such as p53 and RAS mutations (116,117), methylation, loss of heterozygosity (LOH),
or microsatellite alterations in sputum (2,118) bronchial (119,120), cytological speci-
mens (121), blood (122) or plasma (123,124), and microdissected cells from various
stages of cancer as well as histologically normal-appearing cells (125) by various ap-
plications of PCR. Thus, the entire spectrum of clinical specimens is available for ge-
netic analysis, risk assessment, and early detection.

Taken together, these data clearly suggest that there are both common and distinct ge-
netic pathways in the pathogenesis of the major types of lung cancer that are consistent
with their markedly different biologic and clinical features. In order to make an impact
in the race for a cure of this devastating cancer, we must continue to understand the basic
underlying molecular abnormalities that are involved in lung cancer and study pheno-
typic and genotypic differences between the major forms of the tumor.
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TP53, hChk2, and the Li-Fraumeni Syndrome

Jenny Varley

1. Introduction

In 1969 Li and Fraumeni (1,2) reported a systematic epidemiologic study of the in-
cidence of cancers in relatives of children with rhabdomyosarcoma (RMS). They noted
five families of 648 probands in which a sib or cousin was also affected by sarcoma, and
furthermore prospective studies of four of these families revealed a strikingly increased
frequency of several types of cancer. Twenty-four families were subsequently studied in
detail by the same groups (3), and a definition of what has now been termed Li-Frau-
meni syndrome (LFS) was derived. Classic LFS is defined by a proband with a sarcoma
aged under 45 years with a first degree relative with any cancer under 45 and an addi-
tional first- or second-degree relative in the same lineage with any cancer under 45, or
a sarcoma at any age. This definition is still widely used, but other groups have intro-
duced more relaxed definitions taking into account a more extensive knowledge of the
range of tumors identified in families, and the ages of onset. One of the most widely
used was defined by Birch et al. (4) as Li-Fraumeni-like (LFL) and is a proband with
any childhood tumor, or sarcoma, brain tumor, or adrenocortical tumor under 45 years,
plus a first- or second-degree relative with a typical LFS tumor at any age and another
first- or second-degree relative with any cancer under the age of 60. In all the discus-
sions that follow, the above definitions of LFS and LFL will be used. Typical LFS tu-
mors in this context include sarcomas, brain and breast tumors, and childhood
adrenocortical carcinoma.

In 1990 Malkin et al. (5) identified germline mutations to the tumor suppressor gene
TP53 as the causative defects in the Li-Fraumeni cancer predisposition syndrome. Ini-
tially it appeared that not only were germline TP53 mutations responsible for cancer pre-
disposition in most, if not all LFS families, but also that the mutations were clustered in
a small region of exon 7 within the highly conserved region IV of the gene. However,
as more extensive studies were reported, it was clear that this was not the general situa-
tion, and that mutations could occur throughout the gene (4,6–9). Furthermore, it is now
clear that germline TP53 mutations do not account for the cancer predisposition in all
LFS or LFL families. The most comprehensive reports to date indicate that only ap-
proximately 80% of LFS and 40% of LFL families have detectable TP53 mutations
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(8,9). There are currently over 200 reports of germline TP53 mutations in the literature,
although fewer than 50% of the mutations that have been reported occur in LFS or LFL
families. The remainder of the mutations have been described in a variety of cohorts of
patients or families, including patients with sarcomas (10–12), brain tumors (13–15), or
breast cancer (16–18), and children with adrenocortical carcinoma (19–21). Individuals
with multiple primary tumors, particularly those typical of LFS, have also been de-
scribed with germline TP53 mutations (22–30).

2. The Spectrum of TP53 Mutations in the Germline

As a generalization, the position of mutations in TP53 detected in the germline re-
flects that found in sporadic tumors. Mutations in codons 248, 273, 245, 175, and 282
are the most frequent in the germline as they are somatically in tumors (see
http://www.iarc.fr/P53/index.html). However, some TP53 mutations that are frequent in
the germline are far less common in tumors. The most striking of these are in codons
235 (2.9% of germline and 0.26% of somatic), 133 (1.4% vs 0.2%), and 181 (1.4% vs
0.43%). The reasons for this are currently unclear, although there appear to be no indi-
cation of founder germline mutations, as the families originate from distinct populations
and indeed some of the mutations are different from one another. Mutations at two other
sites, codons 152 and 337, are extremely common in the germline, but this is biased by
the finding that these mutations are associated with the development of adrenocortical
carcinomas in children unselected for a positive family history (19,21). This will be dis-
cussed at greater length below. However, in summary, contrary to initial hopes, there are
no hot spots for mutation in the germline, indicating all types of mutation can be toler-
ated and complicating the search for germline mutations in LF families.

Germline TP53 mutations can be of several kinds, including missense, nonsense,
splicing, and deletion or insertion mutations. The majority of mutations within the core
DNA-binding domain encoded by exons 4–8 are missense mutations, and this is almost
exclusively the case for mutations within conserved domains II–V (31). An exception is
that over half of the mutations in exon 6 in the germline are either nonsense mutations
or are deletion/insertion events. It is not clear why this should be the case. While many
studies have analyzed only the central part of the gene (exons 5–8), encoding the DNA-
binding domain, a few have systematically examined the entire gene. The most thorough
studies have originated from our own group, where the “gold standard” of direct se-
quencing of all exons (coding and noncoding), including the splice sites, promoter, and
3� untranslated region, has been undertaken (9,32–34). These studies indicate that not
all LFS and LFL families contain a germline TP53 mutation, but also that it is essential
to analyze the entire gene when looking for constitutional mutations. Of 45 mutations
found by our group to date, 13 (29%) fall outside the regions of exons 5–8 commonly
examined by other groups. This figure is consistent with that deduced by other groups
carrying out systematic studies of somatic mutations in series of specific tumors, where
approximately a quarter of somatic mutations fall outside the central part of the gene
(35,36). We have found seven splicing mutations in a total of 45 patients or families with
germline TP53 defects, and have analyzed the consequences at the RNA level (34). Until
recently it appeared that splicing mutations were relatively rare, but our own study to-
gether with that of Verselis et al. (37) now suggest that they are more common (around
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8% of all reported germline TP53 mutations) than previously thought. The apparent un-
derreporting of germline splicing mutations may again reflect the bias introduced by
analysis by some groups of only exons 5–8.

As yet there are no reports in the literature of large-scale germline deletions remov-
ing the entire TP53 gene, of restricted expression from just one allele in the absence of
a detectable germline mutation (indicating, for example, a promoter mutation), or of a
proven promoter mutation. We have examined our cohort of TP53 mutation-negative
LFS and LFL families for such defects and have found none with the exception of the
following. We have detected an identical single nucleotide deletion in the promoter in
probands from two separate families, but we have been unable to show that expression
is affected. Although the sequence variant is significantly more frequent in Li-Fraumeni
families in which no other germline TP53 mutation has been detected than in a control
population (p � 0.006, 38), in the absence of any expression differences we must con-
clude that it is a rare polymorphism. It should be noted, however, that in-vivo expres-
sion studies were carried out in lymphocytes, a cell type not normally associated with
malignant transformation in germline TP53 mutation carriers.

3. Genotype–Phenotype Correlations

Careful and critical ascertainment of Li-Fraumeni families, and stringent verifica-
tion of tumor diagnoses, ages of onset of disease, and pedigree information on both
affected and unaffected family members allows a detailed study of the consequences
of different types of TP53 mutations. We have carried out such a study on a cohort
of 34 LFS and LFL families in which we have both extensive pedigree data and de-
fined germline mutation status. It is not possible to incorporate into this analysis in-
formation from other published data, because the information provided in most reports
is insufficiently precise or unverified. Because of the relatively small numbers of fam-
ilies available for this study, plus the wide spectrum of types and positions of TP53
mutations, we were only able to compare the consequences of three classes of muta-
tion. We classified the mutations as follows: germline missense mutations within the
core DNA-binding domain (type A); germline mutations leading to nonfunctional p53
protein products or null mutations (type B); and those families in which no TP53
germline mutation could be found. These results have been reported previously (33)
and are consistent with an enhanced oncogenic potential for mutations within the DNA-
binding domain. In families with type A mutations cancers occur more frequently and
at younger ages than in families with type B mutations. In particular, the incidence
of breast and CNS tumors is higher in carriers of type A mutations. These observa-
tions are compatible with a plethora of functional studies of mutant p53 proteins in
which certain mutations within the central DNA-binding domain show either gain of
function or dominant-negative properties. Further support for this comes from analy-
sis of the patterns of allele loss in tumors in carriers of germline TP53 mutations.
Loss of the wild-type allele is more frequent in carriers of type B mutations, which
are loss of function or null mutants. The wild-type allele is commonly retained in tu-
mors from type A mutation carriers, where the mutation is dominant and hence there
is no strong selective pressure for loss of the wild-type allele (unpublished data and
refs. 33,34, and 39).
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Clearly, larger systematic studies need to be undertaken to refine these types of analy-
sis, and for these it will be essential to have precise clinical and epidemiologic data on
the families, as well as comprehensive mutation screening. Such studies will be valu-
able to clinicians managing and counseling Li-Fraumeni families.

4. The Consequences of a Germline TP53 Mutation

As p53 plays a fundamental role in maintaining genomic integrity by acting as “the
guardian of the genome” (40) and is ubiquitously expressed, it might be anticipated that
germline mutations would result in an increased predisposition to all malignancies. A
number of studies have attempted to determine the frequencies of different tumor types
in carriers of TP53 mutations (41–43). However, taking information from literature re-
ports as these studies have cannot produce an accurate analysis. Many literature studies
contain verified pedigree, clinical, and genetic information, but a significant proportion
do not, and so there is an inherent level of inaccuracy in carrying out any analysis in-
corporating such studies. All three reports analyzing published data (41–43) have also
included proband cancers, which introduces a huge bias into the analysis. Finally, no ac-
count has been taken of variations of cancer incidences both ethnically and with time
between different studies.

We have analyzed a cohort of 28 families with germline TP53 mutations ascer-
tained according to the strict criteria for LFS and LFL. Full details of this study are
given by Birch et al. (32) but in summary, within the cohort all the cancers have been
verified by examining medical records, death certificates, cancer registries, and/or by
histopathologic examination. Detailed information was available on all family mem-
bers (affected and unaffected). Unique to this study was that the incidence of cancers
in the 28 families could be compared with national cancer statistics. This analysis
could therefore directly compare the incidence of cancers in the families with national
data for the same time period within which those cancers were diagnosed. In this way
an accurate picture of the component tumors associated with a germline TP53 muta-
tion could be determined. Proband and defined support cancers were excluded from
the analysis because by definition they are of specific types, and would therefore in-
troduce a bias.

The distribution of cancers within the cohort of 28 families is highly significantly dif-
ferent from the expected cancer distribution for the population. Tumors strongly associ-
ated with a germline TP53 mutation are breast and adrenocortical carcinoma, brain and
spinal cord tumors, bone and soft tissue sarcomas, all of which have been highlighted
in many previous studies. Leukemia, which was initially identified by Li et al. (3), was
not observed as a major component tumor in our cohort, but Wilms’ and malignant phyl-
lodes tumors were (32). There was a very clear trend for an increasing risk with a de-
creasing age at onset. Apart from breast cancer, the only other common adult epithelial
cancer to show any increased association with a germline TP53 mutation was pancreas,
and there was no association with common cancers such as lung, bowel, cervix, blad-
der, ovary, or prostate (32). This study provides the first formal demonstration that the
inheritance of a mutant TP53 allele does not lead to an increased risk of cancer in gen-
eral, but does have to a tissue/cell-type specific effect. The basis for this is still not un-
derstood.

120 Varley



5. The Frequency of Germline TP53 Mutations in Component Tumors

A number of studies have attempted to determine the frequency of germline TP53
mutations in cohorts of patients with tumors typical of those seen in LFS/LFL families
(for review, see ref. 8). In general, the greater the level of selection, the higher is the fre-
quency of germline TP53 mutations. So, for example, if patients with sarcomas are se-
lected for study, higher frequencies of mutations are found in younger patients, those
with a positive family history of cancer (particularly those cancers typical of LFS), and
those with either multifocal disease or particular subtypes of sarcoma. Thus only 3% of
children with osteosarcoma were found to have a germline TP53 mutation (12), but the
figure is much higher in patients with a family history or multiple primary tumors (11).

The tumor type arising with the most strikingly high incidence of germline TP53 mu-
tations is childhood adrenocortical carcinoma (ACC). An increased incidence of child-
hood ACC was noted in the initial studies from Li and Fraumeni (3,44), and two small
studies analyzed families or children with ACC for germline TP53 mutations (20,45).
In our cohort of LFS/LFL families, all those in which there is a case of ACC are asso-
ciated with a germline TP53 mutation. We therefore investigated the frequency of such
mutations in a series of children with ACC who were unselected for a family history of
cancer. In our initial studies we identified 14 patients with ACC, and were able to iden-
tify germline mutations in over 80% (19). In total we have now analyzed 24 families in
which there is a case of ACC, or individuals with ACC unselected for a family history,
and 20 of these have germline TP53 mutations (83%).

The spectrum of mutations seen in both families in which there is a case of ACC and
individuals with ACC unselected for a family history is interesting. Taking all the liter-
ature reports into account (20,21,30,46–60) together with data from our own studies
(unpublished data and refs. 4,9,19, and 34), only approx 10% of the TP53 germline mu-
tations in individuals of families with a case of ACC affect one of the four most com-
monly mutated codons (175, 245, 248, and 273): this contrasts to a figure closer to 30%
in all reports of germline mutations.

In our study of children with ACC unselected for family history, the majority of mu-
tations occurred at codon 152 or 158 (19). Although the patients were derived from a
population-based series there was no evidence for a founder effect. Of particular inter-
est from this study was the observation that a number of unaffected relatives were con-
firmed or obligate carriers of the germline mutations. Previous estimates for lifetime
penetrance of germline TP53 mutations have been derived from studies of LFS/LFL
families, which by definition carry high-penetrance alleles (61). The data from our study
indicate that there may be low-penetrance TP53 alleles. This hypothesis is supported by
a recent study by Ribeiro et al. (21), who found an identical codon 337 mutation (Arg-
His) in 35/36 patients with childhood ACC from southern Brazil. These authors ex-
cluded a founder effect by haplotype analysis, and propose that this mutation represents
a low-penetrance TP53 allele predisposing to childhood ACC. Although the mutation is
different to that seen in our cohort of patients, it has been previously reported in the
germline (57), interestingly in a child with ACC and an unaffected father. The differ-
ences in the spectra of mutations found in the two studies from our group (19) and that
of Ribeiro (21) may reflect exposure of the cohort of children studied by the latter group
to a carcinogenic insult. It has been recognized that there is an elevated incidence of
childhood ACC in some areas of southern Brazil (62,63), and it is from this population
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that Ribeiro et al. took their study group. It is not clear why there is an increased inci-
dence of ACC among these children, but it has been postulated that it could be due to
exposure to environmental pollutants such as pesticides (63).

There have been a number of studies determining the incidence of germline TP53 mu-
tations in either patients with sporadic breast cancer, or in breast cancer families in which
there is no germline BRCA1 or BRCA2 mutation (16–18,64–67). Germline TP53 muta-
tions have been detected only infrequently. Two studies have analyzed consecutive series
of unselected breast cancer patients, and have detected mutations in only 2 patients out of
a total of 303 screened (16,17). Sidransky et al. (18) examined 126 consecutive breast
cancer patients aged under 40 years, and detected one germline mutation in codon 181. It
is of interest that this is the same codon, although a different mutation, as reported in the
study by Borresen et al. (16). The latter study additionally screened 40 female patients
with breast cancer aged less than 35 years, and identified one patient with a germline mu-
tation. These studies together show that germline TP53 mutations are not responsible for
a significant proportion of breast cancer cases, but there is an indication that with a
younger age of onset this frequency may increase. Several studies have analyzed breast
cancer families for germline TP53 mutations, and again the frequency is low. However,
one clear feature to emerge from these studies is that in families in which there is a clus-
tering of cases of breast cancer in the absence of other tumor types, germline TP53 mu-
tations are seldom found, and in fact the significance of some of the mutations is
questionable (for example, ref. 67). In contrast, however, in breast cancer families in
which there are also cases of tumors typical of LFS (for example, sarcomas and/or brain
tumors), the frequency of germline TP53 mutations increases (65,66).

We have analyzed a cohort of 99 women with breast cancer aged less than 30 years
for germline TP53 mutations. In addition, the same patients have been screened for
BRCA1 and BRCA2 mutations. The patients fall into groups who have a family history
of breast and/or ovarian cancer (n � 31), a family history conforming to LFS/LFL (n �
5), and women with no family history (n � 63). Two of five women in LFL/LFL fami-
lies but none of those with a family history of only breast or ovarian cancer had germline
TP53 mutations. Within the latter group, 14 women had BRCA1 or BRCA2 mutations.
Only one of 63 women with no family history had a mutation in either of the latter two
genes, but two women had germline TP53 mutations (68). Therefore, in this cohort 4%
of women had a germline TP53 mutation, and although the numbers are low, such mu-
tations were more common in patients with sporadic breast cancers than were mutations
in either BRCA1 or BRCA2.

6. LF Families with No Detectable Germline TP53 Mutation

As described briefly under Subheading 1, not all LFS or LFL families carry germline
TP53 mutations. It is always difficult to prove a negative result in these circumstances,
as a failure to find a mutation could be the result of lack of sensitivity of the mutation
detection methods used even when the entire gene is analyzed. With respect to the TP53
gene, this could also be in part due to the failure of some groups to screen the entire
gene, concentrating instead on the central exons encoding the DNA-binding domains of
the protein. We have analyzed the TP53 gene in our cohort of LFS/LFL families by di-
rect sequencing of all exons (coding and noncoding), plus all splice junctions, the pro-
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moter and the 3� untranslated region. In addition we have confirmed the expression of
both alleles wherever possible (ruling out any mutations that would affect expression),
and determined whether there are cryptic intronic splice mutations by examination of
the transcripts. We are therefore confident that we have correctly assigned these fami-
lies as negative for a germline TP53 mutation.

There could be a number of explanations for the cancer incidence observed in the
families that are negative for a germline TP53 mutation, including a chance aggregation
of early-onset cancers. Certainly this could be the case for some LFL families, but is un-
likely for the highly penetrant LFS families. In LFL families it is possible that germline
mutations in one of the breast cancer susceptibility genes could be responsible. How-
ever, there is still a significant proportion of families in which we do not understand the
mechanism(s) of cancer predisposition. A number of studies have analyzed genes that
could be candidates based on the involvement of their gene products in p53 pathways,
but until recently these have all proved negative (69–72).

7. hChk2 and Li-Fraumeni Syndrome

In 1999 Bell et al. (73) examined a number of LFS, LFL, and variant LF families (all
negative for germline TP53 mutations) for mutations in two genes encoding kinases
with key functions in cell cycle checkpoints, hChk1 and hChk2. No germline mutations
were detected in hChk1, but two were identified in hChk2. One was in a classic LFS
family in which the mutation (1100delC, leading to premature termination at codon 381)
segregated with the disease, and in which loss of the wild-type allele was subsequently
demonstrated (74). The second was in a patient with multiple primary tumors, and was
a missense mutation within the forkhead (FHA) domain of Chk2 (Ile157Thr). A third
reported germline mutation (73) was subsequently shown to be an artifact derived from
an additional genomic copy of the 3’ part of hChk2 (75).

Subsequent studies have extended the numbers of families with germline mutations,
including seven breast cancer families (four of which also are LFL), with identical mu-
tations at codon 157 (Ile157Thr, see ref. 76), and an LFS family with the same muta-
tion (74). The consequences of this mutation are still somewhat uncertain. The Finnish
group (76) have identified the Ile157Thr variant in a similar proportion of control sam-
ples to familial cases, whereas this variant has not been detected in any control samples
from a control series in the Boston area (73,74). A limited number of functional studies
have been carried out on this mutant protein, and in some assays it behaves as wild-type
Chk2 (74,77). However, recently it has been demonstrated to be defective in binding p53
(78) and shows a reduced ability to bind to and phosphorylate Cdc25A (79). These stud-
ies provide support that the Ile157Thr variant is a pathogenic mutation, but further stud-
ies will be necessary to determine whether the results from the Finnish population do
indeed reflect a high proportion of individuals with a compromised Chk2 function.

In addition to the family initially reported with a deletion at position 1100delC (73),
two other families have now been reported with the same mutation (80). Neither of the
latter families conforms to the definition of LFS/LFL, but both show an unusual clus-
tering of adult tumors suggestive of LFS. The Chk2 protein encoded by the mutant gene
is truncated at position 381 and is kinase dead, showing neither baseline nor c-irradi-
ated activity (74,77).
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One other mutant was originally identified in a colorectal cell line (HCT15, see ref.
73), but has subsequently also been described in a variant LF family (74). A number of
groups have studied the mutant protein (Arg145Trp) for functional alterations. The mu-
tant Chk2 protein shows reduced kinase activity using Cdc25C as a substrate (74,77),
reduced ability to autophosphorylate at Thr383 and Thr387 (77,81), and reduced levels
of phosphorylation at Thr68 by the ATM protein (77). It is interesting to note that it does
not function as a dominant-negative mutant in these assays, but rather loses function.
This observation ties in with the finding that there is loss of the wild-type allele in a
tumor from a patient carrying the defective germline hChk2 allele (74). The Arg145Trp
mutant protein appears to be unstable, and has a reduced half-life. There is evidence that
the mutant protein is targeted for degradation through the proteosome pathway (74).

One further germline hChk2 variant has been identified (Arg3Trp, see ref. 74), but
no functional alterations to the protein have been described. There was no loss of the
wild-type hChk2 allele in a tumor from a patient carrying this germline variant, but there
was a homozygous somatic TP53 mutation. The same report describes two independent
TP53 somatic mutations in a tumor from a patient with a germline Ile157Thr hChk2 mu-
tation (74), also with no LOH at hChk2. As p53 and Chk2 are two components of a lin-
ear pathway activated by DNA damage, these observations could be interpreted as an
indication that the germline hChk2 variant is of uncertain consequence. Simplistically,
as p53 is a substrate for DNA damage- and ATM-dependent phosphorylation by Chk2
(for recent reviews, see refs. 82 and 83), mutations in the two components of the path-
way could be functionally redundant. Recently, a direct physical interaction has been
identified between Chk2 and p53, with the interaction requiring an intact FHA domain
of the former, and tetramerization of the latter (78). Ionizing radiation (IR)-induced
DNA damage activates a pathway in which the ATM protein phosphorylates Chk2 on
Thr68 (84), and this protein in turn phosphorylates p53 at a number of sites including
Ser20 (85). Phosphorylation of p53 at Ser20 prevents the binding of HDM2 to p53, thus
stabilizing p53 and ultimately activating a G1 cell cycle checkpoint. In addition, phos-
phorylation and activation of Chk2 also results in Chk2 phosphorylating Cdc25C on
Ser216, suggesting a role in the G2/M checkpoint. However, it is not clear whether Chk2
is required in mammalian cells for the regulation of G2/M transition (for review, see ref.
82). Recently, Chk2 has been implicated in IR-induced S-phase arrest (79). This check-
point also involves ATM, but the downstream target of the activated Chk2 kinase in S-
phase arrest is Cdc25A rather than Cdc25C. A defective S-phase checkpoint can result
in radioresistant DNA synthesis, which has been shown to be independent of p53 status
(86). Clearly Chk2 is a key component in the network of checkpoints at different stages
of the cell cycle, including G1, S, and G2/M, through the phosphorylation of key targets
such as Cdc25C, Cdc25A, p53. The identification of the involvement of Chk2 in a p53-
independent cell cycle checkpoint provides evidence that inactivation of the two proteins
does not have identical consequences. This may support the classification of some
germline hChk2 sequence variants as genuine pathogenic mutations, even though tu-
mors from patients carrying these mutations show somatic inactivation of p53.

The colorectal cell line HCT15 has both copies of hChk2 inactivated by mutation (74),
and Falck et al. (78) have recently confirmed that it also has functional loss of p53. These
authors show that concomitant loss of both these proteins does confer a selective advan-
tage, adding credence to the suggestion that the germline missense hChk2 variants are
pathogenic, as discussed above. However, HCT15 has additional mutations inactivating
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both copies of the hMsh6 gene (87). HCT15 cells have been reported to have a defective
G2 checkpoint when treated with methylating agents, but this defect is restored in cells
transfected with a construct expressing wild-type Msh6 (88). Intriguingly, a family has
been reported in which there is both a germline hChk2 and an hMsh6 mutation (80), al-
though no functional analyses have been carried out in cells with the two mutations.

There is an increasing body of evidence for both functional and direct interactions
between components of the DNA damage recognition and repair machinery, and cell
cycle checkpoint controls (83,89,90). Studies of germline mutations in many of these
genes may provide valuable support for these interactions, and confirmatory evidence
that many of these genes are tumor suppressors.

8. Summary

Germline TP53 mutations are responsible for the large majority of classic LFS fam-
ilies, and a smaller proportion of LFL families. In some of the families shown to have
no germline TP53 mutation, germline hChk2 mutations have been described. In some
cases the functional consequences of the latter have been demonstrated, although there
are still relatively few reports of such mutations. Due to the paucity of families currently
described with hChk2 mutations, it is not possible to reach any conclusions concerning
the phenotypic/clinical differences between the two types of germline mutation. At least
one family with a germline hChk2 mutation is a classic LFS family (73,74), whereas
others are LFL (76), variant-LFS, or phenotypically suggestive of LFS (73,74,80). How-
ever, there is still a significant number of LFS/LFL families for which no underlying ge-
netic determinant has been identified. It will be fascinating to see what genetic defects
are responsible, and whether they involve additional components of DNA damage
recognition, repair, or cell cycle checkpoint pathways.
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Genetic Alterations in Esophageal Cancer

Jun-ichi Okano, Lorraine Snyder, and Anil K. Rustgi

1. Epidemiology and Etiologic Factors

In the United States, esophageal cancers are of the squamous cell type (ESCC) or ade-
nocarcinoma (EADC). Other esophageal malignant neoplasms are rare. Smoking and al-
cohol, particularly consumption of hard liquor, are strongly associated with development
of ESCC in the United States and Europe. Dietary factors such as vitamin deficiencies,
trace-metal deficiencies, fungal contamination of food, and high nitrite and nitrosamine
content are contributing factors in China and Africa. Other predisposing influences in-
clude gastrointestinal disorders such as achalasia, Plummer-Vinson syndrome, long-
standing celiac disease, and tylosis. Males and African Americans are more likely to
develop ESCC in the United States, whereas EADC is more common in males and Cau-
casians. The incidence of EADC has increased markedly in the past two decades, both in
the United States and abroad. In many countries, the incidence of EADC is increasing at
a rate that exceeds that of any other malignancy. It is well accepted that esophageal ade-
nocarcinomas arise from Barrett’s esophagus, a premalignant condition of the esophagus.
The risk of EADC appears to be at least 30 times greater in those with Barrett’s esopha-
gus than in those without. Barrett’s esophagus represents conversion of the normal squa-
mous epithelium to a columnar intestinal metaplasia, in response (in part) to chronic
injury from chronic gastroesophageal reflux. Similarly to other types of gastrointestinal
cancers, an accumulation of genetic alterations follows the dysplasia–adenocarcinoma
sequence in esophageal adenocarcinoma. Although certain genetic alterations appear
more often or earlier than others, it does not appear that there is a uniform sequence of
mutations leading from normal esophageal mucosa to invasive esophageal adenocarci-
noma, although some mutations tend to occur early and others late.

Genetic changes associated with the development of esophageal cancers include mu-
tations of the p53 gene, disruption of cell-cycle control in G1 phase by inactivation of
p16, amplification of cyclin D1, and activation of oncogenes such as epidermal growth
factor receptor (EGFR) and c-myc (1,2), whereas ras activation is rare (3). Recognizing
that ESCC and EADC are different entities, investigation of genetic alterations have
often grouped these cancers, and therefore, discussion of particular genetic changes will
distinguish between ESCC and EADC whenever possible.
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Historically, one of the earliest genetic changes identified in Barrett’s esophagus and
EADC is related to aneuploidy. Cells with abnormal DNA content appear early in the
progression from normal esophagus to esophageal adenocarcinoma. The presence of
aneuploidy may further be a prognostic factor for malignant change in dysplastic esoph-
agus. Some studies have reported that aneuploidy is associated with lymph node in-
volvement, metastasis, and decreased survival.

2. Oncogene Activation
2.1. EGFR and Related Growth Factor Receptors

The epidermal growth factor receptor (EGFR) family comprises EGFR, ErbB2,
ErbB3, and ErbB4, all of which are tyrosine kinase receptors. When ligands, such as
EGF and transforming growth factor (TGF)-a, bind to an extracellular domain of the
EGFR, EGFR family members are homo- or heterodimerized in cytoplasmic domains,
and tyrosine kinase activity is stimulated. The phosphorylated cytoplasmic domains then
serve as docking sites for downstream signaling molecules (4, 5) such as the mitogen-
activated protein kinase (MAPK) and phosphatidylinositol 3-kinase (PI3K) (6).

Overexpression of EGFR has been reported in ESCC tissues (7) and cell lines derived
from ESCC patients (8), in which EGFR gene amplification is one of the mechanisms
(9,10) of activation. Deregulation of TGF-a and EGFR overexpression have been im-
plicated to contribute to autonomous cell growth in esophageal cancers (11,12). Al-
though overexpression of ErbB2 has been noted in 6.7–26% of human esophageal
cancers (13–15), it does not appear to be involved in esophageal carcinogenesis (16),
which also applies for ErbB3 and ErbB4 (17).

Selective inhibitors for EGFR tyrosine kinase induced apoptosis in colon cancer cells
(18) and EGFR was essential for skin tumor development (19), representing a proneo-
plastic role for EGFR in carcinogenesis. By contrast, activation of EGFR promoted late
terminal differentiation of keratinocytes (20). In terms of esophageal cancers, an anti-
EGFR antibody was cytotoxic to ESCC-derived cell lines (21) and overexpression of
EGFR in ESCC patients was correlated with poor prognosis (22–26), supporting a role
for EGFR in esophageal carcinogenesis. By contrast, there was no correlation of EGFR
overexpression with patients’ prognosis in another study (27,28). It is clear that in cells
overexpressing EGFR there is activation of AKT (protein kinase B, PKB), an anti-apop-
totic serine/threonine kinase, but the degree of EGFR overexpression appears to regu-
late different Akt isoforms in yet to be defined mechanisms (8).

Both esophageal adenocarcinoma and Barrett’s esophagus have high expression lev-
els of epidermal growth factor (EGF) and EGFR. Whereas overexpression of EGF does
not correlate with the degree of dysplasia, overexpression of the EGFR does. Expres-
sion of the structurally related growth factor TGF-a also increases with degree of dys-
plasia progressing to esophageal adenocarcinoma. The c-erbB2 (HER2/neu) oncogene
encodes a truncated form of EGFR that contains a continuously active tyrosine kinase.
Cells expressing this oncogene behave as though they are constantly being stimulated
by growth factors. Amplification of the c-erbB2 gene and/or overexpression of its prod-
uct are found to occur in esophageal adenocarcinoma, but do not characterize earlier
stages of dysplasia. The acidic form of fibroblast growth factor (aFGF) increases in ex-
pression from the beginning with Barrett’s metaplasia through the adenocarcinoma
stage.
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Transforming growth factor-b (TGF-b) generally inhibits cell proliferation, but also
induces cell differentiation. Whereas TGF-b is expressed in Barrett’s metaplasia as well
as esophageal adenocarcinoma, these lesions have also been found to have decreased
expression of TGF-b type I and II receptors. Finally, Src expression and activity are in-
creased in Barrett’s metaplasia and increase further with successive degrees of dyspla-
sia. Src is a tyrosine kinase that can associate noncovalently with different cell surface
receptors to initiate signal transduction. Like erbB2, the Src oncogene product contains
a constitutively active tyrosine kinase.

2.2. Cyclin D1

Cyclins are proteins that interact with cyclin-dependent kinases (CDKs) to influence
cell cycle progression. Cyclin–CDK binding, along with phosphorylation of a threonine
side chain and dephosphorylation of a tyrosine side chain, activates the CDK to send a
positive signal. Activation of the CDK4/6 pathway by cyclin D1 leads to phosphoryla-
tion of the retinoblastoma protein (pRb), which triggers release of E2F transcription fac-
tors. These transcription factors activate genes necessary for entry into the S-phase, in
which DNA replication takes place. Amplification or overexpression of the cyclin D1
gene leads to constitutive activation of the cyclin D1–CDK4/6 pathway.

Gene amplification of the cyclin D1 gene (29–32), often in squamous cell type (33),
and overexpression of the cyclin D1 protein (34) have been reported in esophageal can-
cer patients and in several rat esophageal cancer models (35–37). Since nuclear accu-
mulation of the cyclin D1 protein has been observed in precancerous dysplastic lesions
(38), cyclin D1 overexpression is believed to be an early event in the esophageal squa-
mous cell carcinogenesis (35,36,39). In the metaplasia–dysplasia–neoplasia sequence of
esophageal adenocarcinoma, increased nuclear expression of cyclin D1 begins in Bar-
rett’s metaplasia. It is also found in esophageal adenocarcinoma, although not necessar-
ily to a greater degree than in less dysplastic lesions.

The positive rates for cyclin D1 gene amplification and overexpression are 16–36.4%
(40–44), and 29–75% (32,34,45–52), respectively. Increased expression of cyclin D1
was observed in both adenocarcinomas and squamous carcinomas of the esophagus
(53). A study by Roncalli (33), which investigated cyclin D1 gene amplification and
product accumulation and Rb allelic loss and protein expression in a series of 75
esophageal cancer cases, found that no cases of adenocarcinoma showed cyclin D1 gene
amplification (41% for squamous cell cases), whereas 22% showed cyclin D1 product
accumulation (35% for squamous cell cases). Patients in this study were followed up to
5 yr and showed a trend toward increased lymph node metatasis and reduced overall sur-
vival rate with increased cyclin D1 accumulation.

There is some direct evidence that cyclin D1 overexpression contributes to abnormal
growth and tumorigenicity of esophageal cancer cells (54). Introduction of an antisense
cyclin D1 cDNA construct into cyclin D1-overexpressing cells reversed the transformed
phenotype of human esophageal cancer cells (55). The targeting of the cyclin D1 onco-
gene by an Epstein-Barr virus promoter in transgenic mice caused dysplasia in aero-
upper digestive squamous epithelial tissues including the esophagus (56).

The cyclin D1 status appears to be an appropriate marker for predicting patients’prog-
nosis, although there are some conflicting reports (46,47). Cyclin D1 overexpression
could be a useful biomarker in identifying Barrett’s esophagus patients at high risk of
esophageal adenocarcinoma (57). Cyclin D1 overexpression indicated a poor prognosis
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in advanced, but not in superficial, esophageal cancer patients (34). Gene amplification,
but not overexpression, of cyclin D1 in ESCC-derived cell lines was significantly corre-
lated with poor prognosis in patients from whom the cell lines were established (10).
Gene amplification (33,40,43,58) and overexpression (41,48,50,59,60) of cyclin D1 in
esophageal cancers correlated with patients’prognosis. Expression of cyclin D1 in surgi-
cally treated esophageal cancers correlated negatively with tumor differentiation, but
positively with mitotic activity and nodal status (61). Cyclin D1 overexpression may be a
useful predictor of sensitivity to concurrent chemoradiotherapy for ESCC (62,63). Three
of four cases with lymph node spread were cyclin D1-positive, indicating that cyclin D1-
positive tumors may have a greater propensity for spread (64).

2.3. COX-2

Cyclooxygenase (COX, PGH synthase) catalyzes the rate-limiting step in
prostaglandin synthesis. Whereas COX-1 is constitutively expressed in most mammalian
tissues, and is thought to carry out housekeeping functions such as cytoprotection of the
gastric mucosa and control of platelet aggregation, COX-2 levels are normally unde-
tectable but inducible by proinflammatory and mitogenic stimuli. Chronic esophagitis is
associated with increased production of prostaglandin E2, a prostaglandin with increased
expression in both colon and gastric cancers. PGE2 is expressed in both Barrett’s meta-
plasia and increasingly dysplastic tissues. In experimental studies using esophageal can-
cer cell lines, inhibition of COX-2 induced apoptosis and reduced proliferation, and
indomethacin had antitumor activity. In a study evaluating COX-2 expression in 172 squa-
mous cell cancers and 27 adenocarcinomas of the esophagus, Zimmerman et al. (117)
found that normal esophageal squamous epithelium stained weakly positive for COX-2 by
immunohistochemistry, whereas metaplastic Barrett’s mucosa showed no immunoreac-
tivity. In the small number of samples studied, 77.8% of the adenocarcinomas showed
COX-2 expression, but this expression did not correlate with tumor size, node positivity,
or tumor differentiation. In contrast, a study by Wilson et al. (65) evaluating paired Bar-
rett’s and gastric mucosa control samples from 21 patients, and paired samples from 6 pa-
tients, found that 80% of the Barrett’s cases and all of the adenocarcinoma cases showed
increased COX-2 mRNA levels compared with gastric mucosa.

3. Tumor Suppressor Gene Inactivation
3.1. p53

The p53 gene encodes a transcription factor involved in facilitating cell cycle arrest,
DNA repair and apoptosis. The p53 protein is a homotetramer. A mutation in one of the
four monomers will not only cause the entire complex to function abnormally, but often
will be destroyed less readily than normal protein. Over time, the concentration of mu-
tant protein increases, with the result of increasing inhibition of normal protein through
a dominant negative effect.

The normal p53 gene product binds to DNA to induce transcription of another gene,
whose product inhibits the activity of cyclin-CDK2 complex and thereby stops the cell
cycle at the G1 checkpoint. P53 also downregulates bcl-2 and transcriptionally upregu-
lates genes such as p21WAF1/CIP1, bax, and PIG3, among other genes. Mutations of p53
are frequently associated with esophageal cancers. Since p53 mutations are also found
in esophageal dysplasia, they are considered as an early event in esophageal carcino-



genesis, unlike in the colon (66–77). A pivotal role of p53 modulation in esophageal car-
cinogenesis was substantiated in a mouse model, in which p53-knockout mice with je-
junoesophageal reflux developed esophageal adenocarcinoma (78). In studies of human
esophageal adenocarcinoma tissues, p53 accumulation increased with increasing degree
of dysplasia, beginning with low-grade dysplasia, with marked p53 overexpression in
up to 70% of esophageal adenocarcinomas. Familial inheritance of p53 mutations is rare
(Li-Fraumeni syndrome), and p53 mutations in esophageal adenocarcinoma may occur
through allelic loss of chromosome 17p.

The methods for detecting mutated p53 genes include immunohistochemistry, poly-
merase chain reaction (PCR)–single-strand conformation polymorphism (SSCP),
PCR–restriction fragment length polymorphism (RFLP) (79,80), and direct sequencing
of PCR products in exons 5–8, which cover 90% of p53 mutations (81,82). Although
immunohistochemical analysis is a widely used technique, its interpretation must be
tempered because positive p53 staining does not necessarily imply the existence of p53
mutations, and absence of p53 staining may occur with gene deletion, failure of tran-
scription, or a nonstabilizing mutation (83). For example, 86% of ESCC that had p53
accumulation did contain p53 gene mutations when assessed by PCR–SSCP analysis
(76), and 59.5% of esophageal cancers were p53 immunopositive but only 40.5% were
proven to contain p53 gene mutations when analyzed by direct DNA sequencing of PCR
products (82). When immunohistochemical and PCR–SSCP analyses were compared,
there were 38% discordant cases (84). Problems of direct DNA sequencing include the
tedious nature and expense of this technique, and the masking of mutant p53 allele by
the wild-type p53 contaminating from normal tissue (85). Therefore, a combinatory
analysis of immunohistochemistry and PCR–SSCP would be recommended for the de-
termination of p53 mutations.

Most recently, circulating anti-p53 antibodies (p53-Abs) in the serum have been uti-
lized as a potential indicator for p53 mutations in various cancers as well as esophageal
cancers. Serum p53-Abs were present in 25–60% of EDAC patients (86,87), and there
was a close correlation between positivity for p53 mutations in tissues and serum p53-
Abs (81,87,88). Since patients with Barrett’s esophagus developed serum p53-Abs pre-
dating the clinical diagnosis of malignancy (89), serum p53-Abs might be useful for
following these patients.

The positive rates for mutated or accumulated p53 in esophageal cancers are rang-
ing from 33.3% to 84% as summarized in Table 1. Epidemiologically, high p53 accu-
mulation was correlated with habitual drinking and smoking (90), and frequent
consumption of hot beverages. Histologically, undifferentiated esophageal cancer pa-
tients had a high positive rate for p53 expression (91,92), and p53 protein expression
was significantly related to the coexistence and spreading of intraepithelial carcinoma
(93). There was a positive correlation between the presence of p53 mutations and EGFR
overexpression (94).

Intensive efforts have been undertaken to predict the radio- and chemosensitivity of
esophageal cancer patients by utilizing p53 status.When human esophageal cancer cells
bearing mutated p53 gene were retrovirally transduced with the wild-type p53 gene, sen-
sitivity to radiation was significantly improved and cells became susceptible to cisplatin
(95). Esophageal cancer cells expressing either mutated p53 or no p53 protein were more
resistant to the growth-inhibitory effects of chemotherapeutic drugs (96). In vivo, ESCC
patients with positive p53 staining in pretreatment biopsy samples were resistant to cis-
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platin (97) or chemoradiation (98) in retrospective studies, and overexpression of p53
protein was associated with unfavorable treatment response (99,100). Overexpression of
p53 protein was associated with decreased responsiveness to chemoradiotherapy in
esophageal adenocarcinoma, but not in ESCC (101), implying a possible differential role
of mutated p53 gene depending upon histologic types. By contrast, p53 overexpression
had no significant relationship with responsiveness to chemotherapy (102). Further stud-
ies must be employed to determine a subgroup in which therapeutic responses can be pre-
dictable by the p53 status.

Table 1
p53 Mutations in Esophageal Cancer

Histology Methods p53 Mutations (%) Correlation to prognosis References

ESCC IH 56.7 + 119
ESCC IH 71.7 + 47
ESCC IH 59 + 120
ESCC PCR–SSCP 33.3 + 121
EA IH 45 + 122
EA IH 54 + 123
EC IH 56.5 + 124
EC IH 84 + 98
EC IH 54 + 125
EC IH 53 + 126
EC PCR–SSCP 34 + 127
ESCC IH 41 – 128
ESCC IH 48.1 – 129
ESCC IH 42 – 45
ESCC IH 64 – 130
ESCC IH 56.8 – 74
ESCC IH 64 – 131
ESCC IH 67.2 – 63
ESCC PCR–SSCP 55.5 – 132
EA PCR–SSCP 36 – 85
EA IH 79 – 131
EC IH 48.4 – 46
EC PCR–SSCP 38 – 133
ESCC IH 70 N/D 76
ESCC IH 51.4 N/D 93
ESCC IH 40.9 N/D 75
ESCC IH 67 N/D 134
ESCC PCR–SSCP 47 N/D 135
EC IH 57.1 N/D 136
EC IH 48.4 N/D 137

ESCC: esophageal squamous cell carcinoma
EADC: esophageal adenocarcima
EC: combined results of ESCC and EA
IH: immunohistochemistry
PCR–SSCP: polymerase chain reaction–single-strand conformation polymorphism
ND: not determined



3.2. P16

The p16 gene encodes a protein that complexes with CDK4 and CDK6, inhibiting
their ability to phosphorylate the retinoblastoma protein. Inactivation of the p16 gene,
which may occur through mutation, deletion, or methylation of the promoter, may lead
to uncontrolled cell cycling and growth. The gene is located at 9p21, a region of fre-
quent allellic loss in esophageal adenocarcinoma. Studies have shown p16 inactivation
via p16 promoter methylation in nondysplastic Barrett’s esophagus and more dysplastic
lesions. In contrast to squamous cell carcinomas of the esophagus, point mutations in
the p16 gene are not common in esophageal adenocarcinoma.

3.3. Other Growth-Related Genes

The expression of the KAI1/CD82 metastasis suppressor gene, which may be a cel-
lular target of p53 (103), correlated with lymph node metastasis of ESCC patients (104).

The protein p73, which is structurally related to p53 and is possibly a tumor sup-
pressor, showed increased expression in ESCC patients, including that by loss of im-
printing (LOI), suggesting a partial compensatory mechanism for defective p53 (105),
although this finding is controversial (106).

Loss of p27KIP1 expression, which is a cdk inhibitor regulating the progression from
G1 to S phase, has been reported in ESCC patients, demonstrating a positive correlation
(107,108) or no correlation with patients’ prognosis (48,109,110). Although increased
expression of p27 is found in high-grade Barrett’s dysplasia, expression levels are lower
in esophageal adenocarcinomas. Loss of p27 correlates with increasing grade of dys-
plasia, as well as invasiveness, lymph node metastasis, and decreased survival.

GML, whose expression is regulated in a p53-dependent fashion, sensitized
esophageal cancer cells to ionizing radiation (111). Loss of E-cadherin expression in
ESCC was correlated with poor prognosis (22,112). The Tylosis oesophageal cancer
(TOC) gene locus, which might contain a tumor suppressor gene, was frequently deleted
in sporadic esophageal cancers (113). Clarification of the precise roles of these growth
suppressor genes awaits further elucidation.

In one study, 64% of 22 esophageal adenocarcinoma tumors studied showed loss of
heterozygosity in the 3p region. Candidates for genes in the region retaining one (mu-
tated) copy include the von Hippel Lindau gene and the peroxidase proliferator activated
receptor-c gene. Studies report loss of heterozygosity at 5q in 45–72% of esophageal
adenocarcinoma tumors. Candidate tumor suppressor genes there include MSH3, APC,
MCC, and IRF-1. Although loss of heterozygosity at the mutated in colon cancer (MCC)
locus is frequent, mutation of the retained MCC allele is not. Similarly, although loss of
heterozygosity at the APC locus on 5q in high-grade Barrett’s dysplasia and esophageal
adenocarcinoma is present, a low rate of APC mutations has been found. Allelic loss of
18q is common in esophageal adenocarcinoma. Target genes in this area include the
DPC4 or SMAD4 gene; however, mutations in this gene have not been identified in
esophageal adenocarcinoma tumors.

Fas/APO-1 encodes a transmembrane protein involved in apoptosis expressed on cell
surfaces (CD95). Expression of Fas has in some studies been found to be reduced or ab-
sent despite high levels of mRNA in the tumors. The failure of expression of Fas may
thus prevent apoptosis in esophageal adenocarcinoma cells.
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4. Mismatch repair genes

Defects in the mismatch repair system result in point mutation accumulation as well
as variation in microsatellite length. Although microsatellite instability (MSI) and
germline mutations in the MSH2 and MLH1 genes have been found at high frequency
in hereditary nonpolyposis colon cancer (HNPCC), there are only a few reports investi-
gating alterations of the mismatch repair genes in esophageal cancers. Based on the lim-
ited information, mutations of mismatch repair genes do no appear to play a major role
in development of esophageal squamous cell carcinoma (114, 115); however, MSI has
been reported in a subset of Barrett’s metaplasia and dysplasia (116).

5. Summary and Future Directions

Esophageal squamous cell carcinoma and esophageal adenocarcinoma have different
etiologic bases and their epidemiology vary in the United States and worldwide. Never-
theless, one can view the genetic basis of these two common forms of esophageal neo-
plasms in the context of oncogene activation, tumor suppressor gene inactivation and
alteration of other genes involved in cellular proliferation and differentation. Cell cul-
ture and animal models have been emerging, and these provide the foundation for the
discovery of new genes. Ultimately, current and future knowledge about the genetic
basis for esophageal cancer will translate into innovative diagnostic and therapeutic ap-
proaches.
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PTEN and Cancer

Ramon Parsons and Laura Simpson

1. A Tumor Suppressor on Chromosome 10q23

Genetic evidence strongly suggested that a tumor suppressor was located on chro-
mosome 10. During the development of glioblastoma, one copy of chromosome 10 was
typically lost (1). Cytogenetic and molecular analysis revealed partial or complete loss
of chromosome 10 in bladder, endometrial, and prostate cancer (2,3). These studies
implicated 10q23 as a chromosomal region likely to contain one or more important
tumor suppressor genes. When wild-type chromosome 10 was reintroduced into
glioblastoma cell lines, it reduced the ability of these cell lines to form tumors in nude
mice, in part due to inhibition of angiogensis (4). During the same year (1996), a link-
age analysis report of a cancer predisposition syndrome, Cowden disease (CD), deter-
mined that a CD locus was present on chromosome10q23 (5). These findings greatly
bolstered the idea that chromosome 10q23 contained a novel tumor suppressor gene
whose loss was key in the formation of several types of cancer.

In 1997, Li et al. (6) identified a putative tumor suppressor on 10q23 through the use
of representational difference analysis (RDA). RDA was performed on 12 primary
breast tumors and a probe derived from one tumor mapped to chromosome 10q23. Six
homozygous deletions were identified in cancer xenografts by walking away from the
RDA marker on the STS-based YAC map. By trapping exons from a bacterial artificial
chromosome (BAC) that spanned the smallest homozygous deletion, two exons were
identified that matched expressed sequence tags (EST) present in the dBEST database.
Sequence analysis of the 403 amino acid open reading frame revealed a protein tyrosine
phosphatase domain and a large region of homology to chicken tensin and bovine aux-
ilin. The gene was, therefore, designated PTEN; for Phosphatase and Tensin homolog
deleted on chromosome Ten.

Steck et al. (7) independently reported the identification of the same candidate tumor
suppressor gene on 10q23, which was termed MMAC1 for Mutated in Multiple
Advanced Cancers. They performed a high-density scan between microsatellite markers
D10S191 and D10S221 in 21 glioma cell lines and primary cultures to narrow the crit-
ical region of deletion on 10q. Homozygous deletions were detected in four cell lines,
with the critical region of loss bordered by D10S541 and AFM280. Using fragments
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from a BAC containing a portion of the region that was homozygously deleted, exon
trapping was performed to identify exons of the tumor suppressor gene. The gene dis-
covered proved to be identical to PTEN.

Finally, in a search for novel human protein tyrosine phosphatases, a gene termed
TEP1 (TGF-�-regulated and epithelial cell-enriched phosphatase) was identified (8).
This search was conducted using an entirely different method than previously men-
tioned. PCR using degenerate primers pairs that correspond to the phosphatase catalytic
domain was used to screen human cDNA libraries for clones. Also, conserved phos-
phatase sequence motifs were used to search the GenBank cDNA database. Through a
combination of these two approaches TEP1 was identified. TEP1 also proved to be iden-
tical to PTEN. The purified TEP1 protein was capable of dephosphorylating phospho-
tyrosyl RCML, an in-vitro substrate for many tyrosine phosphatases. When the essential
cysteine residue in the tyrosine phosphatase signature motif was mutated to serine
(C124S), the phosphatase activity was abolished, showing that PTEN was indeed a phos-
phatase.

2. PTEN in Sporadic Cancers

Glioblastoma mutiforme is the most aggressive form of glioma, and patients diag-
nosed with the disease usually survive less than 2 yr. Loss of chromosome 10q occurs
in the vast majority of glioblastomas. The initial reports identifying PTEN as a candi-
date tumor suppressor also examined several cell lines and primary tumors for muta-
tions in PTEN (6,7). These reports demonstrated that glioblastoma cell lines and
primary tumors had a high frequency of PTEN mutations accompanied by loss of het-
erozygosity (LOH). Subsequently, other reports that examined glioblastomas for muta-
tions in PTEN determined the mutation rate of PTEN to be high (20–44%) (9–13). In
lower-grade glioma and glioneuronal tumors, however, PTEN mutations are rare (11).
One study examining the level of expression of PTEN in glioblastomas vs lower grades
of gliomas by reverse transcription polymerase chain reaction found a significant dif-
ference between the two groups (14). Furthermore, immunostaining of glioblastomas
revealed little or no PTEN expression in about two-thirds of the tumors examined (14).
The reduction or loss of PTEN appears to be very important in the progression of
gliomas to glioblastoma mutiforme, the most aggressive form of glioma.

LOH studies reveal that chromosome 10q is frequently lost in prostate cancer
(15–18). The most common region of loss (~50% of tumors studied) spans region
10q23. One study examining clinically localized prostate carcinoma determined that
inactivation of PTEN by homozygous deletion in 10–15% of the cases. In a study that
examined both clinically localized and metastatic prostate carcinomas, researchers
found PTEN mutations in approximately 10% of the cases (19). They also found that
mutations occurred more frequently in metastatic disease. Together, these reports sug-
gest that the inactivation of PTEN by mutation occurred predominately in advanced
prostate cancer. In addition to examining the mutational status of PTEN in prostate
cancer, one group analyzed the expression of PTEN in xenografts derived from
metastatic prostate cancer (20). Expression of PTEN at the mRNA and protein level
was reduced in at least 50% of the cases. In a study of 109 cases of prostate cancer,
PTEN expression was assessed by immunohistochemistry and the loss of PTEN pro-
tein was correlated with pathologic markers of poor prognosis (21). Inactivation or
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loss of expression of PTEN appears to be important in the development of advanced
prostate cancer.

Another cancer to exhibit a high frequency of loss of 10q is melanoma. Sporadic
tumors have alterations in the region of 10q22-10qter and LOH studies show frequent
early loss of 10q (22–26). Although the loss or mutation of PTEN is high in malignant
melanoma cell lines (~40%) (27), the frequency of PTEN aberrations in primary tumors
appears to be much lower with the majority of the mutations occurring in metastatic
disease (28,29). As with several other tumors, PTEN mutations appear to be associated
with late-stage disease. Examination of 4 primary melanomas and 30 metastases found
little to no expression of PTEN in 65% of the cases (30). Reduction of expression,
therefore, may also play a role in the development of metastatic melanoma. One study
examined the mutational status of both PTEN and N-RAS in 53 cutaneous melanoma
cell lines. They found 16 cell lines (30%) with alterations in PTEN and 11 cell lines
(21%) with activating NRAS mutations, with only one cell line having mutations in
both (31). This suggests that PTEN and N-RAS may function on the same pathway and
that perturbation of this pathway is necessary for the development of advanced
melanomas.

Breast cancer has a high frequency of LOH at chromosome 10q. PTEN, however, is
mutated only in a small fraction of breast cancer cases (~5%) (32–35). Immunohisto-
chemical analysis of sporadic primary breast carcinomas had either no or decreased
expression in 33% of these tumors. Loss of PTEN may therefore play a more important
role in the development of sporadic breast cancer than previously thought (34,36). PTEN
mutations have also been found to a lesser extent in cancers of the bladder, lung, and
lymphatic systems (37–41).

Another tumor type that has a high frequency of mutations in PTEN is endometrial
carcinomas. Studies examining endometrial carcinomas reported significant LOH on
chromosome 10, with two commonly deleted regions, 10q22-24 and 10q25-26 (42,43).
The frequency of PTEN mutations in endometrial carcinomas of the endometrioid type
is approximately 50% (44,45). In addition, endometrioid endometrial carcinomas
showed complete loss of PTEN protein expression in 61% of cases and reduced expres-
sion in 97% (46). Unlike other tumor types, inactivation of PTEN happens early in
tumor development and may represent the initial transforming event of tumorigenesis.
Examination of other gynecologic malignancies revealed that endometrioid ovarian
tumors had frequent mutations in PTEN (21%), while in serous and mucinous epithe-
lial ovarian tumors mutations of PTEN were absent (45,47). PTEN mutations in cervi-
cal cancer were also determined to be rare (45,48).

Overall, PTEN is altered in a wide variety of tumors. Alteration happens early or late
in tumor development, depending on the affected tissue. Alterations may occur through
genetic inactivation or the regulation of expression.

3. PTEN Mutation Is Detected in Hamartoma Syndromes

Cowden disease (CD) is a rare, autosomal dominant familial cancer syndrome asso-
ciated with a high risk for the development of breast cancer. The hallmark for this dis-
ease is the presence of harmatomas of the skin, breast, thyroid, oral mucosa, and
intestinal epithelium. In 1996, the gene responsible for CD was localized to chromo-
some 10q22–23 by linkage analysis (5). When PTEN was discovered less than a year
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later, researchers were eager to see if PTEN was the gene involved in this cancer syn-
drome. The first study involving 5 families with CD identified mutations in PTEN in 4
of the families (49). They found missense and nonsense mutations that disrupted the
phosphatase domain. One of the mutations resided in the catalytic pocket changing a
glycine at position 129 to a glutamic acid. A follow-up study involving 37 CD families
found PTEN in 81% of the families. These included missense, nonsense, insertions,
deletions and splice-site mutations (50). Mutations in the phosphatase domain com-
prised 43% of all mutations. The remaining mutations were scattered over the entire
length of PTEN. In a study of 10 families with CD in which 8 had germline mutations
in PTEN, the importance of PTEN in the development of the characteristic hamartomas
was investigated (51). Twenty hamartomas were examined for LOH of markers flanking
and within PTEN. LOH within the CD interval and including PTEN was identified in
two fibroadenomas of the breast, a thyroid adenoma, and a pulmonary hamartoma. The
wild allele was lost in these harmartomas. Reduced levels of PTEN RNA were found in
hamartomas from different tissues in a CD patient. From the above evidence, it appears
that PTEN functions as a tumor suppressor in CD.

Bannayan-Zonana syndrome (BZS) is another autosomal dominant hamartomous
disease. Some of the characteristic features of the disease are polyposis, macrocephaly,
cutaneous lipomas, and high birthweight, and, in males, a speckled penis. Unlike CD,
BZS is not associated with an increased risk of malignancy. The clinical overlap between
CD and BZS led researchers to examine BZS for possible germline mutations in PTEN.
One study examined 2 families for germline mutations in PTEN and found mutations
in both families (52). These mutations segregated with affected family members but
were absent in unaffected members and 100 control alleles. Interestingly, one mutation
was identical to a mutation found in an unrelated family with CD. Another study of 7
BZS families discovered germline mutations in 57% of the cases (50). They also ob-
served a mutation that was common to 2 unrelated CD families and 1 BZS family. CD
and BZS may represent variable penetrance of the same disorder. It is also possible to
speculate that there are modifying genetic or epigenetic factors that account for the vary-
ing manifestations of the two syndromes. Whatever the case, it is clear that PTEN plays
a significant role in the development of both diseases and fulfills the criteria for a tumor
suppressor.

4. PTEN Induces Cell Cycle Arrest and Apoptosis in Several Systems

To examine PTEN’s affect on cellular processes such as cell cycle and apoptosis, sev-
eral groups expressed exogenous PTEN in different cell lines. Expression of PTEN in
PTEN-null glioma cell lines caused growth suppression (53,54). Apoptotic and cell
cycle analysis showed that PTEN-mediated growth suppression was due to G1 arrest.
Phosphatase mutants of PTEN did not suppress cellular growth or induce cell cycle
arrest. One group found that expression of PTEN made glioma cell lines more suscep-
tible to anoikis, apoptosis initiated by disruption of cell interaction with the extracellu-
lar matrix (55). Expression of PTEN in a variety of breast cancer cell lines caused
growth suppression, but in this case the mechanism was apoptosis (56). Another study
using tetracycline-inducible system to express PTEN in a PTEN-positive breast cancer
cell line found that PTEN induced a G1 arrest followed by apoptosis (57). Similar to
the studies in glioblastoma cell lines, a catalytically inactive mutant of PTEN did not
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induce G1 arrest or apoptosis. Clearly, PTEN’s phosphatase domain is necessary for its
role in cell cycle arrest and apoptosis when overexpressed. Introduction of PTEN by
retrovirus into endometrial cancer lines lacking PTEN resulted in nearly physiologic
levels of PTEN expression. Such cells had a reduced level of proliferation and an
increase of cells in G1 (58). Another study using the same retroviral approach in
glioblastoma cell lines determined that PTEN did not affect proliferation or the cell
cycle in tissue culture (59). However, when lines with reintroduced PTEN were grown
as xenografts, their rate of growth was restricted relative to the parental line or clones
expressing a catalytically inactive PTEN protein. Such cells appeared to be unable to
stimulate angiogenesis as potently as the parental line. This is consistent with observa-
tion that PTEN regulates the expression of thrombospondin and VEGF in glioblastoma
(59,60).

5. PTEN and Animal Model Systems

Mice that are heterozygously deficient for PTEN were created to examine the role of
PTEN in development and tumor suppression. PTEN was shown to be essential in
embryonic development. PTEN�/� mice did not survive beyond d 9.5 of embryonic
development, and embryos appeared disorganized (61–63). One group found abnormal
patterning in the PTEN�/� embryo and overproliferation of the cephalic and caudal
regions with no alterations in apoptosis (63). PTEN-heterozygous mice developed
tumors in multiple tissues such as endometrium, prostate, thyroid, adrenal medulla, and
colon (61–63). These tumors were associated with an increase in proliferation with no
change in apoptosis. Some, but not all, of the tumors had loss of the wild-type allele.
Another interesting phenotype of PTEN�/� mice is the development of nonneoplastic
hyperplasia of the lymph nodes. An inherited defect in apoptosis in B-cells and
macrophages was observed in the hyperplastic lymph nodes by Podsypanina et al. (61).
The lymphoadenopathy of PTEN�/� mice was associated with autoimmune glomeru-
lonephropathy (64). Fas-mediated apoptosis was impaired in these mice and T-lympho-
cytes showed reduced activation-induced cell death and increased proliferation upon
activation. Immortalized mouse embryonic fibroblasts (PTEN�/�, and PTEN�/�)
were generated to analyze PTEN’s role in cellular processes such as growth arrest and
apoptosis (63). PTEN�/�cells did not have an increased rate of proliferation when com-
pared to PTEN�/�cells. However, PTEN�/� cells exhibited a decrease in sensitivity to
a number of apoptotic stimuli, and reintroduction of PTEN into these cells restored the
cells’ sensitivity to apoptosis. These mouse studies revealed the importance of PTEN in
the regulation of both proliferation and apoptosis, which varied depending on the organ.

A few examples of the ability of PTEN to synergize with other signaling pathways
have been examined in mice. PTEN mutation hastens the morbidity of mammary
tumorigenesis initiated by wnt-1, indicating synergy between PTEN and the wnt/�-
catenin/APC pathway (65). Synergy was also observed between Pten and p27 in prostate
tumorigenesis (66).

The Drosophila counterpart to mammalian PTEN has been recently cloned and char-
acterized (67–70). The amino-terminal half of the dPTEN protein is highly conserved,
sharing about 65% identity with the human PTEN in this region. As seen in the mouse,
Drosophila dPTEN mutants die during early development. To study the function of
PTEN, somatic dPTEN�/� cells in both the eye and the wing were created (68–70).
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Analysis in both the eye and the wing revealed that dPTEN�/� clones were larger in
size than their wild-type counterparts. This phenotype is cell autonomous, since the
mutant cells had no affect on wild-type neighbors. Lack of dPTEN also appeared to
affect the regulation of S phase. Cells lacking dPTEN in the imaginal disc also had an
increase in proliferation. Overexpression of dPTEN during eye development was shown
to inhibit cell proliferation (68). This overexpression of PTEN caused a cell cycle arrest
in the G2 or G2/M phase, in contrast to human tissue culture experiments, which show
that PTEN expression arrests cells in the G1 phase. This difference could be due to stage
of development, cell type, and/or species-specific factors. Interestingly, overexpression
of dPTEN in differentiating cells during eye development induced apoptosis, showing
that PTEN may act in a different fashion depending on the context of its expression.

6. PTEN’s Phosphatase Domain Is Essential for Its Activity 
as a Tumor Suppressor

The mutation spectra in patients and experiments in tissue culture strongly implicated
the role of the phosphatase domain in the suppression of tumorigenesis. Efforts were
therefore made to determine the substrate of PTEN’s phosphatase domain. Recombinant
PTEN was shown to dephosphorylate protein and peptide substrates phosphorylated on
serine, threonine, and tyrosine residues, which indicated that PTEN is a dual-specificity
phosphatase (71). PTEN also exhibited a high degree of substrate specificity for acidic
substrates in vitro. The finding that a PTEN mutant, G129E, found in two CD kindreds,
still exhibited wild-type protein phosphatase activity toward poly(Glu4Tyr1), however,
suggested that the actual substrate in vivo had not yet been identified (71). To address this
question, Maehama et al. (72) investigated the possibility that the second messenger phos-
pholipid phosphatidylinositol-3,4,5-trisphosphate was a substrate for PTEN. They found
that wild-type PTEN catalyzed the dephosphorylation of PtdIns-3,4,5-P3 on the D3 posi-
tion of the inositol ring, whereas a mutant PTEN could not. Overexpression of PTEN in
293 cells reduced insulin-induced PtdIns-3,4,5-P3 levels without effecting PI3K activity.
On the other hand, expression of a catalytically inactive mutant caused PtdIns-3,4,5-P3
accumulation. This study revealed that PTEN is a lipid phosphatase in vitro and in vivo.
Studies examining the PTEN-G129E mutant revealed the importance of the lipid phos-
phatase activity of PTEN for its function as a tumor suppressor. This mutation in PTEN
specifically ablated the lipid phosphatase activity of PTEN while retaining its protein
phosphatase activity (73,74). Expression of the PTEN-G129E mutant in a PTEN-null
glioblastoma cell line did not induce the growth suppression seen when expressing wild-
type PTEN, proving that the lipid phosphatase activity is necessary for this effect (54).

7. PTEN Regulates the PI3K Pathway

The formation of PtdIns-3,4,5-P3 by PI3K is essential for the activation of Akt. Akt
is a serine/threonine kinase that is activated by a variety of growth factors including
insulin and IGF-1 (75). PI3K activation through addition of growth factors results in an
increase in PtdIns-3,4,5-P3. This leads to the translocation of Akt to the membrane and
a conformational change that allows for PDK1 and PDK1 to phosphorylate Ser-473 and
Thr-308 activating Akt (75). If PTEN desphosphorylates PtdIns-3,4,5-P3 in vivo, then
PTEN should act as a negative regulator of the PI3K/Akt pathway.
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Genetic studies involving the Caenorhabditis elegans model system have been instru-
mental in the formation of our current understanding of the PI3K/Akt pathway and its
role in insulin signaling. DAF-2 is the C. elegans homolog of the mammalian
insulin/insulin-growth factor receptor (76). daf-2 mutant animals constitutively form
dauers, a diapausing larval stage in which their metabolism is shifted toward energy stor-
age (76–79). DAF-2 has been shown to reside upstream of AGE-1, a homolog of the
mammalian p110 catalytic subunit of PI3K, since daf-2 and age-1 mutant animals dis-
play similar phenotypes, which includes increased lifespan (80). AKT-1 and AKT-2, two
C. elegans homologs of Akt, act downstream of AGE-1 in transducing signals from
DAF-2 (81). Researchers studying AGE-1 signaling in C. elegans discovered DAF-18,
a PTEN homolog (82–84). Studies of DAF-18 have established that it functions as a reg-
ulator of insulin signaling. Animals with mutations inactivating daf-18 fail to form
dauers under appropriate conditions, and mutations of daf-18 suppress the age-1 con-
stitutive dauer phenotype and suppress a similar phenotype in daf-2 mutants (82,83).
Inactivation of daf-18 using RNA interference also suppresses the dauer phenotype of
daf-2 and age-1, whereas introduction of a wild-type daf-18 transgene rescues the dauer
defect (82,84). Inhibition of akt-1 and akt-2 by RNA interference causes dauer forma-
tion in both wild-type and daf-18 mutants, showing that daf-18 is upstream of akt-1 and
akt-2 (82).

Studies with Drosophila also place dPTEN on the insulin signaling pathway.
Homozygous DPTEN mutant cells have similar growth phenotypes to cells expressing
a constitutively active form of Dp110, a PI3K homolog (85). Overexpression of DPTEN
completely suppresses the growth-promoting activity of overexpressed Dp110 (70).
Conversely, the small-eye phenotype of dPTEN overexpression is suppressed by Dp110
and enhanced by a dominant negative Dp110 (68). As in mammals, DPTEN appears to
act as an antagonist to the PI3K homolog. Further confirmation that DPTEN is on the
insulin signaling pathway in Drosophila is seen in studies involving chico, the homolog
of IRS-1-4. Eye clones mutant for chico usually display a reduced growth phenotype,
but in cells mutant for both chico and dPTEN, this phenotype is masked by the over-
growth phenotype associated with loss of dPTEN function (70). Additionally, removal
of one copy of chico enhances the small-eye phenotype of dPTEN overexpression (68).
This strongly suggests that dPTEN is downstream of chico in a negative regulatory role
in insulin signaling. Finally, one study reported that Dakt1, an Akt homolog, could sup-
press the dPTEN overexpression phenotype (69). Studies with C. elegans and
Drosophila revealed that PTEN is evolutionarily conserved and have placed it on the
insulin signaling pathway. Since PTEN is highly conserved, these model systems pro-
vide researchers with an excellent way in which to study the function of PTEN.

The effects of PTEN on Akt in mammals has also been studied. Expression of PTEN
in the cell leads to the downregulation of Akt activity, as evidenced by decreased levels of
phospho-Akt (53,55–57,86,87). Additionally, constitutively active Akt, but not wild-type
Akt, can rescue cells from PTEN-mediated G1 arrest and apoptosis (56,86,87). PI3K, the
upstream activator of Akt cannot rescue cells from apoptosis, showing that PTEN acts
below PI3K but above Akt on this signaling pathway. In agreement with these findings,
tumor cell lines that are PTEN-deficient showed elevated levels of phospho-Akt as com-
pared to PTEN-positive cell lines (86,88). Studies with PTEN�/� mouse fibroblasts
have yielded similar results (63). The level of Akt kinase activity was elevated in
PTEN�/�cells when compared to PTEN�/� cells. Pretreatment of serum starved cells
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with PI3K inhibitors eliminated basal as well as PDGF-dependent increase in Akt phos-
phorylation in both PTEN�/� and �/� cells. Also, PTEN�/� cells have elevated lev-
els of PtdIns-3,4,5-P3 when compared to PTEN�/� cells. Finally, all spontaneous
epithelial tumors that arise in PTEN�/� mice have an elevation in the level of phospho-
AKT, which is associated in most cases with a reduction in the expression or mutation of
wild-type PTEN (89).The role of PTEN in the regulation of p70/S6K is a rapidly evolv-
ing area of inquiry. The activation of S6K contributes to the cell’s ability to grow, both at
the level of cell size and proliferation (90). Under starved conditions, S6K is inactive.
Activation of PI-3 kinase stimulates glucose uptake and in parallel leads to the phospho-
rylation of several amino acids on S6K. This alone, however, is not sufficient to activate
S6K. Amino acids in the media are also required to activate mTOR kinase, which in turn
enhances the steady-state phosphorylation of S6K through the regulation of phosphatase
and kinase activities in the cell. Therefore, inhibition of either PI-3 kinase or mTOR leads
to the inactivation of S6K. Genetic studies of homologs of S6K and mTOR in flies has
strengthened the link between PTEN and these enzymes (91,92). DTOR mutation is
lethal and leads to small cells that fail to proliferate. This mutation is epistatic to dPTEN
mutation, since double-mutant cells remain small and hypoproliferative. DS6K�/� flies
are viable but small, due to small cell size, and overexpression of dS6K is able to rescue
hypomorphic alleles of dTor from lethality. In sum, these data suggest that PTEN may
affect the regulation of S6K in mammalian cells.

Recently, studies have focused on the role of PTEN as a regulator of the insulin sig-
naling pathway in mammals. Expression of PTEN in 3T3-L1 adipocytes inhibited
insulin-induced 2-deoxy-glucose, GLUT4 translocation, and membrane ruffling (93).
Both Akt and p70S6 kinase were significantly inhibited by PTEN overexpression. Per-
haps more convincing evidence that PTEN regulates S6K is the finding that PTEN�/�
tumor cells have elevated levels of phosphorylated S6K (94). Expression of PTEN in a
PTEN-null breast cancer cell line has been shown to cause upregulation of insulin recep-
tor substrate-2 (IRS-2), on the RNA, protein, and posttranslational phosphorylation lev-
els (95). The IRS-2 produced by the expression of PTEN is tyrosine-phosphorylated and
associated with PI3K. In addition, PTEN alters the posttranslational modification of
IRS-1, which inhibits the interaction with grb2 (96). IRS-1 and IRS-2 are docking pro-
teins, which are recruited by receptor tyrosine kinases such as the insulin receptor. In
turn, IRS-1 and IRS-2 recruit PI3K and grb-2/Sos to signal through the PI-3 kinase and
MAPK pathways. These data suggest that PTEN can both positively and negatively reg-
ulate insulin signaling.

PI3K/Akt pathway has an established role in regulating translation and apoptosis
within the cell. Overexpression of a constitutively active, membrane-targeted form of Akt
induces phosphorylation of 4E-BP1, a repressor of mRNA translation, inactivating the
protein (97,98). When PTEN is transfected into cells, levels of active, phosphorylated Akt
are diminished and 4E-BP1 phosphorylation is reduced (86). Akt has also been shown to
phosphorylate Bad, a Bcl-2 family member. Dephosphorylated Bad inactivates pro-sur-
vival factors such as Bcl-XL precipitating apoptosis. Expression of PTEN into PTEN-null
cells resulted in decreased levels of phosphorylated Akt and phosphorylated BAD (55).
Reciprocally, PTEN-null ES cells showed increased levels of phosphorylated Akt and
phosphorylated BAD (99). In C. elegans, DAF-16 has been shown to be antagonized by
the insulin signaling pathway and encode a Fork head transcription factor proving that
insulin signaling ultimately alters transcription (77–79,81,100–103). The mammalian
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counterparts of DAF-16, AFX, FKHR, and FKHRL1, have been shown to be involved in
transcriptional control and to be negatively regulated through phosphorylation by Akt
(104–108). Overexpression of Forkhead transcription factors induces cell cycle arrest and
apoptosis (104–106). AFX has been shown to mediate cell cycle arrest by transcription-
ally activating p27kip1 (109), and similarly, FKHRL1 induces transcriptional upregulation
of Fas ligand (104). Therefore, PTEN may mediate cell cycle arrest and apoptosis through
these transcription factors. Indeed, a recent report shows that expression of PTEN in
PTEN-deficient cells induces the nuclear localization and transcriptional activity of
FKHR (110). The results of these studies suggest that PTEN can control translation,
thereby regulating the cell’s entry into G1 and its progression through the cell cycle. In
addition, these studies reveal the mechanisms by which PTEN may induce apoptosis.

PTEN’s emerging role as an antagonist of the PI3K pathway led to studies examining
PTEN’s role in angiogenesis, since hypoxia, insulin, and IGF-1 induce angiogenic gene
expression that may be regulated through the PI3K/Akt pathway (111–113). Reintroduc-
tion of wild-type PTEN into PTEN-null glioblastoma cell lines substantially reduced
hypoxia, and IGF-1 induction of HIF-1 regulated genes such as vascular endothelial
growth factor (VEGF) (60). PTEN suppresses the stabilization of hypoxia-mediated
HIF-1a, which when stabilized through the PI3K/Akt pathway upregulates VEGF
expression. Similar results were seen in epidermal growth factor (EGF)-stimulated
prostate cancer cell lines (114). Stimulation of cells with EGF leads to increased levels of
HIF-1a, HIF-1 transcriptional activity, and VEGF protein expression, which is blocked
by expression of PTEN. This suggests a possible role for PTEN in angiogenesis.

Although PTEN’s ability to inhibit the PI3K pathway has been examined mainly in glial
and epithelial cell lines, it is possible PTEN may play a similar role in other cell types.
When PTEN is exogenously expressed in Jurkat-T cells, it induces apoptosis (115). Apop-
tosis could be prevented by coexpression of a constitutively active, membrane bound form
of Akt. PTEN also decreased T-cell receptor (TCR)-induced activation of mitogen-acti-
vated protein kinase, extracellular signal-related kinase (ERK2) that is dependent on
PI3K activity. A recent report found that Jurkat T-cells exhibit constitutive phosphoryla-
tion of Akt, indicating high basal levels of PtdIns-3,4,5-P3 (116). In addition, there was
constitutive membrane association of inducible T-cell kinase (Itk), a pleckstrin homology
(PH)-containing tyrosine kinase downstream of PI3K. This kinase facilitates TCR-
dependent calcium influxes and increases in extracellular-regulated kinase activity.
Expression of PTEN or treatment of the cells with PI3K inhibitors blocked constitutive
phophorylation of Akt and redistributed Itk to the cytosol. The PTEN-deficient Jurkat
cells were hyperresponsive to TCR stimulation as measured by Itk activity, tyrosine phos-
phorylation of phospholipase C-c1, and activation of Erk. These studies provide evidence
that PTEN may have an important role in TCR signaling in T-cells. The above-mentioned
studies clearly provide evidence that PTEN acts antagonistically to PI3K by dephospho-
rylation of PtdIns-3,4,5-P3, and by doing so may affect a variety of cellular processes.

8. Domain Structure of PTEN

The initial study of PTEN showed that it was a 403-amino acid protein that contained
an amino-terminal region with homology to auxilin and tensin and a protein phosphatase
domain (6,7) (Fig. 1). Solving the crystal structure of PTEN revealed a phosphatase
domain that was similar to protein phosphatases but had an enlarged active site, necessary
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for the accommodation of a phosphoinositide substrate that accounted for its ability to
dephosphorylate lipid substrates (117). PTEN’s phosphatase domain has been the focus of
numerous studies, and its function is essential in PTEN’s tumor suppressor function.

More recently, other domains of PTEN have been discovered and examined to deter-
mine their function. The crystal structure of PTEN revealed the existence a C2 domain
that had affinity for phospholipid membranes in vitro (117). Mutation of the solvent-
exposed residues in the CBR3 and Ca2 elements of the C2 domain had reduced affin-
ity for membranes in vitro when compared to wild-type PTEN. These mutations reduced
the growth-suppression activity of PTEN in a glioma cell line. Cells expressing these
mutants also proliferated better than those expressing wild-type PTEN and demon-
strated anchorage-independent growth. In addition, the structure revealed that the phos-
phatase domain and C2 domains associate across an extensive surface, which suggests
that the C2 domain may have a role in positioning the catalytic domain on the mem-
brane. Georgescu et al., in a previous study, had found that the expression of various C-
terminal mutants in glioma cell lines allowed for anchorage-dependent growth that is
usually suppressed by wild-type PTEN (118). Various mutations created were in pre-
dicted b-strands (now known to be in the C2 domain), and the level of phosphatase activ-
ity of these mutants depended on the degree to which the mutation disrupted these
structural elements. The mutants were unstable and subject to rapid degradation.

PTEN also contains two PEST sequences and a PDZ motif in the carboxy-terminal
(C-terminal region), and these elements were found to be dispensable for tumor sup-
pressor function (118). The function of PEST sequences is to target proteins with short
intracellular half-life for protein degradation. Deletion of these sequences in PTEN,
however, led to decreased protein expression, perhaps by impaired protein folding. From
the results of these studies, the C-terminal region appears to be important in PTEN sta-
bility and enzymatic activity. In another study focusing on the C-terminal region,
Vazquez et al. (119) examined PTEN in which the 50-amino acid tail was removed, and
found that it was necessary for maintaining protein stability. Surprisingly, the protein
had increased activity as measured by the ability of the mutant to induce G1 arrest and
FKHR transcriptional activity. The tail was also shown to be phosphorylated on serine
370 and one or more sites of a serine/threonine cluster (ser380, thr382, thr383, and
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Fig. 1. Protein domains of PTEN. PTEN is a 403-amino acid protein that contains a phosphatase
domain (residues 14–185) in the N-terminal region with the phosphatase motif (HCXXGXXR;
residues 123–130) essential for its tumor suppressor activity. PTEN contains a C2 domain (residues
186–351) that allows for the binding of PTEN to phospholipids, perhaps for the effective positioning
of PTEN at the membrane. PEST sequences (degradation motifs) are located between residues
350–375 and 379–396 within the tail domain. The tail region contains CK2 phosphorylation sites
important for the stability and activity of PTEN. There is also a PDZ-binding domain that allows
PTEN to bind MAGI proteins, which may enhance the efficiency of PTEN signaling through the for-
mation of PTEN/MAGI complexes at the membrane.



ser385). Mutation of ser380, thr382, and thr383 each reduced both the steady-state pro-
tein levels and the protein half-life. However, these mutants were more active in induc-
ing G1 arrest and FKHR transcriptional activation. Phosphorylation of the tail,
therefore, may mediate the regulation of PTEN function.

To determine what kinase phosphorylates the tail of PTEN, researchers examined the
amino acid sequence of the tail region and found that casein kinase-2 phosphorylation
sites were located within a C-terminal cluster of serine/threonine residues (ser370,
ser380, thr383, and ser385) (120). Casein kinase-2 is a serine/threonine kinase that is
ubiquitously expressed and phosphorphorylates a variety of substrates involved in cell
cycle and cell growth (121–123). PTEN was shown to be constitutively phosphorylated by
CK2 in vivo, and PTEN phosphorylation-defective mutants showed decreased stability in
comparison to wild-type PTEN. In addition, these mutants showed accelerated protea-
some-mediated degradation. Treatment with a CK2 inhibitor also resulted in a reduction
in PTEN protein levels, but only in the absence of a proteasome inhibitor. This data sug-
gest that levels of PTEN in the cell could be regulated by its phosphorylation status.

Since PTEN contains a PDZ domain, this raised the possibility that PTEN may inter-
act with other proteins that may be essential in PTEN’s function. PDZ domains are pro-
tein–protein interaction domains that bind to consensus motifs (S/TXV) in the
C-terminus of partner proteins, although other, more amino-terminal residues may be
involved in the specificity of PDZ domain binding. Using yeast two-hybrid systems,
PTEN was found to associate with members of the membrane-associated guanylate
kinase family protein with multiple PDZ domains called MAGI for (membrane-associ-
ated guanylate kinase inverted) (124,125). There are three distinct MAGI proteins
(MAGI-1, -2, -3) with a high degree of conservation of the functional domains, includ-
ing the PTEN-binding PDZ domains. These proteins localize to epithelial cell tight junc-
tions. PTEN was found to associate with both MAGI2 and MAGI3 in two separate
studies. The ability of low levels of PTEN to inhibit Akt activity was enhanced by the
expression of either MAGI2 or MAGI3 as compared to low levels of PTEN alone.

Removal of the PDZ domain from PTEN greatly reduced its ability to inhibit Akt
activity, which points to the potential importance of the interaction of PTEN and MAGI
proteins in facilitating PTEN’s function as a phosphatase. A catalytically inactive mutant
of PTEN (C124S) that contains amino acids 1–377 was subject to rapid degradation, and
the addition of the PDZ domain back to this protein conferred a greater degree of sta-
bility to the protein (124). This suggests that the interaction of PTEN and MAGI may
enhance the stability of PTEN, though this interaction is probably not the only stabiliz-
ing factor needed by PTEN. Given these data, it is possible that the interaction between
PTEN and MAGI proteins improves the efficiency of PTEN signaling by the formation
of a complex at the cell membrane.

9. PTEN May Be More than a Lipid Phosphatase

Although PTEN clearly acts as a lipid phosphatase, it has been shown to dephospho-
rylate protein substrates as well and may have other roles in the cell besides antagonizing
PI3K. Tamura et al. (126) overexpressed PTEN in both fibroblasts and glioblastoma cell
lines and observed that PTEN inhibited cell migration. Integrin-mediated cell spreading
and the formation of focal adhesions were downregulated by wild-type but not by PTEN
with an inactive phosphatase domain. In addition, PTEN interacted with focal adhesion
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kinase (FAK) and reduced its tyrosine phosphorylation. A mutant of PTEN, G129E,
which had lost its lipid phosphatase activity but retained its tyrosine phosphatase activity,
still inhibited cell spreading and dephosphorylated FAK. The tyrosine phosphatase activ-
ity of PTEN appears to be essential in regulating cell interactions with the cellular matrix.
Further examination of the role of PTEN in focal contact formation and cell spreading
implicated PTEN in the dephosphorylation of Shc (127). The dephosphorylation of Shc
by PTEN inhibited the recruitment of Grb2, which led to downregulation of the MAP
kinase pathway. The ability of PTEN to dephosphorylate FAK is not universal, however.
There appears to be no difference in the phosphoryation status of FAK in PTEN�/� ver-
sus PTEN�/� ES cells (99). Another group studying the role of PTEN in invasion found
that introduction of wild-type PTEN or phosphatase-deficient (C124S) PTEN both
inhibited invasion in glioma cell lines (128). Reduction of FAK phosphorylation was not
observed in conjunction with inhibition of invasion. This raises the possibility that
domains other than the phosphatase domain may play a role in inhibiting invasion.
Regarding PTEN’s ability to regulate the MAP kinase pathway, it is possible that PTEN
can inhibit it without direct dephosphorylation of Shc. Expression of PTEN can inhibit
the movement of Gab1 to the plasma membrane by dephosphorylation of PtdIns-3,4,5-
P3, since the pleckstrin homology domain of Gab1binds this phospholipid in its translo-
cation to the membrane (129). This inhibition would effectively inhibit signaling through
the MAP kinase pathway. The Drosophila model also gives us a tantalizing clue that the
role of PTEN may be broader than just the dephosphorylation of PtdIns-3,4,5-P3.
Researchers have noted that the bristle, hair, and rhabdomere phenotypes observed in
DPTEN mutants have not been reported in Dp110 or insulin signaling mutants, which
raises the possibility that these effects are not caused simply by an increase in PtdIns-
3,4,5-P3 levels (70). In DPTEN mutants, the subcellular regulation of the assembly of
actin microfilaments appears to be abnormal, which may account for the structural
defects observed. Goberdhan et al. (70) postulated that the loss of DPTEN function may
alter communication between the peripheral actin cytoskeleton, the plasma membrane,
and the extracellular matrix. The study of how PTEN may function in capacities other
than that of a lipid phosphatase still remains in its infancy.

10. Future Directions

Since the discovery of PTEN in 1997, its importance as a tumor suppressor has been
validated by its mutation and/or loss of expression in a variety of sporadic cancers and its
association with Cowden disease, an autosomal dominant cancer syndrome. Reintroduc-
tion of PTEN into cells causes G1 cell cycle arrest and/or apoptosis, depending on the cell
type, revealing how PTEN may function as a tumor suppressor. Studies examining
PTEN’s role as a lipid phosphatase have shown that it dephosphorylates the D3 position of
PtdIns-3,4,5-P3, acting in opposition to PI3K, which allows it to affect a number of cellu-
lar processes. Through the use of mouse models, PTEN has been shown to be important in
embryonic development, tumor formation, and apoptosis. PTEN homologs have been
identified in both C. elegans and Drosophila. Studies with these models have placed
PTEN on the insulin signaling pathway as a negative regulator of a PI3K homolog in con-
cordance with studies in mammals. Many vital questions about PTEN’s role in cellular
processes still remain to be answered. During human development, high levels of PTEN
expression were observed in the skin, thyroid, central nervous system, autonomic nervous
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system, and upper gastrointestinal tract (130). PTEN’s involvement in the development of
these tissues is currently unknown. Regulation of PTEN levels through transcriptional,
translational, and posttranslational mechanisms is another area that remains uncharted.
Phosphorylation of residues in the PTEN tail has been shown to affect protein stability and
activity (119). A recent report identified CK2 as the kinase that constitutively phosphory-
lates the tail region of PTEN (131). This phosphorylation confers stability to PTEN, and
phosphorylation-defective mutants are subject to rapid turnover via the proteasome. Iden-
tification of a phosphatase that can dephosphorylate PTEN still remains to be discovered.
The nature of this phosphatase will provide clues as to when PTEN can be dephosphory-
lated and under what conditions this takes place. It is possible that the selective dephos-
phorylation of PTEN may be crucial in regulating its specific activity under particular
circumstances in the cell. PTEN affects transcription, translation, the cell cycle, and apop-
tosis. The continuing investigation into the many aspects of PTEN’s function will give us a
better understanding of how the loss of PTEN affects tumor development and progression.
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VHL and Kidney Cancer

Michael Ohh and William G. Kaelin, Jr.

1. Introduction

Kidney cancer affects approximately 30,000 individuals in the United States and is
responsible for more than 12,000 deaths each year (1,2). It has been estimated that 3%
of adult malignancies are kidney cancers (1). Like many cancers, such as breast and
colon cancers, kidney cancer occurs in both sporadic and familial forms. The vast major-
ity of kidney cancer—up to 96%—is sporadic or nonhereditary, while 4% is thought to
have a hereditary basis (2). There are at least four types of familial kidney cancer that
have been categorized: renal carcinoma associated with Birt-Hogg-Dube syndrome,
hereditary papillary renal carcinoma, hereditary clear cell renal carcinoma, and renal
carcinoma associated with the von Hippel-Lindau (VHL) disease (3). This chapter will
focus on the recent molecular understanding of VHL disease.

2. VHL Disease

VHL disease is a hereditary cancer syndrome characterized by a predisposition to
developing tumors in a number of organs, including kidney, eye, cerebellum, spinal cord,
adrenal gland, pancreas, inner ear, and epididymis (4-7). VHL-associated renal carcino-
mas are characterized by earlier onset than their sporadic counterparts and are frequently
multifocal (7). They are invariably of clear cell type and are often associated with renal
cysts (7–9). Renal clear cell carcinoma is also the predominant form of kidney cancer
in the general population and has been reported to metastasize in up to 40% of affected
individuals (8,9). Currently, renal clear cell carcinoma is the major cause of morbidity
and mortality in VHL patients (10).

VHL disease afflicts 1 in 40,000 individuals (7). Clinically, it displays an autosomal
dominant pattern of inheritance due to its variable but virtually complete penetrance
(7,11). Molecularly, however, VHL disease is a recessive disorder (7,12,13). Specifi-
cally, affected individuals are heterozygous at the VHL locus, harboring a wild-type VHL
allele and a mutated VHL allele. Tumor development occurs when the remaining wild-
type VHL allele is inactivated or lost. The likelihood that at least one susceptible cell
will undergo this event during the lifetime of a VHL germline heterozygote is approxi-
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mately 90%, thus accounting for the seemingly autosomal dominant pattern of inheri-
tance (7). The requirement of biallelic inactivation of the VHL locus for the development
of VHL–associated neoplasms conforms to the Knudson’s two-hit model of carcino-
genesis by tumor suppressor genes (7,14). In keeping with this model, functional inac-
tivation of both VHL alleles has been demonstrated in the majority of sporadic renal
clear cell carcinoma (75%) (15–19) and cerebellar haemangioblastoma (50–60%)
(20–23). Unexpectedly, however, VHL mutations are rare in sporadic pheochromocy-
toma, even though VHL patients are at increased risk for this tumor (24,25). The expla-
nation for this exception to the Knudson two-hit model is not known.

Inactivation of the remaining wild-type VHL allele, manifest as loss of heterozygos-
ity at the VHL locus, has been documented in premalignant renal cysts in VHL patients
(26). These cysts arise from the epithelial lining of the proximal renal tubule (26). Thus
it appears that biallelic inactivation of VHL in the kidney is sufficient for renal cyst for-
mation and it is presumed that additional mutations at non-VHL genetic loci are
required for conversion to a frank renal carcinoma. In summary, inactivation of the VHL
gene product (pVHL) is an early step in the pathogenesis of renal clear cell carcinoma.
The VHL gene appears to play the role of a “gatekeeper” for kidney cancer, much as
the APC (adenomatous polyposis coli) gene plays the role of gatekeeper in colorectal
cancer (27).

3. The VHL Gene

Two lines of investigation pointed to the possible existence of a renal carcinoma sup-
pressor gene on the short arm of chromosome 3. Firstly, it was noted that 3p deletions
were common in a variety of solid tumors, including, notably, renal carcinomas (28,29).
Second, several studies identified kindreds with early-onset, bilateral, multifocal renal
clear cell carcinoma and documented in such families germline translocations in which
chromosome 3p was fused to chromosome 6, 8, or 11 (30–32). Moreover, family mem-
bers who did not display this genetic abnormality remained kidney cancer-free, whereas
all affected family members inherited the translocation (30–32).

In an effort to isolate the gene on chromosome 3p responsible for renal carcinoma, sci-
entists explored the hereditary renal carcinoma associated with VHL disease with the
supposition the VHL gene may be involved in the nonhereditary form of kidney cancer.
Toward this end, Seizinger and co-workers, in 1988, using genetic linkage analysis,
mapped the VHL gene to a 6- to 8-centimorgan (cM) region of chromosome 3p25-26
(33). The putative site of VHL locus was further narrowed by multipoint linkage analysis
to a 4-cM interval on 3p26 between RAF1 and the anonymous marker D3S18 (34). Yao
et al. and Richards et al. used pulse-field gel electrophoresis to demarcate the minimal
genomic region that was commonly deleted among unrelated VHL families and identi-
fied a collection of cDNAs that mapped to this region (34,35). Ultimately, this informa-
tion enabled Latif and co-workers to isolate and clone the VHL gene in 1993 (36).

The authenticity of the VHL gene was confirmed by the detection of intragenic muta-
tions that segregated with the disease in VHL kindreds (36,37). Currently, mutations in
the VHL gene can be detected in virtually all patients displaying phenotypic features of
the VHL disease (38). The VHL gene is expressed ubiquitously in fetal and adult tissues
(39,40). Hence, VHL expression is not restricted to the organs affected by VHL disease.
Nonetheless, the expression pattern in the fetal kidney suggest a role in normal renal
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tubular development and differentiation (39,40). The VHL gene contains 3 exons (36).
Moreover, a second VHL mRNA isoform, in which exon 1 is spliced directly to exon 3,
has been observed in some VHL patients, suggesting that this isoform is insufficient to
suppress tumor development (15).

Tumor-derived VHL gene mutations have been identified throughout the VHL open
reading frame with the exception of the sequences encoding the first 54 amino acid
residues (41,42). However, striking correlations between certain germline mutations
and specific clinical manifestations of the disease are emerging. Such genotype–phe-
notype correlations have led to the classification of VHL disease into subcategories
depending on their propensity to develop pheochromocytoma: type I families have a
low risk and type II families have a high risk of developing pheochromocytoma. Type
II is further subdivided into IIa (low risk of renal carcinoma), IIb (high risk of renal
carcinoma), and IIc (develop exclusively pheochromocytoma without the other stig-
mata of the disease) (7). Whereas germline mutations associated with type I disease
are regularly deletions, microinsertions, and nonsense mutations, germline mutations
associated with type II disease are almost invariably (�90%) missense mutations
(37,42).

4. The VHL Proteins

The human VHL gene encodes two proteins with apparent molecular weights of
approximately 30 (pVHL30) and 19 kDa (pVHL19) (43–45). The former contains 213
amino acids and the latter contains 160 amino acids as a result of translation from the
second methionine at residue 54. The N-terminus of pVHL30 contains a region homol-
ogous to an acidic pentameric repeat found in Trypanosoma brucei (36).

To date, the expression of pVHL30 and pVHL19 are not mutually exclusive. Further-
more, reconstitution of either pVHL30 or pVHL19 into VHL�/� renal carcinoma cells
suppresses their ability to form tumors in nude mice (43,45–47). Intriguingly, VHL
tumor-derived mutations invariably map outside the first 54 amino acid residues (41,42).
This likely is due to the fact that mutations in this region would still, in principle, be
compatible with the production of biologically active pVHL19.

There are subtle differences between pVHL30 and pVHL19 in terms of subcellular
localization. Biochemical fractionation and immunohistochemical studies have shown
that although pVHL30 is predominantly cytoplasmic, significant amounts can be
detected in the nucleus and associated with the endoplasmic reticulum (46,48–51).
pVHL19 is found equally distributed between the nucleus and the cytoplasm, but is
excluded from the membrane fraction (44). This raises the possibility that the NH2-ter-
minal acid pentameric repeat is required for membrane association.

Complicating the interpretation of pVHL subcellular localization further is the fact
that the pVHL30 shuttles between the nucleus and cytoplasm (52,53). Whether this is
also true for pVHL19 is not known. It appears that the steady-state distribution of pVHL
can be influenced by cell density (52). Furthermore, treatment of cells with RNA poly-
merase II inhibitors causes pVHL to accumulate in the nucleus (53). Unraveling the all
physiologic and biochemical signals that influence pVHL shuttling is an area of inten-
sive investigation. The importance of shuttling, however, is underscored by the obser-
vation that pVHL mutants that are unable to shuttle by virtue of fusion to strong
heterologous nuclear import or export signals are functionally defective (53).

VHL and Kidney Cancer 169



Whereas pVHL30 is a phosphoprotein, pVHL19 is not. The specific phosphorylated
residues and the physiological relevant kinase (s) have not been determined. The func-
tional significance of pVHL30 phosphorylation is unknown.

5. The pVHL–Multiprotein Complex

When the VHL gene was isolated, it was clear that neither the nucleotide nor the
amino acid sequence of the pVHL had any significant homology to proteins with a
known function. Thus, to discern the function (s) of pVHL, several groups sought to
identify cellular proteins that bound to pVHL, with the supposition that pVHL-associ-
ated proteins might have identifiable functions.

5.1. Elongin B and Elongin C

The first pVHL-associated proteins to be isolated were elongins B and C (54,55).
Elongins B and C had earlier been found as a binary complex that enhances the tran-
scriptional elongation activity of a protein called elongin A (56). Comparison of elon-
gin A and pVHL revealed a short stretch of residues that were highly conserved between
the two proteins. This stretch corresponding to the pVHL amino acid residues 157–172
was determined to be the minimal region necessary and sufficient for binding elongins
B and C (54,56). Not so surprisingly, the homologous region on elongin A likewise asso-
ciates with elongins B and C (57), thereby establishing these residues on pVHL and
elongin A as an elongin B/C-binding motif.

In a cell-free system, pVHL can negatively regulate the elongin A transcriptional
elongation activity by competing away elongins B and C (55). In other words, the asso-
ciation of elongin B/C complex to elongin A and pVHL is mutually exclusive. More-
over, residues defining the elongin B/C-binding motif on pVHL are frequently mutated
in VHL kindreds, underscoring the significance of elongin B/C binding to tumor sup-
pressor function of pVHL (54,58). These observations led to the hypothesis that the fail-
ure of pVHL to regulate elongin/SIII activity negatively in vivo leads to tumorigenesis.
However, it should be noted that, to date, there is no evidence that elongin/SIII regulates
the transcription of specific genes in vivo. Perhaps more important, elongins B and C
are in vast molar excess of elongin A and pVHL (59). Furthermore, other cellular pro-
teins with the elongin B/C-binding motif have since been identified (59). Although the
above arguments do not formally disprove the elongation theory, the isolation of the next
pVHL-associated protein strongly suggested an alternative model of tumor suppression
by pVHL.

5.2. Cullin 2

In 1996, Kipreos et al. identified a novel gene family called cullins in Caenorhabdi-
tis elegans during a screen for mutants that displayed excess postembryonic cell divi-
sions (60). There are at least 3 cullins in budding yeast, five in nematodes, and six in
humans. The product of the human Cul2 gene, an approximately �80-kDa protein, was
found to bind stoichiometrically to elongin B, elongin C, and pVHL (51,61).

Cul2 bears remarkable similarity to the yeast cullin, Cdc53 (51,60,61). Cdc53 is part
of a multiprotein ubiquitin–ligase complex known as SCF that includes Skp1 (S-phase
kinase-associated protein 1, suppressor of Cdk inhibitor proteolysis and of kinetochore
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protein) and a substrate-conferring F-box protein (so-called because of a collinear motif
first identified in cyclin F) (Fig. 1) (62–66). SCF complexes, with the cooperation of
ubiquitin-conjugating enzyme, such as Cdc34, target specific proteins for ubiquitylation
(64,65). For example, SCFCdc4 recognizes G1 cyclin-dependent kinase (cdk)-phospho-
rylated Sic1 through Cdc4 for ubiquitylation (Fig. 2) (67,68). This polyubiquitin-tagged
Sic1 is then selectively recognized by the 26S proteasome for destruction, thus allow-
ing G1/S transition in yeast (67,68). Human Cul1 has also been demonstrated to be part
of the mammalian SCF complexes (66).

Intriguingly, elongin C bears significant homology to Skp1 and, using sophisticated
sequence comparison programs, one can identify a collinear sequence of pVHL that
loosely resembles an F-box (62,69). Furthermore, these similarities based on sequence
comparisons are borne out in the pVHL/elongin B/elongin C structure (69). Specifically,
Pavletich and co-workers showed that pVHL has two domains: an a-domain and a b-
domain (69). The a-domain is essential for directly binding elongin C to nucleate the
pVHL complex VEC (pVHL-elongin B/C-Cul2). This domain contains a region loosely
resembling the F-box, which corresponds to the elongin B/C-binding motif. The b-
domain is predicted to function as a putative substrate-docking site. Moreover, disease-
associated mutations found in VHL kindreds frequently map to the surface residues of
a- and b-domains, suggesting the importance of both domains in the tumor suppressor
function of pVHL (69).

VHL and Kidney Cancer 171

Fig. 1. Modular SCF multiprotein complex. Skp1 of the SCF complex acts as an adapter protein
bridging multiple F-box proteins that confer substrate specificity to the rest of the E3 ligase complex.
The nucleated SCF complex, in concert with a specific E2 ubiquitin-conjugating enzyme such as
Cdc34, targets the substrate for ubiquitylation.



Thus, the remarkable structural homology between VEC and SCF complexes led to
the notion that pVHL may have a role in targeting certain protein(s) for ubiquitin-
mediated proteolysis (Fig. 2). In support of this idea, Lisztwan et al. and Iwai et al. con-
currently showed that pVHL immunoprecipitates with a ubiquitin ligase activity when
supplemented with a ubiquitin-conjugating enzyme (70,71). Importantly, tumor-derived
pVHL mutants failed to immunoprecipitate with this activity (70,71).

5.3. Rbx1/ROC1/Hrt1

Several groups independently identified a cullin partner protein called Rbx1 (also
called ROC1 or Hrt1) with an associated ubiquitin ligase activity (72–75). Rbx1 is
thought to aid in the recruitment of an appropriate ubiquitin-conjugating enzyme and
thereby to enhance ubiquitin ligase activity (73–75). Rbx1 is a common component of
the VEC and SCF complexes, further strengthening the notion that pVHL is an active
component of a ubiquitin ligase complex (Fig. 2) (66,76).

6. pVHL Function
6.1. Targeting HIF for Ubiquitylation

VHL-associated tumors such as retinal and CNS hemangioblastomas and renal clear
cell carcinoma are known to be hypervascular (7). This has been attributed to the inabil-
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Fig. 2. Comparison of SCF and VEC complexes. There are significant structural similarities
between SCF complexes and the VEC complex. In this figure SCFcdc4 is chosen as a representative
SCF complex. Both complexes contain the Rbx1 (also known as ROC1/Hrt1) ring-H2 finger protein.
Cdc53 and Cul2 are orthologs. Elongin C (denoted as C; elongin B is denoted as B) is highly con-
served with Skp1, and similar to the role Skp1 plays in SCF complexes, elongin C serves as an adapter
or bridge between pVHL and Cul2 in the VEC complex. The pVHL a-domain loosely resembles an
F-box and the b-domain binds to substrates. The F-box protein Cdc4 recognizes phosphorylated Sic1,
whereupon Sic1 is targeted for ubiquitylation by the SCFCdc4 E3 complex in collaboration with an E2
Cdc34 enzyme. The polyubiquitylated Sic1 is subsequently degraded by the 26S proteasome, allow-
ing G1/S transition in yeast. In regards to VEC complex, pVHL, via the b-domain, specifically rec-
ognizes the prolyl hydroxylated HIFa subunits, which are then ubiquitylated by the VEC complex,
presumably in collaboration with a cognate E2 enzyme.



ity of such tumors to suppress the expression of angiogenic peptides such as vascular
endothelial growth factor (VEGF) that are normally induced by hypoxia (7,11,12).
Indeed, several groups showed that pVHL-defective cells routinely overproduce
hypoxia-inducible mRNAs even in the presence of oxygen (47,77–80). Furthermore,
this defect can be corrected by reconstitution of pVHL function using gene transfer
methodologies (47,61,78,81,82).

HIF is a heterodimeric transcriptional activator composed of a- and b-subunits
that binds DNA in a sequence-specific manner and regulates the transcription of
hypoxia-inducible genes such as the aforementioned VEGF (83–86). Whereas the a-
subunit is labile under normal oxygen tension, the abundance of the b-subunit (also
known as ARNT, aryl hydrocarbon receptor nuclear translocator) is not influenced
by changes in oxygen availability (83,84). Furthermore, the destruction of the a-sub-
units is linked to the polyubiquitylation of a specific region of the HIFa polypep-
tide called the oxygen-dependent degradation (ODD) domain (87,88). Hence, the
regulation of HIF occurs through the control of the unstable a-subunit. Recently,
Maxwell et al. observed that the a subunit is stabilized in cells devoid of wild-type
pVHL (80). More important, they found that HIFa subunits are physically associ-
ated with pVHL (80). These observations strongly suggested that the a-subunits of
HIF are the physiologic targets of pVHL.

In proof of this notion, several groups independently demonstrated a direct physical
interaction of HIF1 and 2a subunits via the predicted b-domain of pVHL (89–91).
Intriguingly, the ODD domain of HIFa subunit is both necessary and sufficient for bind-
ing to pVHL (89–91). Furthermore, pVHL is specifically required for the ubiquityla-
tion of HIFa subunits in vitro via the ODD domain (89–92). pVHL mutations associated
with the classical stigmata of VHL disease almost always compromise the integrity of
the a-domain, which is required for elongin C binding, or the b-domain, which is
required for binding to HIFa subunits (89). Hypoxia mimetics attenuate the ubiquitin
ligase activity of pVHL, reconfirming the notion that VEC selectively targets HIFa sub-
units in the presence of oxygen (89). Failure to degrade HIFa subunit provides a mech-
anistic explanation for the aforementioned overproduction of hypoxia-inducible mRNAs
in cells lacking wild-type pVHL. These observations established pVHL as a vital com-
ponent of a bona-fide ubiquitin ligase that marks HIFa subunits with a polyubiquitin
chain for destructive targeting by the 26S proteasome.

6.2. Prolyl Hydroxylation of HIFa Subunit: Marked for Death

How pVHL recognized HIFa subunits selectively under normoxia was no longer a
question limited to the VHL tumor suppressor field but an outstanding mystery in the
general area of biology. Recently, however, Ivan et al. and Jaakkola et al. independently
showed that the interaction of pVHL and HIFa is governed by an oxygen-dependent
posttranslational modification (Fig. 3) (93,94). In the presence of oxygen and iron, HIFa
is hydroxylated at a highly conserved proline residue at position 564 (93,94). Hydroxy-
lation at this proline residue by a yet unidentified prolyl hydroxylase enzyme is neces-
sary for binding to pVHL (93,94). Thus, under high oxygen tension or normoxia, pVHL,
as part of a ubiquitin ligase complex, proceeds to ubiquitylate the prolyl hydroxylated
HIFa. Thus, studies of pVHL have provided new insights into how cells sense and
respond to changes in oxygen availability.
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7. Other pVHL-Associated Functions
7.1. Assembly of Extracellular Fibronectin Matrix

Dysregulated extracellular matrix (ECM) formation, as well as abnormal cell–matrix
interactions, are hallmarks of solid tumors (95). Alterations in the fibronectin compo-
nent of the ECM has been correlated with cellular transformation (95). Conversely, mul-
timeric forms of fibronectin or the overproduction of fibronectin receptor, such as a5b1
integrin, have been shown to promote differentiation and suppress the proliferative and
metastatic potentials of transformed cells in various model systems (95–97).

The pVHL binds directly to fibronectin (50,98). All disease-associated pVHL
mutants examined to date exhibit decreased or undetectable binding to fibronectin
(50,98). Moreover, the physical interaction of fibronectin with the wild-type pVHL has
been linked to the proper assembly of an extracellular fibronectin matrix (50,98). The
mechanism by which pVHL promotes fibronectin matrix assembly is unknown. How-
ever, in light of pVHL involvement in the VEC ubiquitin ligase, one model predicts that
VEC targets malprocessed or malfolded fibronectin, which would otherwise disrupt or
interfere with the formation of matrix in the extracellular space, for ubiquitin-mediated

Fig. 3. Oxygen sensing and regulation of hypoxia-inducible proteins by the VEC complex. Under
low oxygen tension or hypoxia, HIFa subunit is unmodified and escapes recognition by pVHL. Thus,
the untargeted HIFa subunit binds the constitutively stable HIFb subunit, forming a heterodimeric
transcriptional activator. The HIF transcription factor upregulates the expression of numerous hypox-
ia-inducible genes including VEGF and GLUT1. However, under normal oxygen tension (or normox-
ia) and in the presence of the cofactors iron, ascorbate, and ketoglutarate, the HIFa subunit is post-
translationally modified by prolyl hydroxylase at a conserved proline residue 564. The prolyl hydrox-
ylated HIFa subunit is then specifically recognized by the b-domain of pVHL and is subsequently
ubiquitylated by the VEC complex. The polyubiquitylated HIFa subunit is then selectively targeted
for destruction by the 26S proteasome, thus suppressing the hypoxic response.



proteolysis. Specifically, defective fibronectin might undergo retrograde transport to the
cytoplasmic surface of the endoplasmic reticulum, whereupon it would be targeted for
ubiquitylation by the VEC complex for subsequent recognition and destruction by the
26S proteasome. In should be noted that pVHL30 binds fibronectin in the endoplasmic
reticulum (50), and pVHL19, which is excluded from the endoplasmic reticulum, fails
to associate fibronectin in cells (44). Hence, to date, this is the first and only variance
detected between pVHL30 and pVHL19 attributed to differential subcellular localization.
The significance of this contrariety is unknown.

Several other lines of investigation have also pointed to an important role of pVHL
in the control of extracellular matrix formation and cell-matrix interactions. Kerbel and
co-workers demonstrated that renal carcinoma cells lacking pVHL grow as tightly
packed amorphous spheroids in a three-dimensional growth assay, indicative of an
undifferentiated phenotype (99). In contrast, renal carcinoma cells reconstituted with
pVHL form loose aggregates, which, on microscopic and ultrastructural examination,
exhibit evidence of epithelial differentiation, such as trabecular and tubular structures
(99). Furthermore, reintroduction of pVHL suppresses the growth of multicellular tumor
spheroids (99). These observations correlate with differences in fibronectin matrix dep-
osition, with pVHL-expressing cells producing appreciable fibronectin arrays in the
extracellular space, suggesting that fibronectin is actively involved in growth and dif-
ferentiation of cells through the interaction with pVHL (99).

Furthermore, Burk and colleagues demonstrated that pVHL-expressing renal carci-
noma cells grown on ECM differentiate into organized epithelial monolayers, whereas
pVHL-deficient cells are branched, disorganized, and fail to arrest under high cell den-
sity (100). The reintroduction of pVHL in renal carcinoma cells markedly increases the
expression of hepatocyte nuclear factor 1a, a transcription factor and global activator of
proximal tubule-specific genes in the nephron (100). These observations strengthen the
notion that pVHL plays a causal role in renal cell differentiation and mediates growth
arrest through the integration of cell–ECM signals. Vande Woude and colleagues
showed that renal carcinoma cells lacking a functional pVHL produce increased levels
of matrix metalloproteinases (MMPs) and attenuated levels of tissue inhibitors of met-
alloproteinases (TIMPs), and demonstrate increased invasiveness on growth factor-
reduced matrigel (an artificial ECM) in response to hepatocyte growth factor/scatter
factor (101). Thus, pVHL is required for regulating the changes that control tissue inva-
siveness in the context of ECM.

7.2. Regulation of Extracellular pH

Lerman and co-workers, using differential display, observed that VHL�/� cells over-
produce carbonic anhydrases 9 (CA9) and 12 (CA12) (102). CA9 and CA12 belong to
the larger family of CAs and promote the extracellular hydration of CO2 and the for-
mation of unstable carbonic acid (103). This activity affects the function of several ionic
channels and leads ultimately to the acidification of the microenvironment (103,104).
Interestingly, CA9 and CA12 are frequently overproduced in renal carcinomas and have
been proposed as diagnostic markers (102,105). Moreover, the extracellular pH of
tumors is generally more acidic than normal cells and, at least in vitro, acidic pH favors
the growth, spreading, and invasive properties of tumor cells (104). The mechanism by
which pVHL negatively regulates CA9 and CA12 is unknown.
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7.3. Link to Cell Cycle

Perturbation of the cell cycle is a common underlying mechanism to achieving cellular
transformation. Cells lacking functional pVHL fail to exit the cell cycle following serum
starvation (106,107). This failure has been correlated with the inability to upregulate the
cdk (cyclin-dependent kinase) inhibitor p27, and overexpression of pVHL leads to the
accumulation of p27 (106,107). Although these observations suggest a potential role of
pVHL in cell cycle, a direct causal link between pVHL and p27 has not been established.

Transforming growth factor (TGF) a is an epithelial mitogen that is upregulated in
renal carcinoma cells lacking pVHL (108,109). TGFacan also stimulate the proliferation
of pVHL containing renal carcinoma cells as well as primary renal proximal tubule
epithelial cells, the suspected origin of renal clear cell (108,109). Importantly, a drug that
specifically blocks the epidermal growth factor receptor (EGFR), the receptor through
which TGFa stimulates proliferation, suppresses the growth of cells lacking functional
pVHL (109). These observations suggest a potential TGFa–EGFR autocrine loop in renal
proximal tubule epithelial cells lacking nonfunctional pVHL, possibly accounting for the
failure of such cells to exit the cell-cycle following growth factor withdrawal.

8. VHL-Knockout Mice

To examine the role of pVHL in development and tumor suppression, Gnarra and co-
workers generated mice with a homozygous deletion of the VHL loci (110). VHL-nullizy-
gous mice died in utero between d 10.5 and d 12.5 of gestation. The cause of death
appeared to be a lack of embryonic placental vasculogenesis. Paradoxically, the tro-
phoblast exhibited reduced level of VEGF, which potentially explains the attenuated vas-
cularization of the placenta. In addition, VHL�/� embryos exhibit defects in fibronectin
matrix assembly, in keeping with the considerations above (50). VHL-heterozygous mice,
however, developed normally and remained tumor-free throughout life (110). Thus, the
autosomal dominant pattern of the VHL disease in humans was not recapitulated in mice.

Since VHL�/� mice are not viable, thus precluding the study of pVHL inactivation in
adults, Haase et al. generated conditional VHL-knockout mice using the Cre-loxP-mediated
recombination in which VHL can be inactivated in a spatially and temporally controlled
manner (111). Targeted disruption of VHL in the liver resulted in severe steatosis, numerous
blood-filled vascular cavities, and foci of increased vascularization within the hepatic
parenchyma (111). Hepatic steatosis was caused by the accumulation of neutral fat in hepa-
tocytes (111). Interestingly, similar lipid accumulation has been observed in the stromal
component of CNS hemangioblastomas associated with VHL disease (21,112,113). Fur-
thermore, hypoxia-inducible mRNAs were markedly increased (111). Thus, the conditional
mouse model for VHL disease underscores the significance of pVHL in the regulation of
hypoxia-inducible genes. Unexpectedly, Haase et al. also observed similar vascular tumors
in the livers of VHL�/� mice (111). Why tumors developed in the VHL�/� mice generated
by Haase et al. and not those of Gnarra et al. is not known. Experiments are ongoing to
address the consequences of specifically inactivated VHL in the kidney.

9. Summary and Perspectives

VHL disease is a rare familial cancer syndrome characterized by a development of
hypervascular tumors affecting a number of organs including the retina, brain, spinal

176 Ohh and Kaelin



cord, and the kidney (7,11). Biallelic inactivation of the VHL gene has also been demon-
strated in the majority of sporadic renal clear cell carcinomas and cerebellar heman-
gioblastomas (7,11). The vascular phenotype of the various VHL-associated tumors has
been attributed to the overexpression of HIF target genes such as the VEGF gene (7).
Under normoxia, HIFa subunits are prolyl-hydroxylated at a conserved residue at posi-
tion 564 (93,94). The hydroxylated HIFa subunits are selectively recruited via the b-
domain of pVHL and are subsequently ubiquitylated by the action of VEC ubiquitin
ligase complex (89,93,94). The disease-associated pVHL mutants are either defective in
recognizing the hydroxylated HIFa or is incapable of nucleating the full compliment of
the ubiquitin ligase complex. The former is associated with the b-domain mutations and
the latter is associated with the a-domain mutations.

Biallelic inactivation of VHL in the kidney causes premalignant renal cysts (7). It is
presumed that additional mutations are required for conversion to frank renal carcino-
mas. Cystic diseases of the kidney are often characterized by abnormal renal epithelial
cell proliferation and abnormal cell–matrix interactions (7,8,114,115). pVHL controls
the production of a known epithelial mitogen TGFa (108,109), cell–matrix interactions
through its ability to regulate fibronectin matrix assembly (50,98,99), the production of
TIMPs and MMPs (101), as well as the regulation of the extracellular pH (102).

A number of questions remain. First, it is unclear why pVHL inactivation is inti-
mately linked to the pathogenesis of kidney cancer and not other common epithelial can-
cers. Second, the identity of the HIF prolyl hydroxylase remains unknown. Answers to
questions such as these, and further delineation of the pathways governing the cellular
response to hypoxia, will undoubtedly aid in designing novel therapeutic approaches to
combat diseases characterized by deregulated angiogenesis such as cancer.
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p16INK4A and Familial Melanoma

Kapaettu Satyamoorthy and Meenhard Herlyn

1. Introduction

Cell division is controlled by a group of positive and negative regulatory molecules
that act at experimentally defined phases throughout the cell-division cycle. Perturba-
tions in these critical phases contribute to tumor development by allowing uncontrolled
cell proliferation. During the cell-division cycle, cells in transit pass from a stage termed
G1 to the DNA synthesis (or S) phase. At G1 phase, cells continue to synthesize RNA
and proteins and irrevocably commit to DNA synthesis. This phase is controlled by sev-
eral protein complexes including those consisting of cyclin-dependent kinases (CDK4
and CDK6) and cyclin D. These complexes are inhibited by the INK4 family of pro-
teins—p16INK4A, p15INK4B, p18INK4C, and p19INK4D. Genetic alterations affecting
p16INK4A and cyclin D1 are so frequent in human cancers that inactivation of these pro-
teins is believed to be necessary for tumor development. Broadly applicable anticancer
therapies might be based on restoration of p16INK4A CDK inhibitory function.

Extensive biochemical data are currently available on the effects of mutations in
p16INK4A, especially those mutations that are found in human cancers. To date, three
mechanisms that lead to tumor-associated inactivation of p16INK4A have been charac-
terized. These include point mutation, homozygous deletion, and hypermethylation of
the CpG island spanning the promoter region of the p16INK4A gene (Fig. 1). More than
170 missense mutations have been identified, and it now appears that deletion and
frameshift mutations in p16INK4A are even more frequent. This chapter will summerize
causes and consequences due to alterations in p16INK4A in relation to human melanoma.

2. Melanocytes

The melanocytes in the human skin represent an intriguing and intricate group of cells
that synthesize and distribute melanin to impart skin color. Melanocytes originate from
the pluripotent neural crest cells, and their maturation, migration, and maintenance have
been the subject of considerable research and are well understood in animal models. This
has provided invaluable insight into the biologic and its associated pathologic states in
humans. The melanocyte in human skin is normally embedded as a single cell in the
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basal layer of keratinocytes and anchored to the basement membrane of the epidermis.
Each melanocyte extends its dendrites into the upper layers of the epidermis and estab-
lishes contacts with the keratinocytes, forming the “epidermal melanin unit” that com-
prises 20–35 cells. Expansion of the total skin surface during growth leads to
melanocyte proliferation to maintain a stable ratio with the keratinocytes in the basal
layer. In adults, melanocytes are generally resting and proliferate at a slow rate, if at all.
Environmental, genetic, and epigenetic factors induce abnormal growth and invasion
during nevus and melanoma progression and represent many of the critical events of
early melanocyte development (1).

3. Melanoma

Human melanoma originates from pigment-producing melanocytes and is found
mostly in white Caucasians. Melanoma develops from a series of several architectural
and phenotypically distinct stages and progressively becomes aggressive. This aggres-
siveness leads to tumor invasion and metastasis to distinct organs with fatal subse-
quences. Over the years, progress has been made in understanding the biologic,
pathologic, genetic, and immunologic behavior of human melanoma. However, precise
molecular determinants responsible for melanoma progression are not understood. This
has considerably impeded the efforts to understand genetic abnormalities for further
study. Available evidence suggests that there is no universality with respect to selected
molecules or their deregulation specifically for influencing the growth of melanoma.

The worldwide incidence of melanoma is rising. In the United States, there are some
50,000 new cases reported each year, with a mortality rate of approximately 22% that
accounts for 1.5% of all cancer deaths. Alarmingly, over the past three decades there has
been a yearly 2–3% increase in the incidence of cutaneous melanoma in the Caucasian
population. Although the etiology is multifactorial, excessive sun exposure (UVB
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Fig. 1. Abnormalities reported in the p16INK4A locus in melanoma. Functional consequence of
mutations, deletions, or methylations in p16INK4A locus leads to impairment of growth arrest, differ-
entiation, or senescence in melanoma.



290–320 nm) appears to be one of the most important causative agents. Recent experi-
ments in animals and epidemiologic observations provide strong correlation that solar
radiation causes cutaneous melanoma (2,3). To date, a number of families have been
identified throughout the world whose kindreds are predisposed to melanoma. Overall,
approximately 10% of melanomas arise due to a genetic predisposition.

Human melanoma can develop in a sequence of steps from benign proliferative
lesions. The lesions representing each step are common acquired nevus, dysplastic
(atypical) nevus, radial growth-phase primary melanoma, which does not metastasize,
and vertical growth phase primary melanoma which has metastatic competence, and
metastatic melanoma (4). The progression of melanoma evolves from dysplastic
melanocytes, which have lost their architectural integrity but do not multiply indefi-
nitely. Further environmental and genetic insult lead to genomic instability that triggers
proliferation into radial growth-phase (RGP) melanomas. These RGP cells also lack
expression of key molecules that provide a tumorigenic phenotype. The phenotypic
characteristics that convert RGP melanoma into vertical growth-phase melanoma (VGP)
include acquired invasive ability into the dermis, aggressive growth and expression of
key molecules that facilitate growth, and survival and escape of cells from the primary
site. Metastasis as a whole favors the survival and growth of a few subpopulations of
cells that preexist within the parent neoplasm. Metastasis can have clonal origin, or dif-
ferent metastasis can originate from proliferation of single cells. The outcome of metas-
tasis depends on the interaction of metastatic cells with host factors (5,6). 

4. Early Uncertainties

Multiple causative factors determine the etiology of familial melanoma. These include
families with or without dysplastic nevus (DN), diagnostic inconsistencies, founder
effect, and finally, multiple gene abnormalities that influence genetic model fit and can-
didate gene identification. Investigations from the National Cancer Institute and the Uni-
versity of Pennsylvania, wherein all family members with cutaneous malignant
melanoma (CMM) also had dysplastic nevi on their skin, first observed a strong correla-
tion between cutaneous malignant melanoma and dysplastic nevus (7). Therefore DN
was considered as a marker for increased risk. Although a survey of primary data from
melanoma-prone families rejected dominant inheritance, earlier segregation analysis
suggested an autosomal dominant pattern in these families. Additional analysis identi-
fied a CMM/DN gene located on chromosome 1p36 with an estimated penetrance of
82% at the age of 72 (8). However, no candidate gene was identified, and several attempts
to corroborate the gene assignment were unsuccessful. It is indeed possible that a subset
of the population with etiologic and diagnostic heterogeneity may have contributed to
this discrepancy. In addition to genetic heterogeneity, inheritance according to the two-hit
model and confusing classification parameters may also have contributed to this effect.
Presence of atypical mole syndrome was also found to be higher in melanoma patients
than the normal population. Although a genetic basis for nevi is suggested by a strong
inherited basis for total nevus count, genes associated with moles have not been identi-
fied (9). This may be again due to the inclusion of DN in the total mole density in the
given sample contributing to pleiotropic manifestations. Taken together, it has been sug-
gested that DN patients are at increased risk for melanoma. However, it has been found
that new melanomas frequently arose from new lesions but not from preexisting DN.
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4.1. Chromosome 9p21

Several studies describe the cytogenetic alterations in melanoma. Aberrations in chro-
mosomes 1, 6, 7, 9, and 11 have been frequently noted, and, to a lesser extent, in 10 other
chromosomes. Aberrations in chromosomes 1 and 9 were then identified in cases with
familial predisposition to melanoma, and homozygous loss was reported in chromo-
some 9p21 in both cell lines and in melanoma tumor biopsies (10,11). Cytogenetic
analyses have revealed chromosome 9p as an area of frequent genetic abnormality in
melanoma (12,13). In 1992, Cannon-Albright et al., (10) and subsequently Australian
and Dutch groups (14,15), published convincing data from Utah kindreds on the link-
age in familial melanoma to around chromosome 9p21 between the markers D9S126
and interferon a (IFNa). These studies also suggested the presence of a melanoma-pre-
disposition locus containing a putative tumor suppressor gene. The Utah group analyzed
11 CMM pedigrees without taking DN into consideration and found penetrance of 9p21
to be 53% by age 80. Genetic and environmental influences were demonstrated with the
inclusion of patients with melanoma who were more sun-exposed. It is concluded that
exposure to sunlight and mutations in 9p21 increased the risk for hereditary CMM. Sub-
sequently, the Utah investigators found that 13 families from 38 melanoma-prone fam-
ilies were linked to 9p21. Further analysis suggested that nearly 18% of the families and
37% of the subset carry germline mutations in this gene. Linking DN to 9p21 increased
the significant risk for melanoma (16). These studies also suggested the existence of
more than one melanoma gene at 9p21. The CMM2 gene subsequently identified as
p16INK4A has been variously called MTS1 and CDKN2A (Fig. 2). A National Cancer
Institute group described germline mutation in 33 of 36 melanoma patients from 9 fam-
ilies. Kindreds without mutations in p16 have a risk of melanoma that is increased by a
factor of 38, and those with inactivating p16 mutations have increased risk by a factor
of 75. The average age at diagnosis of melanoma in DNS families is 34 years, compared
to 55 years for melanoma diagnosed in the general population. Around 20–25% of
melanoma-prone kindreds are linked to p16INK4A (17). It has been concluded that hered-
itary melanoma develops when cells inherit a mutant CDK2A allele and then lose the
wild-type allele in a secondary somatic event.

5. p16INK4A

The p16INK4A protein contains 156 amino acids and five 32-residue ankyrin-like
repeats that impart high structural similarity within the INK4 family members such as
p15INK4B, p18INK4C, and p19INK4D. The p16INK4A gene contains four exons termed exon
1b, exon 1a, exons 2 and 3, which also contains a gene encoding for p14ARF (Fig. 3).
The protein product of p14ARF is encoded by alternative exon 1b and exon 2 of the
p16INK4A gene (18). Exon 1b lies about 12 kb upstream of exon 1a, which is under its
own transcriptional control. Exon 1b is spliced to p16INK4A in an alternative reading
frame (ARF) to p14ARF. Although both act as cell cycle regulators to prevent G1 pro-
gression, p16INK4A and p14ARF do not share homology at the amino acid level and pos-
sess entirely different function (19). Some mutations in exon 2 would be predicted to
affect amino acid composition of both proteins; however, the cell-cycle inhibitory func-
tion of p14ARF is encoded by exon 1b and therefore a role for such mutations on p14ARF

is unclear, although deletions in this region are expected to affect both proteins (20).
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When compared to other ankyrin repeat-containing proteins such as GABP, 53BP2,
and myotrophin, p16INK4A shows similar structures with specific hydrogen-bonding pat-
terns and hydrophobic interactions. These comparisons revealed the splayed-loop geom-
etry that is specific to INK4 inhibitors, which results from the modified ankyrin
structure in the second repeat. Deleterious mutations are found throughout the tumor
suppressor protein, rather than a cluster of mutations near a single binding region (22),
with the exception of melanoma. These mutations are most likely to lead to the desta-
bilization of the three-dimensional structure, preventing them from binding to CDK4
and CDK6. It is clear, however, that most of the mutations may not participate directly
in binding to the CDKs. Some of these mutations may lead to defective folding of the
protein and prevent functions similar to the wild-type p16INK4A protein.

5.1. Implications for p16INK4a Mutations

It is now well established that the loss of p16INK4A leads to inhibition of the cyclin
D–CDK4/6 complex activity or inhibition of entry into the S phase and is directly con-
nected to the decrease/loss of CDK4/6 binding by the p16INK4A mutants. It includes
mutations that are not only identified in tumors, but those that also reduce CDK4/6-bind-
ing activity in vitro. Mutational spectra reveal the prevalence of C:G → T:A transitions,
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Fig. 2. Overview and arrangement of critical genes in chromosome 9p21. The p15INK4B is cen-
tromeric from the p16INK4A gene and is separated by approximately 40 kb. Some of the markers for
the chromosome in this region are also shown.

Fig. 3. Arrangement of p16INK4A and p14ARF in the p16INK4A locus. Three exons of the p16INK4A

locus contain coding sequences for two proteins, p16INK4A and p14ARF. Although both proteins share
identical nucleotides, p14ARF is translated from a different reading frame of exon 1a. Both genes share
a similar 3�-untranslated sequence; however, they are driven by separate promoter sequences.



C:G → A:T traversions, and CC → TT tandem mutations. CC → TT mutations are unique
to UV radiation effects in the formation of pyrimidine dimers. These transitional C → T
UV signature mutations were in the range of 14–33% of all the changes, but they were not
specific for any particular exon in the p16INK4A gene (21,22). Whether these mutations
arose from spontaneously deaminated 5-methylcytosine remains to be established. It is
evident that mutations are neither clustered within a specific region of the protein nor are
there any hot spots (23). The locations of the mutations, regardless of whether they are
deleterious or not, show no correlation with posttranslational modifications. The amino
acid composition suggests that p16 INK4A is largely composed of four contiguous ankyrin
repeats that form helices with interposed turns (24). The p16 INK4A mutant proteins that
carried mutations at position 26, 66, 84, 92, or 124 had nuclear magnetic resonance spec-
tra that were consistent with the retention of the wild-type secondary structure (25). The
tertiary structure of wild-type p16 has a putative cleft for CDK binding.

Given the difficulties of assessing the structure of p16 mutants directly, they are more
frequently analyzed for functional activity. Pollock et al. (26) analyzed 120 point muta-
tions in p16 from cell lines and primary tumors, but the functional importance of the
majority of these mutations is not known. To date, mutations involved in the pathogen-
esis of familial melanoma have received the most attention. The p16 mutants in fami-
lies tend to cluster in the central portions of the protein and generally result in
nonconservative amino acid substitutions. When comparing the tumor-associated mis-
sense mutations across the ankyrin repeat structures of p16INK4A, it was found that more
than 50% of the mutations in ankyrin repeats I and IV but fewer than 30% of the muta-
tions in ankyrin repeats II and III resulted in conservative amino acid changes. Likewise,
those tumor-associated mutations in the second, third, and early fourth ankyrin repeats
occur more frequently at residues that are invariant in all members of the p16 INK4A fam-
ily that are characterized. Because highly conserved residues in protein families may
identify positions critical to protein structure or function, it was hypothesized that muta-
tions of these highly conserved residues would be more likely to alter p16INK4A function
(25). Consequently, those highly conserved amino acids in the second, third, and early
fourth ankyrin repeats may be critical for p16INK4A function, and tumor-associated muta-
tions elsewhere may not cause functional abnormalities.

Three assays are available to assess the functional ability of p16INK4A proteins to
(a) bind to CDKs, (b) inhibit the activity of CDKs, and (c) arrest cell proliferation.
CDK binding is the most commonly used test of p16INK4A function because all inac-
tivating p16 mutations characterized to date result in mutants that lack CDK-binding
activity (27,28). All mutations located in the central ankyrin repeats (ankyrin repeats
II and III) had detectable alterations of function. All p16 mutants with defective CDK
binding were inactive in each of the known functions of p16, confirming that CDK
binding is necessary for p16 function. Several mutants retained CDK binding yet had
other functional defects, suggesting that CDK binding, although necessary for p16INK4A

activity, is insufficient for full inhibition of CDK or for growth arrest. Mutations out-
side the CDK-binding cleft could theoretically alter p16INK4A function by decreasing
protein stability or subcellular localization. Protein stability, localization, or as yet
undetermined defects resulting from p16 missense mutations would not be detected
by in vitro assays but could be confirmed by growth-arrest assays. Mutants that retained
partial function were found in primary tumors, suggesting that incomplete loss of
p16INK4A function might be sufficient for carcinogenesis. However, gene deletion and
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promoter methylation, both of which totally eliminate expression of the p16INK4A pro-
tein, appear to be the mechanisms of p16INK4A gene inactivation that are most often
observed in tumors.

5.2. Cell Cycle, Cyclin-Dependent Kinases, and Inhibitors

The activation and inactivation of cyclin-dependent kinases (CDKs) control progres-
sion of cells through the cell cycle. The phosphorylation status and binding of cyclin
partners are common features of CDK regulation. Over the past few decades, studies by
many groups have shown that passage of cells through the cell cycle depends on the
activity of enzymes known as cyclin-dependent kinases (Cdks), a name indicating that
they become active only when they associate with protein partners called cyclins (29).
Cdks are located at the core of the cell cycle engine and drive cell proliferation forward
by phosphorylating specific substrates in a cell cycle-dependent fashion. In order to
become active kinases, the Cdks must associate with cyclins as well as undergo an acti-
vating phosphorylation. There are two types of primary G1-phase cyclins: D-type
cyclins and the cyclin E family (30). The D family of cyclins assembles into holoen-
zymes with the kinase catalytic subunits Cdk4 and Cdk6, while the principal partner of
cyclin E is Cdk2. The p16INK4A gene product, which is an inhibitor of cyclin D–Cdk4
and cyclin D–Cdk6 complexes, is required for retinoblastoma (Rb) protein phosphory-
lation. The cdc25 phosphatases activate the CDKs by dephosphorylating their inhibitory
tyrosine and threonine phosphorylated residues. Loss of p16INK4A by 9p21 deletion or
mutation allows cyclin–CDK complexes to proceed with phosphorylation of Rb. Phos-
phorylation of RB leads to its disengagement from the E2F family of transcription fac-
tors (Fig. 4). E2Fs stimulate DNA-synthesis by activating several DNA-synthesizing
enzymes and releases the cells to the S phase of the cell-cycle. In malignant cells, the
cell-cycle control pathway governed by the D-type cyclins is commonly mutated in
tumor cells. In normal cells, the p16/CDKN2 family of Cdk-inhibitor proteins counter-
acts the positive effects of cyclin D complexes on cell cycle progression.

6. Sporadic Melanoma

In an attempt to identify the underlying mechanisms of neoplasia, many studies have
surveyed tumors and tumor cell lines for the presence of mutations in genes encoding
cell cycle-related proteins. As a result of these studies, mutations in cell cycle genes con-
stitute the most common genetic event in tumor cells. In fact, almost all of the tumors
have mutations in one of the genes involved in controlling progression through the cell
cycle. Malignant cells may acquire independence from regulatory signals that are nor-
mally required for a controlled cell cycle progression. In sporadic melanoma, it might
well harbor inactivated p16 locus due to any combination of abnormalities. It has been
reported that virtually 100% of melanoma cell lines contain deletion in the 9p21 locus,
mutations in the p16 gene, or p16 can be inactivated through methylation of its promoter.
Walker et al. (31) have compiled the extent of various abnormalities in tumors and cell
lines to show inactivation of this locus. Recently, it has been found that methylation of
p16INK4A is potentially reversible with exposure to demethylating agents, such as 5-aza-
2’-deoxycytidine, which is a well-established inhibitor of DNA methylation and may
open up new ways to effective tumor management (32). Since abnormalities in p16
affect Rb function and that of p14 affects p53 function, it is conceivable that aberrant
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inactivation of this locus may lead to melanomagenesis (Fig. 2). Therefore, it is sur-
prising that some of the families, which show linkage to 9p21, harbor mutations in the
p16INK4A gene while most of the families, which do not show linkage to this region, do
not present mutations in the p16INK4A gene. Even though the strong evidence that the
p16INK4A gene and its protein product are involved in the susceptibility to malignant
melanoma, the role of this gene in sporadic melanoma is still unclear. Although initial
studies in cell lines showed homozygous deletions in 60% of the cases, few mutations
have been found in primary and metastasic melanoma.

7. Therapy

Introduction of wild-type p16INK4A in the tumors to inhibit aberrant growth is an
attractive option. Several experimental studies have shown that such an approach using
a number of delivery strategies is beneficial in vitro (33,34). However, targeted delivery
in vivo is still a vexing question due to the disseminating nature of melanoma. Other
strategies to inhibit malignant cellular proliferation involve inhibiting CDK activity or
enhancing function of the CDKI with the use of chemicals. Inhibitors of CDKs show-
ing promise in the clinic include flavopiridol and UCN-01 (35–37), which show early
evidence of human tolerability in clinical trials.

The p16INK4A is a small molecule and its function as a G1 CDK-dependent kinase
inhibitor can be mimicked by a 10-amino acid peptide that corresponds to the third
ankyrin-like repeat of the full-length protein. This peptide can be synthesized together
with a small carrier peptide derived from the third homeodomain of the Antennapedia
protein and be directly delivered in vitro into cells with 100% efficiency, leading to
arrest of cells in G1 (38,39). However, at concentrations that induce G1 arrest, most cells

Fig. 4. Functional and biochemical consequences of abnormalities in the p16INK4A and p14ARF cell
cycle. Inactivation of p16INK4A and p14ARF leads to deregulation of both Rb and p53-mediated cell
cycle control. This may result in extension of lifespan and immortalization.



are viable and can be rescued back into the cell cycle simply by changing the medium.
G1 arrest can be maintained for weeks using human keratinocyte-derived cells and still
allow cells to enter DNA replication once the peptides have been removed. This sug-
gests that the effects of the p16INK4A-mimicking peptides are reversible. Interestingly,
cells treated with p16INK4A-mimicking peptides show a matrix-specific inhibition of
spreading on vitronectin, even though their capacity to attach to this substratum is not
affected. This effect is related to dissociation of the vitronectin integrin receptor avb3
from the focal adhesion contacts. A similar effect is also observed using cdk4 and cdk6
inhibitory Antennapedia fusion peptides derived from the p21Waf1/Cip1 and p18INK4C pro-
teins, suggesting that inhibition of G1-associated kinases regulates avb3 integrin func-
tion (40,41). This is supported by observations that transfection of glioblastoma and
melanoma cells with a full-length p16 gene construct results in inhibition of spreading
and migration, suggesting a novel function for p16 that is related to cell migration. Inter-
estingly, loss of p16 correlates with upregulated expression of avb3 in late stages of both
glioblastoma and melanoma tumor development. The avb3 integrin is strongly associ-
ated with melanoma (42,43) with respect to invasive cancer, and it is essential for angio-
genesis (44). It is possible that inhibitors of G1 phase CDKs will have an impact on
cancer treatment not only as cell cycle inhibitors, but also as inhibitors of tumor cell
spreading and neovascularization.

A novel aspect of the p16INK4A locus is that it encodes not just one but two separate
gene products that are transcribed in alternative reading frames. Both products function
as negative regulators of cell cycle progression. The p16INK4A protein itself executes its
effects by competitively inhibiting cyclin-dependent kinase 4 and thereby inhibiting the
Rb-mediated effect on cell cycle. Inherited and acquired deletions or point mutations in
the p16INK4A gene increase the likelihood that potentially deleterious DNA damage will
escape repair before cell division. The second product of the locus, p14ARF regulates cell
growth through independent effects on the p53 pathway. Although there is little evidence
that p14ARF by itself is involved in the pathogenesis of melanoma, deletions at the
p16INK4A locus disable two separate pathways that control cell growth. These recent
advances open up the possibility of novel therapeutic strategies for melanoma based on
gene therapy or small-molecule mimicry targeted to the correction of defects in the
p16INK4A and p14ARF regulatory pathway.
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The INK4a/ARF Locus and Human Cancer

Greg H. Enders

1. Introduction

This review focuses on the role of the INK4a/ARF locus in human cancer. Several
excellent related reviews have recently been published (1–5). Rather than presenting
protocols, this review will describe the current state of the field. However, in keeping
with the goals of these monographs, emphasis will be placed on the methods used to
generate our current understanding. In particular, the methodologic challenges posed by
the unusually dense structure of the locus will be highlighted.

2. Locus Structure

The INK4a/ARF locus resides on chromosome band 9p21 and directs the expression of
two major tumor suppressor proteins, p16INK4a (p16) and p14ARF (ARF) (Fig. 1). A nearby
locus encodes p15INK4b, a p16-related cyclin-dependent kinase (Cdk) inhibitor. mRNAs
for p16 and ARF are initiated at distinct sites, generating unique first exons, a for p16 and
b for ARF. These exons are spliced to common second and third exons. Translation of each
protein initiates in exon 1 and continues in exon 2, in alternative reading frames. Expres-
sion of proteins from overlapping reading frames is also seen in the compact genomes of
plant and animal viruses but is unprecedented in the genomes of eucaryotes. p16 and ARF
share no amino acid sequence homology and the reason for the unusual gene structure
remains uncertain. Both genes are conserved throughout mammals, but the ARF coding
region has major differences in size (mouse ARF is 19 kDa) and sequence between the
human and mouse genomes. Neither p16 nor ARF is conserved in Drosophila, suggesting
that these proteins may perform functions of unique value to large, long-lived metazoans.

3. p16 Is a Tumor Suppressor

Interest in the INK4a/ARF locus derives from abundant evidence that it plays a key
role in mammalian tumor suppression. p16 was discovered as a binding partner and
inhibitor of Cdk4 and its close relative, Cdk6 (6) (Fig. 2a). These enzymes are activated
by D-type cyclins and directly inactivate proteins of the retinoblastoma (pRb) family, by
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phosphorylation. pRb is the prototype tumor suppressor protein (7). Mutations in pRb are
responsible for familial retinoblastoma and occur in many sporadic tumors. Cdk-medi-
ated phosphorylation of pRb family proteins relieves their repression of E2F transcrip-
tion factors and induces expression of a variety of genes involved in DNA replication (8).
Conversely, p16 mediates a G1 phase arrest, dependent on functional pRb family proteins
(9–13). In several tumor types, inactivation of p16 or pRb is found in most derived cell
lines, but simultaneous inactivation of both proteins is almost never seen, consistent with
the notion that they are elements of a common and powerful tumor suppressor pathway
(14). Thus, the efficacy of p16 in tumor suppression derives from its ability to activate a
well-characterized tumor suppressor pathway and potently inhibit cell cycle entry.

Mutations in p16 segregate with disease in many pedigrees with familial melanoma
(15,16). This observation provided some of the initial evidence that p16 was a tumor
suppressor protein. The discovery of ARF complicated this interpretation. However,
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Fig. 1. Structure of the INK4a/ARF locus. Boxes above the line represent p16 exons and boxes
below represent ARF exons. Shaded portions depict the approximate coding regions (black for p16,
gray for ARF). Note that the human locus is depicted; thus, the ARF coding region directs synthesis
of a 14-kDa protein and occupies only half of exon 2, whereas it directs synthesis of a 19-kDa pro-
tein and occupies most of exon 2 in the mouse. Introns are depicted as tented lines above and below
the exons and their approximate sizes are given. The p15INK4b locus is 3 kb centromeric, in the direc-
tion of the arrow.

Fig. 2. The p16 response pathway. Arrows depict stimulation of function and lines with flat ends
depict inhibition of function. Cell cycle position is given below. (A) Canonical p16 pathway. (B)
Revised pathway, illustrating recently identified branches. The dashed line represents displacement of
p21 and p27 from Cdk4/6. E2F4 and E2F5 appear to function primarily as transcriptional corepres-
sors, rather than as activators.



careful analysis suggests strongly that p16 is the key target of the mutations. Most
tellingly, some mutations in familial melanoma demonstrably alter key residues in p16
without affecting the ARF coding sequence (9).

p16 is comprised of four ankyrin repeat motifs. Crystal structure data indicate that
the third ankyrin repeat forms the interface with the Cdk (17). Most point mutations in
the INK4a/ARF locus identified in melanoma pedigrees change amino acids that are
either conversed among ankyrin repeat motifs and likely establish the basic structure of
the protein or lie within the predicted Cdk interface. The functional significance of these
mutations for p16 was established by studies demonstrating that the encoded proteins
are typically defective in Cdk4/6 binding in vitro and in imposing cell cycle arrest
(9,18,19). Some of these point mutations are in exon 1a, lie outside ARF coding
sequences in exon 2, or alter “wobble bases” within the ARF coding region and are silent
in the ARF reading frame (20). A few studied mutations did not demonstrably compro-
mise p16 function, but the assays utilized may not be fully sensitive for p16 function in
vivo (21), and even fewer point mutations have been shown to disrupt ARF function.
Moreover, other pedigrees have been identified in which melanoma segregates with
mutations in Cdk4 that disrupt p16 binding (22). Thus, there is no doubt that p16 sup-
presses human melanoma. The reader is referred Chapter 11 for further discussion of
this issue. Genetic evidence suggests that p16 and/or ARF suppresses melanoma for-
mation in mice (23).

Homozygous deletion of the INK4a/ARF locus is encountered commonly in human
tumor cell lines, another of the original observations that pointed to the importance for
the locus in tumor suppression (24,25). The coding region for p15INK4b is excluded from
a number of these deletions, suggesting that p16, ARF, or both proteins were likely the
targets. After these initial publications, it became evident that homozygous deletion of
the INK4a/ARF locus is more common in tumor-derived cell lines than in primary
tumors (26). In addition, many studies of primary tumors found few mutations in the
p16 coding sequence. These observations raised the possibility that the INK4a/ARF
locus was a “paper tiger,” more relevant to growth of tumor cells in vitro than to tumor
suppression in vivo. However, further investigations have substantiated p16’s role in sup-
pressing sporadic tumors. Homozygous deletion of the INK4a/ARF locus has been
shown to be common in brain, head and neck, and other types of primary tumors (27).
Furthermore, p16 transcription is selectively blocked epigenetically in many primary
tumors of the colon and other tissues, in association with methylation of the promoter
(27,28). Though infrequent on the whole, point mutations in p16 are found in a signif-
icant fraction of primary, sporadic esophageal and pancreatic carcinomas (5). These
mutations preferentially alter p16 over ARF, as is found in familial melanoma (9,19).
Cyclin D, the major activating subunit of Cdk4 and Cdk6, is also overexpressed in a
number of malignancies, underscoring the importance of the p16/pRb pathway as a
whole in tumor suppression (29). A careful analysis that takes into account all known
modes of inactivation of p16, including mutation, deletion, and promoter methylation,
indicates that p16 function is abrogated in nearly all pancreatic adenocarcinoma (30).
This is consistent with evidence from several studies that germline mutations in p16
confer susceptibility to this tumor type (31–33), in addition to melanoma. Thus, there is
no doubt that p16 plays an important role in suppression of human cancer.

The p16 gene was “knocked out” in the mouse, yielding a highly tumor-prone phe-
notype (34). Most mice die of sarcomas and lymphomas in the first year of life. Primary
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embryo fibroblasts cultured from these mice form colonies with long-term growth
potential at a much higher frequency than their wild-type counterparts. However, the
engineered mutation deletes INK4a/ARF exons 2 and 3 and likely eliminates function
of both p16 and ARF. A mouse strain in which exon 1b was replaced by a neomycin
resistance gene yielded a very similar phenotype (35,36). No deficit in p16 expression
was found, although it remains possible that the mutation limits p16 expression in set-
tings critical for tumorigenesis. This result implies that loss of ARF, rather than p16, is
primarily responsible for the phenotype (see Subheading 4).

4. ARF Is a Tumor Suppressor

ARF was discovered through detection of an alternative transcript from the
INK4a/ARF locus (37–40). Like p16, ARF has been shown to regulate a well-charac-
terized tumor suppressor pathway. ARF expression can arrest cells in both G1 and G2
phases (40) (Fig. 3a). ARF activates the potent tumor suppressor p53, by binding to
MDM2 (41,42). ARF binding prevents MDM2 from binding the transcriptional activa-
tion domain of p53 and targeting p53 for ubiquitin-dependent proteolyis (43,44). ARF
sequesters MDM2 in the nucleolus, although the mechanism appears to be surprisingly
complex. ARF has a nucleolar localization sequence, but also activates a cryptic nucle-
olar localization sequence in MDM2 (45). The net result is increased p53 levels and tran-
scriptional activity (41,42).

Although point mutations of ARF are rare in human tumors, the ARF protein
sequence is less conserved and may form a more open, flexible structure than that of
p16, perhaps insulating ARF from inactivation by point mutation. Indeed, much of the
coding region of the ARF gene is dispensable for its function in cell cycle inhibition
(42). In contrast, deletion or point mutation of any of the four ankyrin repeats of p16
can disrupt its function (9,46,47). Analysis of ARF alterations in tumors has lagged
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Fig. 3. The ARF response pathway, illustrated as per legend to Fig. 2, with the canonical pathway
in (A) and recent identified branches in (B). p53 has multiple effectors, as represented by X and Y.
p21 is singled out, to highlight the convergence with the p16 response pathway.



behind such analysis for p16. Nonetheless, it is becoming clear that specific methyla-
tion of the ARF promoter occurs in some human tumors independent of p16 promoter
methylation (28). The most compelling evidence that ARF suppresses tumorigenesis has
derived from the knockout mouse studies described above (35,36). Thus far, ARF
appears to be the dominant tumor suppressor in the mouse, whereas p16 appears to be
the dominant tumor suppressor in humans, for unknown reasons.

5. Response Pathways: Recent Evidence for Branching

New information continues to emerge regarding the mechanisms of action of p16 and
ARF. The view of the p16 response pathway as a simple, linear pathway terminating in
the sequestration of E2F transcription factors by pRb (Fig. 2a) has been revised (Fig.
2b). Early evidence suggested that inhibition of Cdk4 or 6 was insufficient to arrest the
cell cycle (48). Expression of a dominant negative mutant of Cdk2 can block the G1/S
phase transition in many cell types, whereas similarly designed mutants of Cdk4 and
Cdk6 are ineffective, alone or together (48,49). Even though p16 binds selectively to
Cdk4 and Cdk6, the activity of Cdk2 is typically inhibited to a greater degree following
p16 expression (49–53). The mechanism appears to primarily involve redistribution of
Cip/Kip inhibitors from Cdk4 and Cdk6 to Cdk2, augmented by increased p21Waf1/Cip1

translation in some settings.
It has been known for some time that the absence of pRb renders mouse embryo

fibroblasts (MEFs) resistant to cell cycle inhibition by p16. Examination of MEFs singly
and multiply deficient in different pRb family members has recently revealed that simul-
taneous deficiency of the other two pRb family members, p107 and p130, also renders
the cells resistant (13). Likewise, MEFs deficient in both E2F4 and E2F5, the major
binding partners of p107 and p130, are p16-resistant (54). pRb function does not appear
to be perturbed by these deficiencies, suggesting that p107 and p130, together with
E2F4 and E2F5, comprise a distinct, essential branch of the p16 response pathway.
Recently, mutations in p130 have been detected at a significant frequency in primary
lung cancers and Burkitt’s lymphoma (55–57).

Despite abundant evidence that ARF activates p53 by antagonizing MDM2 (Fig. 3a),
evidence has emerged for p53- and MDM2-independent functions of ARF in tumor sup-
pression in the mouse (Fig. 3b). Mice defective for all three proteins are more tumor
prone than those defective in p53 alone or in both p53 and MDM2 (58). The targets of
ARF in these settings are unknown, and the relevance to human tumor suppression is as
yet unclear. Evidence from earlier work suggests the existence of p53-independent
effects of MDM2. MDM2 can stimulate E2F activity, either by binding and antagoniz-
ing the function of pRb (59) or by binding E2F itself (60). Consistent with these find-
ings, MDM2 can drive S-phase entry in mammary epithelial cells in vivo (61) and can
abrogate cell cycle arrest mediated by transforming growth factor-b in vitro (62). Both
of these effects occur in the presence or absence of p53.

6. Convergence of Response Pathways

One rationale for the coevolution of p16 and ARF from a single genetic locus would
be that the two pathways might cooperate mechanistically to block tumor growth. Evi-
dence that the two pathways act synergistically to arrest neoplastic cell proliferation is
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lacking, but there are points at which they converge (Figs. 2b and 3b). For example, ARF
activation of p53 leads to transcriptional induction of p21 (41,42). Cell cycle inhibition
by p21 appears to be due primarily to inhibition of Cdk2 (63,64). p16 expression leads
to redistribution of p21 and p27 from Cdk4 andCdk6 to Cdk2 and, in some settings,
increased translation of p21. Thus, p16 and ARF pathways converge on p21-mediated
inhibition of Cdk2. Perhaps reflecting this convergence, basal expression of both p16
and ARF is required for some cells to arrest efficiently in G1 in response to gamma irra-
diation (65, 66). Cdk2 appears to have roles within S and G2/M phases (67–70), in addi-
tion to its role at the G1/S transition (48,71). Nonetheless, p16 expression does not arrest
cells in G2 phase and does not augment the G2 arrest seen in U2-OS osteogenic sar-
coma cells following c–irradiation and p53 activation (S. Maude and G.H. Enders,
unpublished). Use of antisense constructs in MEFs has provided evidence that the ARF-
mediated senescence depends on both p53 and pRb (72). The pRb dependence may
reflect pRb-dependent effects of p21 induced by ARF and/or activation of pRb by inhi-
bition of MDM2.

In a different light, there is strong evidence that ARF activation serves as a “backup”
to the p16/pRb pathway in tumor suppression. ARF is induced by E2F transcription fac-
tors (73). As a result, abrogation of the p16/pRb pathway activates the ARF pathway,
blunting cell proliferation. Thus, there is evidence that the two pathways may cooperate
via simultaneous or sequential activation.

7. Coregulation

Another rationale for the structure of the INK4a/ARF locus is that it may facilitate
coregulation of expression of p16 and ARF, through shared cis-acting transcriptional
regulatory elements. Evidence exists for coregulation. Transcription studies are compli-
cated by the structural overlap of the two genes. mRNAs for p16 and ARF are distin-
guished by use of primers or probes derived from the unique exons, 1a and 1b. For
example, a common strategy for reverse transcription polymerase chain reaction (RT-
PCR) amplification of p16 mRNA employs one primer from exon1a and another from
exon 2. In this way, amplification of contaminating DNA or cDNA derived from either
ARF transcripts or unprocessed INK4a/ARF mRNA (which retains the intervening
intron) is avoided. Distinguishing expression of the proteins poses no special problems,
because there is no homology at this level. Expression of both proteins is often found to
be increased in settings of abnormally sustained cell proliferation, in neoplasia or senes-
cence of primary cells in culture. For example, both p16 and ARF are induced in
response to overexpression of an activated ras allele in primary fibroblasts in vitro (74).
When assayed by transient transfection in a panel of colon carcinoma cell lines, the
activity of the two promoters shows both some correlation and instances of divergence
(75). In mice, overexpression of the oncogene and transcriptional repressor Bmi1
inhibits expression of both p16 and ARF (76). Conversely, deletion of Bmi-1 results in
proliferative defects in lymphoid cells in vivo and increased p16 and ARF expression
and premature senescence in fibroblasts in vitro. This suggests that Bmi-1 may nega-
tively regulate expression from the INK4a/ARF locus as a whole. No specific cis-act-
ing transcriptional regulatory elements, such as enhancers or sites regulating
polyadenylation, have been shown to be shared between p16 and ARF. Nonetheless,
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coregulation of these two tumor suppressor proteins in neoplastic states remains a lead-
ing rationale for their conjoined genomic structure.

8. Physiologic Settings of Tumor Suppression

The data summarized above have established that p16 and ARF are important tumor
suppressors. A key issue facing the field now is to identify the steps in tumorigenesis at
which these proteins intervene. Clues have been derived from studies of regulation of
expression of the proteins in vitro and, to a lesser degree, in vivo.

p16 is typically difficult to detect in normal tissues. A recent immunohistochemical
survey of p16 expression in human tissues found evidence for expression in selected
cells of several organs, including proliferative cells of the breast and uterine epithelium
(77). The p16 mRNA is undetectable in most normal murine tissues but becomes
detectable in lung and spleen of older animals (78). ARF is more readily detected than
p16 in normal tissues. However, neither protein is required for normal development of
the mouse, consistent with the notion that their roles may be primarily confined to inhi-
bition of premalignant and malignant cells (34).

p16 is expressed strongly in a number of primary human carcinomas, c.f. (79,80), but
the protein may not be functional in these settings, because of mutation of pRb. Inacti-
vation of pRb appears to augment p16 induction, but this does not offer a model of func-
tional p16 regulation (81). p16 and ARF are strongly expressed in cultured cells
approaching senescence, a setting in which pRb is active (82). Abrogation of p16-medi-
ated arrest is, in fact, required for epithelial cells cultured under standard conditions to
escape senescence (83). This requirement can be bypassed by culturing the cells on
feeder layers and supplying active telomerase (84). This observation implies that p16
may be induced by one or more stresses present in cells growing under suboptimal con-
ditions, rather than by a clock tied strictly to generation number. Consistent with this
view, overexpression of an oncogenic allele of ras in early passage primary mouse and
human fibroblasts induces p16 and ARF expression, and both proteins appear to con-
tribute to the ensuing cellular senescence (74). p16 is a potent inducer of senescence in
many cell types (81,82,85), including transformed human tumor cell lines (86–88). ARF
appears to be the more potent inducer of senescence in the corresponding mouse cells
(89). These observations suggest that p16 and ARF may respond to oncogenic signals
by imposing senescence. Subsequent studies have indicated that ARF is induced by E2F,
myc, ras, and raf signaling (1). The specific factors that regulate p16 and ARF expres-
sion in this setting are unknown. Whether senescence has a true in-vivo counterpart, in
normal tissues or tumors, also remains unclear (84,90).

Studies of the p16 promoter have suggested a potential role for AP-1 sites and Jun B in
p16 activation (91). p16 also appears to be upregulated in skin keratinocytes exposed to
ultraviolet irradiation, but the responsible cis or trans-acting factors have not been identi-
fied (92). Neither p16 nor ARF is induced in fibroblasts in response to c-irradiation, even
though basal expression of each is required for efficient G1 arrest in this setting (65,66).
ARF can be induced in vitro by the transcription factor DMP1 and DMP-1-deficient mice
are mildly tumor-prone (93). However, the role of DMP-1 in tumor suppression is poorly
understood. Likewise, although Bmi-1 can also regulate p16 and ARF expression, as men-
tioned earlier, the role of Bmi-1 in tumor suppression is poorly defined.
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Colorectal neoplasia presents an attractive setting in which to examine p16 and ARF
regulation and function during human tumorigenesis because tissue is readily available
from multiple stages. In addition, the promoters become methylated independently in a
substantial fraction of colon carcinomas, implying that p16 and ARF may each suppress
colon tumor growth (28,94). p16 or pRb are rarely mutated in this tumor type, and p53
mutations occur late in tumorigenesis (27,95). Therefore, where they are detected, p16
and ARF are likely to be functional. p16 is found in rare cells in normal intestinal epithe-
lial crypts, the compartments that house stem cells and their immediate, rapidly prolif-
erating progeny (96). p16 expression is distinctly higher in aberrant crypt foci, the
earliest detectable preneoplastic lesions, and in clusters of cells throughout later stages
of tumorigenesis (96). The p16-expressing cells are routinely negative for markers of
cell proliferation, consistent with the notion that p16 and/or coexpressed proteins may
be inhibiting their proliferation (96). The heterogeneous nature of p16 expression sug-
gests that the clonal mutations that drive neoplastic progression may not be sufficient to
induce p16 and that lineage-specific factors, cellular stress, or extracellular factors may
also influence p16 expression. DNA methylation patterns are generally stably inherited
during mitosis (27). Therefore, differences in DNA methylation seem unlikely to
account for the striking cell to cell variation in p16 staining in some colon tumors (96).
ARF expression has yet to be characterized in this tumor type.

Further functional studies of p16 in vivo have been stymied by the lack of mice selec-
tively deficient in p16. Such mice have now been generated and are undergoing pheno-
typic analysis (N. Sharpless and R. DePinho, personal communication).

9. Summary and Future Directions

Both products of the INK4a/ARF locus have been firmly established as tumor sup-
pressors. Although largely distinct, there are points of convergence in their respective
response pathways, suggesting opportunities for direct functional cooperation in cell
cycle inhibition. Some coregulation of p16 and ARF is seen, at least in several in-vitro
settings of oncogenic stimulation and/or cellular senescence, suggesting that the oppor-
tunity for direct cooperation is there. In addition, ARF is activated when the p16/pRb
pathway is abrogated, an example of indirect cooperation between the two pathways.
Further work will be required to elucidate the mechanisms regulating expression of the
two proteins and to relate this regulation to specific settings of tumor suppression in
vivo.

An understanding of p16 function will be fostered by the recent generation of mice
selectively deficient in p16, with the caveat that p16 appears to play a more prominent
tumor suppressor role in humans than in the mouse. The availability of mice with selec-
tive and combined deficiencies in p16 and ARF will allow direct tests of the notion that
these proteins may cooperate to suppress tumorigenesis. Perhaps then we will under-
stand better the rationale for the unusually dense structure of the INK4a/locus. Further
work will, however, remain to better define the role of the locus in human cancer.
Progress here may depend on methodological advances that permit the culture of a
broader array of primary human cells, including stem cells and their immediate prog-
eny. It seems plausible that the INK4a/ARF locus may have evolved to curtail the pro-
liferation of such cells, in the face of sustained proliferative stimuli and/or suboptimal
environmental conditions.
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Note Added in Proof

Selective inactivation of p16 in the mouse germline has confirmed that this protein
suppresses multiple tumor types, including melanoma (97, 98).
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Progression Model of Prostate Cancer

Teresa Acosta Almeida and Nickolas Papadopoulos

1. Introduction

Prostate cancer is the most common form of cancer diagnosed in men (other than skin
cancer). In 1999, in the United States alone there were approximately 179,300 new cases
and 37,000 deaths due to prostate cancer (1). In 1999, the prostate cancers diagnosed
accounted for 29% of cancers in men and 14.7% of all cancers (other than skin) in both
sexes, making it the most diagnosed cancer in the total population. In the prostate, the for-
mation of histologically identifiable neoplastic lesions is a very frequent event, occurring
in nearly one-third of the male population over 45 years of age (2). Fortunately, it has
been estimated that only a small percentage of these men will actually die from prostate
cancer (3–6). There is evidence to support environmental (including cell–cell interac-
tions), epigenetic, and other factors playing a role in prostate tumorigenesis (7–17). How-
ever, that cancer in general is a genetic disease is currently the most widely accepted
model of tumor etiology (18,19). A number of genetic changes have been documented in
prostate cancer. Consistently, allelic losses of specific chromosomes are observed in
prostate tumors, but this is not true for mutations on specific genes (20–22). Prostate can-
cers require many years to develop. It is believed that during these years they accumulate
a number of genetic alterations. However, the molecular events that underlie the devel-
opment of prostate neoplasia are not well defined (22). Thus, it has been difficult to
establish a genetic model for the progression of prostate cancer.

2. Paradigm for Tumor Progression

The scheme of prostate cancer progression is modeled after the one described for
colon cancer. Pioneering work of Vogelstein, Kinzler, and co-workers have identified a
number of genetic events required for the progression of colon cancer (23,24). The basis
of the model is on clonal expansion, which is driven by the orderly acquisition of spe-
cific mutation in an oncogene or tumor suppressor gene. Each mutation apparently alters
a specific biochemical pathway that controls the growth of the cell and promotes pro-
gression through well-defined histopathologic stages. The construction of such a model
depends on the identification of a genetic change associated with a specific stage of
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tumor progression. Colon cancer has well-defined pathologic stages, from normal colon
to different stages of adenomas and finally carcinoma. Furthermore, biologic material
from such stages is relatively easy to isolate. Genetic changes that appear with the same
frequency in early, intermediate, and late stages of tumor progression are considered
early genetic events in the development of tumors. On the other hand, genetic changes
that appear less frequently in earlier stages but more frequently in late stages are con-
sidered late events. Genetic changes observed only in early but not late tumors proba-
bly do not provide the tumor with an advantage for clonal expansion. The assumption is
that prostate cancer progression follows the same rules.

3. Clinical/Pathological Progression Model of Prostate Cancer

Prostatic intraepithelial neoplasia (PIN) is considered an early premalignant lesion,
which progresses to organ–confined disease (25,26). Then the tumor becomes metasta-
tic, and finally, hormone refractory. Prostate tumors are initially sensitive to androgen
depletion (27). Classification of prostate-confined tumor is based on size, invasion of
the prostate capsule, and clinical state. The tumor progression steps of organ-confined
tumors can follow the staging system for prostate cancer. Organ-confined disease
includes stages T1 and T2, while organ-confined tumors with local invasion are stage
T3. Invasive tumors are stage T4 (28). Based on this information, a clinical and patho-
logic model of prostate progression is constructed (Fig. 1).

The task now is to associate such stages to well-defined genetic alterations.

4. Heterogeneity and Multifocality

The unambiguous identification of genetic alterations requires the availability of
clinical samples that are enriched for cells of a specific stage of prostate cancer pro-
gression. This, however, has been difficult because of the heterogeneous and multifo-
cal nature of prostate cancers. Histologic inspection of prostate cancer tissue typically
shows a mixture of juxtaposed benign glands, PIN foci, and neoplastic foci of varying
severity. Gleason score is a grading system used by pathologists that accounts for such
heterogeneity, and the score is the average of the two most prominent histologies. The
higher the score, the worse the prognosis is. In the progression model shown in Fig. 1,
the later stages of prostate-confined disease have higher Gleason scores (29). The pres-
ence of multiple independent foci of prostatic adenocarcinoma within the same gland
is a common finding in men with prostate cancer (30,31). Individual lesions from the
same prostate tested for the presence of genetic markers were identified as genetically
distinct (32,33). This observation suggests that multiple tumors with distinct genetic
alterations can emerge in the same prostate. The small size of the prostate gland adds
to the problem that heterogeneity and multiple lesions present in the isolation of homo-
geneous tissue.

How can this be a problem? Imagine the following situation in colon cancer, the pro-
totype of such progression models. It is possible that there are multiple neoplastic lesions
present in the same colon, each in a different stage of progression. According to the
model, mutations and other genetic alterations will be different in each lesion, although
the same biologic pathway is affected. For example, APC is mutated in almost all polyps
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and colon cancers, but the mutation is not the same in every lesion. Furthermore, b-
catenin may be mutated instead. This is the normal situation. Now imagine these polyps
and carcinomas in very close proximity and in some cases overlapping each other, say,
within the dimensions of a prostate gland. It would be very difficult to isolate material to
study these lesions independently, and therefore difficult to identify the genetic events
that gave rise to the lesions. This appears to be the case in prostate cancer.

Technologies were developed to circumvent this problem. Laser-capture microscopy
(LCM) can facilitate analysis of individual neoplastic foci (33,34), while cell shorting
approaches allow the relatively pure isolation of carcinoma cells (35,36). LCM has as
an advantage the targeting of small lesions and provides material enriched for a specific
cell type. However, the material is limited, and therefore projects involving large num-
bers of genetic markers are not easy to perform. Cell shorting enriches for cancerous
cells. However, it cannot distinguish between cells from different lesions.

5. Cell Lines and Xenografts

The field has been also hampered by the lack of cell lines. It has been difficult for
researchers to generate in-vitro cell lines (37,38). One of the potential reasons is the
inherently slow growth rate of the tumors (39,40). A good alternative is the growth of
xenografts. Xenografts in the context of genetic analysis of prostate tumors can be used
as a means for enrichment of cancer cells. A number of groups have been able to develop
such material from advanced metastatic but not early tumors. This is not surprising,
because such tumors are invasive and grow well (41). Cell lines and xenografts provide
a source for large amounts of pure tumor cells, which circumvents some of the prob-
lems referred to above. However, it is not immediately clear that changes identified in
cell lines and xenografts represent changes that took place in the primary tumor. There
are cases in which the results on cell lines, xenografts, and primary tumors are discor-
dant. PTEN on chromosome 10q has been shown to be mutated in almost all prostate
cell lines. This is not true for xenografts and primary tumors (42–44). In xenografts the
PTEN expression was absent due to methylation. Epigenetic events are even more dif-
ficult to extrapolate to the primary tumors. On the other hand, the rate of mutations of
PTEN in xenografts and primary tumors is similar. One thing is for sure: genetic
changes that take place in the primary tumor will not be missed in cell lines and
xenografts derived from this tumor. The task, then, is to short out which of the genetic
changes present in cell lines and xenografts are also present in primary tumors. Given
the issues outlined above, we can assume that an approach to identify all of the genetic
changes in prostate cancer is to study advanced tumors in the form of xenografts. Once
high-frequency genetic alterations have been identified, primary tumors can be tested
for the presence of the same alterations in relatively pure material isolated by LCM or
other techniques.
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6. Methods for Genetic Analysis of Prostate Tumors

The methods used for identification of genetic alterations require pure cancer and
paired, noncancerous DNA from the same individual. The most common techniques
used are PCR-based analysis of DNA markers or genes. In addition, comparative
genomic hybridization (CGH) and different variations of fluorescent in-situ hybridiza-
tion (FISH) have been used. The advantage over the PCR-based techniques is their abil-
ity to identify gains of whole chromosomes or regions of specific chromosomes. On the
other hand, the resolution is low and it is not easy to pinpoint alterations that involve a
small region of the genome or are to be used for fine mapping of a genomic region.

7. Evidence for a Progression Model in Prostate Cancer

There is evidence for a genetic progression of prostate cancer. First, studies have
shown that there is an overall accumulation of loss of heterozygy (LOH) or alterations
picked up by CGH from PIN and earlier stages to later stages of prostate cancer (45–49).
Second, in some cases the specific alterations have been associated with different stages
of progression. Specifically, losses of chromosome 8p have been identified in large
numbers of PIN specimens (50) and thus, 8p loss appears to be an early event in prostate
cancer. In other cases, chromosome alterations have been controversial with respect to
the stage of progression involved. For example, chromosome 7q losses have been
reported as both early and late event (46,51,52). Studies of late-stage tumors have been
useful for two reasons. One, they result in an association of some markers with late dis-
ease, which should be useful for management of the individuals. Two, these samples
should have accumulated all of the necessary changes that are associated with progres-
sion of prostate cancer and should result in the identification of the predominant genetic
alterations common to most of prostate cancers (53–58).

8. Chromosomes, Genes, and Mutations

Overall, in the past decade, a number of genetic alterations have been linked to
prostate cancer development (21,59,60). Losses on chromosomes 8p and 13q are the
most common ones (61–68). In addition, trisomy of chromosome 7, and losses in chro-
mosomes 7q, 10q, 16q, 17p, and 18q, have been reported in smaller percentages (69–80).
Presumably, the targets of these deletions are genes that are involved in prostate tumori-
genesis and there is a focus on the isolation of the candidate genes either by positional
cloning or the candidate gene approach (61,62,81). The most convincing evidence that a
gene is causatively involved in the development of cancer is the identification of muta-
tions. There are candidate genes isolated from genomic loci implicated in prostate devel-
opment that did not have mutations. A good example is Nkx3.1, a good candidate gene in
chromosome 8p with prostate-specific expression. Unfortunately, it is not mutated in
prostate tumors (82–84). In other cases, there are more than one candidate gene for a spe-
cific chromosome locus lost in prostate cancers. For example, chromosome 10q contains
PTEN, Mxi, and ANX7 (44,85,86). PTEN mutation status is unresolved, Mxi1 is infre-
quently mutated, and ANX1 involvement to prostate cancer is based on changes in
expression of the gene determined on tissue microarrays. Other genes that have been
found to be mutated in prostate cancer include pRb, p53, and p16 (44,87–94).
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Androgen receptor is also mutated in prostate cancers. The androgen receptor path-
way is involved in the maintenance and development of normal prostate. In addition,
it is involved in the late stages of disease. The recurrent tumors are androgen-inde-
pendent. However, the evidence point toward the need for the androgen pathway to
remain “on” throughout the development of the tumor. The mutations associated with
the androgen receptor make the receptor promiscuous to other hormones and signals
besides androgen (92,93,95,96). So, it appears that androgen receptor activity is prob-
ably required in the development of prostate cancer, but alterations in the pathway
itself do not give a selective advantage to the tumor cells until they are deprived of
androgens.

Some genes have reduced levels of expression associated with prostate cancer pro-
gression, such as p27, bcl-2, and E-cadherin, c-CAM, and integrins. These proteins play
integral roles in cell cycle, apoptosis, and cell adhesion, respectively. Processes that have
been shown in rodent models and human cells are involved in prostate cancer develop-
ment (97–104). Some proteins have been implicated in prostate cancer development
based on biologic function. Kai1 suppresses metastasis but is not mutated (105,106).
ST7, on chromosome 7q31, suppresses in-vivo proliferation of PC3 prostate cancer cell
line (107).

There is no single distinct gene that has been identified as being mutated in a large
numbers of prostate tumors. However, genetic alterations serve as beacons for the
involvement of specific pathways in tumorigenesis. Presumably, alteration of various
components of the same pathway will have the same result on the growth of the cell.
This is supported by the fact that mutations of different components of the same path-
way are mutually exclusive within the same tumor type, e.g., MDM2 and p53 in sarco-
mas (108). It has been shown that 5% of prostate tumors harbor b-catenin mutations
(109). This suggested to us that the b-catenin pathway may be altered in a large number
of tumors. We were able to identify mutations in other genes involved in the same path-
way (110).

9. Progression Model

Putting together the information presented above, the progression model of prostate
cancer is as follows. The identification of losses of chromosome 8p in a high per-
centage of PIN as well as late prostate tumors establishes it as an early event. Andro-
gen receptor mutations appear to be involved in the advanced stages of the disease.
The other genetic changes are harder to be associated with specific stages of pro-
gression (Fig. 2).

10. Familial Cancer

The identification of the genes that predispose to familial prostate cancer should help
in understanding some of the early events that lead to prostate cancer (for review, see
ref. 111). A number of loci have been shown to be linked to familial form of prostate
cancer. However, only one candidate gene has been isolated from one of the loci, and it
is not clear if indeed mutations of the gene predispose to prostate cancer (112–114). Not
surprisingly, genetic changes in familial prostate cancers appear to have the same type
of genetic alterations as the sporadic cancers (115).
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11. Conclusion

What will aid identification of the genetic alteration involved in the initiation and pro-
gression of prostate cancer? (a) The study of late tumors, because they tend to be larger
and therefore it is easier to isolate material for analysis. In addition, they should have
accumulated the genetic alterations responsible for neoplastic growth. (b) The accumu-
lation of large numbers of samples enriched for cancer cells, by developing either
xenografts or technologies that will allow this. (c) The availability of advanced tumors.
Such material is not always available because of current patient management protocols.
(d) Mutation analysis of multiple genes within pathways and not only single genes.

Gene mutations and genetic alteration can be of diagnostic or prognostic value when
they are associated with a certain stage of the disease and/or other clinical parameters
(116–120). Prostate cancer is readily curable by prostatectomy (121–123). The problem
is that 50% of the tumors thought to be organ-confined have micrometastasis upon sur-
gery (117,124). Molecular markers that can identify the stage of the disease are desper-
ately needed (125,126). Construction of a genetic model for prostate cancer progression
will not only help us understand the biology of the tumor, but also will provide infor-
mation useful in the management of individuals who suffer from the disease. Early
events will help diagnose the disease early, intermediate events should help determine
the prognosis of prostate cancer, and late events will guide efforts at intervention.
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Neurofibromatosis Type 1

Margaret E. McLaughlin and Tyler Jacks

1. Introduction

Neurofibromatosis type 1 (NF1) is a complex neurocutaneous disorder also referred
to as a “phakomatosis,” a term derived from the Greek phakos, meaning lentil or birth-
mark. Patients with NF1 often suffer from multiple lesions of diverse type, including
hyperplasias, hypoplasias, hamartomas, and neoplasms, indicating that the NF1 gene
product has dual functions in development and cell cycle control. Many NF1 lesions
arise from tissues of neural crest origin, leading to the hypothesis that this syndrome
results from maldevelopment of the neural crest. The term “neurocristopathy” is often
used to describe NF1 and other disorders in which tissues of neural crest origin are
affected (1). However, NF1 lesions also involve tissues arising from the neural tube,
mesoderm, and endoderm, suggesting a widespread role for the NF1 gene product.

This chapter summarizes what is currently known about the NF1 gene product and
its role as a tumor suppressor. Where relevant to tumorigenesis, the NF1 gene product’s
role in development is also discussed. More detailed discussions of the developmental
defects associated with NF1 can be found in other recent reviews (2,3).

2. Clinical Features of NF1

Exactly who reported the first case of NF1 and when is a matter of debate. Possible
illustrations of NF1 sufferers with plexiform neurofibromas date back as far as the
fourth century (4), but it was von Recklinghausen in 1882 who published the first com-
prehensive description (5). NF1 is now recognized as a common autosomal dominant
disorder with an estimated prevalence of 1 in 2500 to 3500 worldwide (6). Approxi-
mately, 30–50% of cases occur sporadically, suggesting that 1 in 10,000 gametes con-
tains a new mutation in the NF1 gene (6). The penetrance of NF1 is 100%; however, the
expression is variable, with slightly over half of patients only mildly affected (7,8). Most
studies have failed to reveal clear genotype–phenotype correlations (8). In fact, cluster-
ing of specific symptoms in monozygotic twins supports the notion that much of the
variablity is due to modifier loci (9). Diagnostic features of NF1 include two benign
tumors (neurofibromas and optic gliomas), pigmented lesions (café-au-lait spots, freck-
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ling in the axilla or groin, and iris hamartomas termed “Lisch nodules”), and skeletal
malformations (10).

Neurofibromas are a frequent yet relatively poorly understood manifestation of NF1.
Neurofibromas are unusual in that they are composed of a variety of cell types found in
normal peripheral nerves (Schwann cells, perineurial cells, fibroblasts, and mast cells)
(Fig. 1). Residual interspersed myelinated and unmyelinated axons may also be present.
Their cellular heterogeneity led to the proposal that neurofibromas may be hyperplasias
as opposed to neoplasms.
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Fig. 1. Schematic drawing of a normal peripheral nerve fascicle and a neurofibroma. (A) Multiple
nerve fascicles, bound by loose connective tissue, constitute an individual peripheral nerve. Each fas-
cicle is composed of a variety of cell types. Nerve fibers (or axons) are encircled by either myelinat-
ing or unmyelinating Schwann cells. Between nerve fibers lies a collagenous matrix containing
fibroblasts, mast cells, macrophages, and capillaries. Fascicles are surrounded by concentric layers of
perineurial cells, which serve as a diffusion barrier to macromolecules. (B) Neurofibromas exhibit an
increased number of Schwann cells, perineurial cells, fibroblasts, and mast cells. These cell types are
arranged haphazardly; many Schwann cells are dissociated from axons, and the perineurial cell layer
is disrupted.



Several subtypes of neurofibroma have been described (11). While morphologically
similar, their clinicopathologic features differ considerably. Localized and diffuse cuta-
neous neurofibromas affect the dermis and subcutis. Since these proliferations are extra-
neural, the nerve of origin is difficult to identify. Only a minority, approximately 10%, of
cutaneous neurofibromas are associated with NF1. NF1 patients can develop hundreds,
even thousands of cutaneous, neurofibromas, which can be painful and disfiguring.

Localized intraneural and plexiform neurofibromas proliferate intraneurally. While
localized intraneural neurofibromas affect a segment of nerve, plexiform neurofibromas
involve either a plexus of nerves or multiple fascicles within a large nerve. Like the cuta-
neous subtypes, the majority of localized intraneural neurofibromas are sporadic. By
contrast, plexiform neurofibromas are found almost exclusively in patients with NF1.
Most NF1-associated neurofibromas appear around puberty and increase in number
later in life. Plexiform neurofibromas present in early childhood and are thought to be
congenital (7). Importantly, about 5% of plexiform neurofibromas undergo malignant
progression to malignant peripheral nerve sheath tumors (MPNSTs). Massive soft tis-
sue neurofibromas represent the rarest subtype and are restricted to NF1 patients. Mas-
sive soft tissue neurofibromas may cause localized gigantism of an extremity.
Microscopically, extraneural and plexiform components are usually present. Despite the
enormous size of these lesions, malignant progression is rare.

Optic gliomas are pilocytic astrocytomas that occur within the optic nerve, a central
nervous system structure. Bilateral nerve involvement, when present, is characteristic of
NF1. Optic gliomas occur in about 15% of NF1 patients, but only 1.5% become sympto-
matic (12). The symptomatic tumors usually present in young children by causing
nonparalytic squint with amblyopia or unilateral proptosis. Even at first presentation,
there is typically evidence of chronicity, consistent with a congenital origin (13). Optic
gliomas may remain static for many years, and some even regress (14). Tumors that in-
volve the chiasm, located near the hypothalamus, are frequently associated with preco-
cious puberty (15). Disinhibition of the hypothalamic–pituitary–gonadal axis is thought to
be the mechanism.

Similar to neurofibromas, optic gliomas exhibit cellular heterogeneity. They contain
bipolar piloid cells with long hairlike processes and elongated nuclei, and protoplasmic
astrocytes with round nuclei and cobweblike processes (16). The bipolar piloid cells are
strongly positive for glial fibrillary acidic protein (GFAP), while the protoplasmic
astrocytes are only weakly positive for GFAP. Occasionally, cells resembling oligoden-
drocytes are also present. Like neurofibromas, the indolent nature and cellular hetero-
geneity of optic gliomas has led some to question whether they represent true
neoplasms (13).

A variety of other lesions, including numerous tumors (MPNSTs, pheochromocy-
tomas, paragangliomas, ganglioneuromas, cerebral and cerebellar astrocytomas, gas-
trointestinal stromal tumors, forgut carcinoid tumors, rhabdomyosarcomas, and juvenile
myelomonocytic leukemia [formerly, juvenile chronic myelogenous leukemia]), are
occasionally seen in association with NF1 (11).

3. Structure and Function of Neurofibromin

The gene responsible for NF1 maps to the pericentric region of chromosome 17q
(17–19) and was identified by positional cloning in 1990 (20–22). It consists of 57 con-
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stitutive and 3 alternatively spliced exons and spans almost 350 kb of genomic DNA.
NF1 mRNA, without any of the alternatively spliced exons, encodes a protein of 2818
amino acids. This protein, called “neurofibromin,” is expressed ubiquitously but is most
abundant in the adult peripheral and central nervous systems (8). Neurofibromin con-
tains a 360-amino acid segment homologous to the catalytic domains of Ras-specific
GTPase activating proteins (RasGAPs), and shares broader, but lower-level, similarity
with two RasGAPs, Ira1p and Ira2p, from Saccharomyces cerevisiae (23,24) (Fig. 2).

There is abundant evidence that neurofibromin functions as a RasGAP, accelerating
the conversion of active GTP-bound Ras to inactive GDP-bound Ras (Fig. 3A). First,
expression of an NF1 GAP-related domain protein rescues the heat-shock sensitivity of
yeast ira1 or ira2 mutants (25,26). Second, baculovirus-produced neurofibromin stimu-
lates the GTPase activity of Ras in vitro (25). Third, elevated levels of active GTP-bound
Ras are present in NF1-associated tumors (27–30). Fourth, single-point mutations, affect-
ing Ras-GAP activity or Ras binding, have been detected in NF1 patients (8). Finally,
mutations that activate Ras or inactivate neurofibromin define separate subsets of juve-
nile myelomonocytic leukemia, providing genetic evidence that neurofibromin regulates
Ras (31).

Activation of the Ras pathway by growth factors induces cellular proliferation, and
mutations and amplifications of many genes in the Ras pathway have been detected in
human tumors (Fig. 3B). Thus, failure to inactivate Ras in the absence of neurofibromin
maybe sufficient to initiate tumor formation in NF1. In this regard, therapeutic agents
that inhibit Ras, such as prenylation inhibitors, hold great promise for the treatment of
NF1. To date, mixed results have been observed using farnesyltransferase inhibitors
(FTIs). While FTI treatment inhibited the growth of an NF1-deficient MPNST cell line
(32), an Nf1-deficient mouse model of myeloproliferative disease failed to respond (33). 
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Fig. 2. Sequence similarity between neurofibromin, mammalian p120 RasGAP, and yeast RasGAP
proteins. All proteins contain a 360-amino acid segment corresponding to the catalytic GAP-related
domain (GRD). The similarity with the yeast RasGAP proteins, Ira1p and Ira2p, extends beyond the
GRD. Src-homology 2 (SH2), Src-homology 3 (SH3), and pleckstrin homology (PH) domains are
only present in p120 RasGAP.



4. Is NF1 a Tumor Suppressor?

The presence of multiple, discrete tumors in NF1 patients suggested that the NF1
gene may behave as a tumor suppressor gene. In accordance with Knudson’s two-hit
model, the first NF1 allele is inactivated by germline mutation (34). To date over 240
germline mutations have been reported in the NF1 gene (2). The majority are deletions
and insertions that either remove or inactivate the gene. With the exception of patients
with large deletions, who appear more likely to exhibit a severe phenotype that includes
mental impairment, numerous early-onset neurofibromas, and facial dysmorphic fea-
tures (35,36), no obvious correlations between germline mutation and phenotype have
been found.

Knudson’s two-hit model predicts that the second NF1 allele is inactivated at a
later point in time by somatic mutation, initiating formation of a lesion. Consistent
with this model, loss of the wild-type NF1 allele has been detected in NF1 patient-
derived MP-NSTs (37,38), pheochromocytomas (39), and bone marrow samples
involved by juvenile myelomonocytic leukemia (40). Confirmation of a tumor sup-
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Fig. 3. Neurofibromin functions as a RasGAP. (A) Like other RasGAP proteins, neurofibromin
inactivates Ras by catalyzing the hydrolysis of Ras-GTP to Ras-GDP. Exchange factors activate Ras
by promoting the exchange of GDP for GTP. (B) Simplified version of the Ras pathway. Genes encod-
ing outlined proteins have been found mutated or amplified in human cancer.



pressor role for neurofibromin has come from studies of mice carrying a targeted
disruption of one Nf1 allele. While Nf1�/� mice do not exhibit the classical symp-
toms of the human syndrome, they are predisposed to formation of a variety of
tumors including two tumors associated with NF1 (pheochromocytoma and myeloid
leukemia) (41). In both NF1-associated tumor types, loss of the wild-type Nf1 allele
is observed at high frequency.

The requirement for second-hit mutations in neurofibromas has been controversial.
Initial studies either failed to detect somatic NF1 mutations or found loss of heterozy-
gosity (LOH) of the wild-type NF1 allele in only a minority of tumors (42–47). The dif-
ficulty in detecting somatic NF1 mutations was likely due to the heterogeneity of cell
types (not all of which would be predicted to have undergone a mutational event) and
the large size of the NF1 gene. Recently, using a combination of microsatellite geno-
typing for LOH and cDNA single-strand conformation polymorphism (SSCP)-het-
eroduplex analysis for detecting point mutations, Serra and co-workers directly
identified somatic NF1 mutations from 9 out of 10 neurofibromas, providing strong evi-
dence that second-hit mutations play a key role in tumor development (48). By selec-
tively culturing Schwann cells and fibroblasts from neurofibromas, Kluwe, Serra, and
co-workers have shown that somatic NF1 mutations are restricted to the Schwann cell
population (48,49), identifying the Schwann cell as the potential cell of origin of neu-
rofibromas.

The question of second-hit mutations in neurofibromas has also been addressed
through the creation of chimeric mice partially composed of Nf1�/� cells (50).
Although Nf1�/� mice are cancer-prone, they do not develop neurofibromas. Nf1�/�
mice die in midgestation from a cardiac defect and therefore are uninformative with
respect to tumor development in vivo (41,51,52). However, nearly all chimeric mice
develop numerous neurofibromas, which histologically and ultrastructurally resemble
human plexiform tumors. Unlike in the human disorder, cutaneous neurofibromas are
not observed, suggesting that species-specific differences in mice versus humans and/or
developmental differences between cutaneous and plexiform neurofibromas exist.
Although the study of Nf1 chimeric mice clearly demonstrates that loss of both Nf1
alleles is a required step in the development of murine plexiform neurofibromas, in-
vivo proof that loss of both alleles must occur in Schwann cells will require the cre-
ation of mice in which the Nf1 gene can be selectively inactivated in the Schwann cell
lineage.

Far less information is available regarding the role of second-hit mutations in optic
gliomas. Lau and co-workers have observed a loss of neurofibromin expression and ele-
vated Ras-GTP levels in a single pilocytic astrocytoma from an NF1 patient (53). Gut-
mann and co-workers have gone a step further and identified LOH at the NF1 locus in
two of three NF1-associated pilocytic astrocytomas (54). However, the pilocytic astrocy-
tomas in both studies were atypical, in that they were located in either the frontal lobe or
the brainstem, not in the optic pathway. Furthermore, tissue was available for study
because the patients underwent craniotomies for progressive symptoms or radiologic
increase in tumor size, evidence that these tumors may belong to a more aggressive sub-
set of pilocytic astrocytomas. Surgical resection is not recommended for optic gliomas,
because blindness is a serious complication and the majority of tumors have an indolent
course. As a result, the issue of second-hit mutations is unlikely to be resolved through
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the study of human tissue samples. Therefore, creation of a mouse optic glioma model
will be critical in defining the importance of second-hit mutations and the identity of the
cell of origin in this tumor type.

5. Evidence for NF1 Haploinsufficiency

Some nonfocal features of NF1 (short stature and intellectual impairment) are difficult
to reconcile with Knudson’s two-hit model. Even focal lesions, such as café-au-lait spots,
do not obey Knudson’s rules. Cultured melanocytes from café-au-lait spots express neu-
rofibromin and show no evidence of LOH at the NF1 locus (55), raising the possibility
that heterozygous inactivation of NF1 may have phenotypic consequences. Ingram and
co-workers have recently examined the effects of NF1 heterozygosity on receptor signal-
ing in vivo (56). A hypomorphic mutation in the c-kit receptor tyrosine kinase (W41)
results in coat color deficiency and mast cell hypoplasia in mice. Based on previous find-
ings implicating neurofibromin in c-kit signaling pathways in vitro, these investigators
crossed Nf1�/� mice with W41 mice and found that heterozygosity at the NF1 locus sub-
stantially rescued these defects. Since c-kit signaling is mediated by Ras, these findings
suggest that Nf1 haploinsufficiency is due to upregulation of Ras pathways.

Tumor-associated NF1�/� cells may contribute to tumorigenesis. In the case of neu-
rofibromas, the tumors are thought to contain a mixture of NF1�/� and NF1�/�
Schwann cells (48,57), NF1�/� perineurial cells, NF1�/� fibroblasts, and NF1�/�
mast cells. Reciprocal signaling among these various cell types is known to occur in nor-
mal peripheral nerves (58,59) and likely occurs between cells in a neurofibroma. How-
ever, cells within a neurofibroma may respond inappropriately to these signals because
of decreased neurofibromin levels. Indeed, defects in several neurofibroma-associated
NF1�/� cell types have been observed. In cellular studies Nf1�/� Schwann cells are
able to induce angiogenesis and are more invasive than their wild-type counterparts (60).
Embryonic fibroblasts from Nf1�/� mice hyperproliferate, respond abnormally to
wound cytokines, and secrete higher amounts of collagen in vitro (61). In vivo, in
Nf1�/� mice, wounding incites an excessive proliferation of fibroblasts, leading to an
increased amount of granulation tissue (61). Nf1�/� mast cells also show increased pro-
liferation in vitro and in vivo in Nf1�/� mice (56). Nf1�/� perineurial cells derived
from Nf1-deficient mouse embryos fail to form fascicles around nerve bundles and ap-
pear to be more abundant in an in-vitro co-culture assay (62). The phenotype of Nf1�/�
perineurial cells has not yet been characterized. Whether tumor-associated NF1�/�
cells are absolutely required for neurofibroma formation or simply assist in the process
remains to be determined.

Tumor-associated NF1�/� cells may also contribute to formation of tumors in the
CNS. Like Nf1�/� fibroblasts and mast cells, Nf1�/� astrocytes hyperproliferate in
culture (63). Furthermore, an increased number of astrocytes has been observed in the
brains of NF1 patients and Nf1�/� mice (63–65). The defects in Nf1�/� astrocytes
may not be completely cell autonomous, as mice carrying a neuronal-specific targeted
disruption of the Nf1 gene also exhibit an increase in astrocytes in the brain (66). The
NF1�/� astrocytes may serve as the cell of origin of optic gliomas and diffusely infil-
trating astrocytomas and/or assist in tumor formation through intercellular signaling
events.
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6. Hyperplasia or Neoplasia?

Is a neurofibroma a hyperplasia or a neoplasm? A hyperplasia is an increase in cell
number in an organ or tissue. Unlike a neoplasm, which is a largely uncontrolled pro-
liferation of cells, a hyperplasia remains under control of growth factors or hormonal
signals. In the case of neurofibromas, the tumor-associated NF1�/� cells have features
of hyperplastic cells. They are increased in number, and while they maybe hypersensi-
tive to growth factors or hormonal signals due to NF1 haploinsufficiency, they still
require extracellular signals to proliferate. However, the NF1�/� Schwann cells that
are thought to have undergone a second-hit mutation resemble neoplastic cells. They
form a clonal population, and in cell culture assays are more invasive than wild-type or
Nf1�/� Schwann cells (60). To account for all of these features, we propose that neu-
rofibromas are hybrid lesions with hyperplastic and neoplastic components.

Which comes first the hyperplasia or the neoplasia? The answer may be “both.” Trauma
and hormonal changes, which have been implicated in the development of neurofibromas
(7), could provide signals stimulating NF1�/� cells to proliferate excessively forming a
hyperplasia. Hyperproliferation, in turn, may increase the chance that a second-hit muta-
tion occurs within a Schwann cell (Fig. 4). In other tissues, such as the endometrium,
hyperplastic lesions are known to provide fertile ground for tumor development. Alterna-
tively, a second-hit mutation in a Schwann cell may initiate the process. NF1�/�
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Fig. 4. Models of neurofibroma development. We propose that neurofibromas have hyperplastic
and neoplastic components. Increases in growth factors or hormonal signals may induce hyperplasia
of Nf1�/� peripheral nerve cells. Hyperplasia, in turn, may increase the chance of a second-hit muta-
tion occurring within a Schwann cell, resulting in neurofibroma formation. Alternatively, a second-
hit mutation in a Schwann cell may initiate the process. Nf1�/� Schwann cells may secrete abnor-
mal amounts of growth factors, promoting hyperplasia of nearby Nf1�/� cells. When growth factors
or hormonal signals are withdrawn, the hyperplastic component may be able to regress.



Schwann cells may secrete abnormal amounts of growth factors that promote the prolif-
eration of nearby NF1�/� cells. While the former mechanism may apply to cutaneous
neurofibromas that occur superficially in areas susceptible to trauma and increase in num-
ber during puberty and pregnancy, the later mechanism may apply to plexiform neurofi-
bromas, which are thought to be congenital. The concept that neurofibromas are hybrid
lesions can even explain the peculiar observation that, after increasing in size during preg-
nancy, neurofibromas shrink after giving birth (7). We hypothesize that, after giving birth,
hormonal levels return to normal, and the now less stimulated hyperplastic component of
the neurofibroma involutes. The effects of hormones may be indirect, as little to no steroid
receptor-binding activity has been detected in neurofibromas (67,68).

There are striking similarities between neurofibromas and optic gliomas, suggesting
that perhaps optic gliomas are also hybrid lesions. Both tumors exhibit cellular hetero-
geneity. In addition, like neurofibromas, an inappropriate response to injury has been
speculated to play a role in optic glioma formation. NF1 is normally expressed at rela-
tively low levels in astrocytes. However, Nf1 is dramatically upregulated in response to
cAMP and proinflammatory cytokines in astrocytes in vitro, and in response to ischemia
in vivo in a rat model system (69). These findings raise the possibility that, in an NF1
patient, CNS injury may trigger a hyperplasia of astrocytes, which increases the likeli-
hood of a second-hit mutation and optic glioma formation. Similar to neurofibromas,
decreased levels of growth factors or hormonal signals may lead to involution of the hy-
perplastic component of optic gliomas, resulting in the observed spontaneous regression
of a subset of these tumors.

7. Progression to Malignancy

In benign NF1-associated tumors, absence of neurofibromin maybe sufficient for
tumor formation. However, when neurofibromas undergo malignant change to MPNSTs,
additional genetic mutations appear to be required. The p53 pathway is an important tar-
get of these additional genetic events. Chromosome 17p deletions (the chromosomal re-
gion in which p53 resides) have been detected in MPNSTs, and in some cases point
mutations in the remaining p53 allele have been found (70,71). Homozygous deletions in
the INK4 locus, which inactivate both alleles of p16INK4a and p14ARF tumor suppressor
genes, have also been identified in MPNSTs (72,73). The p16INK4a protein is a cyclin-
dependent kinase inhibitor of the cyclin D/cdk 4 complex. This complex phosphorylates
the retinoblastoma (Rb) gene product, allowing cells to enter S phase. The p14ARF pro-
tein, on the other hand, activates the p53 pathway by inhibiting Mdm-2-induced p53
degradation and transactivational silencing (74). Thus, both the p16INK4a-cyclin D/cdk4-
Rb pathway and the p53 pathway may be involved in malignant progression to MPNST.

The cooperation between NF1 and p53 tumor suppressor genes in malignancy has also
been demonstrated by studies of mice carrying heterozygous mutations of both the Nf1
and p53 genes (50,75). The mouse Nf1 and p53 genes are closely linked on chromosome
11 (they are both on chromosome 17 in humans, but on opposite arms). Therefore, mice
carrying mutations on the same chromosomal arm (NP cis) could be generated. NP cis
mice develop MPNSTs at a high frequency, and LOH of both the wild-type Nf1 and p53
alleles is observed. Mutational events involving loss of an entire chromosome have been
detected in Min mice heterozygous for mutations in the Apc tumor suppressor gene (76).
LOH in the NP cis mice likely occurs by a similar mechanism. NP cis mice also develop
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diffusely infiltrating astrocytomas which show LOH at both loci (77). Interestingly,
astrocytoma development appears to be highly dependent on the genetic background of
these mice, implicating a role of modifier genes in this phenotype.

In addition to the genetic mutations detected in MPNSTs, DeClue and co-workers
have observed increased expression of the EGF receptor (EGF-R) in MPNST cell lines
and tissue sections (78). Schwann cells from normal nerves do not express this recep-
tor, but instead express other members of the EGF-R family, Erb-2 and -3, which bind
glial growth factor (GGF). Only rare Schwann cells in neurofibromas and transformed
(but not untransformed) Nf1-deficient mouse Schwann cells express EGF-R, support-
ing the hypothesis that upregulation of EGF-R is an important step in the progression to
malignancy. Importantly, proliferation of MPNST cell lines and transformed Nf1-defi-
cient mouse Schwann cells is inhibited by EGF-R antagonists, suggesting that EGF-R
is a potential therapeutic target. The degree to which EGF-R exerts its mitogenic effects
through the Ras pathway, which is already deregulated in the absence of neurofibromin,
remains to be determined.

8. Neurofibromin May Have Ras-Independent Functions

Evidence of a Ras-independent function for neurofibromin is accumulating. Guo,
The, and co-workers have found that flies homozygous for null mutations in an NF1
homolog do not exhibit any of the widespread developmental defects associated with
activated Ras. Instead, NF1-mutant flies are small, and exhibit learning defects, short-
term memory loss, diminished escape response, and defects in potassium channel func-
tion at the neuromuscular junction (79–81). These phenotypes are not rescued by a
constitutively active Ras transgene, but are restored by either pharmacologic manipula-
tion of the cAMP-protein kinase A (PKA) pathway or a constitutively active PKA trans-
gene, implicating a role for NF1 in the regulation of the later pathway. These reports also
suggest that NF1-dependent cAMP activity is mediated through the rutabaga-encoded
adenylyl cyclase. Whether neurofibromin regulates the cAMP-PKA pathway in mam-
malian cells and whether this function of neurofibromin contributes to tumor suppres-
sion are important questions that need to be addressed.

Additional, although indirect, evidence for a Ras-independent function for neurofi-
bromin comes from studies of human tumor cell lines. While neither melanoma nor neu-
roblastoma occurs at increased frequency in NF1 patients, melanoma and neuroblastoma
cell lines that have lost both NF1 alleles have been identified (82–84). Unexpectedly,
these cell lines show little to no increase in Ras-GTP levels (82,83). Furthermore,
although overexpression of neurofibromin inhibits proliferation of NIH3T3 cells, the
level of Ras-GTP is not reduced (85). Taken together, these cell culture studies raise the
possibility that neurofibromin is exerting its effects on cell proliferation through targets
other than Ras.

9. Concluding Remarks

Since the cloning of the NF1 gene in 1990, great progress has been made toward
understanding the role of neurofibromin in tumor suppression. Convincing evidence has
emerged that the NF1 gene behaves as a traditional tumor suppressor gene in NF1-asso-
ciated malignancies. In the majority of these tumors, upregulation of Ras pathways
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due to the absence of NF1-GAP activity is the primary defect that leads to uncontrolled
cell proliferation. Not unexpectedly, progress has revealed new questions. What is the
role of second-hit mutations and haploinsufficiency in benign NF1-associated tumors
(neurofibromas and optic gliomas)? Are these benign tumors, as we suggest, hybrid
lesions with hyperplastic and neoplastic components? Which genetic mutations cooper-
ate with or modify the effects of NF1 loss? And, does neurofibromin have Ras-inde-
pendent functions? Partial answers to these questions have been discussed. However,
continued investigation, making use of human tissue samples, model systems, and cell
culture assays as well as newer genome-based technologies, is essential.

Note Added in Proof

Recently, Zhu and coworkers generated a conditional Nf1 mouse model in which a
floxed Nf1 allele is deleted by a Cre transgene under control of the Schwann cell-spe-
cific promoter, Krox20 (86). All progeny with the Nf1flox/-; Krox20-cre genotype develop
plexiform neurofibromas, confirming that the Schwann cell is the cell of origin.

To determine the importance of Nf1 haploinsufficiency in the tumor environment,
Zhu and coworkers compared the size and frequency of neurofibromas occurring in
NF1flox/-; Krox20-cre mice in which all non-neoplastic tumor-associated cells are phe-
notypically heterozygous for Nf1 and Nf1flox/flox; Krox20-cre mice in which all non-neo-
plastic tumor-asociated cells are phenotypically wild type. In striking contrast to the
widespread plexiform neurofibromas of the Nf1flox/-; Krox20-cre mice, the Nf1flox/flox;
Krox20-cre mice only developed small, infrequent hyperplastic lesions in the cranial
nerves. Although the number of mice in this study was limited, the data supports the
conclusion that Nf1 haploinsufficiency in the tumor environment promotes neurofi-
broma formation. What is the mechanism by which Nf1 haploinsufficiency exerts its
effect? The first step toward answering this question will be to identify the relevant cell
type(s) in which Nf1 heterozygosity is required to see frank tumor formation.

While focused on neurofibromas, this work raises the exciting possibility that the
genotype of non-neoplastic cells in the tumor environment may influence the growth of
other tumor types. Moreover, an increased understanding of the role of non-neoplastic
tumor-associated cells may lead to new directions for cancer therapy and prevention.
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Wilms’ Tumor as a Model for Cancer Biology

Andrew P. Feinberg and Bryan R. G. Williams

1. Wilms’ Tumor as a Model of Cancer Biology

Wilms’ tumor of the kidney (WT) is the most common solid tumor of childhood, and
it was first described in detail by Max Wilms’ in 1899. WT is a paradigm of childhood
cancer, because it has served as a model from four distinct perspectives. First, it was one
of three tumors used by Knudson in the early 1970s as a model for understanding the
epidemiology of childhood cancer. Second, WT has played a key role is the molecular
biology of childhood cancer. WT was one of the first examples in which a tumor sup-
pressor gene was mapped by somatic genetic alterations in the tumors, compared to nor-
mal tissues, i.e., somatic cell gene mapping. Third, WT was the tumor in which abnormal
imprinting in cancer was discovered. As such, it has been a model for epigenetic alter-
ations in cancer. Finally, WT is a model for understanding the pathology of childhood
cancer. Pediatric solid tumors, unlike adult malignancies, typically reflect normal devel-
opmental stages of organogenesis. As such, Wilms’ tumor has served as a developmen-
tal paradigm for nephrogenesis. The purpose of this chapter is to describe the evolution
of WT as a model for cancer from each of these perspectives, and then to synthesize
them in a unifying view that hopefully provides novel insights into the mechanism of
cancer in general.

2. Wilms’ Tumor as a Model of Cancer Epidemiology

Knudson and Strong proposed a hypothesis to explain the bimodal age distribution
of WT (1). Reviewing case reports of Wilms’ tumor, they found that bilateral cancers
arise in children at an earlier age than unilateral cancers. They proposed that WT arises
by two sequential genetic events, or “hits” analogous to retinoblastoma. According to
this model, patients with bilateral tumors are born with the first hit in the germline, lead-
ing to multiple and bilateral tumors occurring at a younger age. In contrast, patients with
unilateral tumors are not born with a germline hit, and both mutations must arise in a
single somatic cell lineage, accounting for the later age and unilateral distribution of
tumors (1). The distinction in location is between unilateral and bilateral, rather than
between unifocal and multifocal, as tumors do not metastasize to the contralateral kid-
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ney, but multifocal tumors might arise from a single clone. This two-hit model grew to
accommodate an hypothesis by David Comings that hereditary cancers segregating as a
dominantly transmitted trait could be caused by a functionally recessive tumor suppres-
sor gene (2). Patients with cancer predisposition have transmitted one mutant allele ver-
tically, requiring only a second hit to develop cancer. Comings’s idea was incorporated
into the two-hit model by the realization that the two hits were allelic. It is worth bear-
ing in mind that Knudson’s epidemiologic observations applied to three childhood can-
cers, the others being retinoblastoma (3) and neuroblastoma (4). The RB retinoblastoma
gene fits the model exceptionally well, although there are complexities in the epidemi-
ology of WT that are not fully explained by the model, as will be discussed later. A neu-
roblastoma gene fulfilling Knudson’s model has eluded identification.

While Knudson’s model explains the earlier onset of bilateral WT, it does not explain
the age distribution of most WT. Breslow and colleagues have observed that bilateral
tumors are relatively rare in WT, accounting for only approximately 3% of cases (5,6).
In contrast, they have found that there are distinct pathologic differences between ear-
lier and later-arising tumors, but a rationale for their distinct age of appearance has not
been available until recently, as will be discussed under Subheading 5.

3. Wilms’ Tumor as a Model of Cancer Genetics and Its Relationship to
WT Epidemiology

A Wilms’ tumor gene was the second tumor suppressor gene to be identified by posi-
tional cloning, i.e., using mapping information, rather than functional information, to
identify candidate genes, and then identifying mutations within these genes in tumors.
Interestingly, the first such gene was retinoblastoma, also studied by Knudson. A third
gene implicated in neuroblastoma has not yet been identified. In particular, the WT1
gene on 11p13 was first mapped by identification of chromosomal microdeletions in
patients with Wilms’ tumor and mental retardation (7). Such patients, many of whom
also show genitourinary malformations and aniridia, are an example of a contiguous
gene syndrome in which multiple genes of unrelated function are deleted together
because of their contiguity. In this case, the syndrome is termed WAGR, for
Wilms’/aniridia/genitourinary_malformations/mental_retardation. In a convergence of
epidemiology and molecular biology, WT was one of the first cancers that showed loss
of allelic heterozygosity (LOH) of polymorphic markers, consistent with loss of a Knud-
sonian tumor suppressor gene (8). In one of the few triumphs of positional cloning to
identify tumor suppressor genes, the late Bill Lewis identified a homozygous deletion
in a WT (9), which was a guidepost for two laboratories to identify a zinc-finger tran-
scription factor that showed mutations in other tumors (10,11).

This Wilms’ tumor gene, WT1, is expressed at high levels during early renal devel-
opment and is hypothesized to be involved in commitment of primitive nephroblasts to
renal lineage-specific development, as well as in gonadal development (12). This
hypothesis is based on the observation that mice lacking WT1 show gonadal and renal
dysplasia (13,14). Furthermore, patients with the genetic disorder Denys-Drash (DDS)
syndrome, or pseudohermaphroditism and Wilms’ tumor, have germline mutations in
WT1. However, the molecular pathways by which WT1 functions have not been worked
out definitively. WT1 was found to bind to EGR1 sites, and to repress expression of the
insulinlike growth factor II gene (IGF2) and the IGF1 receptor through these sites in
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transfection experiments. As described under Subheading 4., IGF2 is of great impor-
tance in the epigenetics of WT. However, WT1 may have an effect on IGF2 opposite to
that first described, and WT1 expression may also be regulated by IGF2. The physio-
logic functions of WT1 are complicated by the existence of up to 16 protein isoforms
resulting from alternative splicing. The WT1 protein (52–54 kDa) contains a carboxy
terminal DNA and RNA-binding domain with four zinc fingers of the Cys2-His2 type,
and an amino-terminal transactivation domain rich in proline, glutamine, serine, and
lysine that can mediate self-dimerization (15,16). Wilms’ tumor and DDS mutations
within the zinc-finger domain abrogate WT1 DNA-binding activity (17). Two alterna-
tive splice sites give rise to four WT1 isoforms. Alternative splicing of exon 5 results in
the presence or absence of 17 amino acids in the amino-terminal domain but this is con-
served only in mammals. Alternative splicing at the end of exon 9 determines the pres-
ence of three amino acids, lysine-threonine-serine (KTS), between zinc fingers 3 and 4
(18). Mutations within the +/–KTS splice junction upset the balance of WT1 isoforms,
and cause the severe genitourinary abnormalities seen in Frasier syndrome (19). RNA
editing changing proline to leucine at position 280, or the addition of 68 amino acids
through the use of an alternative translation start, increases the number of potential iso-
forms to 16 (20). Further complexity is introduced by the posttranscriptional regulation
of WT1 activity by phosphorylation (21,22).

A better understanding of the role of WT1 in development and cancer may come from
more adequate modeling in the mouse. An essential role for WT1 in urogenital devel-
opment was illustrated by the failure of mice carry a homozygous deletion of the WT1
gene to develop kidneys and gonads (13). Unfortunately, the mice die of a massive
hemodynamic problem due to the incomplete formation of the epicardium and conse-
quently have had restricted utility as a model. However, the analyses of mice that can
produce only the WT1 –KTS or WT1 +KTS isoforms have clearly illustrated that the
isoforms have specific and distinct activities in urogenital development (23). One over-
riding issue that studying these mice may help address is the physiologic relevance of a
large number of putative WT1 –KTS target genes identified by in-vitro cotransfection
studies. The +KTS WT1 isoform has also been implicated in RNA processing (reviewed
in ref. 24), but specificity in this process has not been determined. However, the results
thus far from the mouse models indicating that the +KTS isoform is essential for male
sex determination may lead to identification of affected transcripts. Potential candidate
WT1-regulated genes include Sry, DAX-1, and amphiregulin. However, none of these is
implicated in tumorigenesis. WT1-regulated genes implicated early in the pathway
include the antiapoptotic gene Bcl2, the cell cycle arrest gene p21, and the growth-pro-
moting IGF2 and its receptor, IGF1R. Upsetting the balance of expression of these
genes either through a failure of appropriate WT1 regulation or loss of imprinting (see
below) likely contribute both to tumor initiation and progression.

Despite the incomplete understanding of the role of WT1, it does fulfill Knudson’s
hypothesis, in that patients with bilateral WT often show WT1 mutations in the
germline, and such patients also show LOH in their tumors that includes the 11p13
region harboring WT1. Nevertheless, a conundrum in WT (25) biology is the fact that
the region of LOH in WT more commonly involves 11p15 than 11p13. In most WT,
LOH in fact does not involve WT1 at all. Furthermore, mutations of WT1 in WT are
relatively rare, occurring in no more than 5% of sporadically occurring tumors. Thus a
second Wilms’ tumor suppressor gene has been hypothesized to involve 11p15, and it is
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commonly referred to as WT2 (25). To date, no gene on 11p15 has shown frequent muta-
tions in WT with LOH of this region.

4. Wilms’ Tumor as a Model of Cancer Epigenetics

Wilms’ tumor was the first cancer in which altered genomic imprinting was observed
(26). Imprinting is a parent of origin-specific gene silencing that leads to monoallelic,
or preferential allelic expression, of the allele of a gene from a specific parent. Im-
printing was suspected to play a role in WT when it was observed that LOH of 11p vir-
tually always involves the maternal allele (27). Sapienza proposed a model to explain
this observation, in which an imprinted tumor suppressor gene undergoes LOH of the
normally expressed, in this case, maternal allele (28). The problem with this model is
that all people would effectively have lost one copy of a tumor suppressor gene, by virtue
of imprinting-related gene silencing. Thus, all WT would appear to follow an epidemi-
ologic model in which the first hit had already taken place, i.e., occur early and arise bi-
laterally, even though, as noted earlier, bilateral tumors are rare in WT. Sapienza
suggested as a solution to this problem that imprinting arises aberrantly in some indi-
viduals, and as a mosaic trait in the kidney, but always involving silencing of the pater-
nal allele when it arises (29). Thus, sporadically occurring, unilateral tumors would arise
by a first epigenetic hit (imprinting related silencing) and a second genetic hit (LOH).
At present, no gene fulfilling this hypothesis has been found, but it has not been ruled
out either.

The first evidence for imprinting in cancer was quite unexpected and quite different
than Knudson’s model of gene silencing. We and others found that most WT undergo
aberrant activation of the normally silenced copy of the imprinted IGF2 gene, as well as
disrupted imprinting of the nearby imprinted H19 gene as well (26,30). The term we
coined for this alteration is loss of imprinting, or LOI (26), and it connotes either the ac-
tivation the normally silent copy of an imprinted growth-promoting gene, or the silenc-
ing of the normally active copy of an imprinted tumor suppressor gene. LOI has now
been observed in most cancers, including the major malignancies of adults as well as
other embryonal cancers of childhood (31–40). Although LOI was first observed in WT
several years ago, a specific effect on gene expression has only recently been observed.
Tumors with LOI show a doubling in expression of IGF2, consistent with activation of
the normally silent maternal allele (41). IGF2 is normally expressed in the proliferating
kidney during development (42). Given that IGF2 is a mitogen, its overexpression could
lead to hyperproliferation and an expanded pool of nephroblasts subject to further car-
cinogenic alterations. IGF2 is also an important autocrine growth factor in a wide variety
of malignancies (31–40), and LOI is likely to be a mechanism of its overexpression gen-
erally. In a mouse model of SV40 antigen transgene-induced cancer, LOI of IGF2 is an
early event in tumor progression (43). Furthermore, abrogation of LOI by deletion muta-
genesis of an IGF2 allele limits tumor progression (44). Thus, LOI is an important mech-
anism of cancer development, and WT is a model for understanding its role.

LOI of IGF2 is also observed in the normal tissues of patients with Beckwith-Wiede-
mann syndrome (BWS), a disorder of prenatal overgrowth involving macroglossia, ear
pits or creases, neonatal hypoglycemia, and midline abdominal wall defects, including
umbilical hernia, diastasis recti, or omphalocele (45,46). BWS shows genetic hetero-
geneity, involving several imprinted genes on 11p15. Most patients show epigenetic al-
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terations involving altered methylation of H19, or altered methylation of an antisense
transcript termed LIT1 and lying within the KVLQT1 gene (47). We have proposed a two-
domain hypothesis, in which altered methylation of H19 leads to LOI and activation of
the normally silent maternal allele of IGF2; and altered methylation of LIT1 leads to
LOI and abnormal silencing of the normally active maternal allele of the p57KIP2 gene,
the latter of which is rarely mutated in BWS (48). Recently, we have found that altered
methylation of LIT1 is specifically associated with midline abdominal wall defects and
macrosomia in BWS (49), and we and others have found that altered methylation of H19
is specifically associated with cancer in BWS (49).

One mechanism of LOI in WT is altered methylation of a differentially methylated
region (DMR) upstream of the H19 gene, which permits activation of the maternal allele
of IGF2 by an enhancer shared with the H19 promoter and on the other side of the DMR,
and which are normally separated by binding of the insulator factor CTCF to the
unmethylated allele (50). Altered DNA methylation was first described in 1983 by Fein-
berg and Vogelstein (51), and thus LOI and altered DNA methylation are related epige-
netic alterations. An intriguing observation in the case of colorectal cancer is that tumors
with LOI also show microsatellite instability (MSI) in their tumors (52). Furthermore,
patients with LOI in their colon tumors also show LOI in the normal mucosa, and in
about 10% of adults in the general population, even though MSI is a property of the
tumors specifically (52). Thus, it appears that LOI can arise as a field effect in the colon,
and perhaps predispose to the development of cancers, particularly those MSI-positive
tumors that are found in younger patients and in the difficult-to-detect right-sided colon
cancers typically found to be MSI-positive. LOI is thus the first genetic alteration in nor-
mal cells that occurs at high frequency in cancer patients, and it may prove to be an
important marker of neoplastic risk.

5. Wilms’ Tumor as a Model of Cancer Pathology

A series of observations by Beckwith and colleagues led to a fundamental model of
Wilms’ tumor pathology. Beckwith observed that many WT were associated with pre-
malignant nephrogenic rests (NR) that resembled the tumors with which they were asso-
ciated. These NR were of two types. Intralobar nephrogenic rests (ILNR) showed
heterotypic elements often found within WT. These heterotypic elements are often found
normally in other developing tissues, such as striated muscle, cartilage, and adipocytes.
In contrast, perilobar nephrogenic rests (PLNR) involve blastemal elements that resem-
ble renal precursor cells in the developing nephron (53).

Beckwith hypothesized that the ILNR arose within the interior of the developing renal
lobe, and indeed they are found near elements derived from the primitive ureteric bud,
i.e., the collecting system of the kidney tubules. In contrast, PLNR are thought to arise
from the periphery of the renal lobe, they do not show heterotypic elements, and indeed
they are located near the renal cortex or along the periphery of the developing lobes (53).
The tumors themselves also show ILNR-like or PLNR-like pathology in about two-thirds
of cases, consistent with the idea that they arise from the rests (5,53). This is a more
provocative idea than it may seem on the surface, as PLNRs are found in no less than 1%
of newborn, otherwise normal infants (53). Thus, one must consider the possibility that
at least this type of WT arises from precursor lesions common in the general population
at birth. Such an idea is opposite to that suggested for common adult malignancies such
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as colorectal cancer, in which the precursor lesion (adenoma) arises uncommonly and
only after years of life and/or exposure to precipitating environmental factors. Finally, in
another example of biological convergence in studies of WT, ILNR-like tumors were
found to occur commonly in WAGR, and tumors with ILNR-like features show reduced
expression of WT1 (5,53). Similarly, PLNR-like tumors are commonly associated with
BWS (5,53), suggesting that the dichotomy of pathology in WT pathology extends to the
genetics and epidemiology as well. Finally, several hereditary disorders predispose to
WT. In two of these, the pathology of the tumors is characteristic. In Denys-Drash syn-
drome, tumors are ILNR-like; and in BWS, tumors are PLNR-like. This distinction is
consistent with a difference in mechanism for cancer in the two disorders.

6. A Comprehensive Model for Understanding Wilms’ Tumor Biology
(Table 1)

There are several confusing and apparently contradictory observations in WT biol-
ogy, and it is not immediately apparent how to reconcile the epidemiology, genetics, epi-
genetics, and pathology of WT in a coherent model. For example, in the epidemiology
of WT, bilateral tumors are rare, and thus Knudson’s model does not explain the bimodal
age distribution of most WT. In the genetics of WT, most LOH does not include the WT1
gene on 11p13 but involves 11p15, even though no mutated gene has been identified
within this region. In the epigenetics of WT, altered imprinting and methylation is found
not only in the tumors, but also in nephrogenic rests, suggesting that epigenetic alter-
ations may precede genetic changes. Finally, in the pathology of WT, the existence of
ILNR and PLNR argue against a simple model of Wilms’ tumorigenesis. Furthermore,
PLNR are found in an astonishingly high frequency of otherwise normal individuals, as
much as 1% of newborns. Such an abundance of premalignant lesions is not consistent
with a conventional Knudsonian tumor suppressor gene, and it is at marked variance
with the idea advanced by Vogelstein and others for adult tumors, that cancer arises from
a series of individually rare events in a given somatic cell lineage.
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Table 1
Model of the Molecular Biology of Wilms’ Tumor

Developmental stage Nephrogenic commitment Nephrogenic expansion

Age Early Late
Hereditary syndrome Denys-Drash Beckwith-Wiedemann
Nephrogenic rests Intralobar Perilobar
Kidney Normal Enlarged
Pathology ILNR-like PLNR-like
Mutations WT1, “WT2” None characteristic
LOH 11p13, 11p15 None
LOI None IGF2
Gene expression Reduced WT1 Increased IGF2
Knudsonian Yes No
Primary mechanism Genetic Epigenetic
Kidney size Normal Enlarged
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We suggest that WT is fundamentally a dichotomous disorder. This idea is not entirely
new, as support comes from several different venues, but it has not been viewed from
all of them comprehensively before, to our knowledge. By this view, WT is a disorder
involving disruption of normal nephrogenic development. This can happen at either of
two stages. The first is just after nephroblasts have been formed from condensing mes-
enchyme, under the inductive influence of the ureteric bud. The second is during the
period of maximum nephroblast proliferation during nephrogenic expansion. The first
class of tumors, involving disruption of nephrogenic commitment, is similar to that seen
in retinoblastoma. Even though the RB gene is ubiquitously expressed, it is critical for
retinoblast development. Loss of the gene leads to a population of precursor cells that
does not properly mature, and is a target for further carcinogenic mutations. These
tumors thus fit Knudson’s model well, with two mutations in the WT1 gene, or poten-
tially in WT2 as well. In contrast, tumors arising during nephrogenic expansion are quite
different, and do not fit Knudson’s model. Here the defect is overexpansion of commit-
ted nephroblasts, again leading to an increased population of cells at risk of subsequent
carcinogenic events. Here the mechanism is epigenetic, with LOI leading to overex-
pression of IGF2, with its attendant mitogenic effects.

It is important to give proper credit to those who have appreciated the distinction
between the two types of tumors. Beckwith was first to raise the possibility of two
developmental stages that account for pathologic differences in the tumors (53). He
pointed out that the location of the rests within the tumors is consistent with this idea,
because the maturing kidney migrates out from the region of the ureteric bud to the
periphery of the developing lobe during development. Adjacent to the tumors them-
selves, the ILNR tend to lie near the collecting system and the PLNR near the cortex or
the medulla, sinus, and caliceal wall within the kidney. Huang et al. first showed that
most ILNR-like tumors exhibit reduced WT1 expression, and tumors with WT1 muta-
tions are also ILNR-like (54). These authors pointed out that this alteration would mimic
germline mutations in WT1, which are associated with renal dysplasia, and it could
account for the presence of heterotypic elements within the ILNR and the ILNR-like
tumors, as the precursor cells are not fully committed to renal development From an epi-
demiologic perspective, Breslow and colleagues recognized that tumors with PLNR
arise later than those with ILNR (5,6). Recently, Ravenel et al. have found that PLNR-
like tumors show LOI, arise at a later age than tumors with normal imprinting, and show
increased expression of IGF2 (41).

An important implication of this dichotomous view of WT is that the later-arising
tumors, which are PLNR-like and show LOI, likely follow a model of cancer quite dif-
ferent than that proposed by Vogelstein and colleagues for colorectal cancer (55). The
implication of these “nephrogenic expansion” tumors is that there is a generalized epi-
genetic disturbance. Rather than a series of mutations leading gradually to the emer-
gence of a tumor, the precursor lesion is epigenetic, involving LOI. Indeed, the PLNRs
themselves show both altered gene expression and altered DNA methylation indicative
of LOI. These alterations are widespread in the affected patients, often associated with
nephromegaly, usually syndromically (BWS or idiopathic hemihypertrophy), but in
some patients with sporadically occurring tumors as well. Given that PLNR are the
lesions Beckwith observed in about 1% of newborns, epigenetic disturbances in fetal
life would appear to predispose to cancer in a large proportion of the population. Fortu-
nately, most of these lesions disappear over time. The encouraging news is that if these



patients can be identified, the cancer risk might be amenable to chemoprevention, since
epigenetic alterations are by definition reversible.
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Inadequate “Caretaker” Gene Function and Human
Cancer Development

Theodore L. DeWeese and William G. Nelson

1. Introduction

Both genetic and environmental factors have been implicated in the pathogenesis of
human cancers. Yet for certain cancers, genetic factors act as critical contributors, while
for other cancers, environmental factors seem to predominate in cancer causation. With
the completion of the human genome project and accompanying advances in genomic
technologies, genetic descriptions of inherited cancer risk and genetic signatures of can-
cer development are becoming increasingly refined. Already, it is clear that germline
inheritance of certain mutant genes markedly increases cancer risks independent of envi-
ronmental exposures. For example, inherited mutations in Rb, encoding a master cell-
cycle regulatory gene, leads to the development of retinoblastoma, an otherwise rare
cancer of the eye in children (1,2). In genomic DNA from retinoblastoma cells, the
inherited mutant Rb alleles are typically accompanied by somatic alterations affecting
the wild-type allele, resulting in a complete absence of normal Rb function in the can-
cer cells (3,4). Mice carrying targeted disruptions in Rb are also prone to develop can-
cers, supporting the notion that Rb functions as a tumor suppressor gene (5,6). Exposure
to environmental carcinogens also markedly increases cancer risks. For example, ciga-
rette smoke promotes the development of lung cancer, bladder cancer, and other cancers
in a dose-dependent manner (7). Polycyclic aromatic hydrocarbons, as well as other
compounds found in cigarette smoke, also promote cancer development in laboratory
animal models, supporting the designation of such compounds as carcinogens (8,9).

For the majority of human cancers, are genetic factors causative or is the environment
responsible? In a recent study of cancer risks among 44,788 pairs of twins in Sweden,
Denmark, and Finland (10), statistically significant effects of heritable factors were
observed only for prostate cancer (42% of cases with a 95% confidence interval of
29–50%), colorectal cancer (35% of cases with a 95% confidence interval of 10–48%),
and breast cancer (27% of cases with a 95% confidence interval of 4–41%). With these
data, the authors concluded that the environment plays the principal role in causing most
human cancers. What may also be likely is that if the environment has such a strong
influence on human cancer development, then genes that determine interactions with
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environmental factors may be critical heritable factors predisposing to cancer or critical
targets for somatic alteration in cancer cells.

2. “Caretaker” Genes and the Pathogenesis of Human Cancer

Cancer cell DNA typically contains a plethora of alterations, including mutations,
deletions, amplifications, translocations, and hypermethylated CpG islands, that affect
the function of critical genes and contribute to the malignant phenotype (11,12). Gene
defects in cancer cells may be inherited in the germline or may be acquired during can-
cer development. Historically, abnormal cancer genes have been classified as onco-
genes, which, when activated by alteration, promote neoplastic transformation, and
tumor suppressor genes, which when inactivated by alteration fail to prevent neoplastic
transformation. More recently, increased attention has been afforded a new collection of
abnormal cancer genes, termed “caretaker” genes, which when inactivated increase the
rates at which somatic genome alterations appear, and by doing so, commensurately
increase risks for cancer development (13). “Caretaker” genes identified thus far encode
carcinogen-detoxification enzymes, DNA mismatch repair enzymes, DNA damage
recognition and repair enzymes, and a variety of polypeptides responsible for maintain-
ing chromosome integrity and the fidelity of chromosome segregation throughout DNA
replication and mitosis. Defects in such “caretaker” genes typically appear early during
the pathogenesis of cancer, often inherited in the germline or acquired at the earliest
stages of cancer development. More direcly than oncogenes and tumor suppressor
genes, “caretaker” genes potentially provide a clear link between genetic and environ-
mental factors in cancer causation. By protecting the genome against environmental
threats to genome integrity, “caretaker” genes serve as critical barriers to cancer caused
by carcinogens. Inadequate “caretaker” function, resulting from inherited or acquired
defects in “caretaker” genes, renders certain cells exquisitely vulnerable to genome
damage inflicted by carcinogens and prone to cancer development.

Because loss of “caretaker” activity results in genetic instability, either by failing to
suppress spontaneous genome accidents or by failing to correct genome damage
inflicted by carcinogens, cells with defective “caretaker” genes have been thought to
enjoy a selective growth or survival advantage during cancer pathogenesis only when
additional genes have become altered (Fig. 1A). Can loss of “caretaker” function
directly provide a selective growth or survival advantage? Natural selection of organ-
isms in a given environment tends to favor genetic stability over genetic instability as a
trait. When organisms display genetic instability, many of their progeny are genetic vari-
ants that do not reproduce successfully, leading to inefficiencies compromising popula-
tion fitness. In contrast, in a changing environment, genetic instability likely offers a
selective advantage as an organism trait. Although cancer cells arising in a target organ
may not constitute an independent species subject to natural selection, such cells may
perhaps be considered quasi-species influenced by selective pressures. Is the milieu of
a target organ site a stable environment or a changing one? Before cancers arise, spe-
cific organ sites typically feature a constant temperature, a reliable source of nutrients
via blood supply, and a steady supply of signals that regulate growth and survival. When
cancers appear and grow, vascular perfusion becomes intermittent and inconsistent, and
growth-regulatory signaling networks become compromised (14–17). Perhaps, such a
site may be a suitable habitat for selecting cancer cells with genetic instability.
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One feature of inadequate “caretaker” function that threatens the growth and survival
of cells with defective “caretaker” genes is that most genome-damaging stresses cause
cell death as well as genome alterations. For this reason, cells that have lost “caretaker”
activity might be expected to display a heightened sensitivity to both the cytotoxic effects
and pro-mutagenic effects accompanying exposure to genome-damaging agents. Cancer
pathogenesis triggered by genome damage in this setting must then be accompanied by
some additional phenotypic change, whether the result of an adaptive response or of a
new somatic genome alteration, that provides increased resistance to the cytoxicity of the
damaging stress (Fig. 1A). For example, cancer cells arising in the face of such cytotoxic
genome-damaging stresses might be predicted to contain alterations in genes that regu-
late cell survival. Apoptosis-regulating genes are known targets for somatic alteration
during cancer pathogenesis (18,19). However, whether the frequency of alteration target-
ing such genes is different between cancers lacking “caretaker” genes vs cancers with
apparently intact “caretaker” functions has not been established.

Recently, a curious phenotype has been identified among two families of “caretaker”
genes that might contribute to cancer pathogenesis in the setting of genome damaging
stresses. Cells with defects in GSTP1, encoding the p-class glutathione S-transferase
(GST), or with defects in MSH2, encoding a DNA mismatch repair (MMR) enzyme, have
been found to display oxidation damage “tolerance,” manifest as an increased sensitivity
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Fig. 1. (A) “Caretaker”-deficient cells are prone to genome damage that triggers oncogene activa-
tion or tumor suppressor gene inactivation, leading to growth of transformed cells. (B) “Caretaker”-
deficient cells exhibiting damage “tolerance” enjoy a growth/survival advantage in response to
genome damage, increasing the chance for oncogene activation or tumor suppressor gene inactivation,
leading to growth of transformed cells.



to oxidative genome damage and mutations accompanied by an increased survival to
oxidative genome damaging stress. This oxidation damage “tolerance” phenotype may
be a mechanism by which genetic instability might be accompanied by a selective growth
or survival advantage (Fig. 1B). In this chapter, we review the role of GSTs and MMR
enzymes in cancer development and the evidence that defects in the genes encoding
GSTs and MMR enzymes lead to an oxidation damage “tolerance” phenotype.

3. Glutathione S-Transferases as “Caretakers” and 
Human Cancer Development

Glutathione S-transferases (GSTs), enzymes capable of catalyzing conjugation reac-
tions between glutathione, a peptide chemical-scavenging molecule, and a vast array of
reactive chemical species, have long been thought to protect against cancer development
by detoxifying carcinogens (Fig. 2) (20). GSTs are dimeric enzymes with subunit
polypeptides encoded by genes classified into several different gene families, including
a, l, p, and h; the broad diversity in the composition of the GSTs likely provides great
flexibility in substrate preferences. Different GST subunit polypeptides display differ-
ent baseline expression patterns throughout various cell and tissue types, perhaps con-
tributing intrinsic protection of these cells and tissues against chemical injury. In
addition, many of the enzyme subunit genes stereotypically can be induced, via
increased transcription, in response to chemical stresses (21,22). Specific cis transcrip-
tional regulatory sequences are required for stress induction (23). New data have impli-
cated the transcription factor Nrf2 in the induction response (24). Whether present via
intrinsic expression or via induced expression, GST genes comprise a critical barrier
against reactive electrophiles and oxidants that threaten damage to the genome and other
cellular macromolecules. This barrier may be essential for protection against chemical
carcinogenesis: mice carrying disrupted Gstp1/2 genes, encoding the murine p-class
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Fig. 2. Loss of GSTP1 or hMSH2 “caretaker” function leads to a genome damage “tolerance” phe-
notype: increased genome damage with decreased cell death upon exposure to oxidants or elec-
trophiles.



GSTs, have been reported to manifest increased skin tumorigenesis upon topical expo-
sure to 7,12-dimethylbenz anthracene (DMBA) (25), and mice carrying disrupted Nrf2
genes have been reported to display increased gastric carcinogenesis upon exposure to
benzo[a]pyrene (24). By catalyzing the detoxification of reactive species threatening
genome damage, GST genes likely function as “caretaker” genes for cancers arising as
a consequence of carcinogen exposure.

Inherited defects in human GST subunit genes confer a predisposition to cancer devel-
opment upon carcinogen exposure. Some 40–50% of Caucasians are homozygous for
null alleles for GSTM1, encoding a l-class GST subunit polypeptide (26). Genetic epi-
demiology studies have associated nullizygosity for GSTM1 with an increased risk for
lung cancer and for bladder cancer, particularly among smokers (26–30). GSTM1, an
enzyme capable of detoxifying cigarette smoke carcinogens by conjugation with glu-
tathione, likely provides a measure of protection against cell and genome damage from
cigarette smoke carcinogens (31,32). The combination of diminished GST “caretaker”
activity and increased carcinogen exposure may be particularly dangerous. In one study,
while nullizygosity for GSTM1 conferred little increased risk for bladder cancer among
nonsmokers, heavy smokers homozygous for null GSTM1 alleles were at a six-fold
increased risk for bladder cancer development (30). Approximately 15–20% of Cau-
casians homozygous for null alleles for GSTT1, encoding a h-class GST subunit polypep-
tide (26). Recent genetic epidemiology studies have hinted at increased cancer risks
associated with null-GSTT1 alleles (26,33). No specific association with an identified
carcinogen has yet been reported. Polymorphic variant alleles for GSTP1, encoding the
p-class GST subunit polypeptide, have also been associated with increased cancer risks
(34). As of yet, the mechanism by which the identified GSTP1 allelic variants, found to
encode polypeptides with altered enzyme activities (35), contribute to carcinogenesis has
not been established. Nonetheless, genetic epidemiology studies of breast cancer devel-
opment may provide a clue. In one study, homozygosity for the aa 105ile to val GSTP1 allele
increased breast cancer risks 1.97-fold (36). However, in a follow-up study, women
homozygous for low-activity COMT alleles that were also homozygous for aa 105ile to val

GSTP1 alleles manifested an even more dramatically increased breast cancer risk (37). A
model featuring redox cycling between estradiol and estrone, leading to the generation of
oxidant species threatening genome damage, that otherwise might be controlled by ade-
quate COMT and GSTP1 function, has been proposed (37).

Somatic alterations in GST genes also appear to play a role in the pathogenesis of
human cancers. Inactivation of GSTP1, by CpG island hypermethylation, has been
reported in >90% of prostate cancers (38–43), in >85% of liver cancers (44), and in
some 30% or more of breast cancers (45). In the normal prostate, GSTP1 is selectively
expressed in basal epithelial cells, with little, if any enzyme detectable in nonstressed
columnar epithelial cells. GSTP1 expression appears strikingly induced in cells com-
prising proliferative inflammatory atrophy (PIA) lesions, the earliest identified precur-
sor to prostate cancer (46). PIA lesions are characterized by inflammatory injury to the
epithelium and exuberant epithelial cell proliferation/regeneration. PIA lesions appear
to give rise directly to prostatic intraepithelial neoplasia (PIN) lesions (47). However, in
PIN lesions, in contrast to PIA lesions, loss of GSTP1 expression, likely the result of
GSTP1 CpG island hypermethylation, is a characteristic finding (43). Prostatic carci-
noma (PCA) cells are also characteristically devoid of GSTP1. Detailed molecular
pathology analyses have discerned that either somatic GSTP1 CpG island hypermethy-
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lation or other somatic genome alteration is found in all PCA cells in very nearly all
PCA cases (48). Of note, despite the evidence that somatic GSTP1 inactivation, detected
in almost all PIN and PCA cells, appears selected during the pathogenesis of prostate
cancer, GSTP1 does not appear to act as a tumor suppressor gene. LNCaP PCA cells
that express GSTP1, either as a result of treatment with 5-aza-C, an inhibitor of DNA
methyltransferases that can reverses GSTP1 CpG island hypermethylation and restores
GSTP1 function, or as a result of forced GSTP1 cDNA expression, have been reported
to grow at similar rates in vitro and in vivo when compared to unmodified LNCaP PCA
cells that fail to express GSTP1 (48). Thus, rather than acting as a tumor suppressor
gene, GSTP1 appears more likely to function as a “caretaker” gene. For example, recent
studies have suggested that GSTP1 “caretaker” activity may provide a defense against
ingested carcinogens present in “well-done” or “charred” meats (49). The heterocyclic
aromatic amine carcinogen 2-amino-1-methyl-6-phenylimidazo[4,5-b]pyridine (PhIP)
is known to cause mutations by adduction to DNA bases after metabolic activation by
various cellular enzymes (50–54). Rats fed PhIP have been reported to display muta-
tions in prostate DNA and develop PCA (55–57). When LNCaP PCA cells devoid of
GSTP1 were exposed to metabolically activated PhIP, high levels of PhIP-DNA adducts
were detected, while LNCaP PCA cells genetically modified to express GSTP1 exhib-
ited substantial resistance to the formation of pro-mutagenic PhIP-DNA adducts (49).
In this way, GSTP1 “caretaker” activity may protect against cancer development driven
by ingested “charred” meat carcinogens.

Model studies of the pathogenesis of hepatocellular carcinoma in a variety of differ-
ent species confirm the “caretaker” role for GSTs. Normal rat hepatocytes, like normal
prostatic columnar epithelial cells, do not express the rat p-class GST, GST-P. However,
when rats are treated with various different hepatocarcinogens, hyperplastic liver nod-
ules composed of cells containing very high GST-P levels typically appear (58–63). A
few of these hyperplastic liver nodules progress to hepatocellular carcinoma, indicating
that the high-GST-P-expressing hyperplastic liver nodules are cancer precursors.
Nonetheless, the majority of the high-GST-P-expressing liver nodules regress over time,
suggesting perhaps that GST-P “caretaker” activity might afford protection against fur-
ther cell and genome damage. In support of this model, hepatocytes from rainbow trout
(Onchorhynchus mykiss), fail to reliably increase GST expression upon exposure to
hepatocarcinogens such as aflatoxin B1 or 1,2-dimethylbenzanthracene (64). Rather, the
carcinogen-treated fish develop both high-GST-expressing hyperplastic liver nodules
and low-GST-expressing hyperplastic liver nodules. In support of a “caretaker” role
for the fish GSTs during hepatocarcinogenesis, the low-GST-expressing hyperplastic
nodules appear to be at higher risk for progression to hepatocellular carcinoma than
high-GST-expressing liver nodules (64). The pathogenesis of human hepatocellular car-
cinoma may proceed via a similar mechanism. Hepatitis virus infection, a known risk
for liver cancer development, has been reported to result in decreased GST levels in liver
tissues (65). Hepatocellular carcinoma (HCC) cells arising in the setting of chronic hep-
atitis B or hepatitis C infection fail to express GSTP1, and like PCA cells, contain hyper-
methylated GSTP1 CpG island alleles (44). GSTP1 CpG island hypermethylation was
also detected in tissues from human livers with cirrhosis and hepatitis (44). Augmenta-
tion of GST “caretaker” activity in liver tissues, using therapeutic inducers of GST activ-
ity, may prevent liver cancer development. Oltipraz, a GST inducer, has been shown to
reduce aflatoxin B1 damage when administered to a cohort at high risk for aflatoxin
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exposure and liver cancer development in China (66–68). All of these observations sug-
gest that in the liver, loss of inducible GST “caretaker” activity tends to accelerate the
pathogenesis of liver cancer upon carcinogen exposure, and activation of GST “care-
taker” functions tends to attenuate carcinogen-associated hepatocarcinogenesis.

In human prostate cancers and liver cancers, all of the PCA cells and HCC cells dis-
play somatic GSTP1 inactivation. How can loss of GSTP1 “caretaker” functions be
selected during the pathogenesis of these cancers? Early studies with human PCA cells
and with murine hepatocytes have suggested that loss of p-class GST activity may pro-
vide a survival advantage in the face of certain cell- and genome-damaging stresses
(69,70). When LNCaP PCA cells, devoid of GSTP1 activity, were challenged by pro-
longed exposures to oxidant stresses, the cells acquired high levels of oxidative DNA
base damage and suffered some cell death (70). However, when GSTP1 expression was
restored via GSTP1 cDNA transfection, the resultant LNCaP PCA cells manifested
markedly reduced levels of oxidized DNA bases and increased levels of cell death (70).
Thus, loss of GSTP1 “caretaker” function resulted in increased genome damage with
decreased cell death. This oxidation “tolerance” phenotype may well be subject to selec-
tion during prostatic carcinogenesis, especially in a prostate milieu characterized by an
abundance of inflammatory oxidants (46). Further evidence of damage “tolerance” asso-
ciated with loss of GST genes has been recently reported in mice exposed to acetamin-
ophen overdoses (69). Specifically, when compared to Gstp1/2�/� mice, Gstp1/2�/�
mice displayed markedly less hepatocyte damage after high-dose acetaminophen admin-
istration (69). The mechanism underlying this acetaminophen “tolerance” phenotype
was not established. However, after acetaminophen treatment, significant decrements in
glutathione levels were seen in the livers of Gstp1/2�/� mice (69). A possible mecha-
nism for diminished acetaminophen toxicity in Gstp1/2�/� mice may have been that
less dramatic drops in gluthathione levels were evident in livers after acetaminophen
treatment. Glutathione “bankruptcy” would thus render cells with intact GST “care-
taker” activity prone to initiate cell death upon suffering extreme amounts of cell and
genome damage. Other mechanisms for coupling damage to cell death via GST activ-
ity might include the toxification of reactive chemical species by p-class GSTs (71) or
the possible effects of p-class GSTs on signal transduction pathways (72–74). Regard-
less of the mechanism, in both human PCA cells and murine hepatocytes, loss of p-class
GST “caretaker” activity resulted a damage “tolerance” phenotype characterized by an
increased survival of damaged cells.

4. DNA Mismatch Repair Enzymes as “Caretakers” in 
Human Cancer Development

DNA mismatch repair enzymes are polypeptides that have evolved to “proofread”
DNA following replication in order to maintain DNA sequence fidelity (75,76). Along
with DNA polymerase accuracy and exonuclease “proofreading,” DNA mismatch repair
helps control the rate at which mutations appear, particularly addition and deletion muta-
tions, during cell proliferation (77). The mechanisms of DNA mismatch repair, as well
as the specificities of DNA mismatch repair enzymes, are strikingly similar between
species and appear highly conserved (78,79). Human homologs of the mismatch repair
proteins found in bacteria, MutS and MutL, have been shown to exhibit activities char-
acteristic of their bacterial counterparts (80–86). The human MutS homologs, hMSH,
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function as heterodimers, hMSH2-hMSH6 or hMSH2-hMSH3, acting primarily to bind
and facilitate the repair of single-base mismatches and small insertions or deletions, and
also assisting in the repair of larger insertions or deletions (77,87–89). The precise func-
tions of the human homologs of MutL, hMLH1 and hPMS1, are not completely under-
stood, but the enzymes can clearly participate with hMSH2 in binding DNA. The MutS
homologs possess ATPase activity, similar to that of GTPase-activating proteins associ-
ated with G-protein signaling, which may act as a regulator of a critical molecular switch
affecting the timing of events initiated by DNA mismatch recognition (90). Together,
hMSH2, hMSH3, hMSH6, hMLH1, and hPMS1 are thought to function as a major cel-
lular defense against replication errors. Defects in this DNA mismatch repair “care-
taker” activity have been recognized to result in microsatellite repeat DNA instability
and in the subsequent creation of insertion/deletion loop-type mismatched nucleotides
(91). As such, inadequate DNA mismatch repair “caretaker” function leads to a predis-
position to mutations and genomic instability accompanying DNA replication and cell
division.

Inherited defects in human DNA mismatch repair genes can lead to the development
of cancer (80,83,85). Early studies revealed that some of the somatic mutations present
in genomic DNA from cancer tissues of patients with hereditary nonpolyposis colorec-
tal cancer (HNPCC) resembled mutations typically present in nonhuman cells with
defects in the MutHLS system (92). Fishel et al. demonstrated the presence of a T-to-C
transition mutation, at a splice acceptor site, in the hMSH2 germline gene present in
affected members of two families with HNPCC (80), suggesting a role for hMSH2
defects in the development of colon cancer. Using chromosome microdissection tech-
niques, Leach et al. obtained and ordered a panel of polymorphic markers that permit-
ted the definition of a 0.8-Mb portion of chromosome 2p16 as the likely locus of an
HNPCC gene (83). An HNPCC gene candidate search in that genome region revealed a
gene (hMSH2) homologous to MutS; germline hMSH2 mutations were found in mem-
bers of HNPCC kindreds, with germline and somatic hMSH2 mutations present in can-
cer cells displaying replication error mutations, providing strong evidence that inherited
hMSH2 mutations might be responsible for HNPCC (83). Additional studies provided
evidence that defective DNA mismatch repair was also involved in the development of
other extracolonic tumors among members of HNPCC families (93). Germline defects
in genes encoding DNA mismatch repair enzymes, accompanied presumably by somatic
inactivation of the remaining wild-type allele, characteristically result in an HNPCC
syndrome in which family members exhibit early development of proximal colon can-
cer only (Lynch syndrome I), or in an HNPCC syndrome in which family members
develop endometrial cancer or stomach cancer in addition to colon cancer (Lynch syn-
drome II) (94,95). All cancers associated with HNPCC characteristically exhibit a
“mutator” phenotype (associated with an accumulation of replication error mutations)
and display DNA microsatellite repeat instability. Intriguingly, members of HNPCC
families who have germline MSH2 mutations appear prone to develop a different spec-
trum of extracolonic cancers than members of HNPCC families who have hMLH1 muta-
tions (96).

A number of animal studies have been performed in an attempt to define the role of
mammalian MutS homologs as “caretakers” in the maintenance of genomic stability and
as well as in tumor development. Using targeted gene disruption techniques, Msh2�/�
mouse embryonic stem (ES) cells, and Msh2�/� mouse strains, were generated (97).
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Msh2-deficient cells were found to lack DNA mismatch binding, to exhibit a “mutator”
phenotype and microsatellite repeat instability, and to be tolerant to the toxicity associ-
ated with methylating agent exposure, all hallmarks of disrupted DNA mismatch repair
(97). Mice carrying disrupted Msh2 alleles developed lymphomas at an early age but
did not display other significant functional or phenotypic abnormalities (98,99). The
lymphomas developing in the Msh2�/� mice were of a specific type, similar to a
human T-cell lymphoblastic lymphoma, with the expression of several genes, including
Tal-1, rhombotin-2, and Hox11, in the mouse lymphoma cells reminiscent of genes
stereotypically expressed in the human lymphoma cells. Of interest, hMSH2 mutations
have been identified in several of these human lymphomas, delineating a new pathway
of human lymphomagenesis in which DNA mismatch repair plays a critical role (100).

Early reports suggested that inactivation of both Msh2 alleles, with the subsequent
loss of DNA mismatch repair, might be required for tumorigenesis in mice. However,
de Wind et al. reported data indicating that Msh2�/� mice suffered increased numbers
of spontaneous tumors when compared with Msh2�/� littermates (97). Furthermore,
the spontaneous tumors in the Msh2�/� mice rarely displayed either loss of the second
Msh2 allele or microsatellite instability (97). In another study, Sansom et al. reported
that the spontaneous mutation frequency (as determined by loss of function at the Dlb-
1 locus) in the intestine of Msh2�/� mice over 1 yr of age was significantly higher than
that seen in the intestine of control Msh2�/� mice of a similar age (101). Together,
these studies suggest the possibility of a gene dose effect for mutagenesis, and the pos-
sibility of an alternate mechanism for Msh2-related tumorigenesis not requiring loss of
DNA mismatch repair. One possibility is that two Msh2 alleles might be required to sur-
vey and correct genome damage, other than replication errors, that might arise as a con-
sequence of as environmental exposures, or some other process, to inflict mutations
leading to neoplastic transformation.

In support of a role for DNA mismatch repair enzymes in cellular responses to
genome-damaging stresses, data have accumulated to indicate that cells with defects in
genes encoding DNA mismatch repair proteins exhibit “tolerance” to injuries inflicted
by a number of exogenous DNA-damaging agents when compared to cells with intact
DNA mismatch repair. As an example, treatment of a variety of different DNA mismatch
repair-deficient cells with alkylating agents such as N-methyl-N�-nitro-N-nitroguani-
dine has been found to result in substantially less cell killing than that observed for mis-
match repair-competent cells (98,102–104). There is also evidence, although some of it
conflicting, regarding the response of DNA mismatch repair-deficient cells to UV irra-
diation. Nonetheless, most of the analyses conducted suggest that intact mismatch repair
is important in the transcription-coupled repair following UV exposures (105,106).
Defective DNA mismatch repair, leading to inadequate or ineffective transcription-cou-
pled repair, could conceivably lead to mutations upon exposure to carcinogens, promot-
ing neoplastic transformation. By this mechanism, DNA mismatch repair may be
critically important not only to replication error protection, but also to mutagenic
carcinogen defenses. DNA mismatch repair proteins specifically recognize the 
1,2-intrastrand d(GpG) crosslink produced by cisplatin; in addition, cells with defective
DNA mismatch repair are relatively resistant to the cytotoxicity associated with cisplatin
exposure (107). In all, these data strongly argue that both the cytotoxicity and muta-
genicity of many DNA-damaging agents are, in part, modulated by DNA mismatch
repair protein function. Furthermore, the “caretaker” functions of DNA mismatch repair
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enzymes may include the surveillance of genome damage as well as the “proofreading”
of newly replicated DNA.

Many environmental factors have been implicated as contributors to human cancer
development. During human colorectal carcinogenesis, the major promutagenic stresses
faced by colonic epithelial cells may be chronic oxidative stress. Reactive oxygen
species appear in many cells as a result of normal metabolic processes, with addi-
tional oxidants arising as a result of inflammation, of the actions of inducible enzymes,
such as cyclooxygenase 2 (COX-2) and the microsomal oxidases, and of the actions
of sex steroids and other hormones (108–110). Reactive oxygen species can inflict
damage to many cellular components, including DNA (111); genome oxidation lesions
include DNA strand breaks, oxidized DNA bases, and DNA–protein crosslinks, all of
which can lead to mutations (111). The oxidation of DNA bases, such as the produc-
tion of 8-hydroxyguanine (8-OH-G) from guanine, likely causes mutations via dis-
ruption of accurate base pairing during DNA replication (112–114). What is the impact
of oxidative stress on tumorigenesis in the context of defective DNA mismatch repair?
Does DNA mismatch repair “caretaker” activity extend to the preservation of genomic
fidelity in the recognition and/or repair of oxidized DNA?

Clearly, DNA in living organisms is under constant attack by reactive oxygen species,
leading to repeated oxidative injury, including the production of oxidized DNA bases
(111). Guanine oxidation, for example, resulting in the formation of 8-8-OHG, can
cause mutations during DNA replication if present in the template strand, as it tends to
lead to the misincorporation of A opposite the oxidized guanine, resulting in G:C-to-
T:A transversions (111). The involvement of DNA mismatch repair proteins in the mod-
ulation of such induced mutations is now being recognized. Several studies have
documented the responses of DNA mismatch repair-deficient cells to exposure to ion-
izing radiation (115–117), a potent inducer of reactive oxygen species (112). Each study
has reported that cells with defective DNA mismatch repair appear resistant to the tox-
icity of oxidative damage inflicted by ionizing radiation. As cell death following DNA
damage by a mutagen constitutes a major barrier to neoplastic transformation, cells that
fail to die as a consequence of significant mutagenic DNA injury would be prone to neo-
plastic transformation. Most interestingly, when either Msh2�/� or Msh2�/� ES cells
were exposed to a prolonged (72 h) oxidant stress, the cells responded quite abnormally,
exhibiting an oxidation “tolerance” phenotype (116). Both Msh2�/� and Msh2�/� ES
cells, as compared to Msh2�/� ES cells, exhibited increased clonogenic survival,
decreased apoptosis, increased oxidative genome damage (measured as the accumula-
tion of 8-OH-G, 8-OH-A, and thymine glycol), and increased mutations following pro-
tracted, low-level ionizing radiation exposure (116). These data implicated DNA
mismatch repair enzymes as critical participants in cellular responses to oxidative stress,
a concept that has been solidified by a recent report which showed that in S. cerevesiae,
MSH2–MSH6 complexes bind with high specificity to 8-OH-G:A mispairs (118).
S. cerevesiae carrying MSH2 or MSH6, mutations in conjunction with mutations in
OGG1, a gene encoding an 8-OH-G repair enzyme, exhibited synergistic increases in
G:C-to-T:A transversion muations, suggesting that DNA mismatch repair enzymes per-
form critical roles in oxidative genome-damage repair (118). In further support of this
concep, Wang et al. have shown that MSH2, MSH6, and MLH1 are present in large mul-
tisubunit protein complexes (termed BASCs) along with other important DNA repair
proteins (BRCA-1, ATM, BLM, RAD50, RFC1, RFC2, and RFC4). These complexes
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have been proposed to play an important role as a sensor of DNA damage and DNA
structural abnormalities and, perhaps, in coordinating and conducting repair (119).

All of the accumulated data suggest that defective “caretaker” activity resulting from
DNA mismatch enzyme repair gene mutations can result not only in replication errors,
but also in a reduced capacity to respond to carcinogen-induced genomic injury. Fur-
thermore, defects in even one of two DNA mismatch repair enzyme gene alleles appear
to be accompanied by a genome damage “tolerance” phenotype, evident upon prolonged
exposure to reactive oxygen species. Thus, although inactivation of both mismatch
enzyme repair alleles has been thought to be required at some stage for the development
of colorectal cancers in HNPCC families, normal colon cells in HNPCC family mem-
bers who are heterozygous for mutant DNA mismatch repair genes may also have defec-
tive damage recognition or repair capacity, or inadequate “caretaker” activity, specific
to certain types of genomic injury that may contribute to the earliest stages of colonic
carcinogenesis. As cells with at least one wild-type mismatch repair enzyme gene allele
appear to contain sufficient mismatch repair capacity to permit repair of DNA mis-
matches in in vitro assays, and to prevent high mutation rates in nonstressed conditions
(120), the oxidation “tolerance” phenotype exhibited by stressed cells with only one
wild-type mismatch repair enzyme gene allele suggests that other “caretaker” functions
performed by DNA mismatch repair are likely to require two intact and functioning mis-
match repair enzyme gene alleles.

5. New Strategies for Cancer Prevention and Treatment Targeting
“Caretaker” Genes

To interrupt cancer pathogenesis in the setting of defective “caretaker” gene function,
several rational cancer prevention approaches might be considered, including: (a) atten-
uation or abrogation of genome damaging stresses via avoidance of exogenous car-
cinogens and/or reduction of endogenous carcinogenic (particularly oxidant) stresses,
(b) restoration of defective “caretaker” function, and (c) compensation for inadequate
“caretaker” activity via treatment with inducers of carcinogen detoxification activity.
Several strategies for attenuation or abrogation of genome-damaging stresses are
already under clinical evaluation for cancer prevention. For example, antioxidant
micronutrients, including vitamin E, selenium, and carotenoids, such as lycopene, might
be expected to reduce oxidant damage to DNA if used for cancer prevention (121–124).
Each of these agents has reached human clinical studies. For prostate cancer, accompa-
nied by somatic defects in GSTP1 “caretaker” activity, a large (n = 32,400) randomized
trial (The Selenium and Vitamin E Chemoprevention Trial; SELECT) is planned in the
United States to ascertain whether selenium and vitamin E, alone or in combination, can
reduce the incidence of prostate cancer in healthy men age 55 and older (age 50 and
older for African-American men). Restoration of “caretaker” gene function may be fea-
sible for some “caretaker” genes, such as GSTP1 and MLH1, that can be somatically
“silenced” by CpG island DNA hypermethylation (39,125). CpG island hypermethyla-
tion at the loci of “caretaker” genes in cancer precursor lesion cells and in cancer cells
is likely maintained via the action of DNMT1, along with other DNA methyltrans-
ferases, that could be targeted for inhibition. For example, DNA methyltransferase
inhibitors such as 5-aza-cytidine, 5-aza-deoxycytidine, and procainamide can restore
GSTP1 expression in LNCaP PCA cells in vivo (X. Lin, K. Asgari, and W. G. Nelson,
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unpublished data); these agents may be considered candidate cancer-preventation drugs.
Chronic 5-aza-deoxycytidine treatment has been reported to attenuate intestinal car-
cinogenesis in mice with defective Apc alleles (126). In addition, data have been
reported revealing interactions both between 5-mC-binding proteins and histone deacety-
lases (HDACs), and between DNA methyltransferases and HDACs, in effecting tran-
scriptional repression (127–130). Perhaps, combinations of drugs active at inhibiting
DNA methyltransferases and at inhibiting chromatin-remodeling enzymes might prove
useful in restoring high-level “caretaker” gene expression to prevent life-threatening
cancer development (130). The key issue for development of this approach, especially
if it is to be used for cancer prevention, will be whether restoration of “caretaker” gene
expression (as well as the expression of other “silenced” genes) can be accomplished
with reasonable gene selectivity and with acceptable side effects.

Therapeutic compensation for inadequate “caretaker” gene function may hold the
most promise for cancer prevention (Fig. 3). Glutathione S-transferases (GSTs), enzymes
capable of catalyzing conjugation reactions between glutathione, a peptide chemical-
scavenging molecule, and a vast array of reactive chemical species, have long been
thought to protect against cancer development by detoxifying carcinogens (20). A key
feature of the genes encoding GST-subunit polypeptides is that gene transcription can be
induced, via an Nrf2-dependent mechanism, in response not only to injurious chemical
stresses, but also to chemoprotective compounds (21,22). Augmentation of carcinogen-
detoxification capacity, using a variety of such chemoprotective compounds, including
isothiocyanates, 1,2-dithiole-3-thiones, terpenoids, etc., has been reported to prevent dif-
ferent cancers in different animal models by triggering the expression of carcinogen-
detoxification enzymes (131). Most or all of these compounds likely act to prevent
cancer by activating carcinogen-detoxification enzyme gene expression via the Nrf2-
dependent transcription induction pathway, as oltipraz, an anti-schistosomal 1,2-dithiole-
3-thione compound known to protect against benzo[a]pyrene gastric carcinogenesis in
murine models, had no effect on gastric tumor formation in mice carrying disrupted Nrf2
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alleles (24). As mentioned previously, induction of GST “caretaker” activity in liver tis-
sues, using oltipraz, a therapeutic inducer of GST activity, has been shown to reduce afla-
toxin B1 damage when administered to a human clinical study cohort at high risk for
aflatoxin exposure and liver cancer development in China (66–68). Of perhaps even
greater interest, many carcinogen-detoxification enzyme inducers have been detected in
dietary components. For example, sulforaphane, an isothiocyanate that can trigger car-
cinogen-detoxification enzyme induction, is present in high amounts in cruciferous veg-
etables (132,133). Diets rich in carcinogen inducers such as sulforaphane have been
associated with decreased cancer risks (134); clinical trials of carcinogen inducers are
underway in efforts to prevent many different human cancers (135,136).

6. Conclusions

Both genetic and environmental factors contribute to the development of human can-
cers. “Caretaker” genes, encoding carcinogen-detoxification enzymes, DNA mismatch
repair enzymes, DNA damage recognition and repair enzymes, and various polypeptides
responsible for maintaining chromosome integrity and the fidelity of chromosome seg-
regation throughout DNA replication and mitosis, may serve to protect against environ-
mental carcinogenesis by preserving genome integrity in response to genome damaging
stresses. Defects in two “caretaker” genes, GSTP1 and MSH2, have been found to lead
not only to increased genome damage, but also to decreased cellular toxicity (increased
cell survival) in response to oxidative genome-damaging stresses. This genome-damage
“tolerance” phenotype associated with defective “caretaker” gene function may lead to
selection during cancer pathogenesis. Therapeutic strategies to abrogate genome dam-
aging stresses, to restore “caretaker” gene function, or to compensate for inadequate
“caretaker” gene function via induction of carcinogen-detoxification enzymes might be
expected to attenuate tumorigenesis in the setting of defective “caretaker” genes.
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1. Introduction

Tumor suppressor genes (TSGs) and oncogenes represent the ying and the yang of cell
growth, differentiation, and survival control. TSGs such as p53, the retinoblastoma (RB)
gene product, and the cyclin kinase inhibitor (CKI) proteins p21 Cip-1/WAF1/mda6
(p21), p27 Kip-1 (p27), p16 INK4a (p16), and p19 ARF (p19), play the role of negative
regulators of the cell cycle (1–5). In contrast, mutation of protooncogenes such as the epi-
dermal growth factor receptor (EGFR) (6), ErbB2 (Neu) (7), Ras (8,9), Raf-1 (10), PTEN
(11,12), MKP-1 (13), and c-Myc (14) can promote cell cycle progression, in part by abro-
gating the negative regulation of the cell cycle by tumor suppressor genes.

1.1. Signal Transduction Pathways Downstream of Protoncogenes

In a nontransformed cell, growth factors transmit signals to downstream pathways in a
defined “on/off ” manner via their receptors, leading to a tightly regulated proliferative
response. Growth factor-induced activation of the “classical” MAPK (also called extra-
cellular regulated kinase, ERK) pathway (15,16), the phosphatidyl inositol 3-kinase
(PI3K) pathway (17,18) and the c-Jun NH2-terminal kinase (JNK) pathway (19,20) have
been proposed to play central roles in the proliferative responses of cells. In a transformed
cell, however, signaling pathways are frequently found to be in a permanently active state.
This is of note because, as mentioned above, EGFR, ErbB2, Ras, Raf-1, and PTEN all rep-
resent plasma membrane-associated or -proximal signaling molecules that are at the head
of many signaling pathways, and whose functions can become modified during the
process of transformation. Growth factor signaling from the EGFR, ErbB2, and Ras can
promote the activation of multiple downstream signal transduction pathways, including
the “classical” MAPK/ERK pathway, the PI3K pathway, and the JNK pathway. Trunca-
tion of the EGFR or ErbB2 results in enhanced basal activity of these receptors, leading to
subsequent activation of the downstream pathways (21,22). Similarly, loss of GTPase
function in Ha- or K-Ras proteins can promote activation of the MAPK/ERK, PI3K, and
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JNK pathways (23,24). Downstream of the plasma membrane, truncation of Raf-1 can
enhance MAPK/ERK pathway activity (25). Loss of PTEN expression and/or function
will result in enhanced activity within the PI3K pathway, which may potentially also either
enhance or suppress MAPK/ERK activity (26–29). More recently, loss of MKP-1 expres-
sion has been shown to correlate with advanced ovarian cancer; loss of MKP-1 expression
will tend to enhance the activities of the MAPK/ERK and JNK pathways (30). Thus a vari-
ety of potential mechanisms exist within a transformed cell whereby mutant proteins can
lead to a constitutive increase in the activity of multiple signaling pathways. These path-
ways act in a concerted fashion to manipulate cell growth and differentiation responses,
including the control of TSG function.

1.2. Signal Transduction and CKI Expression in Nontransformed Cells

In a “normal” nontransformed cell, cell cycle progression through G1 phase requires
growth factor-induced mitogenic signals transmitted down multiple signal transduction
pathways, such as MAPK/ERK, PI3K, and JNK. These pathways control the expression
of many proteins, including CKI and cyclin molecules, ultimately regulating the func-
tion of cyclin-dependent kinase (cdk) enzymes. The amount of CKI expression will ulti-
mately determine whether a cell enters S phase or remains arrested in G1.

Two families of CKIs have been described in mammalian cells; the p21/27/57 fam-
ily and the p15/16/18/19 INK4 family (e.g., refs. 31,32). P21 protein is a potent inhibitor
of multiple cdks, which are required for both G1/S phase entry (e.g., cdk2 and cdk4)
and also at the G2/M transition (e.g., cdk1, also called cdc2) (33). P21 binds directly to
cdk catalytic subunits in complexes containing cyclins A, B, D, and E, and its overex-
pression has been shown to decrease cdk activity and to inhibit DNA synthesis (34–37).
The INK4 family, in contrast to the p21 family, is more selective in the cdk enzymes to
which it binds, binding only to cdk4 or cdk6, but not to cyclins or any of the other known
cyclin-dependent kinases (38–41).

The regulation of CKI molecule expression is very complex; growth factor signaling
from Ras through the MAPK/ERK pathway has been shown to increase expression of
p16 and p21 (e.g., ref. 42), and via PI3K signaling to variably reduce expression of p27
(e.g., refs. 43,44). MAPK/ERK signaling can also increase expression of the alternate
splice form of p16, termed p19 ARF (45). P19 can inhibit the negative regulator of p53,
Mdm2, from binding to p53, thereby stabilizing p53 protein levels (46). Enhanced p53
protein expression, by this mechanism, will in turn have the potential to further enhance
p21 levels. Both p19 and Mdm2 expression can be regulated by MAPK/ERK signaling
(47). Hence, Mdm2 protein induced by MAPK/ERK signaling has the potential to
reduce p53 levels in the absence of p19. However, in a variety of primary cells,
MAPK/ERK signaling can increase protein levels of both Mdm2 and p19, which will
thus be presumed to act in a dynamic balance to achieve a steady-state level of p53.
Thus, of note a loss of p19 expression during transformation will tend to reduce p53,
and by implication p21, protein expression.

In general, growth factor-induced signaling is believed to decrease expression of p27
and enhance expression of p21 and D- and E-type cyclins, leading to the activation of the
G1 cdks, cyclin E:cdk2, and cyclin D:cdk4 (48,49). Several studies have shown that both
MAPK/ERK and PI3K signaling can play roles in enhancing cyclin D1 and cyclin E
expression, demonstrating that cdk activation is dependent on prior activations of signal
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transduction pathways (50,51). As noted previously, growth factor signaling via
MAPK/ERK is proposed to enhance p21 levels and signaling via PI3K is proposed to
reduce p27 expression (52). Thus, under normal conditions, in which proliferation occurs,
p21 can often be found in complex with cyclin:cdk complexes, and only when more p21
(or p27) is added to these complexes does inhibition of cdk activity occur (53,54). These
data suggest that p21 may exist bound to G1 cyclin:cdk complexes in monomeric and mul-
timeric forms, and that only multimeric forms of p21 may inhibit cdk activity. The para-
doxical effect of growth-promoting signals increasing CKI expression levels, such as p21,
is due to the finding that low levels of CKI expression also appear to play an essential role
in the formation and activation of the cyclin E:cdk2 and cyclin D:cdk4 complexes (55). Of
note, it was recently demonstrated that in contrast to G1-phase cyclin:cdk complexes, a
single molecule of p21 will inhibit the catalytic activity of a single molecule of the S-
phase cyclin A:cdk2 complex, suggesting that it is the cyclin molecule that determines the
stoichiometric impact of the p21 inhibitory effect (56).

Active cyclin D:cdk4, followed by active cyclin E:cdk2, phosphorylate and inactivate
RB (and RB family members p107 and p130), leading to release of E2F transcription fac-
tors (e.g., refs. 57,58). Release of E2F factors permits cell cycle progression through the
G1 restriction point with commitment to S phase. Thus it can be seen that the CKI mole-
cules p16, p19, p21, and p27 act in concert to control cell cycle progression through G1
phase. Simplistically, this could be thought of as p21/p27 inhibiting cdk2 and cdk4 com-
plexes, with p16 and p19 “topping up” the inhibitory effect to ensure appropriate growth
control as required. Reality is more complex. For example, in addition to the impact of p19
on p53 and p21, overexpression of p16 can also blunt proliferative responses via two
mechanisms. In the first, binding of p16 to cyclin D:cdk4: complexes blocks the ability of
cdk4 to phosphorylate RB, thus inhibiting the release of E2F transcription factors essen-
tial for G1 progression (59,60). In cells that are RB null, enforced p16 expression cannot
induce G1 arrest because E2F family factors are unbound and functionally active in the
absence of RB expression (61). In cell systems in which basal levels of cyclin E are ele-
vated, however, p16 overexpression has less ability to inhibit cell cycle progression (62).
In the second, increased expression of p16 can cause a redistribution of p21 and p27 from
cyclin D:cdk4 complexes to cyclin E:cdk2 complexes (63). Hence, in the absence of any
alteration in p21 or p27 expression, increased p16 levels can increase association of p21
and p27 to cyclin E:cdk2 complexes to an extent that p21 and p27 inhibit cyclin E:cdk2
function. Thus enhanced basal expression of cyclin E has the potential to titrate the
inhibitory effects of the redistributed p21 and p27.

Recent studies have also argued that in addition to cdk-mediated phosphorylation of
RB in late G1 phase, an essential earlier growth factor-stimulated priming phosphory-
lation of RB is required for subsequent RB inactivation. This early RB phosphorylation
is mediated via Raf-1, and is apparently independent of downstream MAPK/ERK sig-
naling (64). Thus multiple sites of phosphorylation are required for complete inactiva-
tion of the TSG RB and E2F release. Of note, however, it can be envisaged that
maintained p27 expression and/or too much p21 and p16 expression during this process
will potentially lead to inhibition of cdk enzymes, reduced RB phosphorylation, and
cause cell cycle arrest in G1 phase. Similarly, low expression of cyclin D or cyclin E can
dampen cdk activity and enhance the inhibitory effects of CKI molecule expression,
leading to RB dephosphorylation and a halt of cell cycle progression. Thus a normal cell
has to carefully balance the relative expression levels of CKIs vs cyclin molecules dur-
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ing G1 progression to achieve cdk activation. It is probable that too much mitogenic
stimulation in a nontransformed cell may lead to an overexpression of CKI molecules
and promote growth arrest.

1.3. Signal Transduction and CKI Expression in Transformed Cells

In a transformed cell, multiple alterations may have occurred to cell signaling
processes, and many of the “checks and balances” controlling proliferative responses are
nonfunctional. Transformed cells frequently have acquired some form of autocrine loop,
with increased expression of growth factors and the plasma membrane receptors to
which they bind, e.g., transforming growth factor a (TGFa) and EGFR or ErbB2. Such
autocrine loops will lead ultimately to enhanced downstream signaling pathway activ-
ity. As noted in sections under Subheadings 1.1. and 1.2., transformed cells also may
have multiple mutational activation(s) of downstream signaling pathways via pro-
tooncogenes, e.g., Ras mutational activation, PTEN mutational inactivaµtion. Thus, as a
generalization, transformed cells tend to have higher amounts of signal being propa-
gated down their signaling pathways per se than nontransformed cells. At face value,
this finding seems to suggest that a single mutation of—for example, Ras—would
increase the activities of Raf-1 and MAPK/ERK, as well as PI3K and c-Akt, leading to
increased cyclin levels, cdk activity, and RB phosphorylation. However, based on stud-
ies by several groups using inducible Raf constructs in nontransformed cells, prolonged
intense activation of the MAPK/ERK pathway was found to cause growth arrest,
whereas prolonged weak activation of the pathway promoted proliferation (65-67). This
was correlated to superinduction of CKI molecules (see Subheading 1.4.). Thus an ini-
tial burst of intense MAPK/ERK activity, as may be induced following a mutation to
Ras, would be expected to cause a rapid growth arrest, as was elegantly demonstrated
in fibroblasts and epithelial cells (68). That other studies have also shown that Ras- and
Raf-transformed cells have greater colony-forming abilities argues that a portion of
these initially growth-arrested cells must have lost the function of the “arresting” mech-
anism (69). This argues strongly that for a cell to mount a proliferative response to pro-
longed intense MAPK/ERK signaling, a further “mutation” is required. For example,
either a loss of CKI function/ inducibility, a loss of RB function, or potentially a gain of
constitutive cyclin expression will be required. Collectively, it is these additional genetic
events that are necessary for the initial mutation to have a plieotropic impact on cell
function(s), leading to neoplastic transformation. Thus, loss of p53 and other transcrip-
tion factors that modulate p21 expression levels can play a role in reducing the relative
levels of p21 CKI molecules compared to cyclin D and cyclin E molecules, thus pro-
moting cdk activation. In many cancers, loss of p16 and p27 expression can occur by
deletion and/or methylation of transcriptional-promoting elements within these genes,
also ultimately promoting cdk activation (70–72). Collectively, this leads to a relative
diminished threshold that is required for proliferative signals, e.g., MAPK/ERK to stim-
ulate growth, vs the possibility that too much signal will cause growth arrest. In addi-
tion and downstream of cdk enzymes, loss of RB function can largely remove the need
for a profound cdk2/4 activation to achieve cell cycle progression from G1 into S phase,
since loss of RB function allows permanent release of E2F factors and largely abrogates
the G1 restriction point.

The release and activation of E2F transcription factors is a key step in the commit-
ment of cells to S phase. E2F factors regulate the function of many genes, including that
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for the transcription factor c-Myc (73). The interactions between RB/E2F and c-Myc in
the control of cell cycle progression are very complicated. c-Myc has been argued to be
a direct downstream target for both MAPK/ERK and JNK signaling in several cells
types, and furthermore, protein expression of c-Myc is often increased in neoplastic
cells (74–76). The increased expression of c-Myc may be due to increased protein sta-
bilization via MAPK/ERK signaling (74,75). Transcriptional activation of c-Myc can
enhance proliferation by multiple mechanisms, including the recent findings of several
groups showing that c-Myc can repress p21 promoter activity (34,77,78). Thus, in the
presence of an activated MAPK/ERK pathway, an increase in basal c-Myc protein lev-
els will profoundly reduce the ability of MAPK/ERK signaling to enhance p21 protein
levels. Thus loss of p53 function together with a gain of MAPK/ERK and c-Myc func-
tions will tend to reduce CKI expression and promote proliferation versus growth arrest.
Clearly, it is evident that oncogenic transformation represents a complex alteration in
the functions of multiple cell cycle control proteins and signaling pathways.

Recent work has revealed another connection between the MAPK signal pathways
and the expression and activity of TSGs. The target of the MAPK cascades include the
components of the AP-1 transcriptional complex, which in turn have been shown to
modulate the expression of a number of TSGs. For instance, it has been well documented
that increased c-Jun activity can transcriptionally repress the expression of p53 (79,80).
In addition, there is evidence that there can be a direct transcriptional repressive effect
of c-Jun on the p21 gene (81), although this may be cell type specific (78,82). Further,
Jun B can transactivate the p16 gene (83). Since c-Jun and Jun B can form heterodimers
and frequently antagonize one another actions, increases in the c-Jun/Jun B ratio (result-
ing from MAPK activity) can alter cell cycle regulation. Thus AP-1 can potentially mod-
ify cell cycle checkpoints mediated by p53, p21, or p16.

1.4. Regulation of CKI Expression by MAPK/ERK Signaling: 
a Temporal Relationship with Signaling Intensity Defines 
Proliferative vs Antiproliferative Effects

As noted above, a good example of how the function of a signaling pathway can be
modified during the transformation process is the MAPK/ERK pathway. Studies per-
formed shortly following the discovery and description of the MAPK/ERK pathway
argued that prolonged elevation of pathway activity correlated with increased prolifera-
tion. For example, fibroblasts stably transfected with either oncogenic v-Ha-Ras or v-Raf
were found to have elevated basal MAPK/ERK activity that correlated with increased
proliferation and tumorigenic potential (68,69). Meanwhile, several investigators were
also demonstrating that prolonged activation of the MAPK/ERK cascade can inhibit
DNA synthesis, and these studies suggested that this was due to induction of CKI pro-
teins (84,85). Treatment of PC12 cells with nerve growth factor (NGF) caused a sus-
tained activation of B-Raf and the MAPK/ERK cascade with neuronal differentiation and
cell cycle exit. This was blocked by the specific inhibitor of MEK1/2 activation,
PD98059. NGF treatment of NIH 3T3 cells transfected with the high-affinity TrkA NGF
receptor lead to the induction of p21, which was blocked by treatment with PD98059, and
this was proposed to be the mechanism by which MAPK/ERK signaling was inhibiting
proliferation. Treatment of several other established/transformed cell types with ionizing
radiation, growth factors, or phorbol esters has been shown to induce prolonged activa-
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tion of the MAPK/ERK cascade and cause induction of p21 and/or/both p27, leading to
cell cycle arrest (86–88). The various cell types used in these studies were p53 wild type,
p53 mutant, and p53 null. Thus induction of p21 protein levels by prolonged intense
MAPK/ERK signaling is not always dependent on p53 function.

More recent studies, however, have suggested that the intensity and duration of
MAPK/ERK signaling determines whether a cell proliferates, becomes senescent, or
differentiates. In this regard, several groups have demonstrated that high levels of
MAPK/ERK signaling for a short period of time, or low levels of sustained MAPK/ERK
signaling, correlates with the induction of low amounts of CKI proteins and cyclins, e.g.,
p21 and cyclin D1, leading to increased cdk2/4 activity and DNA synthesis (e.g., ref.
66). In contrast, sustained high levels of MAPK/ERK signaling frequently induce high
CKI levels, e.g., p16, p19, p21, p27 leading to growth arrest and potentially a senes-
cence/differentiation response (66,67,89,90). As will be discussed under the following
Subheading 1.5., the relative ability of MAPK/ERK signaling to increase expression of
the CKI p21 appears to be reduced in transformed hepatoma cells compared to primary
hepatocytes. Thus the outcome of whether a given amount of MAPK/ERK signaling
causes proliferation vs growth arrest changes during the process of transformation.

1.5. Regulation of CKI Expression in Primary Hepatocytes and Hepatoma
Cells by MAPK/ERK Signaling; Proliferative vs Antiproliferative Effects

Partial hepatectomy or dissociation followed by primary culture triggers hepatocyte
entry into the cell cycle (91,92). Maximal DNA synthesis in vivo occurs 12–36 h post
partial hepatectomy (PHX) (93–95). Hepatocytes do not terminally differentiate and can
enter and exit the cell cycle during cycles of liver regeneration. This is in contrast to
other cell types, e.g., intestinal epithelial cells, chondrocytes, and keratinocytes, which
undergo irreversible terminal differentiation and senescence processes.

Recently, several signaling pathways leading to increased DNA synthesis in primary
hepatocytes have been shown to be the JNK, the p38, the PI3K, and the MAPK/ERK
pathway (95–97). In addition, prolonged signaling by the MAPK/ERK pathway was
shown to play a prominent role in causing cell cycle arrest in these cells (89,90). The
ability of MAPK to cause cell cycle arrest in these studies was correlated with increased
expression of the CKI proteins p21, and to a lesser extent p16. These findings will be
presented in the following sections.

Hepatoma cells that are incapable of increasing p21 expression are known to be more
tumorigenic in vivo than hepatoma cells that still retain the ability to express p21 (98).
In part, this may be due to loss of p53 function, as noted previously, although several
studies have reported that childhood hepatomas and early-stage adult liver cancers
express functional p53 (99–101). A reduction in the ability of many cell types to increase
p21 expression has also been suggested to be important in the process of transformation
and differentiation. This may be due to a loss of transcription factor function(s), or a
consequence of altered signaling via other pathways that regulate p21 expression
(102–104). In further agreement with the importance of p21 expression in hepatocyte
cell cycle control, it was recently shown that MAPK signaling had a reduced ability to
increase p21 expression in hepatoma cells and that inducible overexpression of p21
could blunt liver regeneration (105–107). Together, these data suggest that regulation of
p21 expression and function may play a pivotal role in both the regulation of liver regen-
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eration and in hepatocellular transformation. Regulation of the p21 promoter appears to
be complex, consisting of both potential positive and negative regulatory elements; mul-
tiple transcription factor-binding sites within the promoter have also been noted; poten-
tial regulatory transcription factors include p53; c-Jun, the glucocorticoid receptor
family; Ets family; C/EBP family; Stat family; Sp family, and c-Myc (refs. 88,89). It is
likely that multiple MAPK-dependent events may play a cell type- and growth status-
specific role in modulating p21 expression, at the levels of transcription and posttran-
scriptional stabilization. Indeed, several studies have argued that the regulation of p21
protein levels by MAPK signaling is predominantly at the levels of increased mRNA
stabilization and protein stabilization (78,88–90). The molecules/mechanisms that may
control p21 mRNA stability, e.g., HuR and p21 protein stability, e.g., ubiquination, are
less well described, and whether the functions of these mechanisms are reduced during
the process of transformation remains to be determined.

2. Materials
2.1. Infection of Primary Mouse Hepatocytes by Poly-L-lysine Conjugated
Adenovirus

1. HEPES-buffered saline (HBS): 20 mM HEPES; 150 mM NaCl; pH 7.3.
2. Filter sterilize stock poly-L-lysine (Sigma, poly-L-lysine hydrobromide, cat no. p7890):

make into 0.1 mg/mL in HBS.
3. Filter-sterilize tissue culture medium (Williams E medium or DMEM).
4. Male C57BL/6J wild-type, p21-null, and p16-null mice (~4 mo old, ~30 g) that have had

access to food and water ad libitum.
5. All inducible Raf constructs were kindly provided by Dr. M. McMahon (University of Cal-

ifornia, San Francisco, CA).
6. Recombinant p16 adenovirus was kindly provided by Dr. Prem Seth (National Institutes of

Health, Bethesda, MD).
7. Anti-p42/44MAPK, also called ERK2/1 (sc-154AC), anti-b-actin (sc-1616), anti-cdk2 (sc-

163AC), anti-cdk4 (sc-601AC), anti-p16 (sc-1207), anti-p27 (sc-528), and anti-p21 (sc-397-
G and sc-817) were from Santa Cruz Biotechnology (Santa Cruz, CA).

8. Radiolabeled [c-32P]-ATP and 3H-thymidine were from NEN.
9. Western immunoblotting was performed using the Enhanced Chemi-Luminescence (E.C.L.)

system (Amersham).
10. Protein preparations and other reagents were as noted in ref. 89.
11. The specific MEK1/2 activation inhibitor was a gift from Parke Davis/Warner Lambert phar-

maceuticals.

3. Methods
3.1. Poly-L-lysine-Coated Adenovirus: Generation

Replication-defective adenovirus was generated, and was conjugated to poly-L-lysine
as described in refs. 108 and 109. Briefly, a nonreplicative adenovirus without insert was
grown in 293 cells and purified on CsCl gradients and inactivated by exposure to UV
irradiation. Purified virus was dialyzed against 2� filtered HBS (HBS � 150 mM
NaCl/20 mM HEPES pH 7.3). The concentration of the virus was determined using UV
spectrophotometric analysis. Freshly isolated adenovirus (1.4 � 1011 particles) was
combined with poly-L-lysine (16 lM final concentration) and 1-ethyl-3-(3-dimethy-
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laminopropyl) carbodiimide at a final concentration of 130 lM, in a final volume of 4
mL. The reaction mixture was incubated on ice for 4 h, followed by removal of unre-
acted components by ultracentrifugation (150 � 103 � g; 18 h on a CsCl gradient at a
CsCl concentration of 1.35 g/mL). The conjugated adenovirus was dialysed vs HBS
including 10% (v/v) glycerol, viral concentration determined using using UV spec-
trophotometric analysis, and stored at �80�C.

3.2. Infection of Primary Mouse Hepatocytes by Poly-L-lysine Conjugated
Adenovirus (see Notes 1–5)

1. Freshly isolated mouse hepatocytes are plated in rattail collagen-coated 12-well plates at the
density of 2 � 105 cells /well in medium. The cells are cultured for 3–4 h in a 37�C incuba-
tor before transfection. The plasmid and the virus need to be kept on ice once thawed.

2. In separate polystyrene tubes, mix 1 � HBS with poly-L-lysine, at the ratio of 13 lL of 1 �
HBS � 2 lL of stock poly-L-lysine, total 15 lL per reaction; make appropriate number of
tubes according to the experiment design and number of wells available; incubate at room
temperature (RT) for 20–30 min.

3. In separate polystyrene tubes, mix 1 lL of plasmid DNA (0.5–1.5 lg), 3–5 lL of virus
(300–500 MOI), and � lL of 1 � HBS to bring the total volume to 31 lL (see Note 3).
Incubate in the dark at RT for 30 min (usually the reaction mixture should be covered with
foil to prevent light exposure).

4. Mix the whole contents of HBS–poly-L-lysine into each DNA–virus mixture, and incubate
at RT for 30 min.

5. Add the virus–DNA–poly-L-lysine mixture in step 5 to each well (45 ll in each well of 12-
well plate). Incubate for 4 h on a rocker in a CO2 incubator.

6. Replace the medium with 3 mL of fresh culture medium. Allow 18–24 h after transfec-
tion/infection for the interested protein(s) to express (depending on the expression level of
the target protein).

7. Proceed with any further treatment as desired.
8. Make the HBS and poly-L-lysine mixture (mixture A):

Amount required Total volume 
Component in each well (lL) to be made (lL)

1 � HBS 13 13 � n
Poly-L-lysine 2 2 � n
Total volume in 13 � 2 � 15 15 � n
each well of 12-well plate
n � the number of wells to be transfected. For example, to transfect 7 of 12-well plates,
n � 84. In total, you will need: 1 � HBS, 13 � 84 � 1092 (lL); poly-L-lysine: 2 � 84
� 168 (lL); total, 1260 (ll).

9. Make the plasmid and adenovirus mixture (mixture B):

Amount required 
Component in each well Total to be made

Plasmid 0.5 (lg) 0.5 � n (lg)
Adenovirus 2 (lL) 2 � n (lL)
1 � HBS To bring the total volume 

to 31 lL
Total volume in each
well of 12-well plate 31 (lL) 31 � n (lL)
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n � the number of wells to be transfected. For example, to transfect 7 of 12-well plates
with pCMV (the concentration is 1 lg/lL), n � 84, in total, you will need: plasmid, 0.5
� 84 � 42 (lg), i.e., 42 lL of plasmid is to be added to the test tube; virus, 2 � 84 �
168 (ll); total volume, 31 � 84� 2604 (lL). Therefore, you will need HBS, 2604 � 168
� 42 � 2396 (lL).

10. Add mixtures A and B together, mix well to form the mixture C. Add 45 lL of mixture C
to each well, leave on 37�C shaker for 4 h. Then put into regular 37�C incubator overnight,
change the medium the following morning, and proceed with any other treatment.

3.3. Generation of a Recombinant Adenovirus: 
Recombination in Escherichia coli

We have generated recombinant adenoviruses using a novel methodology in bacteria.
In this procedure, the full-length recombinant adenovirus genome is cloned in a plas-
mid, flanked by a rare cutter (PacI) restriction site and is generated using a recombina-
tion proficient E. coli strain (BJ5183) with the genotype recBC sbcBC. We developed a
novel transfer plasmid using pZero2.1 (Invitrogen) and a plasmid containing the 35-kbp
adenoviral genome pTG-CMV (kindly provided by Drs. Matthias Paul Wymann and Ste-
fano Brenz Verca, University of Fribourg, Switzerland). Digestion of pZero2.1 with Aff
III and Stu I was followed by insertion of a linker containing Pac I and Bgl II, forming
the construct pZero-link. Digestion of pZero-link and pTG-CMV with Pac I, followed
by fragment purification and annealing, produced the plasmid pZeroTG-CMV. The
cDNA (gene) of interest was isolated and subcloned into pZeroTG-CMV (pZeroTG-
CMV-cDNA). Colonies were selected using kanamycin. Recombination was achieved
in the recombination proficient E. coli strain (BJ5183). The pZeroTG-CMV-cDNA plas-
mid (500 ng) was digested with Pac I and Bgl II; the pTG-CMV plasmid was cut with
Cla I (1 lg), followed by cotransformation of BJ5183 cells. Add each DNA to BJ5183-
competent cells and sit on ice for at least 30 min. Heat-shock for 80 s, then put back on
ice for 2 min. Add 250 mL SOC and incubate at 37�C for 1 h. Plate out 150 mL of the
transformation media onto LB/glucose plates. Grow overnight at 37�C. Do not overgrow
plate (important). Satellite colonies will form and must be avoided when picking
colonies. After colonies grow, pick ~8 and grow all in 5 mL LB/ampicillin. Harvest in
afternoon, allowing bacteria to grow at least 6 h. We use the Bio-Rad mini-prep kit to
prepare plasmid DNA. Note: If you are not able to prepare DNA the same day as har-
vest, make sure to spin and pour off LB, then put pellet into �80�C freezer to store for
later use. Prepare DNA from BJ5183 cells using Bio-Rad mini-prep kit (see Note 6).
Bio-Rad protocol has been changed slightly: (1) Add 300 mL cell resuspension solution
to bacterial pellet and resuspend pellet using a pipet or vortex. (2) Add 400 mL cell lysis
solution with gentle rocking. Allow the solution to sit at room temperature until the
lysate is clear. (3) Add 400 mL of the neutralization solution, again with gentle agita-
tion, followed by chilling on ice for 5 min. (4) Clarify the solution by centrifugation at
room temperature, discarding the pellet. (5) Add 200 mL of the binding matrix to the
supernatant from the spin. (6) Follow the protocol as directed—wash steps. (7) Add 100
mL of TE to the binding matrix and filter. Spin and collect the DNA in a fresh tube. (8)
Transform 5 mL into 50 mL XL I Blue cells. (9) Heat-shock for 42 s, followed by place-
ment on ice for 2 min. (10) Add 250 mL SOC and incubate at 37�C for 1 h. (11) Plate
out 150 mL onto LB/glucose plates. Grow overnight at 37�C. Pick five colonies the fol-
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lowing morning and prepare each separately with Promega Wizard prep kit. Digest each
DNA, along with control empty pTG-CMV with EcoR1, to confirm recombinant plas-
mid pTG-CMV-cDNA. The pTG-CMV-cDNA DNA was transfected into 80% conflu-
ent 293 cells using the CaPO4-DNA coprecipitation technique. Cells were overlaid with
agarose and plaques formed in 7–10 d. Plaques were isolated, the virus from each
expanded, and protein expression from the relevant cDNA determined by Western blot-
ting. The concentration of the recombinant adenovirus was assessed on the basis of the
absorbency at 260 nm and on a limiting-dilution plaque assay. Recombinant aden-
oviruses are stored in small portions (~1 mL) at �80�C. A reduction in titer is observed
after > 1 freeze–thaw cycle.

3.4. Infection of Cells with Recombinant Adenovirus

Prior to infection, cell number is determined. For infection, cells were incubated in
a minimal volume of serum-free medium for the plate size, e.g., 0.5 mL per well of a
12-well dish. To this medium, the appropriate amount of recombinant adenovirus is
added to give the required multiplicity of infection (m.o.i.). Cells are gently rocked for
4 h at 37�C in an incubator. At this time, medium can be ereplaced. Cells were infected
with recombinant viruses at 30–100 m.o.i. and incubated at 37�C for an additional 24
h. To assess expression, we performed Western immunoblots 24 h after infection.

3.5. Preparation of Mouse Hepatocytes

Mice were anesthetized by intraperitoneal injection of sodium pentobarbital (50
mg/kg), and the lower thorax and abdomen was shaved to remove fur. A small (3-cm)
vertical mid-line incision was made in the abdominal wall from just below the costal
margin/xiphoid process. Hepatocytes were prepared by cannulation of the portal vein,
collagenase perfusion of the liver, and washing in Dulbeco’s Modified Eagle’s Medium
(DMEM) containing 5% (v/v) fetal calf serum as described.

3.6. Primary Culture, Hormonal Treatment, and Assay for DNA Synthesis
in Cultures of Hepatocytes

Mouse hepatocytes were cultured on rat-tail collagen (Vitrogen)-coated plastic
dishes (12 � 20 mm, 2 � 105 cells) in 1 mL phenol red-free DMEM in 5% (v/v) CO2
supplemented with 50 nM insulin, 0.1 nM dexamethasone, 1 nM thyroxine. At this time,
cells were infected with various adenoviruses according to the experimental protocol.
For cells undergoing acute exposure, treatments occurred 90 min after plating. For ade-
noviral-infected cells, 4 h after infection, medium was replaced and hepatocytes were
cultured in the same supplemented DMEM for 24 h. Hormonal treatment and/or pro-
tein kinase inhibitors (PD98059, 50 lM) were added 24 h after the medium change
(protein kinase inhibitors were added 30 min prior to further treatment). Twenty-four
hours after infection, hepatocytes were treated, where indicted, for a further 0–36 h (60
h total) with 200 nM 4-hydroxytamoxifen. The activity of MAPK/ERK was determined
prior to 4-hydroxytamoxifen addition, and 0–36 h after the start of treatment. Twenty
seconds prior to terminating the experiment, medium was aspirated, followed by imme-
diate homogenization. Cells were homogenized in 1 mL ice-cold homogenization
buffer A (25 mM HEPES, pH 7.4, at 4�C, 5 mM EDTA, 5 mM EGTA, 5 mM benza-
midine, 1 mM phenylmethyl sulphonylfluoride, 40-lg/mL pepstatin A, 1 lM Micro-
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cystin-LR, 0.5 mM sodium vanadate, 0.5 mM sodium pyrophosphate, 0.05% (w/v)
sodium deoxycholate, 1% [v/v] Triton X100, 0.1% (v/v) 2-mercaptoethanol), with trit-
uration using a P1000 pipet to lyse the cells. Homogenates were stored on ice prior to
clarification by centrifugation (4�C), and clarified aliquots were subjected to immuno-
precipitation. For DNA synthesis assays, hepatocytes were isolated from wild-type,
p21-, and p16-null mice and infected with DB-Raf:ER. Twenty-four hours after infec-
tion, hepatocytes were treated for 36 h with 200 nM 4-hydroxytamoxifen. Hepatocytes
were cultured in the presence of 4 lCi 3H-thymidine for a further 36 h, after which time
cells were lysed with 0.5 M NaOH and DNA-precipitated with 12.5 % (w/v) TCA
(final). Acid-precipitable material was transferred to glass fiber filters, washed with 5%
(w/v) TCA, and 3H-thymidine incorporation into DNA was quantified by liquid scin-
tillation spectrometry.

3.7. Culture and Adenoviral Infection of HepG2 Cells

HepG2 cells were cultured in phenol red-free DMEM supplemented with 50 nM
insulin, 0.1 nM dexamethasone, 1 nM thyroxine, in an identical manner to primary hepa-
tocytes. In experiments assessing DNA synthesis, cells were cultured in phenol red-free
DMEM supplemented with 5% (v/v) fetal calf serum (FCS). Cells were infected with
adenoviruses as described for primary hepatocytes.

3.8. Immunoprecipitations from Homogenates

Fifty microliters of Protein A agarose (Ag) slurry (25 lL bead volume) was washed
twice with 1 mL PBS containing 0.1% (v/v) Tween-20, and resuspended in 0.1 mL of
the same buffer. Antibodies (2 lg, 20 lL) or serum (20 lL) were added to each tube and
incubated (3 h, 4�C). Clarified hepatocyte homogenates (1.0 mL, 1 mg total protein)
were mixed with Protein A–Ag-conjugated antibody in duplicate using gentle agitation
(2.5 h, 4�C). Protein A–Ag was recovered by centrifugation, the supernatant discarded,
and washed (10 min) sequentially with 0.5 ml buffer A (twice), PBS, and buffer B (25
mM HEPES, pH 7.4, 15 mM MgCl2, 0.1 mM Na3VO4, 0.1% [v/v] 2-mercaptoethanol).

3.9. Assay of MAPK/ERK Activity

Immunoprecipitates were suspended in a final volume of 50 lL of buffer B containing
0.2 mM [c-32P]ATP (2000 cpm/pmol), 1 lM Microcystin-LR, 0.5 mg/mL myelin basic
protein (MBP), which initiated reactions and incubated at 37�C. After 20 min, 40 lL of
the reaction mixtures were spotted onto 2-cm circles of P81 phosphocellulose paper
(Whatman) and immediately placed into 180 mM phosphoric acid. Papers were washed
four times (10 min each) with phosphoric acid, and once with acetone, and 32 P-incorpo-
ration into MBP was quantified by liquid scintillation spectroscopy. Preimmune controls
were performed to ensure that MBP phosphorylation was dependent on specific
immunoprecipitation of MAPK/ERK.

3.10. Western Blotting

Twenty-four hours after infection, in cells expressing DB-Raf:ER, hepatocytes were
treated with 100 nM 4-hydroxytamoxifen. Hepatocytes were cultured for a further 6–36
h, after which the cells were lysed with either 10% (w/v) TCA or ice-cold homogeniza-
tion buffer. TCA-precipitated protein was collected by centrifugation, washed once with
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cold acetone, and resuspended in SDS-PAGE sample buffer prior to resolution on SDS-
PAGE using 10–12% gels. Cells lysed in homogenization buffer were subjected to
immunoprecipitation as described under the previous subheadings, prior to resuspension
in SDS-PAGE sample buffer and resolution on SDS-PAGE using 10–12% gels. Gels
were transferred to a 0.22-lm nitrocellulose filter and immunoblotting performed using
the E.C.L. system (Amersham).

3.11. Data Analysis

Comparison of the effects of various treatments was performed using one way analy-
sis of variance and a two-tailed t-test. Differences with a p value of <0.05 were consid-
ered statistically significant. Experiments shown are the means of individual points from
multiple separate experiments (SEM).

3.12. Results

3.12.1. Prolonged Intense Activation of the MAPK Cascade, but not
Prolonged Weak Activation, Increases p21Cip-1/WAF1 and p16INK4a Expression
in Primary Mouse Hepatocytes

Hepatocytes were isolated from wild-type, p16-null, and p21-null mice and infected
with a construct to express an inducible estrogen receptor-B-Raf fusion protein 
(DB-Raf:ER), with a construct to express an inducible estrogen receptor-A–Raf fusion
protein (DA-Raf:ER) or with an inducible estrogen receptor–Raf-1 kinase-inactive
mutant of Raf-1 (DRaf-1:ER[301]). Cells were treated with 200 nM 4-hydroxytamoxifen
and the activity of MAPK/ERK determined 0–36 h after treatment in immune complex
kinase assays. Treatment of hepatocytes expressing DB-Raf:ER and DA-Raf:ER with 4-
hydroxytamoxifen increased MAPK activity ~10-fold and ~2-fold, respectively (Table
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Table 1
MAPK Activity in Hepatocytes and Hepatoma Cells Expressing Inducible Raf
Constructs After Treatment with Tamoxifen

Primary Primary Primary 
hepatocyte hepatocyte hepatocyte Hep G2 Hep G2

Time (h) DRaf-1(301):ER DA-Raf:ER DB-Raf:ER DRaf-1(301):ER DB-Raf:ER
(� TAM) � TAM � TAM � TAM � TAM � TAM

0 1.0 � 0.1 1.1 � 0.1 1.1 � 0.1 9.9 � 0.8 10.1 � 0.9
6 1.3 � 0.2 1.4 � 0.2 6.5 � 0.5 10.3 � 1.1 20.5 � 1.8
12 1.2 � 0.1 1.9 � 0.2 9.4 � 0.6 10.3 � 1.4 28.6 � 2.3
24 1.1 � 0.1 2.1 � 0.1 11.1 � 0.6 10.0 � 1.6 30.4 � 3.5
36 1.2 � 0.1 2.0 � 0.2 10.7 � 0.8 10.1 � 1.0 30.2 � 2.8

Hepatocytes and HepG2 cells were infected with inducible Raf constructs conjugated to poly-L-lysine
adenovirus and/or with null recombinant adenovirus or a recombinant adenovirus expressing p21 antisense
mRNA followed by culture as in Subheading 3. After 24 h, hepatocytes were treated with either vehicle
control or with 4-hydroxytamoxifen for an additional 36 h. Cells were assayed for MAPK activity at the
indicated times. Addition of 50 lM PD98059 to the culture medium abolished the activation of MAPK
(data not shown), in agreement with ref. 89. Data are expressed as -fold alterations in MAPK activity per
mg cell protein in comparison to MAPK activity in DRaf-1(301):ER � TAM cells, prior to TAM addition
at 0 time (defined as 1.00).



1). No increase in MAPK/ERK activity was observed in 4-hydroxytamoxifen-treated
hepatocytes infected with kinase-inactive DRaf-1:ER(301) (Table 1). MAPK/ERK acti-
vation was blocked by incubation with the specific inhibitor of MEK1/2, PD98059 (50
lM). Prolonged MAPK/ERK activation induced by DB-Raf:ER caused an increase in
p16 and p21 protein expression in wild-type hepatocytes, but did not alter p27 levels
(Fig. 1A). No increase in p16 and p21 protein expression was observed in 4-hydroxyta-
moxifen-treated hepatocytes infected with either DA-Raf:ER or kinase-inactive DRaf-
1:ER(301) (Fig. 1A) (9).

Elevated MAPK/ERK activity induced by DB-Raf:ER increased p21 expression, but
not p16 expression, in p16-null hepatocytes (Fig. 1B). Elevated MAPK/ERK activity
induced by DB-Raf:ER increased p16 expression but not p21 expression, in p21-null
hepatocytes (Fig. 1C). Expression of full-length human p21 antisense mRNA blunted
the ability of mouse hepatocytes to increase p21 protein levels in response to elevated
MAPK/ERK activity induced by DB-Raf:ER (Fig. 1D). The cross-species effective-
ness of the antisense p21 likely relates to the extensive nucleic acid sequence conser-
vation between mouse and human p21 genes. These data demonstrate that a prolonged
10-fold elevation of MAPK/ERK activity via DB-Raf:ER increases expression of p21
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Fig. 1. Prolonged intense, but not prolonged weak, MAPK signaling increases p21 levels in pri-
mary hepatocytes and hepatoma cells: (A) wild-type hepatocytes; (B) p16 null hepatocytes; (C) p21-
null hepatocytes; (D) wild-type hepatocytes with p21 antisense mRNA; (E) HepG2 cells and HepG2
cells with p21 antisense mRNA. Hepatocytes were infected with DB-Raf:ER or DA-Raf:ER, as indi-
cated, poly-L-lysine adenovirus, and/or with either a null recombinant adenovirus or a p21 antisense
mRNA recombinant adenovirus followed by culture as under Subheading 3. After 24 h, cells were
treated with either vehicle control or with 4-hydroxytamoxifen for 36 h. Protein expression of p21 was
determined by immunoblotting. Equal protein loading (200 lg) per lane. Lane 1, DB– or DA–Raf:ER
� vehicle control; lane 2, DB– or DA–Raf:ER � 4-hydroxytamoxifen; lane 3, DB– or DA–Raf:ER �
4-hydroxytamoxifen � 50 lM PD98059; lane 4, � 4-hydroxytamoxifen.



and p16 in primary hepatocytes. In contrast, a prolonged 2-fold activation of
MAPK/ERK activity in primary hepatocytes by DA-Raf:ER does not induced either
p21 or p16.

3.12.2. Prolonged Intense Activation of the MAPK Cascade Increases p21
Expression in HepG2 Hepatoma Cells

In a similar manner to primary hepatocytes, HepG2 hepatoma cells were infected with
either a control recombinant adenovirus or a virus-expressing antisense p21 mRNA,
together with a construct expressing DB-Raf:ER. Cells were treated with 4-hydroxyta-
moxifen and the activity of MAPK/ERK determined. Treatment of HepG2 cells express-
ing DB-Raf:ER with 4-hydroxytamoxifen increased MAPK/ERK activity ~4-fold after 6
h, which was also maintained for the following 36 h (Table 1). Of note, however, basal
MAPK/ERK activity was ~10-fold higher in HepG2 cells than in primary hepatocytes.
MAPK/ERK activation was blocked by incubation with the specific inhibitor of
MEK1/2, PD98059 (50 lM). Prolonged MAPK/ERK activation increased p21 protein
expression in control virus-infected cells, but not in cells expressing antisense p21
mRNA (Fig. 1E). Collectively, the data in Table 1 and Fig. 1 demonstrates that prolonged
intense MAPK/ERK signaling can increase p21 protein levels in primary hepatocytes
and HepG2 hepatoma cells.

3.12.3. Prolonged MAPK Activity Promotes DNA Synthesis in the Absence of
p21 Expression

Hepatocytes isolated from wild-type, p16-null, and p21-null mice were infected to
express either DB-Raf:ER, DA-Raf:ER, or DRaf:ER(301). In parallel, wild-type hepa-
tocytes were also infected with a full-length human p21 antisense mRNA, shown to
blunt the ability of mouse hepatocytes to increase mouse p21 protein levels in response
to elevated MAPK/ERK activity. The ability of 4-hydroxytamoxifen treatment to alter
3H-thymidine incorporation into DNA was determined over the following 36 h.

Prolonged intense MAPK/ERK activity induced by DB-Raf:ER reduced DNA synthe-
sis in wild-type and p16-null hepatocytes, but increased DNA synthesis in p21-null hepa-
tocytes and in hepatocytes infected with full-length human p21 antisense mRNA (Table
2). These data demonstrate that the ability of prolonged MAPK signaling to inhibit DNA
synthesis in primary hepatocytes requires p21 expression. However, the relative ability of
MAPK/ERK signaling to inhibit DNA synthesis was reduced in p16-null hepatocytes,
arguing that enhanced p16 expression also plays an important role in MAPK/ERK-
induced growth-arrest processes. In contrast to the intense MAPK/ERK activation
induced by DB-Raf:ER, prolonged weak MAPK/ERK activity induced by DA-Raf:ER
enhanced hepatocyte DNA synthesis ~2-fold. No effect on DNA synthesis was observed
using the kinase-inactive mutant of Raf-1 construct with 4-hydroxytamoxifen treatment.
Thus, prolonged weak MAPK/ERK activation enhances proliferation in primary hepato-
cytes.

Inhibition of MAPK/ERK activity caused a 37% reduction in basal DNA synthesis
in HepG2 cells and prolonged intense MAPK/ERK activity reduced DNA synthesis in
control virus-infected cells to 9% of control values. Expression of p21 antisense mRNA
in HepG2 hepatoma cells blocked the ability of prolonged MAPK/ERK activation to
increase p21 expression and permitted this stimulus to increase DNA synthesis by 31%
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(see ref. 89). These data support the view that the molecular mechanism by which pro-
longed MAPK/ERK signaling inhibits DNA synthesis in primary cultures of hepato-
cytes and in hepatoma cells is via increasing protein levels of p21.

In the Introduction, it was noted that transformed cells may be expected to have
enhanced basal activities within multiple signaling pathways, such as the MAPK/ERK
pathway, compared to nontransformed cells. In Table 1, HepG2 hepatoma cells had a
~10-fold higher basal MAPK/ERK activity than primary hepatocytes and were shown
to have a high rate of proliferation, which was in part dependent on MAPK/ERK activ-
ity (Table 2). In itself, this is of little note. However, while DB-Raf:ER induced a pro-
longed, intense, ~10-fold increase in MAPK/ERK activity in primary hepatocytes,
equivalent to the amount of basal MAPK/ERK activity in a hepatoma cell, this increase
in MAPK/ERK activity reduced proliferation; i.e., the basal level of MAPK/ERK activ-
ity that promotes growth in a hepatoma cell is antiproliferative in a primary hepatocyte.
Of note, a prolonged enhancement in MAPK/ERK activity within HepG2 cells could
still enhance p21 levels to an extent whereby hepatoma cell proliferation was reduced
(110). Thus the threshold at which MAPK/ERK signaling induces proliferation vs
growth arrest changes during the process of transformation.

The hepatoma cell line chosen for this study, HepG2, expresses a wild-type p53 mol-
ecule, and thus the difference in the threshold for increased p21 expression is unlikely
to be due, in this instance, to a loss of p53 function. Several other transcription factors
that control p21 promoter function, such as C/EBPa and C/EBPb, and whose activities
are also controlled by MAPK/ERK signaling, often are found at reduced expression
levels in transformed compared to nontransformed cells. Thus, a reduction in the
expression levels of CKI regulatory transcription factors such as C/EBPa and C/EBPb,
prior to p53 mutation may also play an early role in the transformation process. Stud-
ies from both this group and those of Kunos and co-workers has argued that p21 pro-
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Table 2
DNA Synthesis in Hepatocytes Expressing Inducible Raf-Constructs After
Treatment with Tamoxifen

p16-null �
Wild-type � p16-null � p21-null � pTG-p21
pTG-CMV pTG-CMV pTG-CMV antisense

DA-Raf:ER � TAM 19,900 � 800 nd nd nd
DB-Raf:ER � TAM 2,200 � 200 4,500 � 300 25,400 � 1,900 26,900 � 2,000
DA-Raf:ER � TAM � PD 10,100 � 500 nd nd nd
DB-Raf:ER � TAM � PD 7,900 � 500 8,100 � 700 14,600 � 2,500 13,200 � 1,400
DA-Raf:ER � VEH 10,200 � 600 nd nd nd
DB-Raf:ER � VEH 11,300 � 700 10,900 � 900 11,400 � 1,200 11,300 � 1,600
DA-Raf:ER � VEH � PD 8,700 � 400 nd nd nd
DB-Raf:ER � VEH � PD 8,300 � 500 8,100 � 800 9,100 � 750 8,900 � 900

Hepatocytes were infected with inducible Raf constructs conjugated to poly-L-lysine adenovirus and/or
with either null recombinant adenovirus or a p21 antisense recombinant adenovirus followed by culture as
under Subheading 3. After 24 h, hepatocytes were continually incubated with 3H-thymidine and treated
with either vehicle control (VEH) or with 4-hydroxytamoxifen (TAM) for 36 h. In some experiments, cells
were treated with 50 lM PD98059 (PD). After 24 h, cells were lysed and 3H-thymidine incorporation into
DNA determined as under Subheading 3. Data are rounded to the nearest 100 cpm; nd, not determined.



tein expression in primary hepatocytes and HepG2 hepatoma cells is under control of
MAPK/ERK signaling at multiple levels. MAPK/ERK signaling can increase p21 pro-
tein levels in these cells via increased transcription, increased mRNA stability, and
increased protein stability. Thus it is also possible that the mechanisms by which
MAPK/ERK signaling stabilizes p21 mRNA and p21 protein could be lost during the
process of transformation.
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Fig. 2. Modulation of cell cycle progression in hepatocytes by overexpression of p16. (A) Wild-
type hepatocytes were infected with recombinant adenoviruses to express p16, p21, p27, p21 anti-
sense, or p27 antisense. Twenty-four hours after infection, hepatocytes were continually incubated
with 3H-thymidine for 24 h. After 24 h, cells were lysed and 3H-thymidine incorporation into DNA
determined as under Subheading 3. (B) p21-null hepatocytes were infected with inducible Raf con-
structs conjugated to poly-L-lysine adenovirus and/or with either null recombinant adenovirus or a
p16 recombinant adenovirus followed by culture as under Subheading 3. After 24 h, hepatocytes were
continually incubated with 3H-thymidine and treated with either vehicle control or with 4-hydroxyta-
moxifen (TAM) for 36 h. After 24 h, cells were lysed and 3H-thymidine incorporation into DNA deter-
mined as under Subheading 3.



3.12.4. Overexpression of p16 Blunts MAPK-Stimulated DNA Synthesis 
in Hepatocytes

Prolonged MAPK/ERK signaling increased expression of both p21 and p16, leading
to growth arrest. The impact of p21 on inhibiting DNA synthesis was greater than that
of p16. It is also known that enhanced expression of p16 can promote redistribution of
p21 and p27 from Cdk4:cyclin D complexes to Cdk2:cyclin E complexes, leading to
growth arrest (111). Thus the impact of enforced p16 overexpression on MAPK/ERK-
stimulated DNA synthesis in primary hepatocytes was determined.

Overexpression of p16 in wild-type hepatocytes reduced basal DNA synthesis by
~50% and potentiated the ability of prolonged MAPK/ERK signaling to reduce growth
(Fig. 2A). In contrast, when either p21 or p27 was overexpressed in these cells an ~90%
inhibition in basal DNA synthesis was observed (Fig. 2A). When wild-type hepatocytes
were infected with a recombinant adenovirus to express an antisense p27 mRNA, basal
DNA synthesis was increased ~2-fold (Fig. 2A). The finding with loss of p27 function
is in contrast to either p16-null, p21-null, or wild-type with antisense p21 mRNA hepa-
tocytes, which did not show differences in basal proliferative potential (Fig. 2A). These
data further argue that p21, and p27, are more potent inhibitors of hepatocyte cell cycle
progression than p16. Overexpression of p16 in p21-null cells reduced basal DNA syn-
thesis and was capable of abolishing the ability of prolonged MAPK/ERK signaling to
enhance DNA synthesis in these cells (Fig. 2B). Collectively, these findings suggest that
the relatively weak ability of MAPK/ERK signaling to increase p16 levels in hepato-
cytes may be linked to the dominant effect that p21 can have on MAPK/ERK-controlled
cell cycle progression in these cells (112).

3.13. Conclusions on MAPK/ERK-Dependent Regulation of 
CKI Expression and the Impact of Their Expression on 
Cell Cycle Progression

Tumor suppressor genes play a vital role in the negative control of cell cycle pro-
gression. As noted in the introduction, when growth factors act on a cell to produce a
mitogenic response, transient as well as low sustained activation of downstream signal
transduction pathways are initiated, leading to the coordinated expression of cyclins and
CKI molecules, permitting a cell to progress through G1 phase. Ultimately, activation
of cyclin:cdk complexes permits the phosphorylation and inactivation of RB, allowing
commitment for entry into S phase. In a variety of cell types, prolonged intense
MAPK/ERK signaling has been proposed to inhibit cell cycle progression by inhibiting
the functions of cyclin:cdk complexes. In some studies, the TSG p16 has been proposed
to play the key role in growth arrest. In other studies, the TSG p21 has been proposed
to be the essential cdk inhibitor. In other studies of p16, a G1 CKI has been proposed to
play a role in senescence responses of cells in G2 phase. The most likely explanations
for these similar yet different findings are cell type specific, in particular, differences in
primary vs established cells, culture conditions, differences in the relative basal expres-
sion of cyclin D and cyclin E, differences in the relative basal expression of other CKI
molecules, e.g., p27 and p57, and differences in the expression of regulatory transcrip-
tion factors. For example, based on the data presented in this chapter, p21 appeared to
be a more important growth inhibitory CKI than p16 in hepatocytes. However, in our
hands primary hepatocytes in culture have high basal expression levels of cyclin E, and
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overexpression of cyclin E can potentially abrogate the growth-inhibitory effects of p16
expression. Furthermore, while prolonged MAPK/ERK signaling inhibited growth via
p21, loss of p21 did not alter basal levels of DNA synthesis. In contrast, loss of p27
expression enhanced basal DNA synthesis and blunted the inhibitory effect of prolonged
intense MAPK/ERK signaling. Hence p16, p21, and p27 act in concert with cyclin mol-
ecules to tightly control cyclin:cdk activities in G1 phase (112).

Thus multiple scenarios can be envisaged following even a single mutation, e.g., Ras,
by which transformation takes place. Oncogenic mutation of Ras can activate the PI3K
pathway, leading to lower p27 levels; mutation of Ras can also activate the MAPK/ERK
pathway, leading to increased levels of p21 and p16/p19. In some systems, however,
oncogenic Ras may increase expression levels of all of these CKI molecules. Depend-
ing on the relative expression of cyclins D and E, the modulation of CKI molecule
expression by oncogenic Ras may potentiate growth if cyclin levels are constitutively
high, or more probably inhibit proliferation if cyclin levels are lower. Thus, for onco-
genic Ras to drive growth, a loss of CKI molecule function(s) must also occur. Multi-
ple scenarios exist by which this could happen. For example, cells may decrease, in
relative terms, their ability to induce p21, which may occur via a reduction or loss of
function in multiple transcription factors, including p53 and members of the C/EBP
family. Loss of the p16 locus is common in several tumor types and together with
enhanced Mdm2 expression can result in constitutive downregulation of p53 (and pre-
sumably p21). Loss of RB function is also common in pancreatic cancer, which tends
to abrogate the abilities of p16, p21, and p27 to halt G1 progression. Loss of p27 func-
tion is found in later-stage hepatomas. Mutational loss of PTEN function, combined
with activation of Ras, will further lower p27 levels. Activation of Ras and mutation
of PTEN, in a cell type-specific manner, may increase MAPK/ERK activity, thereby
increasing p16 and p21 levels, or alternatively, PI3K signaling may suppress MAPK/
ERK signaling, thereby suppressing p16 and p21 expression. Thus the impact of a sin-
gle Ras mutation on cell cycle progression is dependent on the gain or loss of multiple
additional factors.

In conclusion, the criteria that argue for certain signaling pathways and CKIs in the
control of proliferation in one cell type may not be those reported by others in cells of a
different lineage. This finding is most relevant when comparing primary cells vs estab-
lished cell lines, including embryonic fibroblasts. Thus, in any assessment of oncogene vs
CKI function, care is required in the conclusions drawn as to the relative importance of
each CKI in the control of cell cycle progression in the face of oncogenic transformation.

4. Notes

1. The titer of virus is 4.5 � 1010 virus pfu/mL.
2. Plasmid DNA concentration should vary according to the culture area: in 12-well plates, 0.5

lg/well; in 24-well plates, 0.25 lg/well.
3. The amount of virus used depends on the virus concentration, and therefore is variable.
4. Conjugated virus should be titrated to maximize the efficiency.
5. All the virus-contaminated wastes (medium, tips, etc.) should be discarded into separate

containers or bags, properly secured and autoclaved before disposal.
6. The Promega Wizard kit does not produce clean enough DNA for future transformation into

XL1 Blue cells.
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Determination of Cancer Allelotype

Jennifer J. Ascaño and Steven M. Powell

1. Introduction
1.1. Evolution of Allelotyping Methodology

The term “allelotype” was first used by Vogelstein and colleagues (1), in analogy to
karyotype, to describe a newly developed molecular analysis that surveyed chromoso-
mal loss and/or aberration in a panel of human colorectal tumors. This study was the
first to comprehensively screen 39 nonacrocentric chromosomal arms in surveying
restriction fragment polymorphisms (RFLPs) using variable number tandem repeats
(VNTRs) as probes. Simple tandem repeats, including VNTRs and microsatellite loci
consisting of 1- to 5-bp repeats, have been found to be highly polymorphic and relatively
stable among the human population, which facilitates the analysis of both maternal and
paternal alleles. These markers have also been useful in linkage analysis when studying
hereditary human disease (2–5).

Allelotyping was first made possible by the ability to enrich for neoplastic cells using
cryostat sectioning method (6,7) and the development of these VNTR probes, which
could be readily radiolabeled and used to identify restriction fragment length polymor-
phisms (RFLPs). These probes were used to hybridize to genomic DNA that had been
cut with a specific restriction enzyme and transferred onto a nitrocellulose membrane
(i.e., a Southern blot).

Polymerase chain reaction (PCR) amplification methods to detect polymorphisms
have been widely used since they were first described by Weber et al. (8). Primers can
be designed for microsatellite sequences on each arm of every chromosome (examples
of representative markers are listed in Table 1). Since these discoveries, a variety of
methods to visualize PCR products, ranging from radioactive to fluorescent labels, have
arisen. This chapter describes three methods to label and PCR-amplify a microsatellite
sequence. The first two methods utilize 32P to radiolabel the PCR products, which are
then electrophoresed on a standard 7% acrylamide vertical gel and subsequently visu-
alized by autoradiography. The third method described uses a phosphoramidite-fluores-
cent label oligomer as one of the primers for PCR amplification. The resulting products
can be run on a 373 DNA sequencer and computer-analyzed more accurately compared
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to the methods that use radiolabeling. Some recipes for stock supplies are different than
the standard PCR protocols.

Regardless of the method, the interpretation of the data remains the same. The presence
of specific microsatellite sequences is characterized and compared between DNA
extracted from the tumor vs DNA from noncancerous tissue of the same patient. When
DNA from noncancerous tissue is amplified and presents two distinctly sized alleles
(reflecting differences from paternally vs maternally inherited alleles), that sample is
labeled as “informative” (see Fig.1). DNA extracted from the tumor of the same patient can
then be amplified in the same manner and compared to analyze for the loss of either allele
(e.g., loss of heterozygosity, LOH.) The respective material and paternal alleles can be ana-
lyzed with respect to allelic band intensity by a variety of methods including phosphoimag-
ing or laser quantitation. The tumor samples may also exhibit abnormally sized allelic
bands, which can indicate the presence of microsatellite instability (see Subheading 1.4.).

1.2. Loss of Genetic Material in Cancers Harboring 
Tumor Suppressor Genes

Chromosomal loss, detected by frequent allelic loss in simple tandem repeats, is
thought to indicate the aberration and sequential inactivation of adjacent tumor sup-

Table 1
Microsatellite Markers for Comprehensive Allelotyping (9)

D1S1665 (1p21) D8S261 (8p22) D16S753 (16p11)
D1S552 (1p32) D8S1106 (8p22) D16S764 (16p12)
D1S1589 (1q24) D8S1119 (8q21.3) D16S3095 (16q21)
D1S549 (1q32) D8S1179 (8q23) D16S402 (16q24.2)
D2S2739 (2p13) D9S1118 (9p12) D17S947 (17p11)
D2S1400 (2p23) D9S171 (9p21) D17S974 (17p12)
D2S1384 (2q22) D9S938 (9q21.3) D17S1290 (17q22)
D2S1399 (2q32.1) D9S934 (9q22.3) D17S784 (17q25)
D3S1234 (3p14.2) D10S191 (10p12.1) D18S542 (18p11.1-3)
D3S2387 (3pter-24) D10S2325 (10p12.3) D18S976 (18p11.1-3)
D3S1764 (3q13.3) D10S541 (10q22) D18S46 (18q12.1-21.1)
D3S1262 (3q27) D10S1237 (10q24.1) D18S474 (18q12.3)
D4S2639 (4p15.2) D11S1981 (11p14) D19S586 (19p13.1-13.3)
D4S1601 (4p15.3) D11S1999 (11p15.1) D19S714 (19p13.1-13.3)
D4S1644 (4q26) D11S860 (8q13.5) D19S246 (19q13.2)
D4S2431 (4q31.3) D11S4464 (8q23.1) D19S589 (19q13.3)
D5S1470 (5p12) D12S1042 (12p11.2) D20S851 (20p12)
D5S807 (5p14) D12S391 (12p12.1) D20S482 (20p13)
D5S816 (5q21) D12S78 (12q22) D20S478 (20q11.2)
D5S393 (5q23) D12S395 (12q24.1) D20S480 (20q12)
D6S1017 (6p12) D13S162 (13q21-31) D21S1440 (21q21)
D6S1959 (6p21.3) D13S170 (13q31) D21S413 (21q22.1-22.3)
D6S1040 (6q21) ERCC-5 (13q32-33) D22S689 (22q11)
D6S305 (6q25-27) D14S48 (14q24.3-32) D22S683 (22q11.2)
D7S817 (7p14) D14S306 (14q12-13)
D7S1802 (7p15.1) D15S643 (15q15)
D7S820 (7q21.1) D15S657 (15q25)
D7S1824 (7q31.3)
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pressor genes. These markers have since been used to explore the correlation between
chromosomal loss and the development of several human malignancies. In earlier years,
partial allelotyping analyses using markers representing only some of the chromosomal
arms were performed on several human carcinomas, including carcinoma in situ in the
bladder (10) and esophageal squamous cell carcinoma (11). As more polymorphic mark-
ers have been characterized, comprehensive allelotyping has become possible for a vari-
ety of different cancers. Among those studied are papillary thyroid cancer (12), salivary
gland tumors (13), gastric cancer (9,14,15), pancreatic adenocarcinoma (16), nonfunc-
tional pancreatic endocrine tumors (17), pancreatic acinar cell carcinoma (18), primary
nasopharyngeal carcinoma (19,20), hepatocellular carcinoma (21), and intrahepatic
cholangiocarcinoma (22), to name a few. These comprehensive studies have served to
identify chromosomal regions that repeatedly exhibit aberrations in their respective
tumors. Once identified, further extended studies can explore that chromosomal region
in more detail and potentially ultimately identify the target of allelic loss harboring
essential genetic information that has been inactivated.

1.3. Allelic Loss vs Allelic Imbalance in Cancer

True allelic loss of genetic material is detected by some molecular analyses such as
Southern blotting of RFLP markers. However, other analyses such as PCR amplifica-
tion of microsatellite markers generally can only suggest allelic imbalance without addi-
tional DNA analyses demonstrating either loss or amplification of one allele relative to
the other. PCR amplification is not quantitative enough by itself to determine the mech-
anism of altered allelic ratio in tumors vs paired normal samples. Thus, unless the tumor
sample is of the highest homogeneous quality, without any contaminating normal tissue
present to amplify a signal, additional studies such as Southern blot or FISH analyses
are required to define loss of amplification as the source of altered allelic ratios in tumor
samples.

Fig. 1. Interpretation of representative data of PCR amplification of microsatellite loci. All lanes
show the amplification products of DNA from tumor (“T”) tissue and normal (“N”) tissue from the eight
different patients (9). Lanes 1 and 8 are “noninformative,” as the paternal allele is indiscernible from the
maternal allele. Lanes 2–7 are “informative,” as two distinctly sized alleles are present in normal tissue.
Lane 5 is an example of retention of heterozygosity, as both alleles present in the normal tissue are also
present in the tumor tissue of the sample patient. In contrast, lanes 2, 3, 4, and 6 are examples of loss of
heterozygosity (LOH), as one allele that is present in normal tissue is no longer present in the tumor tis-
sue. Lane 7 is an example of microsatellite instability, as one allele present in the normal tissue has
shifted in molecular weight in the tumor tissue, indicating a defect in mismatch repair mechanisms.



1.4. Microsatellite Instability

Instability of the repeated sequences within microsatellite loci, aptly named
“microsatellite instability,” has also been observed in human cancers, including colon can-
cer (23–26), gastric cancer (27–41), and uterine cancer (42). Length variation of the
repeated sequences at these microsatellite loci, both contraction and expansion, are
observed as abnormal-sized allelic bands (see Fig. 1). As microsatellite sequences are
known to be relatively stable, a high rate of microsatellite instability is now recognized to be
indicative of a deficiency of genetic products responsible for DNA mismatch repair. Muta-
tions that inactivate these MMR genes have been found to be inherited among pedigrees of
HNPCC (43,44). Microsatellite instability has since been used as a marker for this specific
hereditary colon cancer predisposition trait and high risk of cancer (reviewed in ref. 45).

2. Materials
2.1. End Labeling of the PCR Primers with 32P

1. Microsatellite primers (20 lM) (for representative examples, see Table 1).
2. T4 kinase (10 U/lL) (NEB cat. no. 201S).
3. 10� Kinase buffer (NEB cat. no. 201S).
4. [c-32P]ATP (150 lCi/lL).
5. dH2O.
6. Pharmacia Microspin G-25 (cat. no. 27-5325).
7. Boehringer Master Mix (cat. no. 1636 103).
8. DNA template (25 lg/lL)

2.2. Internal Labeling of the PCR Primers with 32P

1. dNTP set (100 mM solutions) (Amersham cat. no. 27-2035-01).
2. Tris-HCl (1 M, pH 8.8, and another solution at pH 7.5).
3. (NH4)2SO4 (2 M).
4. b-Mercaptoethanol.
5. Purified bovine serum albumin (BSA) (10 mg/mL) (NEB cat. no. 007-BSA).
6. Nuclease-free dH2O.
7. MgCl2.
8. EDTA (0.2 M, pH 7.5).
9. Microsatellite primers (see Table 1).

10. Amplitaq (Perkin Elmer cat no. N808-0153).
11. 32a-P-dCTP (ICN cat no. 39011X.2).

2.3. Gel Electrophoreses and Autoradiography

1. Acrylamide.
2. bis-Acrylamide.
3. Formamide (Sigma cat. no. F7503).
4. Urea.
5. Tris-HCl (1 M, pH 7.5).
6. Trizma base.
7. Boric acid.
8. EDTA (Whitaker cat. no. 16-004Y).
9. Bromophenol blue.

10. Xylene cyanol.
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11. Methanol.
12. Acetic acid.
13. Owl rig vertical electrophoreses apparatus, including plates.
14. Glass shield: nontoxic glass coating (Genomyx cat. no. GLSO4B901).
15. Filter paper (Bio-Rad cat. no. 1650962).
16. Gel dryer (Bio-Rad model 583).
17. Flat gel loading tips.
18. TEMED.
19. Ammonium persulfate.
20. Film (Kodak X-OMAT AR).

2.4. Flourescent Labeling of Primers

1. 96-Well PCR plates (Robbins, cat. no. 1055-00-0).
2. GENUNC tape (Nunc cat. no. 2-32689).
3. Flat gel loading tip.
4. Glass plates:

a. Notched, optically pure glass plate 16.75 in (PE cat. no. 401069).
b. Plain, optically pure glass plate 17.75 in (PE cat. no. 401069).

5. Pair of spacers 16.75 in (PE cat. no. 400571).
6. 24-Well square-tooth comb (PE cat. no. 401444) (24-cm well-to-read, nonstretch config.).
7. 36-Well square-tooth comb (PE cat. no. 401497).
8. Gel tape from CBS scientific, GT-72-20 Permacel stretch wide tape.
9. Magnetooptical disk (Online Distribution, cat. no. DGR256MB).

10. 373 DNA sequencer and accompanying ABI Prism GeneScan Analysis Software (Perkin Elmer).
11. Microsatellite primers (see Table 1).
12. 2 mM dNTP mix.
13. Formamide.
14. EDTA.
15. 10� PCR buffer.
16. DMSO.
17. Amplitaq.
18. Tris-HCl.
19. Boric acid.
20. EDTA.
21. Acrylamide.
22. Bis-Acrylamide.
23. Urea.
24. 0.22-lm filter.
25. Ethanol.
26. TEMED.
27. Ammonium persulfate.

3. Methods
3.1. PCR Amplification of Microsatellite Loci

3.1.1. Kinase End Label of the PCR Primer with 32P

1. Prepare the following primer mix for each sample:

Forward primer (20 lM) 10 lL
10� Kinase buffer 4.0 lL
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dH2O 4.5 lL
32cP-ATP (150 lC/lL) 1.0 lL*
T4 kinase (10 U/lL) 0.5 lL

20 lL total
*Adjust to obtain optimal activity.

2. Incubate at 37�C for 18 min.
3. Incubate at 68�C for 5 min.
4. Clean up column using Pharmacia MicroSpin G-25:

a. Resuspend buffer by vortexing, loosen the cap, and snap off bottom closure.
b. Spin off packing buffer for 2 min at 2500 xg.
c. Place column into a clean 1.7-mL screw-cap tube.
d. Load product on to center of column.
e. Spin for 2 min at 2500 xg.

5. Add 9 lL of the reverse primer to the mix.
6. Measure activity of 0.5 lL in a scintillation counter.
7. Prepare the following PCR reaction for each sample (see Notes 1 and 2):

Boehringer master mix 5 lL
DH2O 3 lL
c-32P map pair mix (from above) 1 lL
DNA template (25 lg/lL) 1 lL

10 lL total

3.1.2. Internally Label PCR Product via Radiolabeled “C” Integration 
(see Note 3)

1. Prepare LoC mix: In a 1.7 mL tube, add 100 lL of 10 mM solutions of dATP, dGTP, and
dTTP. Add 2.5 lL of dCTP for a total volume of 302.5 lL of solution. Always keep solu-
tion on ice and store at –20�C.

2. Prepare 10� RDA buffer: In a sterile 100-mL bottle, add 33.5 mL of Tris-HCl (1 M, pH 8.8,
25�C), 4.0 mL of (NH4)2SO4 (2 M), 352 lL of b-mercaptoethanol, and 5.0 mL of purified
BSA (10 mg/mL). Bring the solution up to a final volume of 50 mL by adding 7.15 mL of
nuclease-free dH2O. Make 1-mL aliquots and store at –20�C.

3. Prepare the LoTE buffer (3 mM Tris-HCl/0.2 mM EDTA): In a sterile 1-L bottle, add 3 mL
of Tris-HCl (1 M, pH 7.5), 1 mL of EDTA (0.2 M, pH 7.5), and 900 mL of dH2O. Adjust the
pH to 7.5 and bring to volume up to 1 L with dH2O. Store solution at 4�C.

4. Prepare the following PCR reaction for each template (see Notes 1 and 2):

LoC 0.2 lL
RDA buffer 0.8 lL
MgCl2 (50 mM) 0.4 lL
LoTE 5.6 lL
Forward primer 0.15 lL
Reverse primer 0.15 lL
Taq 0.5 lL
[a-32P]dCTP (ICN cat. no. 39011X.2) 0.2 lL
DNA template (25 lg/lL) 2.0 lL

10 lL

3.1.3. Amplification of the PCR Product

1. Place reaction mixture in a thermocycler and incubate at the following temperatures: an ini-
tial denaturation step at 94�C for 2 min, followed by 35 cycles of 94�C for 30 s, then the
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appropriate annealing temperature for 30 s (see Note 4), and 72�C for 60 s. Incubate at a
final temperature of 72�C for 5 min.

3.1.4. Running a 7% Analytical Acrylamide Gel

1. Prepare 10� TBE (Tris-borate electrophoreses) buffer: In a sterile 2-L bottle, add 216 g of
Trizma base, 110 g of boric acid, and 11.7 g of EDTA to approximately 1800 mL of dH2O.
Adjust pH as needed (it should be between 8.1 and 8.3). Bring volume up to 2 L with dH2O.

2. Prepare a 40% acrylamide stock solution: In a dark bottle, add 95 g of acrylamide and 5 g
of bis-acrylamide. Bring volume up to 250 mL with dH2O. Place solution over gentle heat
and stir until completely dissolved. Store at 4�C.

3. Prepare a 7% acrylamide working solution: In a dark bottle, add 175 mL of the 40% acry-
lamide stock solution from step 2., 320 mL of formamide, 336 g of urea, and 100 mL of
10� TBE.

4. Prepare the gel-fixing solution: In a sterile 2-L bottle, add 100 mL of methanol and 100 mL
of acetic acid to 1800 mL of dH2O (see Note 5).

5. Prepare the formamide loading buffer: In a sterile 100-mL bottle, add 90 mL of formamide,
10 mL of 10� TBE, 20 mg of bromophenol blue, and 20 mg of xylene cyanol. Mix the solu-
tion until thoroughly dissolved and filter solution through into a clean 100-mL bottle. Store
at 4�C for up to 1 yr or at –20�C for long-term storage.

3.1.5. Pouring the Gel

1. Prepare the glass plates to cast a 7% acrylamide gel. When washing your plates, designate
one side of each plate as “rough” by placing a small piece of tape. This side should always
face outside, whereas the “smooth” side faces the gel. Also, designate the notched plate as
“top” and the plain gel as “bottom.” The “smooth” side of the “top” plate should be treated
with a siliconizing agent (glass shield, see materials) after it has been washed and dried. This
will facilitate the separation of the plates after the samples have been run.

2. Place the bottom plate, rough side down. Moisten the spacers, and align them on both sides.
Be sure that the smooth side is completely dry by wiping it down with a Kimwipe. Place the
top plate on the bottom plate; the two smooth sides should face one another. Place the top
plate so that the notched half overhangs the bottom plane, leaving the bottom plate’s smooth
side exposed. This exposed area can be used as a “pool” in which you can pour the gel mix.

3. Place 80 mL of the 7% acrylamide gel solution in a clean squirt bottle. Add 36 lL of
TEMED and 475 lL of fresh 10%APS into 80 ml of 7% acrylamide gel solution. Pour the
gel immediately (see Note 6). The gel is cast by the capillary action of the space between
the plates, pulling the liquid toward the notched top. If bubbles form as the gel mix is trav-
eling, pull gently on the notched half of the top plate (up toward you) and gently knock the
glass in the area. This should be done carefully so as not to disturb the rest of the gel. When
bubbles form early in the run (when the liquid has traveled less than halfway), gentle knock-
ing can usually get rid of the bubbles.

4. Once the gel mix has traveled along the length of the bottom plate, begin to slide the top
plate back so that it is aligned with the bottom. Do this slowly, making sure there is enough
gel mix left in the “pool” to cast this bottom third.

5. Place three pairs of clamps, tightening the bottom, middle, and top of the plates. Do not place
the clamp on the notched area.

6. Insert the comb, straight edge in (the teeth should face out) and clamp the plates down
around the comb. Allow the gel to polymerize for at least 1 h.

7. When the gel is ready, take off the clamps and clean off the plates using dH2O and
Kimwipes.
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8. Wet the comb with 1� TBE and pull it gently out. Clean out the area, clearing out any extra
acrylamide. Slowly insert the comb, teeth side in, until the teeth first reach the acrylamide
front. This will maximize the volume you can load.

9. Fill the lower buffer chamber of the Owl rig with 1� TBE. Set the gel in place, adjust the
knobs tightly, and add 1� TBE to the upper chamber.

3.1.6. Electrophorese the PCR Products

1. Prepare the samples by adding 2 lL of formamide loading buffer to the PCR products.
2. Heat the samples to 80�C for 3 min and then immediately chill on ice.
3. Load approximately 3.5–5.0 lL of the sample onto your gel using a flat gel tip (see Note 7).
4. Electrophorese samples at 2200 V and ~80 W for approximately 1.5 h. The gel should be

heated evenly at a constant temperature, being careful not to exceed 50�C (see Note 8).
5. Separate the glass plates using a spatula; the gel should easily be separated from the top plate

and remain on the bottom plate. Place the whole bottom plate, with the gel, into a tub of the
gel-fixing solution for 15–20 min (see Note 9).

6. Transfer gel by gently placing a sheet of filter paper (Bio-Rad) directly onto the gel, being
careful to avoid air bubbles (see Note 10). Cover the gel with plastic wrap, applying gentle
pressure again to get rid of any air bubbles. Do not fold over the edges.

7. Place the wrapped gel into the gel dryer (Bio-Rad model 583.) Allow to dry for 2 h at 50�C.
8. Expose the dried gel to film (Kodak X-OMAT AR) overnight (see Note 11).

3.2. ABI Instrument Detection

3.2.1. Fluorescent Labeling of Microsatellite Markers by PCR

1. Prepare the primers to be used: For example, MP primers (Research Genetics) come as 8-
lm stocks, 200 lL each (one F—forward, one R—reverse); one is labeled, one is not. To use
0.5 lL of each one per reaction, make a primer mix of equal amounts of F + R, then use 1
lL of mix per reaction, i.e., 50 lL of each stock.

2. Prepare the dNTP solutions. This can done in two ways: dilute 25 or 2.5 mM stocks already
made for regular PCR to 2mM (10�); or make from original Pharmacia by using known
(ones for which the OD has been measured) 100 mM stocks of separate dNTPs: mix 60 lL
of each stock together with 2760 lL dH2O to make 3 mL of a 2mM stock dNTP mix.

3. Prepare stop buffer: To a sterile 100-mL bottle, add 38 mL Formamide and 1.6 mL of EDTA
(0.5 M). Store at –20�C.

4. Prepare the following PCR reaction for each template (see Note 12):
a. Label and/or cut to size the 96-well plate.
b. Pipette 50 ng (1lL) of the DNA template to appropriately labeled wells. Add 1 lL of

H2O to the “negative control” well. Set the plate aside.
c. Prepare the following reaction for each template (see Notes 1 and 2):

DI H2O 4.94 lL
10� PCR buffer 1.0 lL
2 mM dNTP mix 1.0 lL
DMSO (see Note 13) 1.0 lL
Primer mix 1.0 lL
Amplitaq 0.06 lL

9.0 lL

d. Mix reaction well and spin solution down quickly, keeping as dark as feasible. Aliquot 9
lL of the reaction to each well.

5. Pipet 20 lL of PCR oil over the reaction mix and cover rows with GENUNC tape.
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6. Remove the white grid and thermistor from the PCR thermocycler block and set the plate in
wells. Use the plastic lid/foam lid cover and shut lid (will be tight).

7. Run program: You will use a simulated tube control, which requires you to enter a calibration
factor (CAL=). For this recipe, CAL=300 (10� the total volume in the well, including oil, see
Note 14). A typical program would be to incubate the samples for 35 cycles of denaturing tem-
perature of 93�C for 20 s, then to the appropriate annealing temperature for 30 s, and a final
extension temperature of 70�C for 30 s; followed by an extension temperature of 70�C for 5 min.

8. Add 40 lL of stop buffer to samples (see Note 15), under oil, and freeze at –20�C (see Note
16).

9. Pooling reaction to run on gel: It is possible to run reactions together as long as the PCR
products you want to analyze are either very different size ranges or are labeled with differ-
ent colors (HEX, FAM, TET). Also added is an internal size standard labeled with ROX
standards, plus more stop buffer if needed for volume. Per lane, add 0.5 lL ROX std., 1 lL
each reaction, plus enough stop buffer to make total volume = 4 lL if it is less. Only 3 lL
can be loaded (i.e., for one sample with two products labeled; pool 0.5 lL ROX350, 1 lL
PCR product 1, 1 lL PCR product 2, and 1.5 lL stop).

10. To run samples on gel, heat to 80�C for 3 min, then immediately chill on ice. Use flat gel-
loading tip.

3.2.2. Pouring and Running a Gel for the ABI Instrument

1. Prepare a 6% acrylamide, 8 M urea gel: To a sterile dark bottle, add 960 g of urea, 200 mL
of 10� TBE (see Note 17), and approximately 600 mL of dH2O. Heat gently until dissolved
into solution. Add 300 mL of 40% acrylamide. Bring volume up to 2 L and filter solution
(using 0.22 lm filter) into a clean dark bottle.

2. Prepare glass plate to cast the 6% acrylamide gel (see Note 18): Place spacers on outside
edges of notched plate and lay plain plate on top (freshly cleaned insides together), align-
ing edges. Using no clamps, place one continuous piece of permacel tape around sides and
bottom of plates. Be sure there are no wrinkles. Pull tape tight (tape stretches) and seal to
glass sides, being careful to seal beveled edges well. Put an extra layer of tape around the
bottom, and then reinforce the bottom corners with one horizontal layer at each. Gel is now
ready to pour.

3. For one gel, pour 80 mL of the filtered mix into a squirt bottle and add 400 lL of fresh
10%APS and 40 lL TEMED.

4. Pour gel (taking same precautions as under Subheading 3.1.5.), get rid of bubbles, and insert
comb by pushing it all the way to the glass and then running a weighing spatula between the
top of the comb and the glass to measure them away from each other. Allow to polymerize
for a minimum of 1 h and a maximum of 18 h (see Notes 6 and 19).

5. Before use, clean all excess gel material from the glass plates on both sides with DI H2O.
Then clean the bottom 2/3 area (where the laser will read). The plates should be clean, clear,
and streak-free when washed with dH2O and Kimwipes.

6. When placing the gel in the 373 DNA sequencer, set plates as far right as possible (see Note
20). Close the laser stop bar (use a lint magnet on inside facing glass and inside the stop bar,
the outside facing glass) and lock down.

7. Follow the instructions on the Genescan setup card from here. Remember to change the run-
ning time on the 373, to use a sample sheet, and to give the collection file a different name
than the sample sheet.

8. Plate-check before adding 1� TBE to upper chamber, check for leaks and plate-check again,
then add buffer to lower chamber. Clean wells with syringe and load the products using the
flat gel-loading tip.
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9. (Follow card) Press Genescan run on 373, wait for voltage to come on, and PRESS COL-
LECT BUTTON on GS collection screen. Can leave over night or even over the weekend.

10. To disassemble, unplug electric leads, release stop bar, and lift out gel and upper chamber
attached to carry to a sink to dump. Clean plates and retape to store.

11. Magnetooptical drive must be on before the computer for it to recognize it.

4. Notes

1. Make 1–2 extra reactions worth of mix to allow for pipet error.
2. Keep DNA polymerase at –20�C until needed. Keep on ice while in use, and return to freezer

immediately.
3. This is an alternative method for radiolabeling the PCR product.
4. Most primers will anneal at 50�C, although the optimal annealing temperature for each indi-

vidual primer may need to be tested.
5. Always pour acid into water. The gel-fixing solution can used for 3–4 gels before being dis-

carded.
6. Pour some of the solution (~1 mL) into a scintillation vial to ensure the gel has polymerized

correctly before proceeding. After allowing the gel to polymerize for approximately 1 h, it
should be consistent and adhere strongly when probed with a spatula. If the gel does not
stick and instead feels too liquidy, do not proceed and pour a fresh gel using a fresh acry-
lamide solution and APS.

7. Volume will vary according to the size of the comb used, but as little as 3.5 lL is usually
sufficient for a signal.

8. Running time may again vary, although allowing the leading dye to travel ~20 cm from the
top of the well is sufficient for proper separation of informative alleles.

9. After the gel has been soaked appropriately, it can easily slip off the bottom plate. Therefore
care should be taken when taking it out of the solution.

10. Allow the paper to absorb for a few moments, becoming completely saturated with liquid,
and then carefully pull the paper off. It is helpful to check a corner first before proceeding,
ensuring that the gel has indeed adhered to the paper. However, if the gel has been properly
treated in the gel fixing solution, it should transfer easily.

11. Exposure time will vary with the current activity of 32P used.
12. The most important thing to remember is to keep stock primers at as low a light level as pos-

sible while working with them and in the dark when not in use.
13. Substituting DMSO with dH2O can yield more product.
14. The program will not start running until you enter this (unlike regular PCR), so do not for-

get. Also, use a few degrees lower a melting temperature than you would have planned, i.e.,
93�C if you plan 95�C.

15. Amount of buffer to add is 40 lL, but (per ABI) this can differ according to the strength of
the fluorescent label, e.g., HEX is twice as strong as FAM, so add 40 lL to a HEX reaction,
20 lL to a FAM reaction.

16. This seems to be important for equal mixing, as opposed to adding stop and pooling immediately.
17. 10� TBE must be prefiltered with a 0.22-lm filter.
18. Plates must be clean and free from possible fluorescing material, i.e., dust, lint, soap film,

EtOH film, etc. Use Alconox or Micro soap to wash and DI H2O to rinse. Use Kimwipes to
dry “insides” of plates clean and streak-free. Use “magnetic” lint attractor brush to clear off
any lint, etc.

19. Wells are better if gel is allowed to polymerize overnight.
20. By doing this, you will keep all lanes in the read area. You may occasionally lose lane 1 if

this is not done.
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Epidemiological Approaches to the Identification of 
Cancer Predisposition Genes

Timothy R. Rebbeck

1. High- and Low-Penetrance Genes

Commonly occurring forms of human cancer have a complex multifactorial etiology
that involves the interaction of inherited genotypes and endogenous or exogenous envi-
ronmental exposures. The ability to understand the inherited genetic causes of cancer in
human populations therefore requires appropriate study designs and analytical methods.

In order to understand inherited genetic susceptibility to develop cancer in the gen-
eral population, it is useful to think about more than one class of susceptibility genes.
For simplicity, two classes of cancer susceptibility genes may be considered (Table 1).
First, there may be a few genes with allelic variants that confer a high degree of risk to
the individual. These genes will be referred to here as high-penetrance genes. Relatively
few individuals in the population carry risk-increasing genotypes at these loci. There-
fore, the population attributable risk (i.e., the proportion of cancer in the population that
may be explained by these genotypes) is low. Because of the large magnitude of effects
these genotypes have on cancer risk, one hallmark of high-penetrance genes is the cre-
ation of a Mendelian (usually autosomal dominant) pattern of cancer, sometimes involv-
ing multiple cancer sites that form a cancer syndrome. Germline mutations in
high-penetrance tumor suppressor genes include CDKN2a in hereditary melanoma,
BRCA1 or BRCA2 in hereditary breast and ovarian cancer, and APC in familial adeno-
matous polyposis of the colon.

Second, there are genes with relatively common disease-associated allele frequencies
that confer a small to moderate cancer risk. However, since these variants are carried by
a large number of individuals, the population attributable risk of cancer explained by
these genes may be high. The majority of commonly occurring cancer in the general
population occurs in the absence of a strong cancer family history. These tumors are
likely to be caused by the interaction of many genetic and environmental factors. These
genes will be denoted here as low-penetrance (Table 1), based on the relatively smaller
size of their effects on an individual’s cancer risk. Classes of genes usually considered
to be low-penetrance include those involved in steroid hormone metabolism, DNA
repair, immune surveillance, and carcinogen metabolism.
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The different patterns of risk conferred by high- and low-penetrance genes also dic-
tate that different analytical approaches may be used to identify them. Because high-
penetrance genes often confer hereditary patterns of cancer risk, family-based study
designs that make use of Mendelian principles may be an efficient and worthwhile
approach to gene identification. However, low-penetrance genes typically do not confer
patterns of hereditary cancer risk. As a result, methods that rely on the observation of
Mendelian patterns of disease in families are unlikely to be successful in identifying
low-penetrance genes responsible for the disease.

As suggested in Table 1, low-penetrance genes may explain a larger proportion of can-
cer in the general population than major genes. An estimate of the proportion of cancer
attributable to a major gene and a polygene can be undertaken using the formula 100% �
p � (R � 1)/[p � (R � 1) � 1] (1), where R is the risk conferred by the variant, and p is
the variant allele frequency in the general population. Assuming a typical major gene vari-
ant confers a large relative risk of R � 8, and has a rare frequency of p � 0.005, the result-
ing attributable risk is approximately 3%. In contrast, an estimate of 20% attributable risk
results if we assume a low risk (R � 1.5) but a common variant genotype frequency (p �
0.5) for a typical polygene variant. While these estimates are at best hypothetical approx-
imations, they suggest that a sizable proportion of cancer may be explained by the effect
of low-penetrance genotypes. These estimates further support the idea that studies of
commonly occurring cancer etiology may need to consider both high and low penetrance
genes to explain genetic susceptibility to develop cancer in the general population.

The distinction between high and low penetrance genes as shown Table 1 is an over-
simplification of the relationship between allele frequency and size of effects. Based on
empirical observations, genetic variants with large, deleterious effects on cancer risk tend
to be rare, while variants having smaller effects on risk tend to be more common. Further-
more, the conceptual model presented in Table 1 does not preclude the possibility that a
high penetrance may also behave as a low penetrance gene. For example, variants in the
APC gene are associated with familial adenomatous polyposis of the colon. Germline
APC variant carriers have an extremely high lifetime risk of developing colon cancer
(reviewed by Foulkes, ref. 2). In addition to these high penetrance manifestations, APC
variants may also confer cancer risks consistent with the behavior of a low-penetrance
genes. For example, the I1307K variant in the APC gene, found in approximately 7% of
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Table 1
High- and Low-Penetrance Genes

Class of gene

High penetrance Low penetrance

Characteristics Variant allele frequency Rare Common
Size of effects (individual) Large Small
Number of genes Few Many
Attributable risk (population) Small Large

Usual analytical Segregation analysis Association studies
methods Linkage analysis

Typical sampling Family-based Case–control, cohort
design



U.S. Ashkenazi Jews, has recently been reported to confer a slightly increased risk of
colon cancer (3) with an odds ratio effect of 1.5 (95% CI: 1.12–1.97). Thus, while some
variants in a gene have characteristics of major genes because they confer extremely high
cancer risk, other variants in the same gene may have effects that confer small increases in
cancer risk.

2. Possible Explanations for Genotype–Cancer Relationships

The statistical inference of a genotype–cancer relationship can be explained by at least
three phenomena. First, linkage disequilibrium (defined here as the nonrandom associa-
tion of alleles in a population, e.g., Pr[AB]/Pr[A] Pr[B], where A and B are alleles at a
locus) may explain an observed statistical association between genotype and disease. For
example, the observed association may simply represent the fact that the genotype being
studied is in linkage disequilibrium with the true causative allele or genotype at another
locus. Second, spurious associations can be induced by improper study design or analy-
sis methods. The most widely discussed of these potential errors is that of population
stratification, described below. Third, there may be a true functional association between
a genotype and disease, whereby these genotypes are causally related to the disease eti-
ology. This is the type of relationship that is sought in genetic and molecular epidemio-
logic studies. A central goal of the methodologies described here is to maximize the
chance that a causal relationship between genotype and disease will be found.

3. Genetic Epidemiologic Strategies for Cancer Gene Identification

Genetic epidemiologic approaches use the principles of Mendelian inheritance to evalu-
ate the co-inheritance of a disease with a disease-causing gene. The gene being modeled is
an unmeasured entity that is specified quantitatively assuming Mendelian models. The
main goals of these analyses are (a) to determine the mode of inheritance of the putative dis-
ease gene (e.g., in complex segregation analysis) and (b) to identify the genomic location of
that gene (e.g., genetic linkage analysis). The data required for these methods involve
related individuals including pairs of relatives, nuclear families, or extended pedigrees.
The statistical methods of linkage analysis are therefore aimed at determining the relation-
ship of the putative (unmeasured) disease gene with disease, and the physical relationship
of the unmeasured disease gene with a “marker” gene with a known genomic location.

Figure 1 presents an overview of the hierarchical strategies that may be applied in the
identification of high-penetrance cancer susceptibility genes (for a more detailed descrip-
tion, see ref. 4). Generally, the steps that are undertaken begin with the evaluation of aggre-
gation of disease in families (e.g., do some families have more disease than expected?)
followed by an evaluation of patterns of inheritance by using methods of segregation analy-
sis (i.e., does the disease appear to follow a Mendelian pattern of inheritance?), and finally
linkage analytical methods that can be used to identify the genomic location of specific
genes responsible for the observed pattern of disease in families. Subsequent to the local-
ization of a relevant genomic region, molecular cloning techniques are used to isolate the
specific DNA sequence associated with the cause of the disease in question.

It is notable that this hierarchical approach relies primarily on patterns of disease in
families to infer the existence of a causative gene, and that little or no information about
the structure or function of these genes is available until the gene is cloned and studied
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using methods of molecular biology. With the completion of the human genome
sequence and the characterization of genes and germline genetic variants, these model-
ing approaches take on a different meaning: less reliance on identifying genes, and more
value in modeling the relationship of these genes with disease itself.

3.1. Studies of Mendelian Segregation

Analyses that determine a disease aggregates in families provide limited information
about the existence of a single gene as an explanation for this aggregation. Familial
aggregation can arise from the sharing of either genes or environments, or both, among
relatives. Therefore, additional steps are required before it can be concluded that a sin-
gle gene is responsible for the pattern of cancer in families.

An important step in this process is to evaluate whether the pattern of disease in a
family is consistent with a Mendelian pattern of inheritance. For some cancer syn-
dromes, this requires little in the way of statistical methods because the pattern is clearly
consistent with the inheritance of a single high-penetrance gene. Examples include
hereditary retinoblastoma, Li-Fraumeni syndrome, and others. However, the majority of
cancer does not follow a simple pattern of Mendelian inheritance, and sophisticated sta-
tistical models have been developed that can be used to evaluate objectively the evidence
that a single gene may be acting to cause disease.

3.1.1. Classical Segregation Analysis Approaches

Classical methods have been developed that model whether the probability of an off-
spring of a particular mating type will be affected with the disease (ref. 5, pp. 236–242).
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These methods are based on the expected proportion (i.e., based on Mendelian princi-
ples) of affected children of a given mating type (6). Although they are useful in some
circumstances, these methods are limited in their ability to account for the potentially
complex patterns of disease and its etiology. In particular, these models become com-
plicated when the parental mating type is not known (as is often the case). In addition,
correction for ascertainment of study subjects may be required to obtain unbiased esti-
mates of the proportions of interest. Determination and correction for ascertainment in
these studies can be difficult. Because more flexible models of segregation anlaysis are
available, these models will not be described in detail here.

3.1.2. Likelihood-Based Segregation Analysis Models

Complex segregation analysis has been developed to account for the observed pat-
terns of disease in family data. The principle of these likelihood-based methods is to
specify a statistical model for which the observed data are most likely. Thus, likelihood-
based approaches model past events with known outcomes. The first step in specifying
these models is to specify a likelihood function (7). For known, fixed data points x, and
a parameter or set of parameters q that you want to estimate, it is possible to write:

Ln(h) = f(x1, x2,. . ., xn |h) = f(x1 | h), f(x2 | h),. . .,f(xn | h) = P i f(xI | h)

where x1, x 2,. . ., x n are usually assumed to represent a random sample of data, and h
represents parameters of interest, as described below. It is common to work in log like-
lihood terms so that computations can be made in terms of sums of log likelihoods, i.e.,
log Ln(h) = log[P i f(xi; h)] = S i log f(xi; h). The maximum likelihood estimator (MLE)
of h is the value that maximizes Ln(h) or log Ln(h). To find the MLE, take first deriva-
tive of log Ln(h), set this derivative equal to zero, and solve the equation for h.

This principle can be applied to pedigree data to write the likelihood of the observed
pedigree data given some parameters that describe the family. Three components can be
used to describe a pedigree completely, as depicted in Fig. 2 (8). First, it is assumed that
a single factor (possibly a gene) exists that is causative of disease. A prior probability
(PRIOR) Pr(g) of this factor is the probability that a randomly chosen individual will
have factor g. These models generally assume that random mating has occurred with
respect to the disease gene of interest. Second, the models may specify the transmission
(TRANS) of this factor across generations (9). The model thus considers a mode of inher-
itance that may or may not be consistent with a single gene effect. For example, if we set
TRANS � Pr (offspring genotype|father genotype, mother genotype) � s, then the fol-
lowing would model a factor that is consistent with a major gene such that s1 � Pr
(AA|AA, AA) � 1.0, s2 � Pr (AA|AA, Aa) � 0.5, and s3 � Pr (AA|aa, aa) � 0.0. Mod-
els that specify the values of the s’s can be used to determine if the pattern of transmis-
sion is consistent with a single gene.

Finally, it is important to model the relationship of genotype to phenotype using a
penetrance function (PEN), which is defined as Pr (phenotype|genotype). For example,
for an autosomal dominant disorder with complete penetrance, we may specify Pr
(Affected|g) � 1 if g � AA, Aa, and 0 if g � aa, assuming that A is the allele associ-
ated with disease. However, more complex models can be specified that allow the pen-
etrance function to consider age-specific penetrance, incomplete penetrance, etc.
Similarly, the penetrance function can be used to evaluate whether the disease is con-
sistent with dominant, recessive, or other modes of genetic inheritance.
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Inferences from these models are made by comparing the likelihoods resulting from
two or models using a variety of statistics that assess which model best fits the data. This
best fitting model can then be used to determine whether a single gene, environmental
exposure, or some other combination of factors explains the pattern of disease in families.

There are many advantages to undertaking a segregation analysis. First, the models
provide information about whether a single gene can be detected that explains the pat-
tern of disease in families, and thus may provide impetus for future genetic studies of
the disease, or redirection of efforts in other directions. For example, the segregation
analysis can be used to identify specific types of families that may be more likely to
have a single gene etiology, and would thus be more amenable to genetic linkage analy-
sis (see Subheading 3.2.). Segregation analysis models can also estimate the frequency
of disease-causing mutations in the population, and possibly determine the mode of
inheritance of the genetic disorder. In both cases, this information may be valuable in
the genetic characterization of disease, and may be required for subsequent modeling
studies using genetic linkage analysis.

Fig. 2. Pedigree likelihoods: (A) Components of the pedigree likelihood used in segregation analy-
sis; (B) Components of the pedigree likelihood used in linkage analysis.



3.2. Studies of Genetic Linkage

Once there is evidence for a genetic etiology for a disease (possibly coming from for-
mal segregation analyses), families are identified that are likely candidates for having
such a gene. These families tend to have more clearly Mendelian patterns of disease, and
may have patterns that include an earlier age of diagnosis or other clinical features that
hallmark apparently hereditary forms of the disease. Rarely, patterns of multiple cancers
can be observed that are consistent with hereditary syndromes.

The goal of genetic linkage analysis is to track the co-segregation of disease with
genomic DNA biomarkers across relatives. Two general approaches to linkage analysis
exist using Identity by State (IBS) and Identity by Descent (IBD) methods, as described
below.

3.2.1. IBS Approaches

IBS occurs when two alleles are identical on inspection, regardless of their ancestral
source. Alleles that are IBS are not always IBD. Methods that use IBS to infer genetic
linkage rely on the principle that relatives with the disease may share genes IBS more
frequently than expected for family members with a particular degree of relationship
(10). This approach is valuable because it does not require that a penetrance model or
mode of inheritance be specified, and these models can be efficient in that they may
require only affected individuals.

Using Mendel’s laws it is possible to predict the probability that two relatives will
share an allele IBS. IBS linkage analysis approaches simply compare the observed dis-
tribution of alleles among relatives with specific degrees of relationship to the expected
distribution. If the observed and expected distributions are not different from one
another, then the null hypothesis (no linkage) is true.

In order to determine this objectively, it is possible to create a test statistic that eval-
uates whether the observed sharing of alleles is greater than that expected under the
null hypothesis. For example, compute Zij over all pairs of typed relatives i and j such
that Zij � 1⁄4 {[d11; f(p1)] � [d12; f(p1)] � [d21; f(p2)] � [d22; f(p2)]}, where d is 1 if
an allele is shared and 0 if not, and f(p) is some weighting function of the allele fre-
quency (11).

3.2.2. IBD Approaches

IBD models require that identical alleles have been inherited from a common ances-
tor. Alleles that are IBD are always IBS. The principle used in these approaches is to
track the co-segregation of alleles from ancestors to descendants assuming specific
models of Mendelian inheritance. These models may required data on both affected and
unaffected relatives, and usually require pedigree data with information about parental
genotypes for the individuals being studied. However, analysis can be done using affect-
eds only, pairs of relatives, or whole pedigrees.

The principle of this approach is to measure the likelihood that a genetic marker with
a known genomic location co-segregates with an inferred (i.e., unknown, unmeasured)
disease gene. If evidence for linkage is found with a particular genetic marker, it is
assumed that the marker lies nearby the disease gene of interest.
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The most common IBD approach is that of lod score linkage analysis using likelihood-
based models similar to those described above (12,13). The lod score is defined as

L(family data|h)
Z(h) � log10

__________________________
L(family data|h� 1⁄2)

where h is a recombination fraction defined as the probability that a gamete produced
by a parent is a recombinant, L is the likelihood specified in a manner similar to that
described above for segregation analysis. Inferences about the presence or absence of
genetic linkage can be made as follows. A value of Z > 3 provides evidence for linkage,
while a value of Z < �2 provides evidence against linkage. Analyses fall into two gen-
eral categories: two-point and multipoint analyses. Two-point analysis estimates a sin-
gle recombination fraction h between two loci (two markers, or a marker and a disease
gene). Multipoint analysis is used to determine the relative locations of multiple loci.

Although this type of linkage analysis can provide the strongest evidence for a causal
relationship of a single gene with disease, and can be extremely flexible in terms of mod-
eling the relationship of the gene to its associated disease, the lod score method is also
prone to violations of underlying assumptions and may be limited in its ability to
account completely for the complexity of the disease process itself. These models are
sensitive to model misspecification, errors in determining marker genotypes, and miss-
ing pedigree data. These approaches also need to (and in many cases are able to) account
for the fact that a disease may be etiologically heterogeneous, when the disease is
explained by different genes in different families.

Lod score-based linkage analysis generally proceeds in two phases: a hypothesis gen-
erating phase (in which initial indications for linkage are explored) and a hypothesis
testing phase (in which initial linkages are confirmed and the specific location of a dis-
ease gene is narrowed down to a small region of a particular chromosome relative to
known markers). The initial hypothesis generating phase of linkage analysis usually
involves two-point analyses, in which a single recombination fraction hbetween two loci
(two markers, or a marker and a disease gene) is estimated. This often involves com-
puting a lod scores for a range of values of h (e.g., 0, 0.01, 0.05, 0.1, 0.2, 0.3, 0.4), and
may involve using iterative methods to estimate the maximum lod score and the associ-
ated value of h that maximizes the likelihood L(h).

Once a linkage has been identified by this two-point analysis, refinement of the location
of the putative gene of interest is accomplished by the use of multipoint linkage analysis to
determine the relative locations of multiple marker loci and the disease gene. Although
many algorithms exist for this type of analysis, multipoint lod scores can be obtained by
simultaneously estimating the relative location of three or more loci, one of which may be a
disease locus. A general problem with this approach is that for n loci, there are 1⁄2 n! orders
that may need to be considered. Thus, location scores can be computed that determine the
location of a putative disease locus relative to a fixed map of marker loci. This approach
requires that only n orders be considered. For example, for a fixed map of three markers (M1,
M2, M3) and a disease locus (D), determine first log10 L for each order (i.e., L1 � D-M1,-M2-
M 3; L2 � M 1-D-M2-M 3; L3 � M 1-M 2-D-M 3; L4 � M 1-M2-M3-D). Then, use log10(Li) �
log10(Lj) � t > 0 to determine whether the odds that i is a better order than j are 10t : 1, and
conclude which order is best if t > 3. Using this information, a multipoint map can be pro-
duced with location scores to identify the most likely location of the disease gene.
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The previous description implies that a targeted approach to linkage analysis can be
undertaken that involves specific genomic regions. However, there is often no a priori
information about the putative location of a disease gene, and a genome-wide scan may
be required. While either IBS or IBD approaches may be used, genome-wide scans gen-
erally involve a two-step approach that uses many (often 300 or more) highly polymor-
phic markers. First, two-point analyses are undertaken using a set of “anchor” markers
that are spaced evenly throughout the human genome. Potential linkages are evaluated,
often with potential linkages being considered even though lod < 3.0. Second, areas con-
taining possible linkages are reanalyzed using more closely spaced markers in the
region(s) of interest to confirm the presence of linkage, and possibly to undertake mul-
tipoint analysis to refine the location of the putative disease gene. Positive evidence for
linkage, including the evaluation of obligate recombinant events, may narrow the region
of interest to a level at which molecular cloning techniques can be applied to isolate the
DNA sequence responsible for the observed linkage.

3.2.3. Transmission Disequilibrium Test Methods

The transmission disequilibrium (TDT) approach is a means of evaluating linkage
(i.e., h< 1⁄2) between alleles and disease using a family-based approach (14). Briefly, the
TDT approach compares chromosomes (i.e., alleles) rather than individuals in a
matched design in which the ‘cases’ consist of those chromosomes that have been
transmitted from parent to affected offspring, while the ‘controls’ consist of those chro-
mosomes that have not been transmitted from parent to affected offspring. The data used
for this approach are represented in the following table:

Nontransmitted allele
M m Total

Transmitted allele M w x w � x
m y z y � z

Total w � y x � z 2n

A standard McNemar’s test can be used to evaluate, over a series of such parent–off-
spring transmissions, whether there is evidence for deviation from Mendelian expecta-
tions.

The TDT approach is a valid test for genetic linkage in the presence of association.
That is, linkage will only be detected if association is also present. This approach has
also been extended in a variety of ways to allow for flexibility in modeling and in terms
of which siblings can be included in the analysis to reconstruct missing parental geno-
types (15). The model can also be extended to incorporate analysis of genotype–envi-
ronment interactions (16–18). Similarly, extensions of the original TDT method have
been developed that incorporate information about siblings (15).

3.2.4. Linkage Methods Specific to the Identification of 
Tumor Suppressor Genes

The power to detect genetic linkage for tumor suppressor genes can be improved if the use
of loss of constitutional heterozygosity (LOH) in tumor tissue is considered. A central goal
of tracking marker segregation across multiple generations in a family is to establish the
gametic phase of alleles. However, knowledge of gametic phase can also be gained by know-
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ing which allele(s) have been lost in a tumor. Information about LOH can therefore be used
to augment information about gametic phase gained from segregation of alleles. In particu-
lar, for cancers with a late age of onset, for which information about older generations may
not be available, LOH data can substantially improve the power to detect genetic linkage.

Approaches for the incorporation of LOH data in both lod score linkage analysis and
affecteds-only approaches (18–23) have been proposed. The value of LOH data in link-
age analyses depends with what certainty gametic phase can be inferred (18), as well as
how often LOH is observed in tumors (23). Therefore, use of LOH data in genetic link-
age analysis can be of value in identifying tumor suppressor genes.

4. Association Studies

Genetic association studies tend to involve measured genes (usually candidate genes
with a known or hypothesized function) that are involved in more complex disorders that
do not necessarily follow a Mendelian pattern of inheritance. These approaches gener-
ally employ unrelated individuals in case–control or cohort study designs, although fam-
ily members are used in some association study designs. The statistical methods of
association studies are aimed at determining the relationship of a measured genotype
with the occurrence of disease.

Unlike high-penetrance genes, which may confer Mendelian dominant patterns of
disease inheritance consistent with tumor suppressor genes, most low-penetrance genes
act by mechanisms other than tumor suppression. For example, most low-penetrance
genes are involved in the metabolism of environmental carcinogens (e.g., members of
the cytochrome P450 family) or steroid hormones, are involved in DNA damage and
repair pathways, or function in other metabolic pathways relevant to the generation of
somatic mutations, maintenance of DNA integrity, or control of cell growth. However,
polymorphic variation in tumor suppressor genes (e.g., missense variants rather than
protein truncating mutations) may confer a slight increase in cancer risk. In contrast to
the methods described above, which would be used to identify high-risk effects of muta-
tions in a tumor suppressor gene, a very different set of analytical tools is required to
identify the relatively weaker associations of low-penetrance variants.

4.1. Haplotype Relative Risk or Affected Family-Based Controls Methods

In order to minimize the potential for population structures leading to a false positive
association, a number of approaches have been used that employ data on relatives of
cases. One of these approaches is the haplotype relative risk (HRR) or affected family-
based controls (AFBAC) method. Falk and Rubinstein (24) originally proposed the HRR
method comparing the 2n parental alleles that are transmitted to affected offspring
against the 2n parental alleles not transmitted to affected offspring as a means of detect-
ing allelic associations with disease. This method was similarly presented by Thomson
(25), and is calculated by using the data shown in the following table:

M allele m allele Total
Transmitted allele a 2n –a 2n
Nontransmitted allele b 2n – b 2n
Total a � b 4n – a – b 4n
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This approach controls for ethnicity, and thus should alleviate the potential for pop-
ulation stratification as an explanation for an association between a gene and disease.
Ewens and Spielman (26) have shown that this approach tests association in the pres-
ence of linkage, and is not a valid test of genetic linkage. In addition, Ewens and Spiel-
man (26) have shown that this test may not be a valid test of association because it
requires random mating and the absence of population admixture for at least two gen-
erations prior to the sampling of affected offspring. Because of these limitations, the
HRR/AFBAC methods have not been as widely applied as the TDT or case–control
methodologies described elsewhere in this chapter.

4.2. Other Approaches Using Relatives as Controls

A number of study designs have been proposed that use related controls to com-
pare with cases. Penrose (27) and others have proposed the use of unaffected siblings
as controls (28–29). The use of relatives as controls limits the potential for popula-
tion stratification (see above). Gaudermann et al. (30) have shown that sibling or cousin
controls are less efficient than unrelated controls for detecting the main effect of geno-
type on disease, but are more efficient for the detection of interactions involving geno-
types. However, this relative efficiency decreases as the genotype frequency increases,
so that the use of relative controls may be advantageous to only some situations in
which the genotypes of interest are very rare. Related designs have been proposed
using siblings (31–34) or parents (the haplotype relative risk or AFBAC method
[24–25,35]) as controls. The TDT method, described above, is an additional variation
on the use of relative controls that tests for linkage in the presence of association.

Use of relatives is limited because an association may be explained by linkage dise-
quilibrium and not a true disease-causing effect. Another disadvantage is that using
unaffected siblings or parents as controls may lead to an increased sample size require-
ment, possibly because of overmatching on exposures (34). Relative controls are also
more costly to identify and collect that unrelated controls. The primary advantage of
these methods is that the alleles studied are ‘matched’ on ethnicity. Therefore, this
approach has the advantage of eliminating the potential for spurious associations due to
the effects of population stratification (i.e., confounding due to ethnicity). However, for
late-onset diseases such as cancer, this may be an impractical approach, and it has been
shown that population stratification among mixed Caucasian populations may not be a
significant issue in most study settings (36). Nonetheless, it may not be possible to char-
acterize ethnicity adequately in many settings. If this is the case, these relative-based
methods are appropriate analytical choices.

4.3. Studies of Association Using Unrelated Individuals

Studies using candidate genes are amenable to traditional epidemiological study
designs including case–control and cohort studies. In general, the same principles that
are required for a well-designed and well-conducted epidemiologic study are also rele-
vant for a molecular epidemiologic study relating candidate genes to disease. Concerns
about study biases from traditional epidemiology are similarly relevant to candidate
gene association studies. As these designs are discussed in detail elsewhere (37), they
will not be discussed further here. Although the case–control and cohort designs are
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effective and appropriate for the study of genotype-disease associations, other nontra-
ditional study designs have emerged to accomplish genotype–disease associations.
Some of these are described in the subsequent sections.

4.3.1. Case–Control and Cohort Designs

4.3.1.1. STUDIES OF INTERACTION

An important aspect of association studies is the ability to detect interactions among
genotypes and between genotypes and environments. In its simplest sense, interaction
can be defined as deviations from independence between two or more factors. Interac-
tion effects can be measured on additive or multiplicative scales. For risks R (measured,
for example, by risk or odds ratios), additive interactions can be defined as Rge � Rg �
Re � 1, and multiplicative interactions can be defined as Rge � R g � Re.

Generally speaking, interactions can be generated using either joint or stratified mod-
els. For the simplest case of an exposure with two levels (exposed and unexposed) and
a genotype with two levels (a low-risk genotype and a high-risk genotype), a joint model
would consider a single reference group defined by the genotype and exposure (usually
those who are unexposed and have the low-risk genotype), which is compared with the
remaining genotype–exposure combinations (e.g., those who are unexposed and have
the high-risk genotype, those who are exposed and have the low-risk genotype, and those
who are exposed and have the high-risk genotype). Three odds or risk ratios would there-
fore be estimated. A stratified model would consider the effect of exposure in the low-
risk genotype and in the high-risk genotype separately, giving two odds or risk ratios.
These models are readily extended beyond two levels of exposure or genotype. In each
case, formal tests of interaction should be generated.

4.3.1.2. SPECIAL CONSIDERATIONS WHEN MAKING INFERENCES FROM

ASSOCIATION STUDIES

Although the general statistical considerations for genotype–disease association stud-
ies are not different than those of ‘traditional’ association studies, there are some consid-
erations that are specific to associations involving genotype data. A commonly discussed
concern with case–control or cohort-based association studies is that of population strat-
ification. Population stratification is a form of confounding by ethnicity, in which popu-
lations with different genotype frequencies and different disease risks are combined
analytically to produce a spurious positive association. There are four major determinants
of population stratification. First, allele frequencies must vary by ethnicity. Second, can-
cer rates must vary by ethnicity. Third, variation in allele frequencies and cancer rates
must track together across populations (e.g., in those populations in which cancer rates
are higher, susceptibility allele frequencies must also be higher). Finally, population
stratification is more likely to be of concern when ethnicity cannot be easily determined,
and thus cannot be dealt with analytically (e.g., by matching or statistical adjustment).

A hypothetical example of population stratification is presented in Fig. 3. In this
example, the frequency of disease and the frequency of the genetic variant of interest
differ between populations, but there is no association of genotype and disease within
either population. However, if the two populations are mixed, and analysis is under-
taken ignoring the fact that these are distinct populations, a spurious association is
induced. Analyzing populations that are ethnicity or racially heterogeneous may result
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in associations that suffer from population stratification. Two general approaches have
been proposed to deal with this potential problem. The first is to use family-based
studies in which all individuals being analyzed are related, and thus “matched” for
ethnicity. The second is a recognition that population stratification is a manifestation
of confounding by ethnicity, and can be corrected by using standard tools of epi-
demiology that deal with confounding in general, namely, matching or statistical adjust-
ment. Wacholder et al. (36) and Millikan (38) considered typical values for parameters
used in association studies (background genotype frequency rates, etc.), and reported
that population stratification is not likely to represent a major problem in typical asso-
ciation studies involving Caucasian populations, or populations of African Americans
and Caucasians in which these ethnicities can be known and accounted for analyti-
cally. In particular, Wacholder et al. (36) reported that the larger the number of eth-
nicities that are considered, the less likely it is that population stratification is likely
to affect study results.

As with other measures used in epidemiologic association studies, misclassification
in exposure assessment or genotype determination can affect the statistical power (and
therefore the sample size required to detect an association). For example, Garcia-Closas
et al. (39) estimated that a 5% misclassification in genotype would inflate the sample
size required to detect an OR of 2 from 720 to 900 cases, and could result in a bias in
the odds ratio estimate toward the null hypothesis. Although this problem is well known
in epidemiology, Increased misclassification leading to decreased power, increased
study cost, and biased point estimates should be considered in assessing genotype–
disease associations.

A final consideration is whether it is appropriate to use alleles or genotypes in asso-
ciation with disease. Clearly, it is attractive to consider analyses with a sample size that
is doubled because alleles are counted rather than genotypes (i.e., individuals). Under
Hardy-Weinberg equilibrium (HWE) conditions, analysis of alleles or genotypes is
equivalent. However, when HWE conditions are not met, v2 tests and OR estimates of
association may be biased (40). Therefore, tests for HWE may be valuable prior to
undertaking associations. In addition, it may be valuable to consider that the concept of
“risk” is for individuals (i.e., genotypes), not alleles in isolation. Therefore, depending
on the research question of interest, some inferences may be better made using geno-
type information.

Fig. 3. Hypothetical example of population stratification inducing a spurious genotype–disease
association.



4.3.2. Case–Case Designs

Case–case designs are a potentially efficient approach to evaluate potential geno-
type–genotype or genotype–environment (41–43) or genotype–genotype (5) interac-
tions. For the simple situation in which there is a binary genotype and a binary exposure
(or two binary genotypes), the following contingency table can be drawn:

Genotype
� �

Exposure � w x
� y z

A measure of the relationship between these two factors is given by the case-only
odds ratio w = wz/xy, which measures the departure from a multiplicative joint effect of
the genotype and the exposure. This model assumes that the genotype and exposures are
independent in the source population from which cases arose (or the two genotypes are
not in linkage disequilibrium). That is, there is independence of the factors in controls,
had they been measured. This approach also assumes that there is no differential selec-
tion of cases based on factors of interest. It has not been formally evaluated whether this
assumption will usually be met. Using this measure, we can infer a multiplicative inter-
action if w = 1, a more than multiplicative interaction if w > 1, and a less than multi-
plicative (e.g., additive) interaction if w < 1.

The advantages of this approach are the reliance on cases with disease only, which
are often readily available and thus an efficient study sample. Because there are no con-
trols, issues of appropriate control selection, matching, etc., are not a consideration.
However, careful definition of cases, including the use of proper inclusion/exclusion cri-
teria, is important. The primary disadvantage of this approach is that it does not provide
a direct measure of disease risk, since all study subjects have the disease. Begg and
Zhang (41) have specified the relationship between w and the true relative risk of dis-
ease exists. Schmidt and Schaid (44) have noted that w is not identical to the odds ratio
obtained from a case–control study, since the case–control design compares cases with
unaffected individuals (i.e., controls), while the case-only study compares affecteds
against a general reference population. Other disadvantages of this approach include the
fact that this method provides only a measure of departures from multiplicativity of two
risk ratios, not departures from additivity, and it does not evaluate the marginal effect of
individual factors (genes or environments separately) on disease risk.

4.3.3. Psuedo-Data Approaches

A number of sampling designs has been proposed the use various combinations of
genotype and/or exposure data from a study in which cases and controls are available,
but there are limited resources, logistical concerns, or ethical limitations in generating
genotype data on all study subjects. For example, Umbach and Weinberg (17) have pro-
posed a series of log-linear models that can be used to efficiently evaluate genotype–
environment interactions, as described below.

4.4.3.1. DE-LINKED CONTROLS

Using a log-linear model, estimates of genotype–environment interaction (but not the
main effects of genotype or environment separately) can be obtained from data in which
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both cases and controls are genotyped, but the genotype information is ‘delinked’ from
controls. This provides only marginal genotype frequencies (i.e., no link between an
individual control and their genotype), and the genotype itself is not linked to their expo-
sure. This model can be defined as:

log udge � l0 � a0E � b0G � c0GE � l1D � a1DE � b1DG � c1DGE

where D, G, and E denote the disease, genotype, and environment, respectively; l0, l1,
a0, b0, c0 � joint genotype–exposure distribution in controls, l1 � fitted marginal totals
for cases and controls compared to observed data, a1 � disease–exposure relationship,
b1 � disease–genotype relationship, and c1 � genotype–environment interaction rela-
tionship with disease. A central assumption of this design is that genotype and exposure
are independent in controls. When this is the case, c0 � 0 and

log udge � l0 � a0E � b0G � l1D � a1DE � b1DG � c1 DGE

Therefore, valid estimates of the genotype–environment interaction are possible with-
out using individual information about genotypes of controls. This approach may be
valuable when there are concerns about linking genetic information to an individual.

4.3.3.2. EXPOSURE DATA ONLY IN CONTROLS

Using the same model structure as described above, we can define
log udge � l0 � a0E � l1D � a1DE � b1DG � c1DGE

where genotype can be coded as a (0, 1) variable in cases and missing in controls. As
above, the interaction effects involving genotype can be estimated, but genotype main
effects are not estimable. This design may be valuable when there are limitations in
resources available to genotype all study participants or when there are ethical concerns
about genotyping controls.

4.3.3.3. INDEPENDENT CONTROL GROUPS

If genotype data are available from one control group, and exposure data from
another, it is possible to estimate genotype–environment interaction effects using two
separate control groups using the models described in the previous sections. The major
concern with this approach is that a poor choice of genotyped ‘controls’ can induce bias,
particularly if the genotyped control group and the exposure-assessed control group are
not comparable, and even more so if one or more of the control groups has not been
drawn from the population out of which the cases arose.

5. Summary

The goal of appropriate epidemiologic approaches to identify cancer susceptibility
genes is to maximize the potential of identifying causal relationships and minimize the
potential that spurious relationships will be found. It is similarly important to target the
appropriate approach for the identification of specific types of genes. Germline muta-
tions in high-penetrance genes often confer Mendelian patterns of inheritance, and can
be optimally identified by segregation and genetic linkage analysis methods. In contrast,
low-penetrance genes may not confer Mendelian patterns of inheritance, and may be
involved in cancer etiology only through complex interactions with other genes and
exposures. Association studies may be more appropriate means of determining a role for
these genes in cancer etiology.
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Characterization of Translocations in Human Cancer

Keri Fair and Michelle M. Le Beau

1. Introduction

Recurring chromosomal abnormalities are associated with distinct subtypes of
leukemia or lymphoma that have unique morphologic, immunophenotypic, and clinical
features, such as response to therapy (1–4). Thus, cytogenetic analysis of an individual’s
malignant cells plays a major role in the diagnosis and subclassification of a hematologic
neoplasm. Examples of the clinical-cytogenetic subtypes of acute myeloid leukemia
(AML) include the t(15;17) in acute promyelocytic leukemia (AML-M3), and the t(8;21)
in acute myeloblastic leukemia with maturation (AML-M2) (1–3). A number of recurring
abnormalities have also been recognized in solid tumors. At present, there are more than
600 recurring translocations associated with human cancers (1–3,5). The vast majority of
these have been identified in the hematologic malignant diseases; however, some are
associated with mesenchymal tumors, particularly the pediatric small round blue cell
tumors, e.g., Ewing sarcoma and rhabdomyosarcoma. Although epithelial tumors repre-
sent the most common cancers (lung, breast, and colon carcinomas), only a few recurring
abnormalities have been identified in these diseases.The Mitelman Database of Chromo-
some Aberrations in Cancer provides a registry of the abnormal karyotypes identified in
greater than 37,000 neoplasms (>100,000 aberrations) (5). Another relevant database has
been developed by the Cancer Chromosome Aberration Project, which integrates cyto-
genetic and genomic databases relevant to cancer (http://www.ncbi.nlm.nih.gov/CCAP).

Molecular analysis has revealed that the recurring chromosomal abnormalities result
in the altered function of oncogenes or tumor suppressor genes; thus, chromosomal
aberrations represent genetic mutations that are involved in the pathogenesis and pro-
gression of human tumors (1,2,6,7). Translocations typically act as dominant, or domi-
nant negative, genetic traits, in that altering a single allele is sufficient to alter cell fate.
The genes that are located at translocation breakpoints encode proteins that participate
in a variety of normal cellular functions, including growth-factor receptor activation and
signal transduction; however, the largest class of genes encodes transcription factors.

There are several mechanisms by which chromosomal translocations result in altered
gene function. The first is deregulated gene expression. This mechanism is characteris-
tic of the translocations in the lymphoid neoplasms that involve the immunoglobulin
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genes in B-lineage tumors, or the T-cell receptor genes in T-lineage tumors (1,2,7). These
rearrangements result in inappropriate expression (either overexpression or aberrant
expression in a tissue that does not normally express the gene) of the partner gene
involved in the translocation, typically with no alteration in its protein structure. The sec-
ond, and most common mechanism, is the expression of a novel fusion protein, result-
ing from the juxtaposition of coding sequences that are normally located on different
chromosomes (1,2,7). Such fusion proteins are tumor-specific in that the fusion gene
does not exist in nonmalignant cells; thus, the detection of such a fusion gene, fusion
transcript, or fusion protein can be important in diagnosis, in identifying residual dis-
ease or relapse, and in the development of tumor-specific therapy. An example is the
BCR/ABL fusion protein, resulting from the t(9;22) in chronic myelogenous leukemia;
Gleevec, an ABL tyrosine kinase inhibitor, and has led to impressive responses in
patients with this disease (8).

Several experimental techniques can be used for the characterization of translocations
in human tumors, including (a) conventional cytogenetic analysis, (b) fluorescence in
situ hybridization (FISH), (c) polymerase chain reaction (PCR) and reverse transcrip-
tion PCR (RT-PCR), and (d) real-time PCR. This chapter provides protocols for con-
ventional cytogenetic analysis and FISH detection of chromosomal abnormalities.

1.1. Characterization of Translocations Using Cytogenetic Analysis

The use of cytogenetic analysis to detect recurring translocations in malignant dis-
eases requires the analysis of metaphase chromosomes obtained from dividing cells.
Mitogens that induce cells to divide in culture are rarely used in cancer cytogenetics,
because stimulation of the division of normal cells may interfere with the analysis of
spontaneously dividing malignant cells. In the leukemias and lymphomas, cytogenetic
analysis is typically performed on bone marrow aspirates or biopsies, peripheral blood,
pleural or ascites fluid, or lymph node or tumor mass biopsies. For solid tumors, the
analysis is performed on tumor biopsies following short-term culture. Detailed proto-
cols for processing specimens from patients with leukemia, lymphoma, or a solid tumor
have been described previously (9,10). To increase the numbers of cells in metaphase,
cells are accumulated in mitosis using Colcemid, followed by sequential exposure to a
hypotonic solution to increase cell volume, and fixation. Chromosome preparations are
generated by dropping the fixed cell suspension onto microscope slides, and are stained
using histologic stains. Cytogenetic analysis is performed by microscopy, and images
are recorded by photomicroscopy, or digitally using an automated karyotyping system.

1.2. Characterization of Translocations Using FISH

FISH techniques have been reviewed elsewhere, and are summarized here (11,12).
FISH is based on the same principle as Southern blot analysis, namely, the ability of sin-
gle-stranded DNA to anneal to complementary DNA. In the case of FISH, the target
DNA is the nuclear DNA of interphase cells, or the DNA of metaphase chromosomes
affixed to a microscope slide. FISH can also be performed using bone marrow or periph-
eral blood smears, or fixed and sectioned tissue. The test probe is labeled through incor-
poration of a chemically modified reporter nucleotide covalently bound to biotin or
digoxigenin, or directly conjugated to fluorochromes. After the test probe anneals to its
complementary sequences, the probe is detected via the attachment of a fluorochrome to
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molecules, such as streptavidin or anti-digoxigenin antibodies, which have a high affin-
ity for the reporter nucleotide. The end result is visualized by fluorescence microscopy,
and appears as a brilliantly colored signal at the hybridization site. The high sensitivity
and specificity of FISH, combined with the speed with which the assays can be per-
formed, has made FISH a powerful adjunct to cytogenetic analysis. In addition, FISH can
be performed with interphase cells, thus eliminating the need for dividing cells.

A variety of probes are used to detect chromosomal abnormalities by FISH; a partial
list of probes commercially available for cancer diagnostics is given in Table 1. A num-
ber of these probes are directly conjugated to fluorochromes, which has the advantage of
eliminating the probe detection step. Directly labeled probes also provide strong signal
with low background. FISH probes can be divided into three groups: (a) probes that iden-
tify a specific chromosome structure, such as the centromere; (b) probes that hybridize to
multiple chromosomal sequences, such as whole-chromosome painting probes; and
(c) probes that hybridize to unique DNA sequences, e.g., translocation-specific probes.

FISH strategies for the detection of recurring translocations take advantage of the
ability to detect hybridized probes derived from the breakpoints of specific transloca-
tions using multiple fluorochromes (13). In the conventional method, a single fusion sig-
nal is detected via the hybridization of dual-color locus-specific probes to their target
sequences at the junction of the translocation breakpoints on one of the derivative chro-
mosomes. Probes of this type have a relatively high number of false-positive fusion sig-
nals (1.5–5.6%), as a result of the close proximity and random juxtaposition of target
chromosomes in interphase nuclei. The sensitivity of single-fusion FISH probes is
5–10% (mean number of fusion signals in normal samples plus two standard devia-
tions), thus limiting their use in the detection of minimal residual disease (14).

The next generation of translocation-specific FISH probes, extra-signal (ES) probes,
was introduced recently (Vysis, Inc, http://www.vysis.com). With the two-color ES
probes, DNA sequences flanking the breakpoints on the involved chromosomes are
brought together to form a yellow fusion signal; however, part of the DNA sequences
recognized by one of the probes remains at the original site, giving rise to an extra sig-
nal in a single color. False-positive signals can be distinguished from genuine fusion sig-
nals resulting from the translocation by virtue of the absence of the extra signal. The
application of these probes results in an improvement of sensitivity, and can detect
translocation-positive cells in <1% of nuclei in a sample (15).

A third type of probe is a dual-fusion signal probe, e.g., the BCR/ABL probe mar-
keted by Ventana Medical Systems, http://www.ventanamed.com. In this case, the
probes span the involved genes; cells with the translocation have one red and one green
signal observed on the normal homologs, and two yellow fusion signals observed on
both derivative homologs. This type of probe has a substantially lower rate of false pos-
itive cells, and the cutoff value for a positive result is ~1% (16).

A fourth type of probe is referred to as a two-color break-apart probe. An example
is the MLL probe marketed by Vysis, Inc., to detect the recurring translocations of
11q23. In two-color break-apart probes, DNA sequences from the 5� and 3� regions of
a single gene are differentially labeled and detected with red and green fluorochromes.
In the germline configuration, a yellow fusion signal is observed, whereas separate red
and green signals are observed when the sequences are separated as a result of a translo-
cation. The sensitivity of this type of probe is exceedingly high (cutoff value of ~1.7%),
with very high specificity.
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2. Materials
2.1. Culture of Hematopoietic Cells for Cytogenetic or FISH Analysis

1. Standard culture medium: 90% RPMI 1640, 10% heat-inactivated fetal bovine serum, 10
mM HEPES (1 mL per 100 mL), 100 U/mL penicillin/100 lg/mL streptomycin (1 mL per
100 mL), 37�C, pH 7.2–7.3. All reagents are obtained from Invitrogen Life Technologies.
Prepared media may be stored for up to 7 d at 4�C, and used within this time period.

2. Unopette test (Becton Dickinson).

2.2. Preparation of Metaphase Cells for Cytogenetic or FISH Analysis

1. KaryoMAX Colcemid (10 lg/mL) in PBS (Invitrogen Life Technologies, 10 mL): Dilute
with 10 mL phosphate-buffered saline (PBS). The resulting concentration of the Colcemid
stock solution is 5 lg/mL.
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Table 1
FISH Probes to Detect Chromosomal Abnormalitiesa

Diseaseb Abnormality Probe Formatc Vendord

AML-M2 t(8;21) RUNX1/ETO Two-color dual fusion Vysis
AML-M4Eo inv(16)/t(16;16) CBFB Two-color break-apart Vysis,

Ventana
AML-M3 t(15;17) PML/RARA Two-color single fusion Vysis,

Ventana
AML t(11q23) MLL Two-color break-apart Vysis, 

Single color Ventana
AML/MDS �5/del(5q) EGR1/D5S721 Two-color deletion Vysis
AML/MDS �7/del(7q) D7S522/CEP7 Two-color deletion Vysis
AML/MDS del(20q) D20S108 Single color Vysis
AML/MDS �8 CEP8 Single color Vysis,

Cytocell, Ltd
CML t(9;22) BCR/ABL Two-color single fusion Vysis

BCR/ABL ES Two-color extra signal Vysis
MBCR/ABL Two-color single fusion Ventana
BCR/ABL Two-color dual fusion Ventana

�8 CEP8 Single color Vysis,
Cytocell, Ltd

i(17q) HER2/CEP17 Two color (17q/centromere) Vysis,
Ventana

ALL t(12;21) TEL/AML1 Two-color extra signal Vysis
ALL t(11q23) MLL Two-color break-apart Vysis
ALL t(9;22) BCR/ABL ES Two-color extra signal Vysis

MBCR/ABL Two-color single fusion Ventana
mBCR/ABL Two-color single fusion Ventana

t(8;14) IGH/MYC Two-color dual fusion Vysis
�9/del(9p) p16/CEP9 Two-color (9p/centromere) Vysis

CLL �12 CEP12 Single color Vysis
del(13q) D13S25/ Single color Vysis 

D13S319
NHL t(14q32) IGH Two-color break-apart Vysis

continued



2. Dulbecco’s phosphate-buffered saline at 37�C (Invitrogen Life Technologies cat. no. 14040).
3. Hypotonic KCl (0.075 M, 0.56%) at 37�C: Potassium chloride, certified ACS grade, Fisher,

5.6 g, deionized distilled water, 1.0 L. Store the hypotonic solution at 37�C, or at 4�C.
4. Fixative: 3:1, absolute methanol:glacial acetic acid, 3 parts Methyl alcohol anhydrous AR,

low acetone, ACS grade, Mallinckrodt (VWR). 1 part acetic acid, glacial, Baker analyzed
reagent (VWR), Mix fixative in a glass-stoppered flask or bottle immediately before initial
use. Store at room temperature. Mix by swirling the flask immediately before each use. Fix-
ative should be prepared fresh for each harvest, and stored for a maximum of 2 h.

2.3. Preparation of Slides for Cytogenetic or FISH Analysis

1. Fixative (see Subheading 2.2.).
2. 95% ethyl alcohol.
3. Glass microscope slides.
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Table 1 (continued)
FISH Probes to Detect Chromosomal Abnormalitiesa

Diseaseb Abnormality Probe Formatc Vendord

t(8;14) IGH/MYC Two-color dual fusion Vysis
t(14;18) IGH/BCL2 Two-color dual fusion Vysis
t(3q27) BCL6 Two-color break-apart Vysis

NHL-ALCL t(2;5) ALK Two-color break-apart Vysis
MCL t(11;14) CCND1/IGH Two-color dual fusion Vysis
Myeloma �13/del(13q) LSI RB1 Single color Vysis

LSI D13S19 Single color Vysis
�17/del(17p) LSI p53 Single color Vysis

LSI D13S19 Single color Vysis
t(14q32) IGH Two-color break-apart Vysis

Miscellaneous
Bone marrow transplants CEPX/CEPY Single color or two color Vysis
Subtelomeric-each chromosomal arm Single color Vysis,

Two-color Cytocell, Ltd

aModified from ref. 12.
bALCL, anaplastic large cell lymphoma; ALL, acute lymphoblastic leukemia; AML, acute myeloid

leukemia; CLL, chronic lymphocytic leukemia; CML, chronic myelogenous leukemia; MCL, Mantle cell
lymphoma; MDS, myelodysplastic syndrome; NHL, non-Hodgkin’s lymphoma.

cIn two-color break-apart probes, DNA sequences from the 5� and 3� regions of a single gene are
labeled and detected with red and green fluorochromes. In the germline configuration, a yellow fusion
signal is observed, whereas separate red and green signals are observed when the sequences are separated
as a result of a translocation.

With two-color fusion probes, DNA sequences flanking the breakpoints of the involved genes are
brought together to form either one (single-fusion probes) or two (dual-fusion probes) yellow fusion sig-
nal(s).

With the two-color extra-signal probes, DNA sequences flanking the breakpoint on the partner chro-
mosomes are brought together to form a yellow fusion signal; however, part of the DNA sequences recog-
nized by one of the probes may remain at the original site, giving rise to an extra signal in a single color.

dVendors of probes for detecting translocations and other abnormalities in human tumors include
Vysis, Inc. (http://www.vysis.com), Cytocell (http://www.cytocell.co.uk), and Ventana Medical Systems
(http://www.ventantmed.com).



2.4. Trypsin-Giemsa Banding of Metaphase Cells

1. 10% hydrogen peroxide: 17 mL of 30% hydrogen peroxide, Baker analyzed (VWR); 33 mL
of double distilled H2O. Just prior to banding, mix the two reagents together well in a Coplin
jar. The jar of 10% H2O2 should be covered when not in use.

2. Isotonic saline diluent (VWR). Adjust pH to 6.8.
3. Trypsin solution: 100 mg trypsin powder, Difco 1:250 (VWR), 100 mL Isoton (pH adjusted

to 6.8). Stir on a magnetic stirrer for 1–2 h. Allow the solution to cool to room temperature
(RT) before banding. Unused solution may be stored at 4�C for 2–3 d, and warm to RT prior
to use.

4. Gurr buffer solution: 1 Gurr buffer tablet, pH 6.8 (Bio-Medical Specialties), 1 L double-dis-
tilled H2O. Stir on a magnetic stirrer until tablet has dissolved. Adjust pH to 6.8. Solution
may be stored at room temperature for up to 6 mo.

5. Giemsa stain solution: 1.5 mL Gurr’s Improved R66 Giemsa Stain (Bio-Medical Special-
ties), 50 mL Gurr Buffer Solution (pH adjusted to 6.8). Mix both reagents well in a Coplin
jar. The thin layer of film/undissolved material that rises to the surface may be skimmed off
with a Kimwipe, or a clean microscope slide. Working solutions of stain should be made
daily.

6. Seven Coplin jars.

2.5. Fluorescence In Situ Hybridization

1. 20� SSC: 353 g sodium citrate, 701.3 g NaCl. Bring volume to 4 L with double-distilled
H2O, and adjust pH to 7.0.

2. 2� SSC: 100 mL 20� SSC:900 mL double-distilled H2O, adjust pH to 7.0.
3. 4� SSC: 200 mL 20� SSC:800 mL double-distilled H2O, adjust pH to 7.0.
4. RNAase: 20� stock solution: 2 mg/mL in 2� SSC. Dissolve 400 mg in 200 mL 2� SSC.

Boil at 100�C for 10 min, cool, and aliquot. Store at –20�C. Working solution: Prepare 200
mL RNAse by diluting 10 mL 20� RNase with 190 mL 2� SSC, pH 7.0 (final concentra-
tion 100 lg/mL).

5. 70% Formamide/30% 4� SSC: 35 mL formamide (deionized):10 mL 20� SSC:5 mL dou-
ble-distilled H2O, pH 7.0. Use deionized nucleic acid-hybridization grade formamide for the
denaturation step; molecular biology-grade formamide may be used for posthybridization
washes.

6. Triton-X 100: 0.1% in 4� SSC.
7. 4,6-Diamidino-2-phenylindole (DAPI) counterstain: Dissolve 10 lg DAPI in 50 mL 2�

SSC (final concentration 200 ng/mL); filter solution into a Coplin jar wrapped in foil or
black tape. Store at 4�C.

8. PDD antifade: Dissolve 300 mg p-phenylenediamine dihydrochloride in 30 mL pH 7.0 Dul-
becco’s PBS. Adjust pH to 8.0. Combine 20 mL PDD stock solution with 80 mL glycerol,
and store this working solution at –20�C in the dark.

9. 70%, 80%, and 95% ethanol.
10. Coplin jars, glass staining boxes, and inserts.

3. Methods
3.1. Culture of Hematopoietic Cells for Cytogenetic 
or FISH Analysis (see Note 1)

1. Centrifuge the bone marrow or blood sample at 800 � g for 8–10 min. Under the laminar-
flow hood, draw off the buffy coat layer in a volume of ~1 mL, and place in a sterile 15-mL
centrifuge tube. Bring the volume to 5–10 mL using medium.
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2. Enumerate the cells using the Unopette test (lyses red cells to facilitate cell counting) and a
hemacytometer; it may be necessary to prepare a dilution (usually 1:5 or 1:10).

3. Using the cover on the capillary pipet, puncture the diaphragm of the Unopette reservoir.
Fill capillary tube by touching the tip to the sample. Squeeze reservoir slightly, cover open-
ing of the capillary pipet, and insert pipet securely into reservoir neck. Release pressure on
reservoir and squeeze reservoir gently 2 or 3 times to rinse capillary bore.

4. Mix diluted sample thoroughly by inverting assembly. Convert the assembly to a dropper by
withdrawing pipet from reservoir and reseal securely in a reversed position. Gently squeeze
sides of reservoir and discard first 3–4 drops. Fill both hemacytomer chambers.

5. Allow the cells to settle for a few minutes, and enumerate the mononuclear cells in ten 
1-mm squares by scoring cells in the 4 corners and middle squares in each of the top and
bottom chambers (100� magnification). Score cells lying on the borderlines of each square
by selecting 2 of the 4 borderlines and uniformly scoring cells lying on these sides only, e.g.,
score cells on top line and left side only.

7. Calculate cell number using the following formula: No. of cells in 10 squares � 103 (hema-
cytometer factor or number of cells/mm3) � 20 (Unopette dilution factor) or No. cells �
20,000 = No. cells/mL of sample.

8. Short-term cultures are initiated by incubating 10 � 106 cells in 10 mL of culture medium
(1 � 106 cells/mL) at 37�C (5% CO2/95% air, humidified atmosphere) for 24–72 h. Incu-
bate culture flasks upright with caps slightly loose. If there are sufficient cell numbers, ini-
tiate 4 cultures (two flasks can be harvested after 24 h, and the remaining two flasks after
48 or 72 h of incubation).

3.2 Preparation of Metaphase Cells for Cytogenetic 
or FISH Analysis (see Note 2)

1. To accumulate cells in mitosis, add Colcemid (0.1 mL per 10 mL culture, final conc. 0.05
lg/mL) to each flask, and mix cell suspension by gently swirling the flask. Incubate for
10–25 min. If there are two cultures, use 10 min for one flask, 25 min for the second flask;
use 25 min if there is only a single flask.

2. Transfer each cell suspension to a 15-mL tube, rinse each flask with 3 mL PBS (37�C) and
transfer PBS to the corresponding tube.

3. Centrifuge the tubes at 800–900 rpm for 8 min.
4. Decant the supernatant. Gently resuspend each pellet by tapping the bottom of the tube, then

add 10 mL of prewarmed hypotonic KCl (0.075 M). Resuspend by inserting a Pasteur pipet
to the bottom of the tube and bubbling air gently through the solution. Incubate the tubes at
37�C for 8 min.

5. Centrifuge at 800–900 rpm for 8 min, and decant the supernatant. Gently resuspend each
pellet by tapping the bottom of the tube. While agitating the tube, add fixative. This is
accomplished by adding 5 drops while rotating the rim of the tube, and allowing the fix-
ative to run down the tube. Tap the bottom of the tube gently as the fixative mixes with
the cell suspension. Repeat twice until tube contains ~1 mL. Process each tube in this
fashion, then bring volume of fixative in each tube to 10 mL. Mix the cell suspension
by bubbling air through a Pasteur pipet. Allow tube to sit at ambient temperature for 10
min.

6. Centrifuge for 8 min at 800–900 rpm. After centrifugation, decant the supernatant, and gen-
tly resuspend each pellet by tapping the bottom of the tube. Add 10 mL of fixative, and mix
each cell suspension by bubbling air through a Pasteur pipet.

7. Repeat step 6. until the supernatant is clear (2–3 times).
8. The cells may be used to prepare slides immediately, or the tubes may be stored at –20�C

for up to 10 yr.
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3.3. Preparation of Slides for Cytogenetic or FISH Analysis (see Note 3)

1. After harvesting, cells can be stored at –20�C indefinitely, or slides can be prepared imme-
diately. In either case, the cells must be washed in fixative 3–6 times. The number of washes
depends on how clean the pellet is, and how clear the fixative is after harvesting.

2. Centrifuge tubes at approximately 1000 rpm for 8 min to pellet the cells. The supernatant is
decanted, and the cell pellet is gently resuspended by tapping the tube. Add 10 mL of fixa-
tive to the tube, and mix the cell suspension by bubbling air through a Pasteur pipet. This
washing process promotes improved chromosome spreading and morphology, and removes
cellular debris.

3. After the last wash, centrifuge sample and discard the supernatant. Resuspend cell pellet in
enough fixative to produce a slightly milky cell suspension (the volume of fresh fixative
required is approximately equal to 10 times the volume of the cell pellet). Care should be
taken to dilute the sample correctly, since underdilution can result in an overly dense slide
and poor spreading of metaphase cells.

4. Clean glass microscope slides by immersing in 95% ethanol followed by wiping with a
Kimwipe or other lint-free cloth.

5. Place one drop of fixative on the top of the slide (below frosted edge); the fixative will
spread and cover the surface of the slide. Care should be taken not to place more than one
drop of fixative onto the dry slide, as too much fixative may cause cell nuclei and metaphase
cells to accumulate along the edges of the slide.

6. Hold the slide at a 60� angle over a steam bath, and drop 4–6 drops of the cell suspension
from a Pasteur pipet held 18–24 in above the slide, beginning at the top of the slide and mov-
ing downward. Immediately place the slide over a steam bath created by running hot tap
water (45–50�C) into a pan. Two glass rods, placed 1.5 in apart across the rim of the pan,
can be used to hold the slides above the water level in the pan.

7. The slides are removed from the pan when the fixative has dried from the upper surface (2–3
min). Examine 1–2 slides/culture under phase contrast microscopy to evaluate the quality of
the metaphase cells. Adjust slide dropping conditions as needed (see Notes).

8. Slides should be aged at room temperature or in a drying oven (55–60�C) for 1–3 days prior
to staining. Slides to be used for FISH or spectral karyotyping analysis should be stored at
4�C in a slide box with a desiccant (Drierite) and sealed with tape.

3.4. Trypsin-Giemsa Staining (see Notes 4 and 5)

1. Age air-dried slides for 1–3 d at room temperature or in a drying oven (50–60�C), then place
on a slide warmer (55–60�C) for 2–4 h. Age fresh slides by placing on a 55–60�C slide
warmer for 4 h prior to staining. Allow slide to cool to room temperature or until slightly
warm and start banding procedure immediately. Do not allow slides to sit at room tempera-
ture after removal from the slide warmer.

2. Just prior to banding, prepare a series of Coplin jars containing the following solutions:
Jar 1: 10% hydrogen peroxide (17 mL 30% H2O2:33 mL ddH2O).
Jar 2: Double-distilled water.
Jar 3: Trypsin solution (50 mL).
Jar 4: 45 mL Isoton (pH 6.8) with 5 mL fetal bovine serum (serum will inactivate trypsin).
Jar 5: 50 mL Isoton.
Jar 6: 1.5 mL Giemsa stain in 48.5 mL Gurr buffer (pH 6.8).
Jar 7: 50 mL Gurr buffer (pH 6.8).

3. Immerse slide in 10% hydrogen peroxide for 15 s, agitating continuously, then rinse in the
double-distilled water jar (jar 2), and drain. The hydrogen peroxide removes cytoplasm that
may be covering metaphase chromosomes, thereby permitting uniform exposure of the chro-
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matin to the trypsin treatment. This will result in more consistent staining of slides prepared
from different samples.

4. Immerse slide in the trypsin solution for 10–25 s. The slide should be agitated continuously
by lifting the slide out of the solution and replacing it carefully. The trypsin time may vary
from sample to sample; therefore, one slide from each culture should be tested to determine
the optimal exposure time at the start of staining. A single slide may be used to test two
trypsin times by immersing the bottom half 2–10 s longer than the top portion of the slide.

5. Quickly dip the slide 5–7 times in jar 4, containing Isoton and FBS.
6. Dip slide 5–7 times in Isoton (jar 5).
7. Stain in buffered Giemsa solution for 8 min.
8. Drain slide and rinse by dipping in Gurr buffer (jar 7). Blot back of slide dry, invert slide by

placing the frosted end down, and allow slide to dry on slide rack in a vertical position. Do
not blot front of the slide.

9. The test slides are examined under the microscope after staining to select the optimal length
of trypsin treatment and staining period. Increase or decrease time as needed.

10. Change solutions after 20 slides are processed.
11. Slides can be coverslipped for permanent storage using Pro-Texx mounting medium. How-

ever, we do not routinely mount slides with permanent coverslips because such slides do not
give good results consistently when additional procedures are applied, e.g., FISH of previ-
ously banded slides.

3.5. Fluorescence In Situ Hybridization (see Note 6)

The following protocol is designed for directly labeled, commercially available
probes, e.g., centromere-specific (CEP), locus-specific (LSI), or whole-chromosome
painting (WCP) probes labeled with SpectrumGreen or SpectrumOrange (Vysis, Inc.,
Downers Grove, IL). Detailed protocols for labeling and FISH of genomic/cDNA probes
have been described elsewhere (11).

1. Slides are prepared for FISH as described under Subheadings 2.3. and 3.3., and are stored
at 4�C in a sealed box with a desiccant (Drierite) for up to 5 yr. Allow slides to warm to room
temperature. Examine the slides under a microscope using phase contrast, and locate the area
to be hybridized (select an area of 22 � 22 mm that contains a sufficient density of inter-
phase nuclei or metaphase cells). Optional: Mark the hybridization area by scratching the
slide with a glass etcher. It is possible to hybridize more than one area per slide.

2. Prepare RNAse solution (100 lg/mL in 2� SSC) in a glass staining box, and warm to 40�C
in a water bath. Place slides in the RNAse solution for 30–60 min. Note: This step is omit-
ted for G-banded slides, or slides being hybridized for the second time.

3. Remove slides and wash in 2� SSC for 2 min (room temperature, pH 7.0). Repeat three
times, followed by dehydration in a graded ethanol series for 2 min each in 70%, 80%, and
95% ethanol. Air-dry slides.

4. Denature DNA by placing slides in a solution of 70% formamide/30% 4� SSC, pH 7.0, at
72–75�C for 2 min (3 min for G-banded slides). Dehydrate the slides in a graded ethanol
series for 2 min each in 70%, 80%, and 95% ethanol. Air-dry slides and place on a slide
warmer at 40�C.

5. Warm the commercially available probe and hybridization buffer (provided by the manu-
facturer) to room temperature. For 22 � 22 mm hybridization area, mix 1 lL of probe, 2 lL
of sterile tissue-culture-grade H2O, and 7 lL of the appropriate hybridization buffer (10 lL
total). Use 0.3–0.5 lL of probe, 2.5 lL of hybridization buffer, and 0.5 lL of H2O (3–3.5
lL total) for 15-mm circular hybridization areas.

6. Vortex probe mixture for 15 min.
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7. Denature probe mixture at ~75�C for 5 min. Note: Some probes, e.g., CEPX/CEPY dual-
color probe from Vysis, Inc., are provided as a premixed, single-stranded probe. In this case,
eliminate the denaturation step, and use 10 lL for a 22 � 22-mm hybridization area, or 3
lL for a 15-mm circular hybridization area.

8. Preanneal probe mixture for 15–20 min at 37�C.
9. Apply probe mixture to hybridization area on slide. Place a 22 � 22-mm square or 15-mm

round cover slip over the solution. Avoid air bubbles, which interfere with hybridization.
10. Seal the edges with rubber cement applied using a 5- or 10-mL syringe, and place into a

sealed humid chamber, such as a sealed plastic container, in a 40�C water bath overnight.
11. Remove the rubber cement from the slides (no more than 5 slides at a time) and place the

slides in a Coplin jar containing 0.4 � SSC at 37�C for 2 min, after which the cover slips
should slide off.

12. Transfer the slides to a Coplin jar containing 0.4 � SSC/0.3%Triton-X at 73�C, cover and
agitate for 10 s. Soak slides for 3 min.

13. Transfer the slides to a Coplin jar containing 2 � SSC/0.1%Triton-X at room temperature
for 1 min. Rinse under running distilled water, and counterstain in DAPI for 30–60 s. Apply
cover slip with PDD mounting medium.

4. Notes

1. Errors in hemacytometer counting can occur as a result of inaccuracies in preparing dilu-
tions, incomplete mixing of cells prior to filling the hemacytometer, and overfilling or
underfilling of the chamber. A major source of error is overdilution or an overly concen-
trated sample. Accuracy is greatest when the cell number/square is between 30 and 45
(300–450/10 squares). Therefore, samples should be diluted or concentrated to achieve this
range.

2. Processing of anchorage-dependent cells. Tumor cell lines, or primary cultures of tumors
may be processed using the procedures outlined under Subheading 3.2. with the following
modifications. After exposure to Colcemid (step 1.), the cells are removed from the surface
of the flask using trypsin-EDTA, following standard procedures for passaging anchorage-
dependent cells. Continue with steps 3–8.

3. If the metaphase cells are underspread, one or more of the following steps should be applied:

a. Perform 2–5 additional washes in fixative,

b. Increase the angle at which the slide is held while dropping the suspension,

c. Increase the distance between the slide and the pipet,

d. Dilute the cell suspension by adding fixative.
If the metaphase cells are overspread, one or more of the following steps should be applied:

a. Decrease the angle at which the slide is held while dropping the suspension,

b. Decrease the distance between the slide and the pipette.
4. If the cells are undertrypsinized, the chromosomes will have poor differentiation of bands

with uniform, darkly stained chromatids. If the cells are overtrypsinized, the chromosomes
will appear fuzzy, chewed or frayed, and bloated.

5. Variability in metaphase spreading and length of chromosomes will influence the optimal
trypsin exposure period. The trypsin time may vary for metaphase cells from different tis-
sues. Also, temperature and pH (the enzyme is most active at a slightly basic pH, pH 8.0) of
the solution can affect trypsin time. If the room temperature is warmer than usual (25–27�C),
a shorter trypsin time may be necessary (the activity of the enzyme increases with higher
temperatures). These and other variables can result in over- or undertrypsinization. There-
fore, at least one slide/culture should be assessed by examining 3–10 cells with different
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spreading and chromosome length. It is also important to examine cells from different parts
of the slide, as chromosome spreading and banding may differ along the length of the slide.

6. Although hybridization of unstained slides is optimal, FISH may be performed on slides that
have been stained previously using trypsin-Giemsa banding, quinacrine banding, and some
R-banding methods. Stained slides ≤3 mo old yield better results than older slides. Slides
that have already been processed for FISH may be rehybridized using a second probe, fol-
lowing the modifications described under Subheading 3.5. It is preferable to use a differ-
ent fluorochrome to detect the second probe, particularly when the initial probe was a
centromere-specific probe. In most instances, the initial probe is removed during the denat-
uration step; however, the presence of residual probe may result in weak background signal.
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Positional Approaches to Cancer Genetics

Gavin P. Robertson, Linda Sargent, and Mark A. Nelson

1. Introduction

Loss of genetic material accumulates during tumor development as cancer cells
select for the physical removal or functional inactivation of genes whose encoded
proteins regulate normal cellular behavior. The hallmark indication for this type of
gene, now termed a tumor suppressor gene, is a genetic event resulting in loss or
deletion of chromosomal material. Position-oriented approaches have taken advan-
tage of the intimate involvement of tumor suppressor gene inactivation through dele-
tion to localize, identify, and demonstrate the involvement of these genes in
carcinogenesis. Since deletion of genetic material exceeds genomic amplifications in
most cancer types, loss of gene function appears to play a prominent role in tumor
formation. However, despite the intimate involvement of tumor suppressor genes in
the neoplastic process, relatively few of these genes have been identified, leaving the
identity of the majority unknown. Thus, the use of position-based strategies for map-
ping and isolating tumor suppressor genes remains a prime tool in their identifica-
tion.

In this chapter we discuss the positional approaches used in the localization and
identification of tumor suppressor genes. This process can be broadly divided into
the following 4 steps leading to the identification and validation of these genes:
(a) genome-wide surveys to identify the chromosomal location of genes potentially
involved in tumor development; (b) refinement and/or confirmation of the chromo-
somal region of loss or deletion; (c) cloning genes from consistent regions of loss;
and (d) validating the candidate gene as a tumor suppressor through the identifica-
tion of truncating or missense mutations as well as by growth and tumor suppress-
ing assays.

Any strategy that detects genome-wide loss of genetic material could conceivably
be used as a position-oriented approach to map the location of potential tumor sup-
pressor genes. At the chromosomal level of resolution, traditional cytogenetic analy-
sis (see Note 1), spectral karyotyping (SKY), and comparative genomic hybridization
(CGH) have been used extensively for these purposes. All three of these chromo-
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some-based approaches have a unique set of strengths and weaknesses and are there-
fore quite complementary in defining regions of loss in the genome. Comprehensive
analyses based on these strategies and performed on collections of tumors have iden-
tified nonrandom areas of loss within particular cancers, and areas of loss common
to multiple tumor types. In certain instances, the identification of these areas as “hot
spots” for loss of genomic material has facilitated the identification of cancer sup-
pressor genes at these sites.

Once a chromosomal region has been identified as a target of deletion, the region
is narrowed by mapping using fluorescence in situ hybridization (FISH) or by search-
ing for smaller regions of loss in tumors in comparison to normal tissue from the
same patient. The latter process is termed loss of heterozygosity (LOH) and employs
a variety of molecular strategies to detect regional loss in tumors by comparison to
normal tissue from the same patient. These techniques initially used restriction frag-
ment length polymorphism (RFLP), but now commonly employ polymerase chain
reaction (PCR)-based strategies to identify each chromosomal allele present in the
heterozygous condition from normal tissue and loss of one allele in tumor material,
indicating deletion. The PCR-based protocol is discussed below. Like the cytogenetic
approaches described above, nonrandom loss of a region or allele can infer disrup-
tion of a tumor suppressor gene and thereby indicate its chromosomal location. The
identification of “hot-spot” areas of LOH has also facilitated the identification of
several cancer suppressor genes.

Ideally, a small region of homozygous loss can be identified in the tumor mate-
rial using LOH, and a physical map spanning the region can be constructed from
which candidate genes can be cloned. Strategies such as exon trapping or the use of
microarray analysis can aid in the identification of genes mapping to a particular
regions lost from the tumor genome. The uses of arrayed genes or expressed sequence
tags (ESTs) has the further advantage of identifying genes regulated by the tumor
suppressor, thereby unraveling the biology of the gene. Another extension of this
approach examines directly genes or ESTs that occur in regions of homozygous or
hemizygous deletion for the presence of mutations. As more genes and expressed
sequences are identified and mapped to subchromosomal regions that are frequently
deleted in cancers, determining their involvement in tumor progression will become
an increasingly important strategy in the identification of this class of cancer-caus-
ing genes. In many instances only a small portion of sequence need be obtained, and
then the intact gene can be pieced together and then screened for the presence of
mutations. On-line databases such as those of The National Center for Biotechnol-
ogy Information (http://www.ncbi.nlm.nih.gov/) or The Institute for Genome Research
(http://www.tigr.org/) are useful when using this approach.

Candidate cancer suppressor genes identified by either approach must be shown to
be biologically relevant to the pathogenesis of the cancer being studied. Therefore, in
addition to the identification of large-scale deletions in tumors, further confirmation is
provided by the discovery of nonsense and missense mutations that either truncate the
protein or affect its normal cellular function in primary tumors and cell lines.
Approaches such as direct sequencing of single-stranded conformational polymorphism
or coupled in-vitro transcription and translation (also called the protein truncation test)
can aid in the identification of mutations.
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2. Materials
2.1. Giemsa Trypsin Banding

1. Gurr buffer tablets (pH 6.8): BDH Chemicals, 50-tablet lots.
2. Gurr buffer stock solution: 1 Gurr tablet and 1000 mL of sterile distilled water.
3. Hanks’ balanced salt solution, with phenol red (1�) (Ca/Mg-free): Gibco, 500-mL lots.
4. Leischman’s stain (Gurr): BDH Chemicals, 25-g lots.
5. Leischman’s stain stock solution: 0.8 g Leischman’s stain and 500 mL methyl alcohol. Incu-

bate at 37�C overnight and filter.
6. Leischman’s stain working solution: 10 mL Leischman’s stain stock solution and 30 mL Gurr

buffer stock solution. Good for only 2 h.
7. Methyl alcohol anhydrous: Mallinckrodt AR, 4-L lots.
8. Sodium phosphate dibasic: Columbus Chemical Industries, ACS powder, 500-g lots.
9. Sodium phosphate dibasic (0.4 N): 5–6 g sodium phosphate dibasic and 100 mL sterile dis-

tilled water.
10. Trypsin-EDTA (10�): Sigma Chemical Co (cat. no. T-9395), 100-mL lots. Aliquoted into 5

mL batches and frozen at �20�C.
11. Trypsin EDTA working solution: 5 mL trypsin EDTA and 50 mL Hanks’ with 2 drops of 0.4

N Na2HPO4. Good for 2 working days.

2.2. SKY Analysis

1. Applied Spectral Imaging Probe mix of fluorescently labeled spectral probes: SKY/M10 for
mouse and SKY/H10 for human.

2. MilliQ Deionized water for all solutions.
3. 0.01 M HCL: Add 0.5 mL of 1 M HCL to 49.5 mL deionized (DI) H2O in a Coplin jar and

heat to 37�C.
4. Pepsin stock: Make 100 mg/mL in sterile H2O. Store at �20�C. Add 6–15 lL to 0.01 M HCL

solution.
5. Phosphate-buffered saline (PBS) 1� (Gibco/BRL): Stored at room temperature (RT). Make

up 3 Coplin jars at RT.
6. 1� PBS/MgCl:: Add 50 mL of 1.0 M MgCl2 to 950 mL of 1� PBS. Make up 1 Coplin jar

at RT.
7. 1% Formaldehyde: Add 2.7 mL of 37% formaldehyde to 100 mL of 1� PBS/MgCl2. Make

up 1 Coplin jar at RT
8. Ethanol series: Make up 2 Coplin jars each of 70%, 80%, and 100% ethanol, one at RT and

one at 4�C.
9. Denaturation solution: Add 35 mL formamide, Fluka deionized cat. no. 47671, Sigma; 10

mL deionized H2O and 5 mL 20� SSC. pH to 7.0. Put aliquot of 100 lL/slide in a tube and
warm to 72�C.

10. Water baths: One bath at 72�C and one at 37�C.
11. 50% Formamide/2� SSC: Add 15 mL 20� SSC, 60 mL DI H2O, and 75 mL formamide,

pH to 7.0. Make up 3 Coplin jars and warm to 45�C.
12. 1� SSC: Add 12.5 mL of 20� SSC to 237.5 mL of DI H2O. Make up 2 Coplin jars warmed

to 45�C.
13. 4� sodium chloride sodium citrate (SSC)/0.1% NP-40: Add 100 mL of 20� SSC, 400

mL DI H2O, and 0.5 mL NP-40 and mix well. Make up 6 Coplin jars and warm to
45�C. Denature probe (vial #1) 10 lL/slide in a microfuge tube in a floating rack at
72�C for 7 min. Then transfer to 37�C for at least 1 h. Vectashield mounting medium
with DAPI and antifade, Vector cat. no. H-1200.
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2.3. Pretreatment of Slides for CGH

Use MilliQ DI water for all solutions.

1. RNase A: To remove RNA from the target slides. Boehringer cat. no. 109169, 10-mg stock
solution: 20 mg/mL sterile water, boil for 15 min, cool to RT, make aliquots, store at �20�C.

2. 5 g Pepsin (Sigma): Stock solution: 10% � 100 mg/mL, dissolve in sterile water, keep on
ice, make 50-L aliquots, store at �20�C.

3. PBS/MgCl2: 50 mL of 1M MgCl2 � 950 mL of 1� PBS.
4. 1% Formaldehyde: Formamide from Fluka, cat no. 47671. Prepare in 1� PBS/MgCl2. Add

2.7 mL of 37% formaldehyde to 97.3 mL of 1� PBS/MgCl2.
5. 2� SSC: 50 mL 20� SSC, 450 mL H2O, room temperature.

2.4. Postfixation for CGH

1. PBS at room temperature.
2. 1% Formaldehyde: Add 2.7 mL of 37% formaldehyde to 97.3 mL of 1� PBS/MgCl2.

2.5. CGH

Use MilliQ DI water for all solutions.

1. CGH nick translation kit (nick translation enzyme, 10� nick translation buffer, dTTP, dCTP,
dATP dGTP, nuclease-free water, unlabeled and Spectrum Green-labeled control DNA,
Vysis cat. no. 32-801-3000).

2. Spectrum Red dUTP, Vysis cat. no. 30-803400.
3. Spectrum Green dUTP, Vysis cat. no. 30-803200.
4. Human COT-1 DNA 32-800028.
5. Salmon sperm DNA, 1 mg/mL.
6. 3 M sodium acetate.
7. 100% ethanol.
8. Nick translation kit with direct-labeled nucleotides, Vysis cat. no. 32-801-3000.
9. LSI/WCP hybridization buffer, Vysis cat. no. 30-804826 (dextran sulfate, 2� SSC, and for-

mamide, pH 7.0).

2.6. Hybridization

2.6.1. Solutions for CGH

1. 70% Fluka formamide: 35 mL formamide, 10 mL of 20� SSC, 5 mL distilled H2O, pH to
7.0, heat for 30 min to 74°C.

2. Ethanol, 70%, 80%, 100%.

2.7. CGH Detection

1. 0.4� SSC 0.3% NP 40: To 10 mL 20� SSC, add H2O so that final volume is 500 mL, heat
for 30 min at 74°C.

2. 2� SSC 0.1% NP-40: 50 mL 20� SSC: 450 mL H2O, 0.5 mL NP-40, room temperature.

Washing of the slide should be done with extensive agitation of the slide by hand,
because of the large amounts of DNA.

2.8. Less Stringent Wash Solutions for CGH

1. 50% Formamide, Fluka brand from Fisher Scientific, cat. no. BP228-100.
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2. Formamide/SSC: 30 mL 20� SSC, 120 mL sterile water, 150 mL formamide. Adjust pH to
7.4 (200 mL FA/SSC requires 500 lL of 1M HCl). Heat for 30 min at 43°C.

3. 2X SSC 0.1% NP40: 50 mL 20X SSC, 450 mL distilled water, 0.5 mL NP 40. Heat to 37°C
for 30 min.

4. Vectashield mounting medium with DAPI and antifade (Vector).

2.9. Labeling of BAC, P1, or Yac Clones

1. Nick translation kit (nick translation enzyme, 10� nick translation buffer, dTTP, dCTP,
dATP dGTP, nuclease-free water, unlabeled and Spectrum Green-labeled control DNA,
Vysis cat. no. 32-801-3000.

2. Texas Red dUTP, Molecular Probes cat. no. C-7608.
3. Spectrum Green dUTP, Vysis cat. no. 30-803200.
4. CGH hybridization reagents (CGH hybridization buffer, 20� SSC, NP40, and DAPI II

counterstain Vysis cat. no. 32-801023.
5. Human COT-1 DNA, Vysis cat. no. 32-800028.
6. Nick translation kit with direct-labeled nucleotides, Vysis cat. no. 32-801-3000.
7. Vectashield mounting medium with DAPI and antifade, Vector cat. no.
8. LSI/WCP hybridization buffer, Vysis cat. no. H-1000 (dextran sulfate, SSC, and formamide

pH 7.0).

2.10. Bac Hybidization

1. Vysis Nick Translation kit.
2. 70% Formamide/2� SSC.
3. 70%, 80%, 100% ethanol.
4. Hybridization buffer.

2.11. PCR-Based Copy

1. PCR buffer.
2. dNTP mix.
3. Flourescently labeled STS.
4. Automated DNA sequence analyzer.

2.12. Exon Trapping

1. Genomic DNA for this protocol can be obtained from cosmids, plasmids, phage, yacs, Bacs,
or Pacs.

2. Restriction enzymes: BstXI and one or more of the following for cloning in vector pSPL3:
BamHI, SstI, Notl, Xhol, XmaIII, PstI.

3. PSPL3 (Gibco)
4. 7.5 M ammonium acetate.
5. 100% ethanol.
6. TE buffer, pH 8.
7. Calf intestinal alkaline phosphatase (CIP).
8. T4 DNA ligase.
9. Competent Escherichia coli.

10. LB medium and plates with 100 lg/mL ampicillin.
11. COS-& cells.
12. DMEM supplemented with L-glutamine, pen/strep, and 10%10% FBS.
13. Cationic lipid (your choice).
14. Trizol (Gibco).
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15. PBS lacking calcium and magnesium.
16. DEPC-treated water.
17. 20 lM primer SA2:5�-ATCTCAGTGGTATTTGTGAGC-3�.
18. 5� first-strand buffer.
19. 0.1 M DTT.
20. 10 mM dNTP mix in DEPC water.
21. 200 U/lM MLVH reverse transcriptase.
22. 2 U/lL Rnase H.
23. Taq DNA polymerase and 10� buffer.
24. 50 mM MgCl2.
25. 20 lM primer dUSA4:5�-CUACUACUACUACACCTGAGGAGTGAATTGGTCG-3�.
26. 20 lM primer SUSD2:
27. 5�-CUACUACUACUAGTGAACTGCACTGCACTGTGAAAGCTGC-3�.
28. 1.5% Agarose gel.
29. 6-Well tissue culture plates.
30. Polystyrene microfuge tubes.
31. TA cloning kit.

2.13. Microarray

1. dNTP mix: 25 mM dA/G/TTP, 10 mM dCTP. For 100-lL volume, use 25 lL 100 mM dATP,
25 lL 100 mM dGTP, 25 lL 100 mM dTTP, 10 lL 100 mM dCTP, 15 lL sterile dH2O.

2.14. Slide Wash Solutions

1. Wash 1: .5� SSC, 0.01% SDS.
2. Add 12.5 mL 20� SSC and 0.5 mL 10% SDS into a total vol. of 500 mL dH2O (487 mL

dH2O). Measure volumes in grad. cylinder, not wash bottles.
3. Wash 2: 0.06� SSC, 0.01% SDS.
4. Add 1.5 mL 20� SSC and 0.5 mL 10% SDS into a total vol. of 500 mL dH2O (498 mL

dH2O). Measure volumes in grad. cylinder, not wash bottles.
5. Wash 3: 0.06� SSC.
6. Add 1.5 mL 20� SSC into a total vol. of 500 mL dH2O (498.5 mL dH2O), and filter with

a 0.22-lm filter. Measure volumes in grad. cylinder, not wash bottles.

2.15. Preparation of 6% Polyacrlyamide Gels (100-mL volume) for SSCP
(see Notes 3 and 4)

1. 20 mL Acrylamide (49:1).
2. 6 mL 10� TBE.
3. 200 lL Ammonium persulfate (10%).
4. 20 lL TEMED.
5. qs to 100 mL ddH2O.

2.16. Preparation of Stop Solution (50-mL volume) for SSCP

1. 10 mL 95% Formamide.
2. 10 mg Xylene cyanol.
3. 10 mg Bromophenol blue.
4. 200 lL 0.5 M EDTA.
5. 10 lL 10 M NaOH.
6. qs to 50 mL ddH2O.
7. Mix completely and aliquot into 1.5-mL Eppendorf tubes. Store at �20�C.
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2.17. PTT Analysis

1. QIA quick PCR columns (Qiagen, Santa Clarita, CA).
2. TNT T7 Quick Coupled Transcription/Translation reaction (Promega, Madison, WI).
3. 0.3 mM magnesium acetate.
4. 10–15% discontinuous SDS-PAGE gel.
5. Amplify (Amersham Corp. Arlington, IL).
6. Phosphoimager and screens.

3. Methods

The analysis of chromosomes by the individual banding pattern allows a genome-
wide scan of the karyotype. Staining methods allow the unambiguous identification of
each individual chromosome. The study of cytogenetic changes in malignancies has
been especially useful in the understanding of the pathogenesis of the disease. Genetic
alterations in cancer commonly occur in chromosomal regions that regulate growth and
development. Identifying these chromosomal regions is the first step in determining the
critical genes for the initiation and progression of cancer. The analysis of these changes
is the first step of isolating the specific genes that are involved in the progression of can-
cer. The identification of cytogenetic changes in tumors is limited by quality of the chro-
mosome morphology. This technique is most powerful when it is done in combination
with molecular cytogenetic methods.

3.1. Giemsa Trypsin Banding (see Note 1)

This procedure involves the proteolytic treatment of the chromosomes to produce a
differential staining in the chromosomes arms. This treatment allows pairing of
homologs and the detection of chromosomal rearrangements. The biochemical nature of
the reactions involved has not yet been completely defined.

1. Immerse aged slide in working trypsin solution for 20–90 s at 20–25°C.
2. Rinse in tap water.
3. Immerse in working Leischman’s stain for 1.5–2.5 min.
4. Rinse in tap water.
5. Dry the stained slide by blowing the compressed air at moderate force over the surface of

the slide.
6. Examine the slide for quality of bands and staining. If slide is adequate for analysis and pho-

tography, place on slide warmer.
7. Adjust trypsin treatment times and/or stain times to find the best banding for the meatphase

preparation.
8. Banded slides should be left on slide warmer for 5–10 min, then cover-slipped and allowed

to dry before screening and analysis.

3.2. Spectral Karyotyping (SKY)

Nonrandom chromosome abnormalities associated with the development of tumors
can target genes that are altered during carcinogenesis. Specific chromosome break
points have also been associated with genes that confer susceptibility as well as resist-
ance to cancer. Karyotypic analysis of tumor metaphase preparations is hindered by
low mitotic index and complicated translocations as well as small rearrangements that
are difficult to identify by traditional chromosome banding. Although comparative
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genomic hybridization has made it possible to characterize the loss and gain of chro-
mosomal material, this method cannot identify translocations. The accuracy of the
identification of karyotypic alterations has been greatly increased by the development
of spectral karyotyping. Spectral karyotyping is a novel imaging method that com-
bines spectroscopy and imaging. This type of approach allows analysis of the full spec-
trum of light at all pixels of the image. The spectral-based approach can simultaneously
identify 100% of the chromosomes in a metaphase spread. The loss, gain, or translo-
cation of any chromosome in a metaphase spread can be characterized in one exper-
iment (2).

The spectral paints used to detect the chromosomes are prepared using flow-sorted
chromosomes labeled with a combination of 5 fluorochromes by degenerate oligonu-
cleotide-primed PCR (2,3). All 46 chromosomes are labeled a unique color, which is
analyzed and karyotyped using computer imaging and Applied Spectral Imaging soft-
ware (ASI, Carlsbad, CA). The analysis of the slides is done using a microscope
attached to a spectral cube (Applied Spectral Imaging) and a filter cube (SKY1,
Chroma Technology, Brattleboro, VT). The attached spectral cube and filter allow for
the simultaneous excitation of all dyes and the measurement of their emission spectra.
The spectral measurements are analyzed using ASI software. A classification color is
assigned based on the best match for each chromosome. A color image is then created
in which every pixel is displayed in the color that corresponds to the chromosome-spe-
cific emission spectrum (4). The spectral classification is the basis for chromosome
identification and SKY.

1. Warm 50 mL of 0.01 M HCL with 6 lL pepsin stock (may need up to 15 lL depending on
cytoplasm on slide) to 37°C in a Coplin jar.

2. Incubate slides in pepsin solution for 1–3 min for human and up to 1 min for mouse.
3. Wash slides in 1� PBS at room temperature for 5 min. Do a second wash in PBS for 5 min

at room temperature.
4. Wash slides in 1� PBS/MgCl2 at room temperature for 5 min.
5. Place slides in a Coplin jar with 1% formaldehyde for 10 min at room temperature.
6. Wash slides in 1� PBS for 5 min, agitating the slide during the wash.
7. Dehydrate slides in 70%, 80%, and 100% ethanol for 2 min each. Air-dry slide completely.

3.2.1. Denaturation

1. Warm denaturation solution (70% formamide/2� SSC, pH 7) to 72°C in a tube in a water
bath. Warm the slide in a hybridization oven to 72°C.

2. Add 100 lL denaturation solution warmed to 72°C directly onto slide, add coverslip, and
place in a hybridization oven at 72°C for 30–45 s. Shake off the cover slip and immediately
put slide in 70% ethanol. It is important to do only one slide at a time.

3. Place slides in ice-cold 70%, 80%, and 100% ethanol for 2 min each, then air-dry completely.
4. Add 10 lL of denatured probe (vial #1) to the hybridization area and cover with a 22 �

22-cm glass cover slip, being sure the probe spreads evenly. Immediately seal edges with
rubber cement. Let slide on slide warmer for 4 h to overnight for rubber cement to cure.

5. Dampen paper towels with water and place the folded towels at the bottom of a Petri plate
to assemble the humidified chamber. Place Q-tips over the paper towels, then lay the slides
directly over the Q-tips. Seal the Petri plate with aluminum foil. Transfer slides to a humid-
ified chamber at 37°C for 72 h (from time the probe is added).
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3.2.2. Wash/Detection After Hybridization

1. Remove slides from humidified chamber and carefully remove cover slip.
2. Transfer slides to a Coplin jar with 50% formamide/2� SSC, prewarmed to 45°C for 5 min.

Repeat this twice for 3 full washes, 5 min each.
3. Wash slides in a Coplin jar of 1� SSC prewarmed to 45°C for 5 min. Agitate the slides by

hand for each wash. Repeat this once for 2 full washes.
4. Wash slides in a Coplin jar with 4� SSC/0.1% NP-40 prewarmed to 45°C for 2 min.
5. Pipette 60–80 lL of blocking reagent (vial #2) to hybridization area and cover with a 24 �

30-mm cover slip, being sure it spreads evenly. Lay flat and incubate at 37°C for 30 min in
a humidified chamber.

6. Carefully remove cover slip and add 60–80 lL of buffer 1 (vial #3) and cover slip. Incubate
for 45 min in a humidified chamber at 37°C.

7. Carefully remove cover slip and wash slides in 4� SSC/0.1% NP-40 prewarmed to 45°C for
5 minutes. Repeat this with fresh wash for 3 full washes with agitation.

8. Add 60–80 lL of buffer 2 (vial #4) to hybridization area and cover slip. Incubate at 37�C in
a humidified chamber for 45 min. Repeat step 8 with new wash.

9. Pipet about 20 lL of DAPI/antifade solution (vial #5) over the hybridization area, being sure
to completely cover area evenly with no bubbles. Apply 24 � 60-mm cover slip to cover
whole hybridization area. Store at �20°C until ready to view.

3.3. Comparative Genomic Hybridization Introduction (see Note 2)

Neoplastic transformation is a complex process involving both positive and negative
regulatory elements. Determination of loss of heterozygosity by allelotype studies alone
underestimates the loss of genetic material. Using computer imaging systems, the
degree of chromosomal loss and gain in frozen and archival tumor samples can be meas-
ured by comparative genomic hybridization (CGH). The degree of loss and gain of chro-
mosomal material of archival samples can be estimated within 10 megabases using CGH
software (6). The CGH analysis can be followed by further FISH analysis of the com-
mon break-points with specific BAC, cosmid, and YAC probes (6). The precise mapping
of the alteration of a single gene can be accomplished using small probes, possibly using
YAC, BAC, and cosmid clones (7). The defined break-points identified in tumor cells
can then be followed back to earlier changes both in dividing populations and in inter-
phase cells using the specific genetic region probes within those regions.

3.3.1. Pretreatment of Slides

1. Equilibrate slides in 2� SSC at RT.
2. RNase A treatment:

a. Dilute the RNase A stock 1:200 (in 2� SSC).
b. Apply 100 lL to 24 � 60-mm2 cover slip, touch slide to cover slip, incubate at 37�C for 45 min.
c. Remove cover slips and wash 3 times for 5 min in 2� SSC, RT, with shaking (Coplin jar).

3. Pepsin treatment:
a. Prepare solution: Make 0.01 M HCl by adding about 1 mL of 1 M HCl to 99 mL of dH2O,

prewarmed at 37�C. Add 10–50 (l) 1 pepsin first, then add 100 mL prewarmed 0.01 M
HCl. Mix well and adjust pH to 2.0 with sodium hydroxide.

b. Incubate slides at 37�C in Coplin jar for 4–10 min.
c. Wash 2 times for 5 min each in 1� PBS, at room temperature, with shaking.
d. Wash 1 time for 5 min at room temperature with 1� PBS/MgCl2.
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3.3.2. Pretreatment Procedure

1. Make solution of 1% formaldehyde in 1� PBS/MgCl2.
2. Incubate for 10 min at room temperature.
3. Wash 1 time for 5 min in 1� PBS, at room temperature, with shaking.
4. Dehydrate slides in 70%, 90%, and 100% ethanol for 3 min each.
5. Air-dry slides.

3.3.3. Probe Preparation

1. In a microfuge tube cooled on ice, combine the following:
a. 1–3 lg DNA.
b. 2.5 lL of 0.2 mM Spectrum Green dUTP or Spectrum Orange/Red dUTP.
c. 5 lL of 0.1 mM dTTP.
d. 10 lL of dNTP mix (0.3 mM dGTP, 0.3 mM dATP, 0.3 mM dCTP).
e. 5 lL of 10� nick translation buffer
f. 10 lL of nick translation enzyme cocktail

2. Vortex briefly.
3. Incubate 6–12 h (usually 8 h for YACs and BACs) at 15°C.
4. Stop reaction by heating to 70°C for 10 min—incubation and stop can be done in a thermal cycler.
5. Chill on ice or store at 4°C until ready to use probe.
6. Determine probe size by running 8–10 lL of the sample on a 2% agarose gel with ethidium

bromide. The majority of the smear should be between 500 and 3000 bp for best hybridiza-
tion; if the probe is larger, you can add more enzyme and incubate at 15°C for longer and
stop reaction by 70°C for 10 min and rerun sample on a gel.
It is important that the length of the test and the control DNA are the same.

7. From the smear, determine the amount of product that is required for a probe (usually 10–30
lL of product).

8. To a small centrifuge tube, add: 100 ng/labeled DNA product (usually 10–30 lL), 3 lL
COT-1 DNA, for blocking, 0.5 lL salmon sperm, for blocking, 0.1 vol of 3 M sodium
acetate, 2.5 vol of 100% ethanol.

9. Vortex briefly and incubate on Dry Ice for 15–30 min. Spin at �12,000 rpm for 30 min at 4°C.
Carefully pour off supernatent. Dry pellet completely in a speed vacuum centrifuge for 5–8 min.

10. To the pellet add 3 lL nuclease-free water and 7 lL Vysis hybridization buffer (dextran sul-
fate, SSC, and formamide, pH 7.0).

11. Mix well and allow resuspending at least overnight at �20°C before hybridizing.

3.3.4. Assembly of Probe Mixture

1. Combine in a 1.5-mL tube:
a. 10 lL (200 ng) Spectrum Green test DNA (nick translated).
b. 1 lL (100 ng) Spectrum Red total genomic reference DNA.
c. 10 lL (10 lg) Cot-1 DNA.
d. 0.5 lL (10 mg/mL) Salmon sperm.

2. Add 2.1 lL (0.1 vol) 3 M sodium acetate. Then add 52.5 lL (2.5 vol) of 100 % ethanol and
vortex briefly. Let stand on Dry Ice for 15–30 min.

3. Centrifuge at 12,000 rpm at 4°C for 30 min.
4. Pour off supernatent and dry pellet for 10–15 min under vacuum at ambient temperature.
5. Resuspend pellet in 3 lL nuclease-free H2O and 7 lL hybridization buffer.

Store at �20°C at least overnight.
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3.3.5. Procedure

1. Select slides with well-spread, long chromsomes with very little cytoplasm. Choose slide
and mark hybridization area with diamond pen. The area is 22 � 22 cm.

2. Warm in a H2O bath set to 74 � 1°C with a Coplin jar of denaturation solution (70% for-
mamide).

3. Immerse slides in denaturation solution for 3–5 min.
4. Dehydrate slides in ethanol for 2 min each, 70%, 80%, 100% ethanol.
5. Denature probe by placing it in a float in the 74°C water bath for at least 5 min.
6. Completely dry slides by wiping bottom and then put on slide warmer.
7. Apply 10 lL of probe to hybridization area while on slide warmer.
8. Apply cover slip and be sure probe spreads evenly.
9. Immediately seal with rubber cement, make sure it is completely sealed, and place immedi-

ately in the incubator. Place slides in a humidified box at 37°C for 2–4 d.

3.3.6. Washing Slide, Stringent Wash

1. Warm the water bath and a Coplin jar with a solution of 0.4� SSC/0.3% NP to 74 � 1°C
for at least 30 min.

2. Prepare a Coplin jar of room-temperature 2� SSC/0.1% NP-40.
3. Remove rubber cement and cover slip from slides carefully and immediately place in Coplin

jar at 74°C of 0.4� SSC/0.3% NP-40 for 1–3 s and agitate slide.
4. Put slide in the room-temperature 2� SSC/0.1% NP-40 for 5–60 s with agitation to remove the

probe. Metaphase preparations with a lot of cytoplasm will require the longer washing time.
5. Air-dry slide in darkness.
6. Apply 10 lL of DAPI II counterstain (Vectashield mounting medium with DAPI and

antifade, Vector) to hybridization area and cover slip.
7. Detection of the losses and gains requires a fluorescent microscope, a sensitive camera, and

computer software to quantitate the changes as detailed by Kallioniemi et al., 1992 (8).

3.3.7. Procedure for Less Stringent Wash

1. Make 3 Coplin jars of 50% formamide/2� SSC pH 7.0 and warm to 43°C in a H2O bath.
Make 3 Coplin jars of 2� SSC and warm to 37°C in a H2O bath. Make 1 Coplin jar of dis-
tilled H2O at room temperature.

2. Place slides in first 50% formamide jar at 43°C for 5 min. Repeat for 3 full washes.
3. Place slides in a 2� SSC at 37°C for 5 min. Repeat for 3 full washes in fresh 2� SSC.
4. Rinse slides in distilled deionized room temperature H2O three times.
5. Apply 19 lL DAPI II counterstain (Vectashield).

3.4. Refinement of the Region of Consistent Abnormality. Mapping by
Fluorescent In Situ Hybridization (FISH)

BACs or PACs containing an average of 100 kbp can be useful in refining regions
lost during the tumorigenic process. They may be particularly useful in mapping regions
of deletion or chromosome alteration by labeling DNA from these reagents with fluo-
rescent tags and hybridizing to metaphase chromosomes obtained from cell lines or
tumor material to map consistently altered regions of the genome. Narrowing the region
of consistent abnormality can aid in the identification of candidate cancer suppressor
genes by refining the search to a single BAC or PAC.
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3.4.1. Procedure for Nick Translation of BAC, YAC, P1, or Cosmid Clones

1. In a microfuge tube cooled on ice, combine the following:
a. 1–3 lg Extracted P1, BAC, cosmid, or YAC DNA. Prepare 0.2–1-lg/lL solution of

extracted DNA in Tris-EDTA (10 mM Tris base, 1 mM EDTA, pH 8.5) buffer.
b. 2.5 lL of 0.2 mM Spectrum Green dUTP or Spectrum Orange/Red dUTP.
c. 5 lL of 0.1 mM dTTP.
d. 10 lL each of dNTP mix, 0.3 mM dGTP, 0.3 mM dATP, 0.3 mM dCTP.
e. 5 lL of 10� nick translation buffer.
f. 10 lL of nick translation enzyme cocktail.

2. Vortex briefly.
3. Incubate 6–12 h (usually 8 h for YACs and BACs) at 15°C.
4. Stop reaction by heating to 70°C for 10 min.
5. Remove unincorporated nucleotides by gel filtration using a Sephadex G-50 spin column

equilibrated in 10 mM Tris base, 1 mM EDTA, and 0.1% SDS (the SDS prevents the probe
from sticking in the column).

6. Chill on ice or store at 4°C until ready to make probe. Incubations and stop reactions can be
done in a thermal cycler.

7. Determine probe size by running 8–10 lL of the sample on a 2% agarose gel with ethidium
bromide. The majority of the smear should be around 300 and 3000 bp for best hybridiza-
tion. If the probe is larger than 300 bp, you can add enzyme and incubate at 15°C for longer
and stop reaction by 70°C for 10 min and rerun sample on a gel. Probe fragments that are
larger may produce bright fluorescent speckles across the hybridization area.

3.4.2. FISH Hybridization with BAC, P1, YAC, and 
Cosmid Region-Specific Probes

1. Mark slide hybridization area.
2. Denature slide in 70% formamide/2� SSC at 78°C for 7 min.
3. Make probe hybridization mixture from the nick translation reaction of about 10–20 lL nick

translation product per slide.
4. Dehydrate slides in ethanol series (70%, 80%, and 100%) for 2 min each.
5. During dehydration denature probe mix at 78°C for 7 min (optional: pre-anneal the probe

for 1–2 hours at 37°C prior to hybridization).
6. Immediately apply probe (10–20 lL) to hybridization area, apply a 22 � 22-cm glass cover

slip, and seal with rubber cement.
7. Incubate at 37°C for 36–72 h.

3.4.2.1. WASH

1. Wash slides in 50% formamide/2� SSC at 45°C for 5 min each. Do 3 full washes in fresh
solution in clean jars.

2. Wash slides in 0.1� SSC at 60°C for 3 full washes at 5 min each.
3. Wash slides in 4� SSC/0.1% NP-40 for a dip (1–3 s) at 45°C. Dip in RT tap water. Then

air-dry.
4. Apply DAPI (Vectashield mounting medium with DAPI and antifade, Vector) to cover the

hybridization area and cover slip.

3.5. Loss of Heterozygosity (LOH) to Map Homozygous Deletion

LOH is a molecular approach used to identify regions of consistent loss or to narrow a
region of deletion in tumor material in comparison to normal tissue from the same indi-
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vidual. Mapping regions of loss using this approach has successfully localized nonfamil-
ial cancer suppressor genes to particular chromosomes and further refined the region of
deletion to chromosomal bands or even smaller genetic regions. Under ideal circum-
stances, a small region of homozygous loss can be identified in the tumor genome and a
physical map spanning the region can be constructed from which candidate genes can be
cloned. Illustrative examples demonstrating the success of this approach are the cloning
of INK4A/p16 in 9p21, RB1 in 13q14, and PTEN in 10q23. These successes demonstrate
the usefulness of LOH in cancer suppressor gene identification for the future.

The techniques used to detect LOH have traditionally been molecular-based
approaches such as restriction fragment length polymorphism (RFLP) or PCR-based
amplification of polymorphic tandem repeats (STS, sequence-tagged-sites) to identify
the alleles present in each respective chromosome. RFLP utilizes the normal variation
in sequence that exists between chromosomal alleles to detect changes in the ability of
restriction enzymes to cut DNA. Usually the variation is observed as fragments of dif-
ferent size produced after digesting DNA with a restriction enzyme. The PCR-based
approach identifies polymorphic variation that occurs in the number of tandem repeats
present in the maternally and paternally derived chromosomes. Isotopic labels have been
widely used for both strategies; however, the latter technique now commonly employ
fluorescently labeled PCR primers, with the product being visualized using fluorescence
detectors. Fluorescently labeled STS primer sets or MapPairs are commercially avail-
able from Research Genetics, Inc. (http://www.resgen.com/).

STSs or MapPairs generally amplify under uniform PCR conditions; however, specific
reaction conditions for each marker are described in GeneMap 99 (http://www.ncbi.nlm.
nih.gov/genemap99/), from the Genome Data Base (http://www.gdb.org/) or can be
obtained from a reference cited therein. Markers spaced at desired intervals along the length
of the chromosome can be obtained through the GDB or GeneMap 99. Each marker should
be accessed twice and examined by two independent evaluators prior to determining LOH.

Any standard procedure for DNA extraction from tumor samples and matched normal
lymphocytes can be used to isolate DNA of sufficient quality for use in this procedure.

1. Prepare the following buffer and set up the PCR reaction as follows:
a. Buffer conditions: 1.5 mM MgCl2, 50 mM KCl, 10 mM Tris-HCL, pH 9.3.
b. Protocol: 10 ng template: 5 pM of each primer, 4 nM of each dNTP, 0.025 U/lL of Taq.

Total volume 20 lL (see Note 9).
2. Heat reaction to 95°C for 5 min.
3. PCR thermalcycler program: 94°C for 40 s; 55/56°C for 30 s; 72°C for 40 s. Do 35 cycles

followed by 2 min at 72°C.
4. From 1 to 5 lL of PCR reaction can be run on an ABI sequence analyzer. Fluorescent size

markers should be added to the samples and used as an internal control to determine the
approximate location and size of the PCR products.

3.6. Cloning Candidate TSG Genes from the Region of 
Consistent Abnormality

3.6.1. Exon Trapping

Exon trapping or exon amplification identifies expressed DNA sequences present in
a segment of genomic DNA by selecting for functional splice sites found in that genomic
DNA (10). No prior knowledge is required regarding tissue-specific gene expression,
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and the protocol is amenable to complex genomes. An added advantage of this approach
is that it can identify constitutive exons and alternative exons but cannot be used to iden-
tify genes that lack introns.

The procedure requires the use of an “exon trap” vector called pSPL3 (Gibco), which
contains an artificial mini gene consisting of three parts. The first is a segment of the
simian virus 40 (SV40) containing an origin of replication and promoter. The second
elements are two splicing-competent exons flanking an intron sequence that contains a
multiple cloning site. The third part is an SV40 polyadenylation site.

The portion of genomic DNA to be screened for the presence of exons is inserted into
a restriction site in the multiple cloning site followed by transfection into a mammalian
cell line such as monkey COS-7 cells. Transcription of RNA occurs from the SV40 pro-
moter and the transcript undergoes splicing driven by the machinery of the host cell. Any
exon contained in the genomic fragment becomes attached between the upstream and
downstream minigene exons. RT-PCR with primers that are specific for the minigene
exons are used to confirm successful exon trapping. Trapped exons produce a PCR prod-
uct that is larger than that of vector alone. The identity of the inserted product can be
determined through sequencing using primers specific to the minigene sequence.
Sequencing, followed by a database search, is the most direct way to obtain information
from the trapped sequences. Since trapped exons are also putative cDNAs, they can be
used as probes on cDNA libraries, Southern blots, Northern blots, or for FISH.

Exon trapping has proven to be an important part of positional cloning. Demon-
strations of the successful use of exon trapping include the identification of at least
30 genes, including the Menkes disease gene, the NF-2 gene, and the HD gene
(5,10–15,18).

DAY 1–3: DNA PREPARATION AND SUBCLONING

1. Digest approximately 1 lg of both genomic and pSPL3 DNA in separate microfuge tubes
with the same restriciton enzyme or enzyme combinations. The pSPL3 multiple cloning site
contains unique restriction sites for EcoRI, SstI, XhoI, NotI, ZmaIII, PstI, bamHI, and
EcoRV. Single or double digests can be used (your choice).

2. Phenol extract DNA followed by ethanol precipitation (1/2 vol of 7.5 M ammonium acetate
and 2 vol of 100% ethanol). Wash twice using 70% ethanol.

3. Dissolve the pellet in TE buffer, pH 8.0. The final concentration should be ~250 ng/mL.
4. If only a single enzyme is used, pSPL3 should be dephosphorylated with CIP (according to

supplier’s protocols). This step is not necessary if two different restriction enzymes are used.
5. Subclone genomic fragments into pSPL3 using T4 DNA ligase according to supplier’s protocol.
6. Transform E. coli with ligated DNA.
7. Incubate 500 lL of cells with 5 mL of LB containing ampicillin overnight at 37�C.
8. Plate 10 and 100 lL of ligation reaction onto LB/ampihicillin plates to determine the degree

of ligation. Place at 37�C overnight.
9. Isolate plasmid containing insert from the 5-mL culture by any standard miniprep procedure.

DAY 4–5: LIPID-MEDIATED TRANSFECTION

10. On the afternoon before transfection (~15 h prior), plate COS-7 cells in DMEM supple-
mented with 10% FBS into 6-well plates to achieve 70–80% confluency (~4–6 � 105 cells).

11. Add an optimum amount of lipid (determined from supplier’s protocol) reagent to 100 lL
of serum-free medium in a sterile polystyrene tube, mix gently, and incubate at room tem-
perature for 5 min.
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12. For each transfection, add 1 to 100 lL of serum-free medium in separate polystyrene tubes.
Combine lipid and DNA solutions with gentle mixing and incubate at room temperature for
15 min.

13. Aspirate medium from COS-7 cells and add 2 mL of 37�C serum-free DMEM.
14. Add an additional 1 mL of serum-free DMEM to the lipid/DNA mix.
15. Remove medium from the plates and add the entire lipid/DNA mix of one tube to the plate;

incubate for 6 h at 37�C.
16. Following the 6-h incubation, add an additional 1 mL of DMEM medium supplemented with

10–20% FBS and incubate an additional 24 h at 37�C.
17. Rinse cells with PBS lacking calcium and magnesium then add 1 mL of Trizol (Gibco). Pre-

pare RNA according to manufacture’s protocol. Resuspend in 50 lL DEPC-treated water.

DAY 6: RT-PCR

18. Add the following components in a polypropylene microfuge tube: 2 lg RNA, 1 lL 20 mM
oligonucleotide SA2, and DEPC water to 8 lL.

19. Heat to 70�C for 10 min, ice for 10 min, and centrifuge briefly.
20. Add 3 lL 5� reaction buffer: 2 lL 0.1 M DTT, 1 lL mixed dNTP stock (10 mM of each dNTP).
21. Mix gently, centrifuge briefly, and equilibrate for 2 min to 37�C.
22. Add 1 lL MMLV H-RT and mix gently.
23. Incubate at 37�C for 1 h, then incubate at 55�C for 5 min.
24. Add 1 lL of RNase H, mix gently, and incubate at 55�C for 10 min.
25. Add 15 lL of DEPC water (final volume 30 lL).

PRIMARY PCR

26. Combine the following reagents in a polypropylene tube:
a. 5 lL of RT reaction mix.
b. 5 lL of 10� Taq buffer.
c. 1.5 lL 50 mM MgCI2.
d. 1 lL dNTP mix (10 mM of each in sterile water).
e. 2.5 lL 20 mM primer SA2.
f. 2.5 lL 20 mM primer SD6.
g. Sterile water to 47.5 lL final volume.

27. Heat reaction to 95�C for 5 min, then add 2.5 lL of Taq (1 U/mL).
28. Run the following amplification cycles: 6 cycles of 1 min at 95�C, 1 min at 60�C, 5 min at

72�C; 1 cycle of 10 min at 72�C, followed by a soak at 55�C.
29. Add 25 U BstXI and incubate overnight at 55�C. This step eliminates vector-only sequence

and sequences using the cryptic splice-donor site.
30. Add an additional 5 U of BstXI, incubate 2 h more at 55�C.

SECONDARY PCR

31. Combine the following reagents in a polypropylene PCR tube:
a. 1 lL of a 1:10 dilution of the primary PCR product.
b. 78 lL of sterile water.
c. 10 lL of 10� Taq DNA polymerase.

32. Heat to 958C for 5 min, then add 3 lL of Taq DNA polymerase.
33. Perform the following amplification cycle: 30 cycles of 30 s at 558C, 2 min at 728C; 1 cycle

of 10 min at 728C, followed by a soak at 48C.
34. Electrophorese 10 lL of PCR product with dye in a 1.5% agarose gel and identify reactions

that contain PCR products.
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35. PCR products containing exon can be sequenced using the AD2 and UAP primers and the PCR
product can be cloned using the TA cloning kit (according to supplier’s protocol, Promega).

3.7 Microarray Analysis

A major obstacle in postional cloning of TSG is identifying the specific mutated gene
from within a large physical contig. The completion of the human genome has incited
technologic advances that are geared toward efficiently exploiting these sequences and
the associated physical resoureces to identify human disease genes. Here we describe
the application of DNA microarray technology to a defined genomic region (physical
map) to identify: (a) exons without a priori sequence data and (b) the TSG based on dif-
ferential gene expression in a tumor. Rather than arrayed cDNA elements, this approach
utilizes an arrayed genomic library within the genetic interval of interest. The feasbility
of this approach has been demonstrated by Stephen et al. (7) who used such a strategy
to identify the Niemann-Pick type C gene.

3.7.1. Total RNA Isolation with Trizol (see Note 10)

Prep. notes: Turn centrifuge on to 4�C.

1. For a confluent monolayer of cells, use 5 mL of Trizol for each T75 flask or 10 mL of Tri-
zol for each T175 flask (generally yields 1 mg total RNA).

2. Lyse cells by repeated pipetting, making sure that the mixture has been sufficiently homog-
enized. This is an important step.

3. Incubate at room temperature for 5 min.
4. At this point the homogenized sample can be stored at �80�C (for up to 1 mo) for later use.
5. Add 0.2 mL of chloroform per 1 mL of Trizol (ex.: 5 mL of Trizol:1 mL of chloroform).
6. Shake tubes vigorously by hand for at least 15 s.
7. Incubate at room temperature for 3 min.
8. Spin samples at no more than 12,000g for 15 min at 4�C.
9. Transfer the clear aqueous phase to a fresh tube.

10. Add 0.5 mL of isopropanol per 1 mL of Trizol (ex.: 5 mL of Trizol:2.5 mL of isopropanol).
11. Invert tubes several times.
12. Incubate at room temperature for 10 min.
13. Spin at no more than 12,000 � g for 10 min at 4�C.
14. A gel pellet should now be visible on the bottom of the tube.
15. Discard the supernatant and wash the pellet with 1 mL of 75% ethanol in DEPC H2O per 1

mL of Trizol (ex.: 5 mL of Trizol:5 mL of 75% EtOH).
16. Mix the sample by vortexing and centrifuge at no more than 7500 � g for 5 min at 4�C.
17. Remove the supernatant and briefly air-dry the pellet.
18. Resuspend the pellet in DEPC H2O and keep on ice (store long-term at �80�C). Try to resus-

pend so that final conc. is 	 2 lg/lL (in general use 100–300 lL).
19. Read samples at 260 nm to determine approximate RNA concentration and run 1 lg on a

1% agarose gel with ethidium bromide (look for the presence of 28s and 18s bands).

3.7.2. Poly A� Isolation with Oligotex (Oligotex mRNA batch Protocol)

Prep. notes: Set centrifuge to 4�C, put Oligotex suspension in 37�C block, heat
another block to 70�C (heat OEB or DEPC H2O here), and place buffer OBB in 37�C
incubator (to dissolve precipitant.)

Ex.: Preparation of 1 mg total RNA, starting material at 10 lg/lL.

354 Robertson, Sargent, and Nelson



20. Thaw total RNA on ice.
21. 100 lL of total RNA (for 1 mg total) � 400 lL of RNase-free water for a total volume of

500 lL.
22. Add 500 lL buffer OBB (make sure this solution has not precipitated upon storage; if it has,

heat at 37�C to dissolve).
23. Add 55–85 lL of Oligotex suspension (for 1 mg of total RNA, 70 lL works well)—make

sure to vortex suspension just before adding.
24. Mix the contents by inverting the tube.
25. Incubate the sample for 5 min at 70�C (linearizes mRNA).
26. Make sure the cap is still tight, and invert the tube to mix. Incubate at room temperature for

10 min (mRNA attaches to beads).
27. Spin for 2 min at 15,000 g at 4�C.
28. Remove the supernatant by pipetting (at this point it is okay to leave 50 lL of supernatant

in the tube).
29. Resuspend the pellet in 1 mL of buffer OW2 by pipetting and vortexing.
30. Spin for 2 min at 15,000 g at 4�C.
31. Remove the supernatant by pipetting (once again, it is okay to leave 50 lL of supernatant in

the tube).
32. Again resuspend the pellet in 1 mL of buffer OW2 by pipetting and vortexing.
33. Spin for 2 min at 15,000 g at 48�C.
34. This time, remove all supernatant (be careful not to disturb the pellet; use a p10 pipet to

remove the residual supernatant).
35. Resuspend the pellet in 30 lL DEPC H20 (at 708C) by repeated pipetting.
36. Spin for 2 minutes at 15,000 g at 4�C.
37. Transfer the supernatant containing the eluted poly A� RNA to a clean RNase-free tube and

place on ice (we usually remove only 25 lL at this point, so as not to disturb the pellet).
38. Again wash the pellet in 70�C DEPC H20 to elute RNA, but this time use 25 lL.
39. Spin for 2 min at 15,000 g at 4�C.
40. Transfer the remaining supernatant to the tube on ice containing the eluted poly A� RNA.
41. Finally, spin this tube for 2 min at 15,000 g at 4�C to pellet any residual Oligotex particles

and transfer this solution to another clean RNase-free tube and place on ice (for long-term
storage place at �80�C).

42. Read the samples at 260 and 280 nm to determine concentration and purity. The 260 nm/280 nm
ratio should between 1.7 and 2.0 (a ratio of 2.0 represents a pure preparation). If not, the proce-
dure can be repeated on the sample by following the miniprep protocol (using 15 lL of Oligotex).

3.7.3. Probe Preparation

This procedure can be performed in an Eppendorf thermocycler, heat blocks,
hybridization oven.

Prep. notes: mRNA conc. must be at least 0.35 lg/lL; if it is not, lyophilize in a speed
vacuum briefly to volume below 11.4 lL. Heat block to 70�C, turn on 42�C instrument.

43. Use 4 lg RNA.
44. Add DEPC H2O to a volume of 11.4 lL.
45. Add 1 lg of oligo dT (2 lL stock at 0.5 mg/mL).
46. Heat 5 min at 70�C (turn block to 65�C), place on ice for 30 s, flash-spin.
47. Incubate 10 min at 25�C.
48. Add 14.6 lL of Cy3 or Cy5 master mix (per reaction tube).
49. Add 6 lL of 5� 1st strand buffer: lL 0.1 M DTT, 3 lL Cy3 or Cy5 dCTP, 0.6 lL dNTPs

(25 mM dA/G/TTP and 10 mM dCTP), 2 lL RNasin (Gibco), 14.6 lL.
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50. Once master mix has been added to mRNA, keep covered from light.
51. Add 2 lL of Superscript RT II.
52. Incubate for 2 h at 42�C.
53. Spin down tubes after incubation.
54. Pool the two tubes (Cy3 and Cy5 labeled).
55. Add 2.65 lL of 25 mM EDTA (to stop reaction).
56. Add 3.3 lL of 1 M NaOH (to degrade RNA strands).
57. Incubate for 10 min at 65�C.
58. Add 3.3 lL 1 M HCl (to neutralize reaction).
59. Add 5 lL 1 M Tris, pH 6.8.
60. Can store temporarily at �80�C at this point, if necessary.

3.7.4. Probe Purification

Perform all steps in minimal light.

3.7.4.1. MICROCON 30

Label 2 collection tubes per probe.

61. Insert column into supplied tube.
62. Add 400 lL of dH2O.
63. Apply the probe mixture (about 80 lL) onto the column and mix well by pipetting.
64. Spin at room temperature (25�C) for 8 min at 12,000 g (see Note 11).
65. Remove column from assembly, add an additional 20 lL of dH2O, and place it upside down

in a new tube (cut cap off of this tube).
66. Spin for 1 min at 15,000 rpm to collect probe (cap strap should now face outward).
67. Remove column and store tube on ice.

3.7.4.2. QIAQUICK NUCLEOTIDE REMOVAL KIT

Label column, elution tube, 0.5-mL final tube.

68. Add 5 vol of buffer PN to 1 vol of the reaction sample (ex.: If 50 lL of sample is recovered
from the microcon, use 250 lL of buffer PN).

69. Transfer this solution to a QIAquick spin column in a 2-mL collection tube.
70. Spin at room temperature for 1 min at 6000 rpm.
71. Discard flow-through and place column back into the same tube.
72. Add 750 lL of buffer PE (be sure to add ethanol to buffer PE before use).
73. Spin at room temperature for 1 min at 6000 rpm.
74. Discard flow-through and place column back into the same tube.
75. Spin at room temperature for 1 min at 13,000 rpm to remove residual ethanol.
76. Place column in a clean 1.5-mL tube.
77. Add 30 lL of dH2O to the center of the column.
78. Let stand for 2 min at room temperature.
79. Spin at room temperature for 1 min at 13,000 rpm.
80. Remove column and transfer probe to 0.5-mL tube for lyophilization.
81. Lyophilize sample in a speed vacuum until dry (about 1 min per microliter of sample); do

not overdry the pellet.
82. Wrap tube containing the sample in foil and store in the dark at �20�C for temporary stor-

age (<24 h), �80�C for long-term storage.
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3.7.5. Slide Fixation

For non-amino-linked DNAs printed onto silane-coated slides.

83. Once dry, UV crosslink (0.3 J or 3000 lJ � 100) using Stratalinker.
84. Rinse in 0.1 % SDS for 1 min.
85. Rinse 2� in dH2O for 1 min.
86. Air-dry.

3.7.6. Hybridization

Perform all steps in minimal light.

87. Denature slide (DNA side facing up) in a beaker of 95�C water for 3 min.
88. Place in a 50-mL tube containing ice cold ethanol for 15 seconds.
89. Spin-dry at 500 � g for 1 min (place slide in a 50-mL tube with a Kimwipe in the bottom).
90. Add 30 lL of 2� SSC to each of the hybridization chamber’s lower grooves.
91. Set denatured slide into chamber DNA side up and seal for the time being.
92. Retrieve probe from �20�C and resuspend pellet in (for slides printed 10/00):

a. 9.0 lL of dH2O.
b. 5.0 lL of 20 � SSC.
c. 4.0 lL of 1% SDS.
d. 2.0 lL of Cot-1 DNA (10 mg/mL).

93. Transfer mixture to a screw-cap tube (do not place probe mixture on ice once resuspended,
as the SDS will precipitate).

94. Boil 3 min.
95. Immediately flash-spin sample and apply solution to the slide resting in the hybridization

chamber, using the reference slide as a guide.
96. Gently place a cover slip over the array, try to avoid large air bubbles (small bubbles are not

a concern because they will disappear).
97. Seal the hybridization chamber and carefully place it in a 64�C water bath overnight (14–18 h).

3.7.7. Washing

Perform all steps in minimal light.

98. Remove hybridization cassette containing slide from water bath, and place slide in the first
wash. Carefully remove the cover slip from the slide by continuously dipping into the wash
tube (or remove the cover slip from the tube if it has already come off).

99. All wash steps are performed at room temperature on a rocker in 50-mL conical tubes:
First wash: 5 min, 0.5� SSC, 0.01% SDS.
Second wash: 5 min, 0.06� SSC, 0.01% SDS.
Third wash: 2� 2 min, 0.06� SSC filtered.

100. Spin-dry at 500 � g for 1 min (place slide in a 50-mL tube with a Kimwipe in the bottom).
101. Store the slide in a slide box until scanned (ScanArray/GenePix).

3.8. Database Searches for Homology to Human Genes or ESTs

When the region of loss or consistent abnormality has been narrowed to approxi-
mately 1 cM, genes or EST mapping can be identified by sequencing databases accord-
ing to the following outline.

1. Either Blast sequence the region or search databases to identify gene ESTs from these regions.
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2. Retrieve sequences of known STS from Genbank and Blast them against genomic sequences.
Various Blast databases can be found at http:www.ncbi.nlm.nih/BLAST/blast_
databases.html. For additional information see NCBI Blast tutorial and Blast course.

3. When genomic sequence is available, the following type of database search can be conducted:
a. Mask the retrieved genomic sequences. The presences of particular types of repetitive

elements and vector sequences can distort the Blast results and gene prediction. In par-
ticular, L1 elements are often predicted as genes.

b. To avoid these problems, prescreen for repetitive elements within the sequences using a
program such as RepeatMasker or Censor. These programs are designed to replace
sequence segments that match any of the elements common to your organism (i.e., Alu)
with the same number of asterisks or N’s.
RepeatMasker1: http://aurora.bwh.harvard.edu/cg9-bin/RepeatMasker.cgi
RepeatMasker2: http://ftp.genome.washington.edu/cgi-bin/RepeatMasker
VecScreen: http://www.ncbi.nlm.nih.gov/VecScreen/VecScreen.html

4. 5� First-strand buffer (250 mM Tris-CI, pH 8.3, 375 mM KCI, 15 mM MgCl2). This
buffer is supplied with the SuperScript Reverse Transcriptase: 0.1 M DTT, 1 lL 10 mM
dNTP mix in DEPC water, 1 lL Rnasin (Rnase inhibitor from Promega), DEPC water
to 19 lL.

5. For prediction of potential genes or ORFs in the retrieved genomic sequences, use a gene
prediction program such as FGENESH, which can be found in the Sanger center. However,
proceed with caution when using these programs, since gene prediction programs are
designed to predict and can give false predictions. Therefore, be sure to compare several pre-
dictions using programs based on different prediction algorithms.

6. Genes and ESTs can be screened for genomic sequences, by Blasting masked sequences
against the dEST database. When genomic sequences are not available or the region of con-
sistent alteration is too large, the following steps can be helpful in identifying candidate genes.
a. Check candidates in GenMap 99 and other relevant mapping databases.
b. Assembled sequences of candidates, based on mapped EST clusters, can be retrieved

from other assembly databases such as:
DOTS (http://.cbil.upenn.edu/DOTS*/dotsweb?page5blast)
MIPS (http://www.mips.biochem.mpg.de/proj/human/human_blast.html)
TBI (http://www.dfkx-heidelberg.de/tbi/Welcome.html)
TIGR (http://www.ncbi.nlm.nih.gov/BLAST.theblast.html)
STACK (http://ziggy.sanbi.ac.za/stack/stacksearch.html)

c. The analysis and evaluation of candidiate genes and EST clusters can be based on the
following criteria:
The map position of the clone (GenMap 99)
Expression in relevant tissues (UniGene)
Protein similarities (ExPASy Proteomics tools)

d. In order to find available genomic sequence and homologies of specific candidates to
other genes, Blast sequence of chosen candidates against relevant databases.

There are several advantages to using available genomic sequence. First, when
genomic sequence is available, new polymorphic STSs can be made to further refine the
region of consistent alteration. Second, when genomic sequence is available, it is easier
to determine the candidate genomic structure and organization (i.e., intron/exon bor-
ders), which can be helpful in designing primers for screening genomic DNA. Once a
candidate gene is identified, the next key step is to identify disease-causing alterations
associated with the tumor suppressor gene.
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3.9. Testing Candidate Genes: Mutational Analysis of the Putative TSG

Direct detection of mutations is not simple, for many reasons that are related both to
genes themselves and to current technologies. It is the scanning of large genes for base
changes that is the rate-limiting step. Complete sequencing of large genes can also be
time-consuming, costly, and tedious, and mutations can be missed. The alternative
approach is to use scanning methods that allow rapid analysis of exon and intron bound-
aries, then to use limited sequencing to confirm and identify the mutation in a fragment.
This approach avoids the labor and cost of sequencing large numbers of negative sam-
ples. A variety of methods for detecting unknown mutations currently exist. This sec-
tion covers single-strand conformation polymorphism (SSCP) analysis, the protein
truncation tests, and direct DNA sequencing.

3.9.1. Search for Mutations by PCR-SSCP

3.9.1.1. PREPARATION OF SAMPLES FOR SSCP ANALYSIS

It is critical to use optimized PCR conditions that minimize unwanted extra prod-
ucts because these can result in artifact bands that interfere with interpretation of the
SSCP results. DNA samples and PCR should be done according to standard meth-
ods; however, the following pointers could help in generating the best SSCP 
results.

1. Use only highly purified, salt-free template DNA in the PCR reaction.
2. Use primers that contain no partial mismatches in the target sequence.
3. Optimize reagent and primer concentrations for each amplification reaction.
4. Determine thermal cycler settings that eliminate nonspecfic priming.
5. Use the minimum number of PCR cycles to obtain a sufficient quantity of DNA, usually 30

cycles (or fewer) on 100 ng of genomic DNA.

The primers used for amplification can be radiolabled with 32P prior to PCR, or 32P-
dCTP can be added to the PCR cocktail (5 lCi) before aliquotting to individual reac-
tion tubes. Following PCR amplification, it is a good idea to check the success of the
PCR products on a 3% agarose gel to ensure amplification (see Note 3).

3.9.1.2. GEL PREPARATION AND POURING

1. Glass plates must be clean and free of soap residues or dried gel. To remove residues, apply
ethanol to both plates and wipe dry.

2. To ensure that the gel will not stick to the glass plates, treat one of the plates with Gel Slick
solution or a similar antistick product. (If the plates were previously silanized, the coating
must be removed completely prior to applying a fresh coat of antistick solution).

3. Assemble the glass plates according to the manufacturer’s instructions (use 0.4-mm spacers).
4. Either polyacrylamide or MDE matrix can be used to cast gels.
5. Pour into sequencing gel apparatus and allow to solidify. For 10% glycerol gels, add 5.0 mL

of pure glycerol to the mixture and q.s with ddH2O to 100 mL.
6. Place all samples on ice, remove 5.0 lL of hot sample, and mix with 45 lL of stop solution.
7. Heat-denature at 94�C for 2 min.
8. Transfer samples directly to ice. (Quick-spin samples to ensure that all the product is at the

bottom of the tube).
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3.9.1.3. ELECTROPHORESIS

1. Rinse the top of the gel thoroughly with running buffer.
2. Prerun gel for at least 20 min, no longer than an hour. Gels to be run at 4�C should be placed

at 4�C for 1 h prior to rerunning and rerun at 4�C.
3. Load 10 lL of sample on to the gel and electrophorese at 20 W for 5 h at room temperature.
4. The gels should be removed promptly and placed on transfer paper (Whatman 3MM filter

paper), covered with saran wrap, and dried at 80�C for 30 min.
5. Perform autoradiography or phosphor imaging analysis using standard techniques (see Note

8).

3.9.2. Protein Truncation Test (Coupled In-Vitro Transcription and Translation)
(see Notes 5 and 6)

Coupled in-vitro transcription and translation (also known as the protein truncation test;
PTT) is a convenient single-tube reaction to determine if mutations or deletions produce
proteins that differ in size when compared to the normal product. This procedure is highly
effective for detecting mutations that lead to the termination of mRNA translation and sub-
sequently protein truncation. The types of mutations that can be detected are: nonsense
mutations in which there is a single nucleotide substitution that produces a stop codon
(TGA, TAA, or TAG); as frameshift mutations in which one or more nucleotides are either
inserted or deleted if the number of bases is not divisible by 3, the altered reading fame fre-
quently results in a stop codon or mutations at a splice site. PTT has been especially success-
ful for detecting mutations in genes in which the frequency of missense mutations is low.

3.9.2.1. PTT OR COUPLED IN-VITRO TRANSCRIPTION AND TRANSLATION (SEE NOTES 12
AND 13)

1. First-strand cDNA synthesis (start with 1–5 lg of total RNA or 50–500 ng of mRNA).
2. Combine the following components into a nuclease-free microcentrifuge tube: 1 lL or

50–250 ng of random primers, 1 lL of oligo dT primers (stock solution 20 umo), 1–5 lg
total RNA, sterile distilled water to 12 lL.

3. Heat mixture to 70�C for 10 min and chill on ice.
4. Collect the contents of the tube by brief centrifugation and add:

a. 5� first-strand buffer (250 mM Tris-Cl, pH 8.3, 375 mM KCl, 15 mM MgCl2). This
buffer is supplied with the SuperScript Reverse Transcriptase.

b. 2 lL 0.1 M DTT.
c. 1 lL 10 mM dNTP mix in DEPC water.
d. 1 lL Rnasin (RNase inhibitor from Promega).
e. DEPC water to 19 lL.

5. Mix contents of the tube gently and incubate at 42�C for 2 min.
6. Add 1 lL (200 U) of SUPERSCRIPT II and mix by gently swirling the pipet tip in the tube.
7. Incubate 50 min at 42�C. Inactivate the reaction by boiling for 10 min. Spin down contents.
8. Add the following to a PCR reaction tube for a final reaction volume of 100 lL: 10 lL 10�

PCR buffer (200 mM Tris-HCl [pH 8.4], 500 mM KCl), 3 lL 50 mM MgCl2, 2 lL 10 mM
dNTP mix, 2 lL amplification primer 1 (10 lM), 2 lL amplification primer 2 (10 lM), 1 lL
Taq DNA polymerase (2–5 U/lL), 2 lL cDNA (from first-strand reaction), 80 lL auto-
claved, distilled water. Mix gently. Heat reaction to 94�C, 45 s at 55–65�C (depending on the
primer sequence in your gene), and 1 min at 72�C. A final 10-min cycle at 72�C followed
by a soak at 4�C is also common.
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9. Purify the PCR product using the QIAquick columns (Qiagen, Santa Clarita, CA) accord-
ing to the supplier’s recommendations.

10. After amplification and purification, 100 ng of product is used in a TNT T7 Quick Coupled Tran-
scription/Translation reaction (Promega, Madison, WI) with the addition of 0.3 mM magnesium
acetate. For detection, a labeled amino acid is included. The label can be either a radionucleotide
such as 35S, which is visualized by autoradiography, or biotin for detection by chemilumines-
cence (see Promega TNT Quick Coupled Transcription/Translation protocol for details.

11. The resultant proteins are run out on a SDS-PAGE gel for sizing against normal control prod-
ucts and protein markers.

3.9.3 Search for Mutations by Direct DNA Sequencing

Direct sequencing of PCR products based on the Sanger dideoxy chain-termination
method is a final step of any mutation scanning procedure, as all the methods described
above are capable of detecting mutations with varying efficiencies, but none defines
precisely the nature of the change. Major improvements have been achieved with recent
automated capillary electrophoresis instruments and multicolor fluorescent detection.

1. Optimize PCR conditions for the region of interest in the putative TSG sequence. Amplify
PCR products from samples of interest (i.e., cell lines, archival tumor material, blood sam-
ples, etc.) under the optimal conditions (total volume is 50 lL).

2. Verify PCR products by 2% agarose-EtBr gel electrophoresis.
3. Purify PCR products by using GFX PCR, DNA, and Gel Band Purification Kit (Amersham

Pharmacia). Or, extract PCR product bands from low-melting-point agarose by using the
same kit. Elute DNA in an appropriate volume of sterile nuclease-free water.

4. Check the concentration of the purified PCR products on 2% agarose-EtBr gel using Preci-
sion Molecular Mass Standard (Bio-Rad).

5. Adjust PCR products to an appropriate concentration (10 ng/100 bases) so that 5 lL can be
used per reaction.

6. Sequence samples with the dideoxy termination method on an ABI 373A DNA sequencer.
7. Align sequences using CLUSTAL W (EMBL, http://www.ebi.ac.uk).
8. 1 min in (the radioactive room), inject the solution of probe to the bag that has the prehy-

bridization solution and membrane, hybridize overnight.

4. Notes

1. For GTL banding the following may be helpful:
a. Times of trypsin treatment vary with each case, the age of the slides to be banded, and

the technique used to make the slides.
b. Chromosomes are undertreated when they stain homogeneously; when banding is pres-

ent, but bands appear to blur into each other; when banding is present, but a darkly
stained bar is noticeable between the chromatids.

c. Chromosomes are overtreated when they appear swollen, with a “crust” around the chro-
matids; when they appear fuzzy or have a cobwebbed appearance.

d. Due to variation in the stages of condensation of chromosomes within a specimen, some
spreads may appear over- or undertreated, while others appear perfect for analysis. It is
the technologist’s judgment as to whether treatment or staining time is right for the par-
ticular length and morphology of chromosome he or she are working with.

2. If the amount of tumor DNA is not sufficient for CGH, the DNA can be amplified by degen-
erated oligonucleotide-primer (DOP)-PCR (3).

3. The primers used for amplification can be radiolabled with 32P prior to PCR, or [32P]dCTP
(5 lCi) can be added to the PCR cocktail before aliqouting to individual reaction tubes. Fol-
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lowing PCR amplification, it is a good idea to check the success of the PCR products on a
3% agarose gel to ensure amplification.

4. We have found that a 30% stock solution of acrylamide with a 49:1 (acrylamide:bis) ratio
works extremely well for SSCP analysis. Store the solution in a foil-covered bottle. Prior
to preparing the stock solution, treating the acrlyamide with amberlite solution can improve
the quality of the acryl amide. Add dissolved acryl amide to a beaker containing 100 g of
dry Amberlite MB-1 resin and stir overnight in the cold room. Filter through Whatmen #1
filter paper.

5. The PTT protocol is useful for detecting truncating mutations, i.e., disease-causing and
not missense mutations, which often represent non-disease-related sequence variation.
Large stretches of coding sequence (up to 5 kb) can be screened, but a 1.3–1.6-kb cDNA
yields the best results. This protocol works equally well with large single exons derived
from a DNA template or from multiple exons using an RNA template. The latter can sig-
nificantly reduce the workload. The length of the truncated protein pinpoints the position
of the mutation, thereby facilitating its confirmation by sequencing analysis. If RNA is
used as a template, any abnormalities of message splicing can potentially be detected.
Compared to other mutation detection techniques, PTT can detect mutated alleles present
at 5–10% in a sample.

This technique is not applicable to genes in which there are low levels of truncating muta-
tions. For example, APC, BRCA1, BRCA2, and Dystrophin all have approximately 90–95%
truncating mutations, but NFI and RTS have only 50% and 10% truncating mutations,
respectively. Unfortunately, archival material is usually DNA and not RNA, which further
limits the usefulness of this technique. Transcripts carrying truncating mutations can also be
highly labile, but this can be overcome by using DNA-based PTT. A final limitation of this
technique is that it cannot detect mutations occurring outside the coding region that regulate
expression and RNA stability.

6. Troubleshooting PTT:
a. False negatives due to a failure to amplify the mutated allele or only detecting very small

deletion/insertions or missense mutations might be caused by (1) mutations in the primer
binding site; (2) very small in-frame deletions/insertions undetectable by the mobility
shifts; (3) mutation may only occur germline or be present as somatic mosaicism; (4)
large insertions, translocations, and inversions that enlarge the region under analysis
beyond amplifiable length. The solution is to use different percentage gels and overlap-
ping primer sets.

b. False positives or alternate splicing give rise naturally to different size transcripts and can
cause artifacts during RT or PCR procedures. These usually disappear in the huge amount
of correctly amplified fragments, but problems can occur if the errors happen in the first
1–3 rounds of amplification, producing substantial amounts of artifactual products. A
solution is to perform two independent RT and PCR reactions and check at each stage of
the process to allow for identification of this potential problem.

7. In some tumors, a situation occurs in which there is physical loss of one allele of the gene
with the second allele remaining wild type. This condition, which is termed haploinsuffi-
ciency, results in the suppressor protein being expressed at reduced levels that are insuffi-
cient to block tumor progression. Under these circumstances, mRNA expression analysis
becomes important and protocols such as semiquantitative RT-PCR and Northern blot analy-
sis are useful for quantifying gene expression levels. The ultimate validation of tumor sup-
pressor gene function is reintroduction of the putative cancer suppressor gene into
cancer-derived cell lines lacking endogenous expression and observing a reversion to a less
tumorigenic, more “normal” phenotype. Protocols describing the functional testing of tumor
suppressor genes, including transfection studies, are discussed in detail in other chapters of
this volume.
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8. Troubleshooting for SSCP analysis can be found at www.bioproducts.com/technical/sscp-
analysiswithmdegelsolution.shtmL.

9. For each PCR reaction, to determine LOH occurring in tumor DNA, a control should be run
using normal lymphocyte DNA from the same patient.

10. If using 13-mL round-bottom tubes, spin at 9000 g.
11. Note that the cap strap should be aligned toward the center of the rotor.
12. The cDNA can now be used as a template for PCR amplification to produce a product

for use in the PTT assay. A specifically designed tailed sense primer should contain the
following regions: a 5�-end containing a T7 RNA-polymerase promoter sequence that is
needed to facilitate the in-vitro production of RNA, followed by a 5–7-bp spacer, and
finally a eukaryotic translation initiation sequence (Kozak sequence), which includes an
ATG start codon that will facilitate the initiation of protein synthesis. The 3� portion of
the primer will contain gene-specific sequence, allowing amplification reads inframe from
the ATG. The gene specific 3� primer should have a similar annealing temperature to that
of the 5� primer.

13. Large deletions, duplications, and splicing mutations may be detected by agarose gel elec-
trophoresis at this stage.
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Hybrid Capture of Putative Tumor Suppressor Genes

Bryan L. Betz and Bernard E. Weissman

1. Introduction

During the last part of the twentieth century, research on human cancer increasingly
focused on the molecular basis of this disease. These studies have identified many facets
of cellular transformation, including aberrant cell cycle regulation, inhibition of pro-
grammed cell death or apoptosis, impaired DNA damage repair systems, genomic insta-
bility, and altered signal transduction in an increasing number of pathways. However,
we have only begun the formidable task of identifying all the genes responsible for these
cellular and genetic alterations. Over the past four decades, investigators have developed
multiple models to investigate the processes of malignant transformation, including
transformation of cells both in vitro and in the animal by chemical carcinogens or onco-
genic viruses. Immortal human and rodent tumor cell lines have proved especially
amenable for identification of oncogenes and tumor suppressor genes. In order to map
and identify functional tumor suppressor genes directly, we and others have used the
technique of microcell hybridization to transfer chromosomes from normal human cells
into human tumor cell lines (1,2). By this approach, we first showed that introduction
of a normal human chromosome 11 into a Wilms’ tumor cell line causes a complete sup-
pression of tumorigenicity (3). After our initial study, multiple laboratories have estab-
lished the validity of this experimental system by the demonstration that transfer of
specific human chromosomes into a variety of different human tumor cell lines results
in the suppression of tumorigenic potential (4–9). In this chapter, we outline a general
strategy for mapping the location of tumor suppressor genes by microcell-mediated
chromosome transfer (MMCT). Once the chromosomal site of a functional tumor sup-
pressor gene becomes apparent, investigators can use other techniques to lead to the iso-
lation of the operative gene, including positional cloning (Fig. 1). Thus, one can search
for tumor suppressor genes armed with an established functional assay for verification
of candidate genes.

1.1. General Strategy

The MMCT technique can provide a powerful tool for the identification of tumor sup-
pressor genes. However, we have found several pitfalls and caveats in our own studies
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that can lead to potential problems in data interpretation. Therefore, we suggest the use
of several guiding principles for these types of experiments.

1. The presence of introduced chromosomes must be documented by both cytogenetic and
molecular means. Clonal variation in tumor cell lines can often lead to the presence of an
extra copy of a chromosome. Finding the expected number of chromosome copies in a puta-
tive microcell hybrid by karyotypic analysis would not control for this caveat. In contrast,
the presence of a number of polymorphic markers from the transferred chromosome by
molecular techniques does not assure the introduction of an intact chromosome. Breakage
of the transferred chromosome occurs frequently during MMCT, resulting in transfer of
small fragments. If this occurs, only the genetic information close to the site of the selection
marker may be retained after growth in the selection medium. Finally, if the transferred chro-
mosome is maintained in a cell line of a different species than the recipient, the investigator
must show that the microcell hybrid did not receive genetic information from the donor cell
line. If one finds rodent material in a human cell line after MMCT, one must control for this
additional and substantial genetic information. We also suggest that investigators carry out
these characterizations at the time of transformation and tumorigenicity assays. Continued
growth of microcell hybrids in tissue culture may rapidly select the presence of tumor sup-
pressor genes. If one waits five passages after molecular and cytogenetic analysis before
inoculation into nude mice or soft agar, a significant population of segregants may appear
in the population.

2. Transfer of only one chromosome does not control adequately for nonspecific effects of this
technique. In other words, the isolation of nontumorigenic microcell hybrids containing the
same chromosome does not always indicate the presence of a tumor suppressor gene on that
chromosome. We have observed cases where the introduction of a number of different chro-
mosomes leads to tumor suppression. In other instances, we have found that single-cell clones
of a tumor cell line display a broad range of tumorigenic potentials, including nontumori-
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Fig. 1. Overall strategy for identification of tumor suppressor genes by MMCT. Suppression of
transformed phenotypes such as anchorage-independent growth, immortality, and tumorigenicity after
chromosome transfer of a normal chromosome into a tumor cell indicates the presence of a functional
tumor suppressor gene. Transfer of smaller chromosome fragments narrows the tumor suppressor
region to <2 Mb. At that point, traditional positional cloning approaches would lead to the identifica-
tion of candidate tumor suppressor genes. Identification of the operative tumor suppressor gene would
rely on its ability to suppress the transformed phenotype in a similar fashion to the whole chromosome.



genic clones. Thus, one should always produce microcell hybrids with at least one other nor-
mal chromosome that does not affect the transformed properties of the cancer cell line.

3. If possible, investigators should use a selection system that allows for the addition and sub-
traction of the chromosome of interest. The use of such reagents provides an obvious bene-
fit. One can validate the presence of tumor suppressor activity on a chromosome transfer by
demonstrating a reexpression of the transformed phenotype after loss of that chromosome.
For some of our studies, we have used chromosomes from normal cells that contain a translo-
cation between an autosome and the long arm of the X chromosome, site of the HPRT gene.
Thus, we can select for the presence of the chromosome using growth medium containing
HAT reagents and its loss by growth in medium containing 6-thioguanine (6TG). However,
these X; autosome translocations are limited. Therefore, one group has developed libraries
of human donor chromosomes that possess selectable markers such as the hygromycin-
HSV/TK fusion gene (10,11). This allows for positive selection in hygromycin and negative
selection in gancyclovir.

4. One must always characterize the cells that actually formed tumors or soft agar colonies for
chromosome content. Reconstitution of tumors or soft agar colonies into tissue culture
allows the investigator to confirm the presence of the transferred chromosome. Again, prop-
agation of the cells before inoculation can allow loss of material from the transferred chro-
mosome. If only 10% of the cells have lost the tumor suppressor gene, they may form tumors
as rapidly as the parent may.

5. We have come to rely mainly on positive results when mapping tumor suppressor genes. Sev-
eral studies have provided evidence for alterations in expression of genes on donor chromo-
somes, especially in cases of human chromosomes propagated in a rodent cell line (12). Thus,
a chromosome may contain a complete copy of a tumor suppressor gene yet fail to express it
upon chromosome transfer. Investigators should use caution in interpreting a lack of tumor
suppressor activity after transfer as an indication of the absence of a tumor suppressor activity.

2. Materials

The general microcell hybridization method is shown in Fig. 2. Donor cell lines are
treated with colcemid for 48 h to induce micronuclei formation. At that time, microcells
are isolated by either centrifugation of flasks or by Percoll gradients. The microcells are
then fused with the recipient cell lines using polyethylene glycol (PEG), divided into tis-
sue culture dishes and allowed to incubate overnight. Selection media can be added the
next day.

2.1. Microcell Preparation

Two general methods exist for the preparation of microcells. One approach uses cells
attached to plastic or glass dishes or flasks (1,13,14). The second protocol uses Percoll
gradients to isolate microcells (15). We have used the former technique almost exclu-
sively for our tumor suppressor mapping studies. Virtually all donor cell lines contain-
ing human chromosome for MMCT are derived from mouse L-cells. The following cell
technique works well for these cell lines.

1. T-25 flasks: Nunc cat. no. 1 52094 (see Note 1).
2. Filter units, gaskets, and nucleopore filters: 25-mm Swinnex filter units, cat. no.

SX0002500.
3. Silicone gaskets: 25-mm Swinnex gaskets, cat. no. SX0002501.
4. Polycarbonate filters:VWR Scientific, 8 lm, cat. no. 28158-806; 5-lm, cat. no. 28158-668;

3-lm, cat. no. 28158-602. Assemble a filtration unit comprised of three individual Swinnex
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filters units stacked in series, containing an 8-lm filter (top), a 5-lm filter (middle) and a
3-lm filter (bottom). The filter should be inserted into the filter units so that the shiny side
makes contact with the cells first, then sterilize by autoclaving for 30 min with slow exhaust
(see Note 2).

5. Colcemid: 10-lg/ml stock, GibcoBRL cat. no. 15210-040.
6. Cytochalasin B: Sigma cat. no. C6762. Prepare a stock solution of 2 mg/mL in dimethyl-

sulfoxide (DMSO) and store at �20�C. (see Note 3).

2.2. Microcell Fusion

1. Polyethylene glycol (PEG): Boehringer Mannheim cat. no. 783641 (see Note 4).
2. Phytohemmaglutin P(PHA-P): Difco cat. no. 3110-56-4 or Sigma cat. no. L9132. Prepare a

100-lg/mL stock in unsupplemented tissue culture medium. Sterilize by filtration through
a 0.22-lm filter and aliquot 5-10 mL in 15-mL plastic tubes. Store frozen at �20�C.
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Fig. 2. Schematic of microcell-mediated chromosome transfer protocol. Microcell fusion consists
of five essential steps: (1) micronucleation of the donor cells; (2) enucleation of the donor cell popu-
lation; (3) isolation of the microcells; (4) fusion of the microcells to the recipient cells; and (5) isola-
tion of microcell hybrids by growth in selection medium.



3. Methods

We have generally used cell lines that attach to plastic as recipient cell lines for
MMCT. Therefore, we have presented our standard fusion protocol in this chapter.
However, one can use a suspension cell line as a recipient for chromosome transfer.
In this instance, one follows a standard hybridoma fusion protocol with the additional
step of using the PHA-P treatment to attach the microcells to the recipient suspension
cells (17).

3.1. Preparation of Microcells

1. Grow donor cells in 6 Nunc T-25 flasks until they reach approximately 90% confluence.
Remove medium from cells and add medium containing 0.2-lg/mL colcemid (100 lL of
10-lg/mL stock in 5 mL) to each of the 6 Nunc T-25 flasks. Incubate cells at 37�C for 48
h (see Note 5).

2. After 48 h, aspirate medium from Nunc flasks of donor cells. Fill flasks completely to the
top (including neck) with prewarmed cytochalasin B media (10 lg/mL). Incubate flasks
upright in a 37�C incubator for 20 min. Wrap tops of tightly capped flasks with parafilm to
prevent leakage during centrifugation.

3. Place the 6 Nunc flasks into wells of a Sorvall GSA rotor containing 100 mL water per well.
Flasks should be oriented in wells such that the cell side faces up and the cap rests against
the inside side of the well (Fig. 3). It is critical that the bottom of flask is tight against the
bottom outer corner of the well, otherwise the flasks will crack. In this orientation the flask
is situated at an angle in the well, with only the cap and two end edges touching the rotor.
The rotor should be prewarmed to room temperature and its wells wiped with 70% ethanol
prior to use. The flasks should be centrifuged at 24,000 g for 60 min.

4. Following centrifugation, gently decant cytochalasin B medium from Nunc flasks (this
medium may be sterile filtered and reused 4–5 times). At this point you should see a pellet
in each corner at the bottom of the flask (they may be different sizes).

5. Collect microcell pellets by adding 1.5 mL unsupplemented medium to each Nunc flask.
One should try to resuspend the pellets only to avoid contamination of cellular debris. Resus-
pend each pellet with a 2-mL pipet and combine them in a plastic 15-mL conical centrifuge
tube. Spin 10 min at approximately 1500 g.

6. Aspirate medium from pellet, gently and thoroughly break apart the pellet by tapping the
tube, and resuspend microcells in 10 mL unsupplemented medium. Filter suspension through
the Swinnex 8–5–3 lm filter stack using a syringe. Use a low amount of pressure to avoid
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breaking the filters (see Note 6). Centrifuge filtered microcells for 15 min at approximately
1500 g. A small pellet should be visible at this point.

3.2. Fusion

1. Rinse recipient and control flasks with unsupplemented medium and remove medium by
aspiration. Add 2 mL of PHA medium (100 lg/mL) to control flask. Resuspend microcell
pellet in 2 mL PHA and add this to recipient flask. Lay flasks flat for 2 min, then transfer to
a 37�C incubator for 15 min. At this step you should be able to see microcells attached to
the recipient cells under the microscope.

2. Aspirate off PHA medium and add 2 mL of 50% PEG to each T-25 flask for exactly 1 min.
Aspirate off PEG and wash cells quickly and sequentially 5 times with 5 mL of unsupple-
mented medium. Add complete medium containing 10% serum and incubate flasks overnight.

3.3. Selection

1. After overnight incubation, the cells in each T-25 flask are removed by trypsin-EDTA treat-
ment and divided equally into eight 100-mm tissue culture dishes. The dishes are allowed to
incubate overnight.

2. The next day, remove medium and add fresh medium with appropriate concentration of
selective agent (see Note 7). Feed plates twice per week with fresh selection medium.

3. When colonies reached a size of 500–1000 cells (1–3 wk), they can be isolated and expanded
for characterization (see Note 8).

3.4. Results of MMCT Studies

The use of MMCT has led to the mapping of functional tumor suppressor genes on the
majority of human chromosomes. Functional activities include suppression of tumor
growth in animals (18), suppression of immortality (19) and suppression of metastatic
potential (20,21). In many cases, functional studies have implicated the presence of mul-
tiple tumor suppressor genes on the same chromosome (5,22–24). However, in many
cases, loss of heterozygosity (LOH) studies had already implicated these regions in
human cancer development of progression. The LOH studies followed by laborious posi-
tional cloning led eventually to the identification of the operative tumor suppressor gene.
In some cases, MMCT studies led directly to the identity of a tumor suppressor gene, espe-
cially in the cases of suppressors of metastasis (25–28). Thus, the use of chromosome
transfer has given important functional evidence to support the location of tumor sup-
pressor genes identified by cytogenetic, LOH, and other molecular methods. However,
they have not fulfilled the promise of rapid isolation of novel tumor suppressor genes.

3.5. Future Directions

Will MMCT prove useful for future investigations into tumor suppression? Although
this technique has not led to the isolation of a large number of tumor suppressor genes,
it still retains utility for other purposes. Transfer of a tumor suppressor gene in its native
genomic structure still gives the most accurate accounting of its normal regulation. This
fact may become increasingly important as chromatin remodeling, histone modification,
and epigenetic regulation emerge as neoplastic processes (29–35). In addition, methods
for modification of the donor chromosome in a targeted fashion have recently become
available. The finding that the DT40 chicken cell line retains a high level of homolo-
gous recombination has opened new avenues of investigation (36). That report demon-
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strated that a human chromosome retained in the DT40 cell line became amenable to
gene targeting (36). Thus, one can delete a gene on a human chromosome using an
approach similar to that used in the production of knockout mice (37). Alternatively, one
can insert a new telomere at a specific site in the chromosome by homologous recom-
bination leading to a loss of genetic information distal to that site (38). Oshimura and
his colleagues have developed a library of human chromosomes for MMCT with either
the maternally derived or paternally derived chromosome (39). They have also shown
that certain human chromosomes may be successfully propagated in transgenic mice
with expression of human genes (40–42). Therefore, manipulation of single chromo-
somes has evolved from simple mapping experiments to more exquisite applications in
solving the riddle of human cancer development.

4. Notes

1. These are the only flasks that will withstand the centrifugation step. Other brands will crack
under the pressure. Alternative approaches include the use of a plastic retainer to enforce
other brands of plastic flasks (13) or plastic “bullets” in centrifuge tubes (16).

2. It is critical that you sterilize by autoclaving for 30 min with slow exhaust so that the filters
do not crack.

3. Cytochalasin B is considered a mutagen. Follow proper safety protocols.
4. We prefer to buy the PEG as a ready-to-use 50% solution. Although it is more expensive, it

avoids potential problems with toxicity associated with laboratory preparations of PEG solu-
tions.

5. We use this concentration for mouse L-cell donor lines, the most commonly used cells for
routine MMCT. However, colcemid concentrations may vary for other cell types, due to dif-
ferences in toxicity. One can optimize colcemid concentrations for other donor cell lines
using the protocol of Killary and Fournier (16).

6. Filter breakage will allow any intact donor cells to pass through, leading to contaminating
colonies after fusion and selection.

7. Cell lines vary widely in their sensitivity to different selection reagents. We highly recom-
mend a cytotoxicity assay to determine the optimal concentration for your cell line. We pre-
fer the lowest dose that kills the cells. Remember, you are introducing only one copy of the
gene coding for the selection agent. Furthermore, the transferred chromosome must be inte-
grated into the recipient cell nucleus and start producing enough enzyme to neutralize the
selection agent before microcell hybrids become resistant. Therefore, unlike gene transfec-
tions, we do not recommend placing the recipient cells into high doses of the selection agent
right after fusion.

8. Any method can be used. We prefer to use glass-cloning rings. We also recommend that
colonies be expanded in a gradual manner by first transferring to a 24-well plate followed
by a T-25 flask. We always grow our cells under selective pressure to maintain the transferred
chromosome.
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Approaches to Proteomic Analysis of Human Tumors

Mamoun Ahram and Michael R. Emmert-Buck

1. Introduction

The involvement of tumor suppressor genes (TSG) in cancer initiation and progres-
sion is well documented in several tumor types such as colon (APC, p53) and breast
(BrcA1, BrcA2) cancers. Loss of heterozygosity of distinct chromosomal regions,
which are thought to harbor as yet unidentified TSGs, have also been linked to many
cancer types. Traditional research approaches such as positional cloning have greatly as-
sisted in elucidation of these genetic factors, and continue to be critical in efforts to un-
derstand the nature and role of TSGs in human cancers. In parallel, molecular profiling
is a new strategy for analysis of tumors that has emerged based on the information pro-
vided by the Human Genome Project and the development of several high-throughput
technologies. This new research concept utilizes global measurements of mRNA and
protein expression patterns in tumor cells and their normal counterparts in search of the
genetic culprits responsible for tumorigenesis (1).

Based on current knowledge, the biologic functions of tumor suppressor genes are
thought to range widely, from protecting genome stability, to modulating proliferation,
differentiation, survival, and finally to mediating invasion and metastasis. However,
much remains to be learned regarding the roles of TSGs in normal cellular physiology
and tumor development. The field of “proteomics” is an important component of mo-
lecular profiling and likely will be extremely valuable in efforts to increase our knowl-
edge of tumor suppressor gene function. Proteomics may be defined as the global
identification, measurement, and analysis of the complete set of proteins of a biological
system, referred to as the proteome. Although proteomic efforts began in the 1970s with
the establishment of two-dimensional gel technology, the field has not kept pace with
the rapid developments in genomic research. This is owing in large measure to the tech-
nical difficulties associated with protein purification and analysis. These include the
lack of a well-defined set of “hybridization reagents” (i.e., similar to expressed sequence
tagged clones for mRNA microarray-based measurements) for each protein, and the ab-
sence of a protein amplification technology such as polymerase chain reaction (PCR).
Nonetheless, there has been a recent revival of interest in proteomics, fueled by both the
completion of the Human Genome Project as well as the development of promising new



technologies that may permit global protein measurements to become a reality. The pur-
pose of the present chapter is to provide readers with background information on pro-
teomic tools and their general applications in studying cancer, with an emphasis on their
utility for identifying tumor suppressor genes and investigating biological functions. De-
tailed methodologies of the approaches discussed can be found referenced between the
articles. The chapter begins with a short section describing tissue microdissection, a de-
veloping technology that has become increasingly valuable in both genomic and pro-
teomic studies of human tumor specimens.

2. Tissue Microdissection

Clinical tissue specimens represent a critical source of information on the DNA,
mRNA, and protein profiles associated with cancer. Moreover, these samples permit in-
vestigators to examine features of tumorigenesis (premalignant lesions, tumor endothe-
lium, host response) that are not easily studied in model systems such as cultured cell
lines. However, there are many challenges associated with studying clinical samples,
based primarily on the fact that the majority of the pathological features are microscopic
in nature (1). Thus, methods that permit investigators to specifically procure cell types
of interest from a tissue sample have become increasingly important. Our group at the
National Cancer Institute utilizes tissue microdissection to recover cell types of interest
from tissue samples. This approach permits investigators to examine a histologic sec-
tion of specimens microscopically, assess the pathology that is present, and specifically
recover phenotypically defined cell populations.

Methodologies to perform tissue microdissection have evolved significantly over the
past decade, and include the recent advent of laser-based technologies, such as laser cap-
ture microdissection (LCM) (2,3). LCM was developed at the National Institutes of
Health through a cooperative research and development agreement (CRADA) with Arc-
turus Engineering (Mountain View, CA) (2). LCM works by covering a histologic sec-
tion with a thermoplastic film and procuring the cells of interest with a near-infrared
laser. The thermal film is located on the underside of a test tube cap that is placed onto
0.5-mL microcentrifuge tube after dissection. Damage to the molecular contents of the
tissue during dissection is minimal due to the brief laser pulse (5 ms) and limited amount
of energy that traverses the film and reaches the tissue.  Commercial LCM instruments
permit imaging of the tissue before and after cell procurement, allowing for complete
documentation of the dissection process. LCM has proven to be a simple, accurate, and
rapid method for tissue microdissection, and has been widely utilized in several studies
of tumor suppressor genes (4–12). As will be discussed, LCM can be coupled with pro-
teomic tools to examine the proteome of normal, premalignant and tumor cells.

3. Proteomic Tools
3.1. Two-Dimensional Gel Electrophoresis

At present, the most widely used technique for global protein analysis is two-dimen-
sional polyacrylamide gel electrophoresis (2D-PAGE). 2D-PAGE separates proteins on
the basis of isoelectric charge (first dimension) and molecular weight (second dimen-
sion) (13,14). Following protein extraction in a buffer composed of nonionic detergents
(e.g., urea, thiourea) and reducing agents (e.g., DDT, b-mercaptoethanol), proteins are
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first separated according to charge. Carrier ampholytes were initially used for the first di-
mension; however, this method often resulted in inconsistent protein separation. The re-
cent utilization of immobilized pH gradient (IPG) gels for isoelectric separation of
proteins has significantly improved the reproducibility of protein focusing (15–17).
Moreover, the addition of narrow range IPG strips (e.g., pH 4–7, 5–8, 6–9, 6–11) has al-
lowed for increased resolution and, thus, identification of a larger number of proteins. For
the second dimension separation, proteins are separated by size on a polyacrylamide gel.

The major strength of 2D-PAGE is the ability to generate a two-dimensional “protein
fingerprint” of a biologic sample. Many hundreds to several thousands of proteins can
be analyzed simultaneously, depending on the system employed. Although it has been
an extremely useful method, 2D-PAGE does have significant shortcomings. For exam-
ple, extraction and separation of both hydrophobic membrane proteins and highly basic
proteins is challenging, although some success has been made recently by modifying ex-
traction buffers (16–20). Another limitation is the difficulty identifying low- and mod-
erate-abundant proteins. Considering that a cellular proteome consists of approximately
6000–10,000 proteins, 2D-PAGE reveals only a subset of the total protein content, pri-
marily those that are high and moderate-high in abundance levels. Silver nitrate has been
the primary staining method for 2D-PAGE due to its relatively good sensitivity for de-
tection (0.1–1 ng). However, the need to fix proteins in the gel prior to staining limits
downstream applications such as mass spectrometry-based sequencing. Alternative
staining protocols that do not require in-gel fixation include fluorescent labeling with
compounds such as Sypro Ruby (21). The latter has a detection sensitivity of 1–10 ng.
Radioactive protein labeling improves sensitivity, but is expensive and requires special
handling (22). For more information on the protocols that our group uses for 2D-PAGE,
please refer to: http://cgap-mf.nih.gov/Protocols/DNARNAProteomicAnalysis/Pro-
teomics/2Dpage.html.

3.2. Mass Spectrometry

Mass spectrometry (MS) is the primary tool for identifying proteins after 2D-PAGE
separation. Proteins are digested by a protease such as trypsin and then identified by
MS. There are two main approaches to MS-based protein analysis (for review, see refs.
23 and 24). In the first, termed matrix-assisted laser desorption/ionization (MALDI),
the masses of peptide fragments are calculated by measuring their acceleration or time-
of-flight (TOF) distribution following laser-induced ionization. Since the generated pep-
tides are unique for each protein, identity can be predicted by computational searches
of existing public databases.

The second approach utilizes MS as a protein sequencing method. An initial peptide
fragment (parent ion) is isolated from a protein and further fragmented (daughter ions),
followed by mass determination of the resulting peptides. This method is referred to as
collision-induced fragmentation (CID) or tandem MS (MS/MS) (25–27). The molecular
masses of peptides from a digestion of a protein and those of the fragments represent a
unique fingerprint. With an appropriate protein sequence database and search program
(e.g., PepFrag or ProFound, at http://prowl.rockefeller.edu), protein identity and amino
acid sequence can be determined. Although this technique is more complex than MALDI-
TOF, it is particularly useful in studies of novel proteins with an unknown sequence.

Two-dimensional-PAGE and MS have been applied to discover new markers of colorectal
cancer and hepatocellular carcinoma (28), bladder carcinoma (29,30) as well as other tumor
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types (for review, see ref. 31). LCM has been used in combination with 2D-PAGE to define
the protein profiles of epithelial cells, both normal and cancerous, of the prostate (32) and
esophagus (33). These efforts have led to the discovery of several differentially expressed
proteins, including annexin I (34). Downregulation of 14-3-3 protein in breast carcinoma
cell lines was discovered using a similar approach (35). With regard to TSGs, proteomic ef-
forts have examined the effect of specific genes such as p53 and APC on global patterns of
protein expression (36–38). Future studies of this sort have great potential to provide insight
into the network of protein–gene and protein–protein interactions that involve TSGs.

3.3. Surface-Enhanced Laser Desorption Ionization

Surface-enhanced laser desorption ionization (SELDI) is a new technology for pro-
tein analysis that is based on TOF of proteins following analysis on affinity-based
protein chips (for review, see ref. 39) This method is based on binding total cellular pro-
tein content to a small area (1–2 mm2) of a chip with a specified surface affinity (e.g.,
hydrophobic, cationic, anionic, aliphatic). Laser activation results in ionization and re-
lease of the captured proteins that travel with an inverse correlation to their molecular
weight. Measurement of the TOF of the released proteins or peptides is illustrated either
graphically as peaks, with every peak representing a protein molecule, or as a gel-like
image similar to a first-dimension PAGE gel.

Two major advantages of SELDI are the small sample size required for analysis (mi-
croliters) and the speed with which multiple samples can be studied. Several studies
have illustrated the potential of this technology for analysis of tumor samples. In our
group, combination of LCM and SELDI revealed differences in protein fingerprints be-
tween microdissected normal, premalignant, and malignant prostate cells (40). A fol-
low-up SELDI-based study of multiple cancer types (breast, colon, and ovary) identified
protein markers that were specific for each cancer. This study also illustrated the high
sensitivity of SELDI to detect protein profiles from small numbers of cells (41). In ad-
dition to cell samples, body fluids may also be examined by SELDI for the presence of
cancer-specific markers. For example, reproducible protein changes were identified in
the urine of patients with bladder cancer (42).

There are several potential uses of SELDI technology for tumor suppressor gene re-
search. The affinity of a tumor suppressor protein for binding specific DNA sequences may
be determined using SELDI chips. Similarly, protein–protein interactions can be studied by
immobilizing a protein(s) of interest on a chip and analyzing the binding partners that are
present in a cellular lysate. Additionally, antibody-based affinity chips may be used for in-
vestigating specific proteins. This was demonstrated by a study that verified the presence of
defensin, a protein marker specific for bladder cancer, using an antibody-bound chip (42).

4. Tissue Reagents
4.1. Tissue Array

Proteomic studies are capable of identifying large numbers of disease-associated pro-
tein alterations, including candidate tumor suppressor proteins that show decreased ex-
pression levels in cancer. To validate data sets derived from these global, discovery-based
efforts, technologies need to be developed that permit protein alterations to be validated
in large numbers of clinical tissue specimens. Recently, researchers have developed “tis-
sue arrays,” a high-throughput methodology that permits investigation of chromosomal
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alterations (fluorescent in situ hybridization), RNA expression (in situ hybridization), and
protein levels (immunohistochemistry) (43,44). Small tissue samples (0.6 mm) are re-
moved from specific regions of a paraffin-embedded block and arrayed into a “recipient”
paraffin block. The new block is subsequently processed into histology slides, each con-
taining up to several hundred tissue samples. Serial sections are generated and then uti-
lized for DNA, mRNA, or protein analyses, depending on the needs of the investigator.

Tissue microarrays have been applied successfully to measure amplification of genes
in breast cancer (45–47). Alternatively, Bubendorf et al. Used tissue array technology to
measure protein expression of several genes that initially showed mRNA deregulation
in prostate cancer xenografts by cDNA microarray. In a separate study, expression lev-
els of the tumor suppressor gene candidate, Nkx3.1, was evaluated in prostate tissue in
a large sample set using tissue arrays (48). This study showed a correlation between sig-
nificantly decreased Nkx3.1 expression and progression of prostate cancer, in particu-
lar hormone-refractory tumors and metastatic lesions. The large number of samples that
were studied and showed decreased levels of Nkx3.1 provided strong support for the hy-
pothesis that Nkx3.1 functions as a tumor suppressor gene in prostate cancer.

4.2. Protein Arrays Under Development

The success of nucleic acid-based array systems for global measurements of tran-
script levels has spurred significant interest in applying similar strategies to protein-
based studies. Several attempts have been made to establish protein arrays, each with a
variable amount of success (for review, see refs. 49–51). Several different methodolo-
gies have been employed. For example, purified proteins, antibodies, or small ligands
can be spotted on a chip and used as “bait” to analyze cellular lysates. These arrays have
utility for multiple applications such as determination of protein–protein or protein–
ligand interaction, as well as for analyzing differential expression of proteins in multi-
ple cell samples. MacBeath and Schreiber developed a multipurpose array system con-
sisting of immobilized proteins spotted on glass microscope slides (52). These arrays
were used for identification of protein–protein and protein–small molecule interactions.
In a separate approach, bacterial lysates were spotted at high density on microarray fil-
ters to facilitate large-scale discovery of bacterial clones expressing a protein of inter-
est (53). Specific protein arrays such as “mitogenesis pathway chips” or
“prosurvival/apotosis chips” are being developed for use both in the laboratory and in
clinical settings (54). These arrays are composed of various surface ligands (antibodies,
phages, proteins/peptide, nucleic acids) in order to determine the signaling pathway as-
sociated with tumorigenesis. A new technology, termed “reverse-phase protein arrays”
(RPA), spots LCM-derived cell lysates on nitrocellulose membranes (55). Each array
contains cell populations that were procured directly from tissue specimens. Currently,
these arrays are being used for high-throughput analysis of several different cancer
types, including measuring expression levels of several tumor suppressor proteins. 

5. Integration of Clinical Studies and Laboratory Methods
5.1. Example: Yeast Two-Hybrid System

To understand fully the role that TSGs play in the development and progression of
human cancer, it is important to integrate information from both clinical and laboratory
research efforts. This permits discoveries made in the laboratory to be evaluated in pa-
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tient specimens, and observations made in the clinic to be evaluated mechanistically. As
an example, protein–protein interactions represent a critical component of cellular reg-
ulation. A powerful technique that can be used to analyze these interactions is the yeast
two-hybrid (Y2H) system (56). This method was used by several groups to discover po-
tentially important binding partners of tumor suppressor genes, including classical
tumor suppressor proteins such as p53 (57,58), Bcl-2 (59), NF 2 (60), BrcA1 and 2
(61,62), WT-1 (63), PTEN (64), Rb (65), p16INK4a (66), and APC (67). However, the
fact that two proteins can interact in an in-vitro setting is not definitive evidence that
they interact in vivo. Therefore, the current and developing proteomic analysis tools de-
scribed above have a critically important role in (in)validating observations made in the
laboratory. Moreover, the nature of tumor suppressor protein interactions can be ana-
lyzed more thoroughly. For example, are normal protein–protein interactions disrupted
during tumorigenesis, and if so, at what pathologic stage does this occur?

6. Bioinformatics

The development of high-throughput nucleic acid and protein analysis technologies is
resulting in a dramatic growth of information. Thus, there is a pressing need for computa-
tional-based methods that can analyze large biologic data sets. For proteomic studies, sev-
eral databases have been established (for review, see ref. 68). For example, the Expert
Protein Analysis Program (ExPASy) was developed by the Swiss Institute of Bioinfor-
matics and is publicly available at http://www.expasy.ch. At this site, images of 2D gels
from various biologic systems can be viewed, and one can also obtain information on pro-
tein properties such as proposed function, amino acid sequence, and protein structure.
Celis and colleagues have developed an excellent proteomic database that can be viewed
at http://biobase.dk/cgi-bin/celis; (69). The SWISS-PROT group has developed an informa-
tional database that contains annotation and description of all known proteins as part of
the Human Proteome Initiative (HPI). The site is available at http://www.ebi.ac.uk/swiss
prot/hpi/hpi.html (70).

7. Summary

The completion of the Human Genome Project and the successful use of high-
throughput array formats for mRNA measurements has spurred a revival of interest
in the field of proteomics. Clinical cancer specimens will be a critical component of
proteomic studies of cancer, both for discovering new insights into TSG function, and
for validation of discoveries that are made in the laboratory. Global protein analysis
methods hold great potential for facilitating the discovery of novel tumor suppressor
genes, as well as providing a better understanding of the biochemical role of these
proteins.
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Representational Difference Analysis of Gene Expression

James M. Bugni and Norman R. Drinkwater

1. Introduction

The technique of representational difference analysis (RDA) allows the selective
amplification of DNA fragments that differ greatly in abundance between two samples.
The method was originally developed by Lisitsyn and co-workers for detecting differ-
ences between complex genomes (1), and has been used to identify genomic deletions
(including putative tumor suppressor genes), genomic amplifications, genetic polymor-
phisms, and viral insertions (2). RDA was later adapted for application to cDNA by
Hubank and Schatz (3), and like other techniques for the comparative analysis of gene
expression, including microarray hybridization (4), differential display (5), and serial
analysis of gene expression (6), RDA has been used to identify genes deregulated in can-
cers and cancer cell lines (7–9). Some major advantages of RDA relative to other
approaches include the potential for identifying novel or rare transcripts that differ
greatly in expression between two samples.

The principle underlying RDA is depicted in Fig. 1. In order to identify transcripts
that are significantly more abundant in a test sample relative to a control sample, cDNA
is prepared from each, digested with restriction endonuclease to generate small frag-
ments, and the fragments are ligated to adapter oligonucleotides. Primers complemen-
tary to the adapters are used to generate representations of the cDNA populations by
polymerase chain reaction (PCR). The adapters are removed from both samples by
restriction enzyme digestion and a new set of oligonucleotide adapters is ligated to the
product from the test sample (designated Tester). An aliquot of the Tester is mixed with
a large excess of the control sample (designated Driver), and the duplexes are melted
and allowed to reanneal. These samples are subjected to PCR using primers comple-
mentary to the Tester adapters allowing the exponential amplification of only those
cDNA fragments that are unique to (or highly abundant in) the Tester relative to the
Driver. After removing the adapters, this product may be subjected to further rounds of
RDA until a discrete set of fragments derived from cDNAs differentially expressed in
the test sample are obtained. The roles of the cDNA representations from the test and
control samples may be reversed in order to isolate cDNA fragments that are much less
abundant in the test sample than the control.
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Fig 1. Schematic diagram of RDA procedure. The protocol for RDA of cDNA described by
Hubank and Schatz (3) is diagrammed. See text for further details of the method.



This chapter describes the cDNA RDA protocol developed by Hubank and Schatz (3)
with minor modifications as noted below. Furthermore, as differences in the quality of
starting populations of cDNA can increase the rate of false positives, a protocol for the
preparation and monitoring of cDNA synthesis is given, in addition to a rapid, compre-
hensive method for the analysis of difference products.

2. Materials

1. SuperscriptII reverse transcriptase (Gibco BRL, Bethesda, MD).
2. RNasin (Promega, Madison, WI).
3. Restriction enzymes (DpnII, HaeIII, HinfI, MboI), mung bean nuclease (MBN), Taq poly-

merase, Escherichia coli DNA polymerase I and its Klenow fragment, T4 DNA ligase, E.
coli DNA ligase.

4. Oligo dT15.
5. RDA adapters and PCR oligos:

a. R-Bgl-12 5�-GATCTGCGGTGA-3�
b. R-Bgl-24 5�-AGCACTCTCCAGCCTCTCACCGCA-3�
c. J-Bgl-12 5�-GATCTGTTCATG-3�
d. J-Bgl-24 5�-ACCGACGTCGACTATCCATGAACA-3�
e. N-Bgl-12 5�-GATCTTCCCTCG-3�
f. N-Bgl-24 5�-AGGCAACTGTGCTATCCGAGGGAA-3�
Dissolve 24-mers to 2-lg/lL stocks and 12-mers to 1-lg/lL stocks in water and store at
–20°C (see Note 1).

6. Universal primers: T7 promoter primer, T3 promoter primer, KS primer (Stratagene, La
Jolla, CA).

7. pBluescript (Stratagene; La Jolla, CA).
8. RNeasy, QiaexII gel purification kit, and Oligotex beads (Qiagen, Valencia, CA).
9. Dithiothreitol (DTT).

10. Tris-buffered phenol (pH 7.5), and chloroform. Also prepare stocks of phenol:chloroform
(1:1) (P:C), and phenol:chloroform:isoamyl alcohol (25:24:1) (P:C:IAA).

11. Trichloroacetic acid (TCA).
12. Buffers for enzymatic reactions:

a. Second-strand synthesis buffer (10�): 250 mM Tris, pH 7.5, 250 mM KCl, 200 mM
(NH4)2SO4, 35 mM MgCl2.

b. T4 DNA ligase buffer (10�): 500 mM Tris (pH 7.8), 100 mM MgCl2, 100 mM DTT, 10
mM ATP. Store frozen in 10-lL aliquots to avoid repeated freezing and thawing and loss
of ATP.

c. PCR reaction buffer (5� ): 335 mM Tris-HCl, pH 8.8, 20 mM MgCl2, 80 mM (NH4)2SO4,
and 166-lg/mL bovine serum albumin (BSA) (1).

d. EE�3 buffer: EPPS 30 mM EPPS (N-[2-hydroxyethyl]piperazine-N�-3-propanesulfonic
acid), pH 8.0; 3 mM EDTA.

e. DpnII buffer (10�): 1 M NaCl, 0.5 M Bis Tris-HCl (pH 6.0), 100 mM MgCl2, 10 mM
DTT.

f. Klenow buffer (10�): 100 mM Tris-HCl (pH 7.5), 50 mM MgCl2, 75 mM DTT.
g. MBN buffer (10�): 500 mM sodium acetate (pH 5.0), 300 mM NaCl, 10 mM ZnSO4.
h. Restriction buffer (10�): 100 mM Tris-HCl (pH 7.9), 100 mM MgCl2, 500 mM NaCl,

10 mM DTT.
i. Colony PCR buffer (10�): 100 mM Tris-HCl (pH 8.3), 15 mM MgCl2, 500 mM KCl.

13. dNTPs (4 mM).
14. Yeast tRNA (dissolve to 5 mg/mL in TE and store at –20°C).
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15. Glycogen. Dissolve to 1 mg/mL in water and refrigerate.
16. [a-32P]dCTP (10 mCi/mL).
17. Sephadex G50 microspin columns (AP Biotech, Piscataway, NJ).

3. Methods

Subheading 3.1. describes an effective method for cDNA synthesis and analysis.
Subheading 3.2. describes the protocol for RDA, in which iterative cycles of hybridiza-
tion and PCR are performed to amplify cDNA fragments representing differentially
expressed genes. Finally, Subheading 3.3. describes a rapid method for screening dif-
ference products.

3.1. Synthesis and Analysis of cDNA

Prepare total RNA using RNeasy, then purify mRNA by poly A+ selection using olig-
otex beads, both by the manufacturer’s (Qiagen) instructions (see Note 2).

3.1.1. cDNA Synthesis

1. Add the following reagents to a 0-5 mL tube on ice:
a. 5 lg mRNA in 15 lL water.
b. 5 lL 10 mM DTT.
c. 3 lL RNasin (3 units; dilute 1 lL of the 10-units/lL stock 10-fold in water on ice).
d. 10 lL 5� SuperscriptII buffer (provided by the manufacturer).
e. 2.5 lL oligo dT15 (1.25 lg).

2. Bring the reaction up to 36 lL with water. In a thermal cycler, heat to 70°C for 5 min, and
cool to 25°C with a 20 min ramp time. Then add:
a. 3 lL RNasin (3 U).
b. 5 lL BSA (0.5 lg).
c. 5 lL 10 mM dNTPs.
d. 2 lL (200 U) SuperscriptII reverse transcriptase.
Incubate at 42°C for 1 h.

3. Add the following reagents to the first-strand synthesis reaction:
a. 26 lL water.
b. 10 lL 10� second-strand synthesis buffer.
c. 2.5 lL E. coli DNA pol I (25 U).
d. 0.5 lL E. coli DNA ligase (5 U).
e. 1 lL RNase H (3 U).
f. 10 lL 0.1 M DTT.
Incubate at 16°C for 3 h.

3.1.2. Radioactive Tracer Reactions to Monitor cDNA Synthesis

Because the technique of RDA is sensitive to differences between samples in the size
distribution of cDNA, prepare radioactive tracer reactions to monitor the quality of the
cDNA.

1. Remove 10% of the cDNA synthesis reactions (may be done for both the first- and second-
strand reactions, but need only be performed for second-strand synthesis) to a new tube and
add 0.5 lL [a-32P]dCTP (1 mCi/mL, diluted 10-fold from the original stock). Because evap-
oration is a concern with small volumes, add mineral oil to the tubes, and incubate in par-
allel with first- and second-strand syntheses.
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2. Dilute tracer reactions to 50 lL with TE and purify on Sephadex G50 spin columns. Use 10
lL for subsequent electrophoresis.

3. Label kHind III markers by adding to a 0.5-mL tube:
a. 18 lL water.
b. 1 lL k Hind III (1 lg/ lL).
c. 1 lL [a-32P]dCTP (1 mCi/mL).
d. 2.5 lL 10� Klenow buffer.
e. 1 lL each of 1 mM dATP and 1 mM dGTP.
f. 1 lL Klenow fragment (5 U).
Incubate for 1 h at room temperature, then purify on a Sephadex G50 spin column. Dilute
100-fold and use 10 lL for subsequent electrophoresis.

4. Prepare a 1.4% agarose gel in 50 mM NaCl, 1 mM EDTA, and equilibrate in an alka-
line electrophoresis buffer (30 mM NaOH, 1 mM EDTA). Add 2� alkaline loading dye
(20 mM NaOH, 20% glycerol, 0.025% bromphenol blue) to samples and electrophorese
at 5 V/cm until the dye has migrated about 7 cm. Neutralize the gel by soaking in at
least 5 gel volumes 5% TCA for 30 min. Place the entire gel in a tray on plastic wrap
and cover with a wetted piece of nylon membrane and two wetted pieces of filter paper
(Whatmann 3MM). Also cover with a stack of paper towels and a weight, then allow the
gel to dry overnight. Remove the paper towels, wrap the dried gel and membrane in plas-
tic wrap, and expose to a phosphorimager screen for approximately 1 h. Use ImageQuant
(Molecular Dynamics, Sunnyvale, CA) or equivalent software to compare the relative
sizes and amounts of cDNA synthesized in the two samples to be subtracted (Fig. 2)
(see Note 3).

3.2. Representational Difference Analysis

This section describes the selective amplification of fragments present in greater
abundance in the Tester sample than in the Driver (Fig. 1).

3.2.1. Digest cDNA and Add R-Adapters

1. Digest approximately 2 lg cDNA with 3 lL DpnII (50,000 U/mL) and 10 lL 10� DpnII
buffer in 100 lL at 37°C for 2 h. Dilute to 200 lL with TE.

2. Extract twice with equal volumes phenol:chloroform:isoamyl alcohol (P:C:IAA) and once
with chloroform:isoamyl alcohol (C:IAA). Add 2 lg glycogen carrier, and precipitate with
50 lL 10 M NH4OAc and 650 lL ethanol on ice for 20 min. Centrifuge at full speed for 15
min. (Perform all centrifugations in a refrigerated centrifuge.) Wash the pellet with 70%
ethanol, air-dry, and resuspend in 20 lL TE (see Note 4).

3. Ligate R-Bgl adapters to the cut cDNA by combining:
a. 12 lL digested cDNA (1.2 lg).
b. 4 lL R-Bgl-24 (2 lg/lL).
c. 4 lL R-Bgl-12 (1 lg/lL).
d. 6 lL 10� T4 DNA ligase buffer.
e. 31 lL water. 

Heat to 50°C and cool to 10°C with a 40-min ramp time. Then add 3 lL T4 DNA ligase
(1200 U) and incubate overnight at 15°C. Dilute the ligations to 200 lL with TE.

In this and all subsequent ligation reactions, the 12-mer has 8 bases of complemen-
tarity to the 24-mer, producing a 4-base, 5� overhang that serves as a “sticky end” for the
ligation. Because the oligos are not phosphorylated, only the 24-mer is ligated to the end
of the cDNA fragments, and the 12-mer is melted away in the subsequent reaction.
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3.2.2. Generating Representations

1. Prepare trial amplifications by using various amounts of the diluted ligation as template. To
a series of 0.5-mL thin-walled PCR tubes add the following:
a. 0.2–5 lL R-ligated cDNA (For template volumes less than 2 lL it is convenient to per-

form dilutions, then add 2–5 lL).
b. 40 lL 5� PCR reaction buffer.
c. 17 lL dNTPs (4 mM each).
d. 2 lL R-Bgl-24 primer.
e. 70 lL water.
Combine all reagents (minus the template) in a “master mix” for the number of reactions
plus one (see Note 5). Add the appropriate amount of cocktail to each tube and then add the
diluted R-ligated cDNA. Overlay each tube with mineral oil (not necessary when using a
thermal cycler equipped with a heated lid).

2. Heat the samples to 72°C for 3 min to melt away the 12-mer. Then add (also in master mix
format):
a. 1 lL Taq polymerase.
b. 68 lL water.

3. Incubate for 20 cycles of 5 min at 72°C, 1 min at 95°C, and 3 min at 72°C, then heat to 72°C
for 10 min.

4. Cool to 4°C, and electrophorese 5 lL of each reaction on a 1.8% agarose gel. The repre-
sentation should contain a smear of amplicons ranging in size from 150 bp to 1 kb.

5. Scale up the synthesis of representations using the amount of template that provides the
highest product-to-template ratio (see Note 6). Combine the products from 4 tubes into a
1.5-mL microcentrifuge tube. It does not matter if a small amount of mineral oil is carried
over, as it will be extracted in the next step. Extract each tube twice with 700 lL P:C:IAA
and once with C:IAA. Precipitate on ice with 75 lL 3M NaOAc (pH 5.3) and 800 lL iso-
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sis reactions were monitored as described (Subheading 3.1.2.) for samples to be subtracted against one
another. Note that the cDNA size range and overall intensity of the products is similar for both samples.



propanol for 20 min. Centrifuge at full speed for 15 min, wash the pellet with 70% ethanol,
and resuspend the representation in 150 lL (to a final concentration of 0.5 lg/lL). Com-
bine representations from the same cDNA into a single tube (see Note 7).

3.2.3. Preparation of Driver

Digest approximately 300 lg of each representation by combining 600 lL of the repre-
sentation with 70 lL 10� DpnII buffer and 15 lL DpnII (50,000 U/mL). Incubate at 37°C
for at least 4 h. Extract twice with P:C:IAA and once with C:IAA. Precipitate with 70 lL 
3 M NaOAc (pH 5.3) and 700 lL isopropanol on ice for 20 min. Centrifuge at full speed 
15 min, wash with 70% ethanol, and resuspend in 500 lL water. Quantify by spectropho-
tometry and adjust the concentration to 0.5 lg/lL. This digested product is the Driver.

3.2.4. Preparation of Tester

Tester is prepared by gel purifying the digested representation away from the adapters
and adding new (J-oligo) adapters.

1. Prepare a 1.2% agarose gel and load 20 lg of the digested representation in a total of 100
lL (diluted with TE and containing 1� loading dye). Run the gel until the bromphenol blue
has migrated approximately 2 cm. Excise the portion of the gel containing the amplicons
and purify using Qiaex beads (Qiagen, Valencia, CA) (see Note 8), and quantify by spec-
trophotometry.

2. Ligate the J-oligos to the gel-purified representation by performing step 3 of Subheading
3.2.1. using 4 lL gel-purified representation (2 lg) and 39 lL water. Perform the ligation
at 14°C. Following the ligation, dilute to 10 ng/lL by adding 120 lL TE. The J-ligated rep-
resentation is the Tester.

3.2.5. Prepare Tester and Driver Hybridization

1. To a 0.5-mL tube add:
a. 80 lL Driver (40 lg).
b. 40 lL of the J-ligated Tester (0.4 lg).

2. Extract once with 120 lL phenol and once with chloroform. Precipitate by adding 30 lL 10
M NH4OAc and 380 lL ethanol, and cool to –70�C for 10 min. Follow this precipitation by
warming to 37°C for 1 min to prevent salt precipitation. Centrifuge at full speed for 15 min
and wash the pellet twice with 70% ethanol. Dry the pellet and resuspend in 4 lL EE�3
buffer by pipetting up and down at least 20 times, warming to 37°C for 5 min, and further
pipetting (at least 10 times).

3. Overlay the Tester:Driver mixture with 35 lL mineral oil and denature at 98�C for 5 min.
Cool to 67�C and immediately add 1 lL 5 M NaCl directly into the aqueous phase. Incubate
at 67�C for 20 h.

4. Remove most of the mineral oil. Dilute the Tester:Driver hybrids stepwise by adding 8 lL
TE containing 5 lg/lL yeast tRNA (pipet at least 10 times), 25 lL TE (pipet at least 10
times), and 362 lL TE (mix by vortexing).

3.2.6. Generating the First Difference Product (DP1)

1. Prepare 4 independent PCR reactions for each subtraction by adding to each tube:
a. 60 lL water.
b. 40 lL 5� PCR buffer.
c. 17 lL 4 mM dNTPs.
d. 20 lL diluted hybridization reaction.
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2. Overlay with mineral oil and incubate at 72°C for 3 min then add:
a. 30 lL water.
b. 1 lL Taq polymerase.

3. Incubate another 5 min at 72�C and add:
a. 30 lL water.
b. 2 lL J-Bgl-24.
Taq polymerase will fill in the ends on hybrids containing Tester molecules.

4. Incubate in a thermal cycler for 10 cycles at 95�C for 1 min and 70�C for 3 min, then heat
to 72�C for 10 min.

5. Combine the products of the four reactions in a 1.5-mL tube. Extract twice with P:C:IAA
and once with C:IAA. Precipitate by adding 2 lg glycogen, 75 lL 3 M NaOAc, and 800 lL
isopropanol on ice for 20 min. Centrifuge at full speed for 15 min and wash the pellet with
70% ethanol. Resuspend the pellet in 40 lL 0.2� TE.

6. Digest the PCR product with mung bean nuclease to remove linearly amplified products by
adding to a 0.5-mL tube:
a. 20 lL amplified DNA.
b. 4 lL 10� MBN buffer.
c. 14 lL water.
d. 2 lL MBN (10 U/lL).
Incubate at 30�C for 35 min. Stop the reaction by adding 160 lL 50 mM Tris HCl, pH 8.9,
and heat inactivate the nuclease at 98�C for 5 min (see Note 9).

7. Perform the second round of amplification, again with 4 tubes per subtraction by adding to
new tubes:
a. 20 lL MBN-treated DNA.
b. 80 lL water.
c. 40 lL 5� PCR buffer.
d. 17 lL 4 mM dNTPs.
e. 1 lL J-Bgl-24 (1 lg/lL).

8. Incubate at 95�C for 1 min. Cool to 80�C and add:
a. 40 lL water.
b. 1 lL Taq polymerase.

9. Incubate in thermal cycler for 18 cycles at 95�C for 1 min and 70�C for 3 min, then heat to
72�C for 10 min.

10. Combine the products from the 4 tubes and electrophorese 5 lL of each subtraction on a
1.8% agarose gel to visualize the bands. The first difference product will consist of a diffuse
mixture of amplicons in the 150 bp-to-1 kb range and does not appear appreciably different
from the starting representation (Fig. 3).

11. Extract twice with P:C:IAA, and once with C:IAA. Precipitate with 75 lL 3 M NaOAc and
800 lL isopropanol on ice for 20 min. Centrifuge at full speed 15 min and wash with 70%
ethanol. Resuspend the pellet in 100 lL TE (approximately 0.5 lg/lL). This product is the
first difference product (DP1).

3.2.7. Generating DP2

1. To change the oligo adapters from the J-oligos to the N-oligos, add to a 0.5-mL tube:
a. 40 lL (DP1), approximately 20 lg.
b. 15 lL 10� DpnII buffer.
c. 3 lL DpnII (150 U).
d. 92 lL water.
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Incubate at 37°C for 4 h. Extract twice with P:C:IAA and once with C:IAA. Precipitate with
33 lL 3 M NaOAC, and 800 lL ethanol at –20°C for 20 min. Centrifuge at full speed for
15 min, wash with 70% ethanol, dry the pellet, and resuspend it in 40 lL TE. Quantify the
product by spectrophotometry and adjust the concentration to 0.5 lg/lL with TE.

2. Dilute 5 lL of the digested DP1 10-fold with TE (to a final concentration of 50 ng/lL). Lig-
ate N-oligos by performing step 2 of Subheading 3.2.4. using 4 lL digested DP1. Dilute
the ligation product to a concentration of 1.25 ng/lL with TE.

3. To generate the second difference product, mix 40 lL (50 ng) of the N-ligated DP1 with 80
lL Driver (40 lg). Perform the same reactions that were used to generate DP1 (i.e., all steps
in Subheading 3.2.6. with the only difference being the use of 72°C rather than 70°C for
the extension reactions in steps 1 and 3). Electrophorese 5 lL of each subtraction. In the
second difference product, one should expect distinct bands with a less evident background
smear (Fig. 3).

3.2.8. Generating DP3

To generate the third difference product, digest the N-ligated products of DP2 and
ligate the J-oligos. Dilute the J-ligated DP2 to 1 ng/lL and dilute 10 lL of this solution
100-fold in TE containing 30-ng/lL yeast tRNA (final DP2 concentration = 10 pg/lL).
Perform the hybridization with 100 pg (10 lL) of the J-ligated DP2 and 80 lL (40 lg)
of Driver. Generate DP3 by performing all steps of Subheading 3.2.6., using 22 cycles
of amplification for step 3 rather than 18. Electrophorese an aliquot of the products on
an agarose gel. At this stage, distinct bands should be visible with little or no background
smear (Fig. 3). These bands can be gel purified and cloned (see Note 10).

3.3. Cloning and Characterizing the Difference Products

3.3.1. Gel Purification and Cloning Fragments (see Note 11)

It is convenient to clone the DpnII-digested difference products into the BamHI site
of pBluescript.

1. Digest DP3 by adding to a 0.5-mL tube:
a. 30 lL DP3 (15 lg).
b. 57 lL water.
c. 10 lL 10� DpnII buffer.
d. 3 lL DpnII (150 U).
Electrophorese 5 lg of the product on a 1.3% gel. Because most regions of each lane con-
tain some product, we have found it most convenient to gel purify the products in approxi-
mately 3 or 4 size ranges from 200 up to 750 bp. Perform gel purification using QiaexII
beads and elute twice in 30 lL 0.2� elution buffer.

2. Shotgun clone products purified from different size ranges (see Note 12) by combining:
a. 3 lL (15 ng) vector (pBluescript, digested with BamHI and treated with phosphatase).
b. 5 lL gel-purified DP3.
c. 1.5 lL 10� T4 DNA ligase buffer.
d. 0.5 lL T4 DNA ligase.
e. 5 lL water.
Incubate at 16°C overnight.

3. Transform high-efficiency, chemically competent E. coli DH5a cells by standard methods
(5 lL ligation with 100 lL cells). Grow cells on Xgal/IPTG/ampicillin plates.
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3.3.2. Amplify the Inserts Directly from Colonies

1. Pick white colonies from the plates with a sterile toothpick and swirl each colony in 10 lL
water in a PCR tube (use the same toothpick to innoculate a culture for glycerol storage).

2. Add the following reagents (in “master mix” format):
a. 2.5 lL 10� colony PCR buffer.
b. 1 lL T7 promoter primer (10 lM).
c. 1 lL T3 promoter primer (10 lM).
d. 2.5 lL dNTPs (1 mM each).
e. 10 lL water.
Heat the mixture to 95°C for 6 min, incubate in a thermal cycler for 35 cycles at 95°C for
35 s, 58°C 35 s, and 72°C 50 s, and heat to 72°C for 7 min.

3.3.3. Colony PCR Fingerprinting

The amplification products are digested with DpnII alone to determine (a) the size of
the insert and (b) whether the insert is chimeric. Products are also digested with a cock-
tail of restriction enzymes to “fingerprint” the clones. This approach provides a con-
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Fig. 3. Gel analysis of RDA difference products. (A) Difference products from a two-way subtrac-
tion to find genes upregulated (subtraction 1) and downregulated (subtraction 2) by growth hormone in
the mouse liver. Note the emergence of distinct bands with successive rounds of selective PCR. Frag-
ments indicated by the arrows in DP3 represent differentially expressed genes. (B) Three independent
Tester samples were prepared from a single cDNA sample and subtracted against the same Driver. Note
that the products in the three independent subtractions are nearly identical, demonstrating the repro-
ducibility of the technique. Although three major bands are seen in DP3, using the method described in
under Subheading 3.3., six amplified fragments were identified in each subtraction.



venient method for exhaustively analyzing RDA difference products, while reducing the
number of clones requiring DNA sequence analysis.

1. Digest products with DpnII by adding to a fresh tube:
a. 5 lL amplification reaction.
b. 1.5 lL 10� DpnII buffer.
c. 0.2 lL DpnII.
d. 8.5 lL water.
Incubate at 37°C for 1 h, and electrophorese 10 lL of the reaction on a 1.8% agarose gel.
Analyze the products visually, and record insert sizes. Exclude clones that generated more
than one insert.

2. Also remove 5 lL of the PCR reaction to a new tube and add:
a. 1.5 lL 10� restriction buffer.
b. 0.2 lL of the following enzymes: HinfI, HaeIII, and MboI (MboI is an isoschizomer of

DpnII that has higher activity in this restriction buffer).
c. 8 lL water.
Digest at 37°C for 1 h. Electrophorese the products on a 7% polyacrylamide gel (5 V/cm for
4 h). Multiple, differentially expressed genes can produce cDNA fragements of the same
size. However, they will not yield the same pattern of fragments following digestion with
multiple restriction enzymes. These patterns are easily scored visually to determine which
clones are from the same cDNA fragment.

3. Choose two amplified fragments from each fingerprint that was represented more than once
among the clones. Prepare the samples using a PCR purification kit (Qiagen) (elute with 50
mL 0.2� elution buffer) and determine the DNA sequence by standard methods using the
nested KS promoter primer. Northern analysis, differential hybridization, and quantitative
PCR are among the techniques that can be used to verify differential expression of the genes
identified. Furthermore, the purified fragments amplified directly from colonies can be used
to supplement the Driver sample in subsequent RDA experiments to prevent their amplifi-
cation and allow the detection of additional, differentially expressed genes (3,10).

3.4. Perspectives

We have performed RDA, EST sequencing, and hybridization to microarrays to ana-
lyze differential gene expression between the livers of wild-type and growth hormone-
deficient mice (Bugni et al., in preparation). Using RDA, we identified 6 genes
(including 3 novel genes ) that were not identified by the other methods and that were
previously not known to be growth hormone-regulated. The technique of RDA is biased
toward identifying genes with large differences in expression, and we typically meas-
ured greater that 10-fold differences in expression for the genes we found by this
method. In summary, RDA is a relatively rapid technique that can be used to identify
rare or novel transcripts that differ greatly in abundance and can complement other tech-
niques for assessing differential gene expression.

4. Notes

1. Although these oligonucleotide sets yield good results, other oligos that have less self-com-
plementarity have been used (11,12). Furthermore, HPLC purification of primers may
reduce the incidence of false positives when starting with small amounts of RNA (11).

2. We have used both ultracentrifugation methods and Qiagen RNeasy to purify total RNA.
Two-step purification of mRNA (total, then poly A+) is preferable to one-step purification
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from cell lysates, as small amounts of DNA contamination can greatly increase the number
of false positives. If one-step purification is used, DNase treatment is recommended prior to
generation of the representations (Subheading 3.2.). We have found that poly A+ purifica-
tion using Qiagen oligotex beads is useful because no ribosomal RNA bands are evident by
ethidium bromide staining after a single round of selection. Ribosomal RNA is removed
much less efficiently with oligo-dT cellulose. Starting with 5 lg of poly A+ RNA yields
good results, but the technique of RDA has been performed with much less (9,11,12).

3. Different amounts of cDNA template are tested prior to the generation of representations
(Subheading 3.2.). For this reason, the absolute amount of cDNA used for RDA is less impor-
tant than the fact that the cDNAs from the samples to be subtracted are very similar in quality.

4. Several organic extractions and subsequent DNA precipitations are performed in the course of
this protocol. Sound technique is essential. When performing phenol extractions, vortex vig-
orously for at least 30 s, and centrifuge at full speed for 1 min before removing the aqueous
phase. After pelleting DNA precipitates, much of the DNA is not visible on the side of the tube
well above the pellet. To maximize yields, resuspend the DNA by repeated pipetting down the
side of the tube. This procedure is especially important in the steps of Subheading 3.2.5. Some
investigators have replaced these steps with the use of gel-filtration spin columns (12).

5. We have found it convenient to add reagents, including Taq polymerase, in master mix for-
mat. Take caution to avoid cross-contamination of samples.

6. We have consistently used 1- or 2-ll templates for generating representations, and we have
found that 24 independent reactions per sample is convenient and sufficient to produce
enough representation for the entire subtraction.

7. At this point it is not necessary to quantify precisely the representation prior to digestion.
However, it is imperative to quantify by spectrophotometry all nucleic acid samples that are
used for subtraction. This requirement applies to the digested representations, the Tester, and
each difference product (after digestion) that is mixed with the Driver.

8. When preparing the preparative gel, the wells in which the representations are loaded should be
at least 1 cm long, to avoid overloading and smearing of the bands. If a minigel comb of this type
is not available, one can tape together teeth from a standard comb. This latter technique also
allows markers to be loaded in standard-sized wells. Also, ensure that there is sufficient space 
(~1 cm) between lanes from different representations to avoid cross-contamination. When excis-
ing gel fragments, use a low-intensity, high-wavelength UV source to minimize damage to the
representations. In fact, at this step the only concern is to gel-purify the amplicons away from the
digested linkers. For this reason, one can quickly make a slice between the linkers and the ampli-
cons. Then place a piece of aluminum foil under the lanes containing representations to prevent
their continued UV exposure, and use a ruler and the markers as a guide for making additional
slices in the gel. Also, by using a low-energy light source, some products in the representation
may not be seen. However, it is not problematic to gel-purify the region of the representation up to
~1.5 kb. Although the Qiagen spin columns for gel purification are more convenient than the
QiaexII beads, we recommend the beads because they provide a higher yield of product.

9. Modifications of the procedure have eliminated MBN digestion (9,12).
10. Ratios of Tester to Driver or difference products to Driver can be varied empirically to opti-

mize RDA for different applications (7,10,12).
11. Differentially expressed genes have been identified by screening DP2 products (7,8,13–15),

but the incidence of false positives is higher. In one experiment, we found that only 3 of 7
DP2 clones that appeared more than once (using the method described under Subheading
3.3.) were differentially expressed, as opposed to 6 of 6 clones screened from DP3. The lack
of specificity of DP2 products representing differentially expressed genes is not problem-
atic when the products are screened by hybridization to arrays. Early-round difference prod-
ucts have been used as probes (13,14) or as targets (7,15) for array analysis. With the latter
method it is still possible to clone novel genes.
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12. Do not shotgun clone the entire mixture of products from DP3. A shotgun method will favor
the cloning of very short products. For example, in one experiment we shotgun cloned
DpnII-digested difference products without gel purification. By gel analysis, nearly all of
the visible products were greater than 200 bp in length, but after shotgun cloning, nearly all
of the clones contained inserts under 150 bp in length.

Acknowledgments

We thank Andrea Bilger and Jennifer Drew for their critical comments on this man-
uscript. The authors’ work was supported by grants CA07175, CA09135, and CA22484
from the National Cancer Institute; J.M.B. was also supported by funds from the Cre-
mer Foundation.

References

1. Lisitsyn, N., Lisitsyn, N., and Wigler, M. (1993) Cloning the differences between two com-
plex genomes. Science 259, 946–951.

2. Lisitsyn, N. A. (1995) Representational difference analysis: finding the differences between
genomes. Trends Genet. 11, 303–307.

3. Hubank, M. and Schatz, D. G. (1994) Identifying differences in mRNA expression by rep-
resentational difference analysis of cDNA. Nucleic Acids Res. 22, 5640–5648.

4. Schena, M., Shalon, D., Davis, R. W., and Brown, P. O. (1995) Quantitative monitoring of
gene expression patterns with a complementary DNA microarray. Science 270, 467–470.

5. Liang, P. and Pardee, A. B. (1995) Recent advances in differential display. Curr. Opin.
Immunol. 7, 274–280.

6. Velculescu, V. E., Zhang, L., Vogelstein, B., and Kinzler, K. W. (1995) Serial analysis of gene
expression. Science 270, 484–487.

7. Ismail, R. S., Baldwin, R. L., Fang, J., et al. (2000) Differential gene expression between
normal and tumor-derived ovarian epithelial cells. Cancer Res. 60, 6744–6749.

8. Graveel, C. R., Jatkoe, T., Madore, S. J., Holt, A. L., and Farnham, P. J. (2001) Expression profil-
ing and identification of novel genes in hepatocellular carcinomas. Oncogene 20, 2704–2712.

9. Welford, S. M., Gregg, J., Chen, E., et al. (1998) Detection of differentially expressed genes
in primary tumor tissues using representational differences analysis coupled to microarray
hybridization. Nucleic Acids Res. 26, 3059–3065.

10. Hubank, M. and Schatz, D. G. (1999) cDNA representational difference analysis: a sensitive and
flexible method for identification of differentially expressed genes. Meth. Enzymol. 303, 325–349.

11. O’Neill, M. J. and Sinclair, A. H. (1997) Isolation of rare transcripts by representational dif-
ference analysis. Nucleic Acids Res. 25, 2681–2682.

12. Pastorian, K., Hawel, L., and Byus, C. V. (2000) Optimization of cDNA representational difference
analysis for the identification of differentially expressed mRNAs. Anal. Biochem. 283, 89–98.

13. Geng, M., Wallrapp, C., Muller-Pillasch, F, Frohme, M., Hoheisel, J. D., and Gress, T. M.
(1998) Isolation of differentially expressed genes by combining representational difference
analysis (RDA) and cDNA library arrays. Biotechniques 25, 434–438.

14. Kim, S., Zeller, K., Dang, C. V., Sandgren, E. P., and Lee, L. A. (2001) A strategy to iden-
tify differentially expressed genes using representational difference analysis and cDNA
arrays. Anal. Biochem. 288, 141–148.

15. Wallrapp, C., Muller-Pillasch, F., Micha, A., et al. (1999) Strategies for the detection of dis-
ease genes in pancreatic cancer. Ann. N.Y. Acad. Sci. 880, 122–146.

Representational Difference Analysis of Gene Expression 397





25

Antisense Libraries to Isolate Tumor Suppressor Genes

Adi Kimchi

1. Introduction
1.1. Apoptosis and Tumor Suppressor Genes

Apoptosis has become a subject that draws tremendous attention and research efforts
in the cancer field, since it has a major impact on tumor initiation, progression, and
metastasis. At various stages during the course of tumor development, cells are sub-
jected to stressful conditions that trigger different types of programmed cell death,
including the classic type of apoptosis. As a consequence, mutations leading to inhibi-
tion of apoptosis confer a selective advantage to cells. In premalignant cells, activation
of oncogenes and the consequent hyperproliferation provoke a cellular response that
leads to elimination of those cells by apoptosis. Subsequently, transformed cells in the
tumor microenvironment are under constant selective death pressure, due to lack of oxy-
gen (hypoxia), depletion of growth/survival factors, attacks by the immune system and
often death by anoikis that results from loss of cell–matrix interactions. At later stages,
when metastasizing tumor cells enter into circulation, they encounter many additional
death-inducing signals, such as superoxides, nitric oxide (NO), killing cytokines, and
mechanical shearing forces. Thus, all along the multistage process of tumorigenesis,
induction of apoptosis functions as a tumor suppressor mechanism from which cells
have to escape in order to survive (reviewed in refs. 1–3). This means that tumor cells
should benefit from mutations that either inactivate proteins that positively mediate pro-
grammed cell death (PCD) or alternatively abnormally activate antiapoptotic genes.

The first classical example that established the concept that genes in the apoptotic
machinery are mutated in cancer was documented with the cloning of Bcl-2. The gene
resides at the site of the (8;14) chromosomal translocation characteristic of follicular 
B-cell lymphoma, a genomic rearrangement that activates its function. The Bcl-2 protein
protects from cell death in cell culture systems, and promotes lymphomagenesis in trans-
genic mice models (4,5). The second well established example is the p53 gene, whose
pro-apoptotic functions have been thoroughly studied ever since they were first docu-
mented (6). Inactivating mutations of p53 are frequently found in a wide range of human
tumors. The inactivation of p53, by deletions or mutations, reduces the sensitivity of cells
to apoptosis triggered by oncogene activation, hypoxia, telomere erosion, changes in cell
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adhesion, and DNA-damaging agents, thus providing a powerful positive selection at the
different stages of tumor development (reviewed in ref. 7). These two well-studied exam-
ples provided the milestones for establishing the link between apoptosis and cancer. Yet,
in light of the complexity of the molecular networks of apoptosis and the diversity of
stress signals operating in the multistep process of tumorigenicity, it was obvious that the
two first examples reflect the edge of an iceberg and that inactivation or loss of many
other pro-apoptotic genes may be directly implicated in cancer development. Here we
describe the rescue of a novel pro-apoptotic gene that displays tumor suppressor activity,
and present the approach that was developed in order to clone and identify such genes.

1.2. Developing Function-Based Gene Cloning Selections in Cell
Cultures for Trapping Novel Death-Promoting Genes

As in every field in modern molecular biology, including apoptotsis, the powerful
genetic tools available in Caenorhabditis elegans and Drosophila resulted in the dis-
covery of several critical genes (8,9). Yet, in light of the higher complexity of molecu-
lar networks in mammalian systems, it was obvious that systematic screens for
mammalian orthologues of nematode and Drosophila genes may not be sufficient. It was
therefore necessary to develop in parallel unbiased function-based genetic selections
that could be performed in mammalian systems. The necessity for such screens was fur-
ther sharpened in light of the second role that some of the death-promoting genes exert
in mammals, i.e., their potential tumor suppressive activity discussed above. Different
types of programmed cell death can be initiated and brought to completion in cells that
grow in culture, suggesting that the molecular network(s) could be studied under these
relatively simple in-vitro conditions. The main obstacle was the lack of available genetic
tools for hitting and rescuing the relevant genes in these mammalian cell cultures.

One of the predictions made in the dissection of complex molecular networks is that
the specific inactivation of a gene which controls an important “junction” within the net-
work should weaken the biologic outcome. In the case of PCD, the inactivation should
slow down the death of cells. The strategy that was developed in our laboratory, to con-
front the challenge of function-based gene cloning in cell cultures, was based on the
three classical principles of genetic screens: (a) random inactivation of gene expression;
(b) selection of the phenotype of interest; and (c) rescue of gene(s) whose inactivation
was responsible for the alteration in phenotype (Fig. 1). The phenotypic selection was
relatively simple. It consisted of selection of cells that display prolonged survival, as
compared to their neighbors, due to a decreased sensitivity to the apoptotic stimulus that
is continuously present in the cell culture. In other words, we used the powerful positive
selection that stems from the growth advantage conferred on cells that carry the specific
gene inactivation. The random gene inactivation was achieved by transfection with anti-
sense cDNA libraries, to block gene expression instead of mutating the DNA itself. We
named our strategy TKO, for Technical Knock Out, and defined it as a general method-
ology for function-based gene isolation in mammalian cells (10).

The first instance of system validation (i.e., the ability to isolate from a complex anti-
sense cDNA library a rate-limiting death-protective cDNA fragment) was documented in
our laboratory in 1991 (10). The subsequent comprehensive application of the TKO selec-
tion over the following years has resulted in the isolation and identification of half a dozen
novel genes that control different steps in PCD (reviewed in refs. 11 and 12). These novel
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positive mediators of PCD were named DAP genes (for Death Associated Proteins). Three
of these genes—DAP-kinase, DAP-5, and DAP-3—were extensively studied over the past
few years at various levels, including detailed structure/function analysis of the proteins,
their intracellular localizations, and modes of action (13–19). Additionally, DAP-kinase
exhibited many characteristics of a tumor suppressor gene, as will be detailed later on.

This chapter will refer to two main topics: (a) description of the technology behind
the TKO selection and of the specific precautions and critical considerations that made
the strategy feasible and successful; and (b) description of the experimental approaches
that determined whether an isolated death-promoting gene has tumor suppressive activ-
ity. DAP-kinase will provide the proof of principle for the hypothesis, which argues that
application of the TKO selection in various types of programmed cell death can be used
as a functional genetic approach toward isolating novel tumor suppressor genes.

2. Technical Details on the TKO Strategy

The TKO strategy was designed with the intention of establishing a technology that
will directly target genes whose function is rate limiting within a given molecular net-
work. The type of selection pressure applied in order to yield the phenotype of interest
is tailored according to the class of genes one wishes to select. To rescue genes that par-
ticipate in PCD, the selection consisted of pooling survivals that resisted (at least par-
tially) the apoptotic pressure of an external stimulus. The selection should be powerful
enough to detect an event whose frequency should be around 10–5 to 10–4 (assuming that
the numbers of actively expressed genes is approximately 30,000). The initial goal was
to be able to perform these selections in vitro in mammalian cell cultures. In principle,
the approach had to rely on two main technologies, both directed at overcoming imped-
iments to the use of genetic methods in cultured cells. One is the use of antisense RNAs
expressed from cDNA libraries as “virtual mutagens” for trapping genes based on their
function. This would allow identification of genes that control central “junctions” in the
molecular network underlying a certain biologic process, since a reduction in their
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expression is rate limiting and weakens significantly the biologic response. The second
technology was aimed at developing efficient strategies for introduction and recovery of
complex cDNA libraries, to allow multiple rounds of phenotypic selection and rapid
screens for identification of the functionally relevant genes. These two goals were
achieved by:

1. Preparing specific antisense cDNA libraries that should hit preferentially the relevant genes.
2. Developing an expression vector that provides an efficient gene transfer system and thus the

capability to represent a complex library in a single transfection event.
3. Upgrading its efficiency by working out the best transcription cassette to drive maximal anti-

sense RNA expression during the selection procedure.
4. Calibrating the selection to give minimal background of “spontaneous” resistant cells so that

the ratio between functional cDNA fragments and false positive cDNAs is the highest.
5. Easy and rapid recovery approaches for the rescue of the transfected cDNAs, which also

enable multiple rounds of phenotypic selection to enrich the functionally relevant elements.

The details on the different steps and of the logic behind them are discussed below
under Subheadings 2.1.–2.4. The general outline of the TKO selection that was even-
tually used successfully is illustrated in the scheme in Fig. 2. It was based on HeLa cells
that were transfected with an antisense cDNA expression library cloned into an Epstein-
Barr virus (EBV)-based episomal vector (named pTKO-1). Cultures were then subjected

Fig. 2. Description of the technical knock-out (TKO) strategy.



to selection by applying interferon-c, an efficient killing cytokine in the HeLa cell line.
Surviving cells were pooled and the episomes were extracted. The rescued episomes
were then subjected to second rounds of transfections by testing each individual episome
for its capability to protect cells to some extent from interferon-c killing. The cDNA
inserts carried by the episomes that were positively scored, based on these criteria, were
further sequenced and analyzed.

2.1. Choice of the Cell Culture System, of the Killing Cytokine, and
Preparation of the Antisense cDNA Library

2.1.1. The Killing Cytokine

Interferon-cwas chosen as the preferred external trigger mainly because in some cell
systems it induces a biphasic pattern of responses, i.e., proliferation arrest followed by
PCD (13). Our initial hypothesis was that such interesting scenarios may provide a
unique system to study within a single genetic constellation the points where the cell
cycle inhibitory and apoptotic mechanisms diverge. In retrospect, all the rescued genes
were part of the cell death machinery, yet the fact that death by interferon-c displayed
many characteristics of type II PCD offered an opportunity to rescue genes that under-
lie these less studied subcellular features of PCD. Another reason to choose this killing
cytokine stemmed from the fact that much information was available at the time we
started the approach on the early signaling of interferons. This information was used to
efficiently increase the antisense RNA expression levels from the transfected cDNA
library during the selection, as detailed below.

2.1.2. The Target Cells

Many cell lines were systematically screened. The choice was based on two main
parameters: (a) cells that display high efficiency of transfection, to allow maximal rep-
resentation of the library within a population whose size does not exceed 5 � 107 cells
(a feasible cell number to work with); and (b) the cells must display a maximal sensi-
tivity to interferon-c to yield a minimal background of “spontaneous” resistant cells
(between 10–5 and 10–4 survival after long-term treatment with interferon-c). This was
an important prerequisite for reducing the fraction of false positive cDNA fragments
later on during the selection procedure. Eventually, the HeLa cells that fulfilled these
requirements were chosen as the preferred target cells.

2.1.3. Construction of the Antisense cDNA Library

The library was prepared from RNA derived from a mixture of nontreated and inter-
feron-c-treated HeLa cells (at 1, 2, 4, 12, 24, and 48 h after treatment) to include both
constitutive and inducible mRNAs. To this end, oligo (dt)-selected mRNA was reverse
transcribed; double-stranded cDNA was generated and further ligated to specific link-
ers for the unidirectional cloning. The ligation to the polyadenylated end of the cDNA
generated a HindIII site, whereas at the 5� end of the cDNA a BamHI site was gener-
ated. The presence of the HindIII site in the proximity of the promoter in the vector
enabled cloning of cDNA fragments into the expression vector in antisense orientation.
The library consisted of 105 independent clones.
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2.2. Choice of Expression Vector to Drive the Antisense RNA Expression

We have chosen an EBV-based, self-replicating, episomal shuttle vector to express a
directional antisense cDNA library (Fig. 2). The episomal vector had several advantages
over vectors that integrate into the genome:
1. It reduced the background of nonrelevant phenotypic alterations occurring as a result of ran-

dom integrations into DNA.
2. The episomes were easily rescued from the transfected cells by a simple DNA extraction pro-

cedure (the Hirt procedure), with no need for other genetic manipulations. This yielded a
rapid and convenient way to perform multiple rounds of phenotypic selection and also solved
the issue of plasticity of tissue culture cells, since only the individual cDNA fragments that
transduced the phenotypic change in subsequent transfections were scored as real positives.

3. The episomal vector accumulated at multiple copies per cell in the stable transfectants,
resulting in high expression levels, which, as detailed below, was critical for efficient reduc-
tion in protein levels.

2.3. Screening for the Best Transcription Cassette to Yield Maximal
Antisense RNA Expression During the Selection Procedure

The unidirectional strategy in the antisense orientation increased the probability of
acquiring “recessive mutations” due to loss of expression. At the initial planning stage, sev-
eral promoters driving reporter gene expression were screened by using transient assays in
Hela cells treated with interferon-c. Many of the tested promoters (e.g., LTR) were strongly
attenuated by the continuous exposure to interferon-c and therefore were not suitable for
the project. Eventually the SV40 promoter was chosen, and the promoter cassette of the
vector was manipulated to confer high inducible expression levels of antisense RNAs dur-
ing the phenotypic selection. This was achieved by introducing an interferon-responsive
enhancer element into the vector to increase expression during the selection by the killing
cytokine (Fig.2; see also ref. 10). In retrospect, the latter manipulation was found to be crit-
ical for the success of the functional cloning, since expression of high antisense RNA levels
during the phenotypic selection was essential to efficiently reduce the protein levels
(13,16). Moreover, the chances of cloning genes belonging to the basic cell death machin-
ery, as opposed to those that function proximal to the interferon-creceptors, were increased
by making the selection dependent on this specific enhancer element.

2.4. First Cycle of Plasmid Rescue from Survival Cells and Subsequent
Rounds of Transfections to Select the Ultimate Functional Fragments

The antisense cDNA library was introduced into 5 � 107 Hela cells, followed by the
double selection with interferon-c and the hygromycin B drug carried by the pTKO-1
vector. The initial cell density and the concentration of the drugs were calibrated in pilot
transfections with a control vector and were found to strongly influence the appearance
of false positives. The chosen protocol started with a cell density of 1500 cells/cm2;
selection with 200–1000 U/mL interferon-cplus 200 lg/mL hygromycin B for 28 days.
During the selection period, fresh medium and drugs were supplemented twice a week
and interferon was removed from the culture medium a few days before the final har-
vest of cells. Stable transfected colonies that survived after long-term selection with the
cytokine were pooled and the episomal DNA was extracted from them by the method of
Hirt (10). The episomal fraction was subjected to the restriction enzyme DpnI, which

404 Kimchi



cleaves only input nonreplicated DNA. The latter step further enriched the fraction of
episomal vectors that have undergone replication cycles in the HeLa cells. These were
then shuttled into bacteria and further analyzed individually by retransfections into
HeLa cells and examining whether as single episomes they could protect the HeLa cells
from death by interferon-c. The EBV plasmids which in several repetitive transfections
were positively scored, using the above-mentioned long-term clonability assays, were
then individually tested in other death assays to confirm and further characterize the
nature of the death protection that they each confer to cells.

2.5. Notes Concerning the TKO Selection

The TKO strategy may be tailored to other types of phenotype selections in cell cultures
for the rescue of genes that control replicative senescence, cell cycle arrest, or suppressors
of tumorigenicity. However, this should be carefully designed taking into account all the
above-mentioned precautions and advises elaborated for the intereron selections. Also
there exists a possibility to work out these selections in vivo in mice. Obviously, other tran-
scription enhancer elements to drive the antisense RNA expression should be used,
depending on the nature of the selection procedure. Other vectors that fulfill the necessary
prerequisites could be developed as well, especially if in-vivo selections will be devel-
oped. Finally, it should be mentioned that from the analysis of 8 functional fragments that
we have already rescued so far, 6 turned out to be short antisense fragments that corre-
spond to internal regions within the cDNA (250–400 bp in length). They corresponded to
internal HindIII–BamHI regions in the genes rather than extending from the poly-A tail as
originally planned. The enrichment of such fragments in the selection means that these are
the most efficient elements. Therefore it is recommended that in the future the design of
novel antisense cDNA libraries should consist of short internal fragments .

2.6. The Long Journey from the Isolation of a Functional Antisense
cDNA Fragment to the Notion that a Critical Death-Promoting Gene Has
Been Rescued—Focusing on DAP-Kinase as an Example

The rescue of an antisense cDNA fragment that to some extent protects cells from death
is the beginning of long-term research aimed at establishing the exact role of that particu-
lar gene within the apoptotic network. We will briefly summarize this multistep proce-
dure, and illustrate its outcome in one well-studied example, DAP-kinase. A general
outline illustrating how one proceeds from the starting point toward the notion that a crit-
ical death-promoting gene with a defined function has been isolated is shown in Fig. 3.

The first step is obviously the sequencing of a functional antisense cDNA fragment and
isolation of the corresponding full-length cDNA clone. One of the short antisense mRNAs
that protected HeLa cells to some extent from PCD induced by interferon-c corresponded
to a novel gene that we named DAP-kinase (13). Sequence analysis of the full-length
cDNA was very informative even before the recombinant protein was expressed and stud-
ied in detail. It predicted that DAP-kinase is a potential Ca2�/calmodulin (CaM)-regu-
lated serine/threonine kinase with an interesting multidomain structure that is unique in
the field of protein kinases. The sequence also predicted that the protein carries 8 ank-
yrin repeats, and a conserved death domain (20). It has been speculated that the 8 ankyrin
repeats, as well as the death domain, may mediate interactions with putative effector pro-
teins, or influence the specificity and/or stability of kinase–substrate interactions.
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The second step is to construct the molecular tools to study the protein experimen-
tally. This includes the production of the recombinant wild-type protein, design of loss-
of-function and gain-of-function mutants, and production of specific antibodies. In the
case of DAP-kinase, the recombinant protein, 160 kDa in size, was produced in bac-
ulovirus and mammalian cell systems for the structure/function analysis. Specific mon-
oclonal antibodies were generated and used to follow the expression and intracellular
localization of the protein by immunostaining and biochemical fractionation of cells.
These experiments established that DAP-kinase is localized to the cytoskeleton, specif-
ically in association with the actin microfilaments (14). The cytoskeleton-binding region
was then grossly mapped by testing experimentally a series of deletion mutants (14).

The third step is to develop cell-free systems, if possible, to study the biochemical
function of the protein. In the case of DAP-kinase we developed the conditions for
assaying the kinase activity, using myosin light-chain (MLC) as a substrate. These
kinase assays helped us to reveal interesting features concerning the activation of DAP-
kinase. They indicated that the enzyme’s active site is inhibited by the CaM-regulatory
segment and that this inhibition is relieved upon binding of Ca2�/CaM. They also
revealed a unique mechanism of autoinhibition of kinase activity, which is controlled by
a specific autophosphorylation.

In the next step, the function of the protein in cell cultures and in the context of the
entire organism has to be studied. In the case of DAP-kinase, the cellular effects were
extensively analyzed by several independent approaches. Activated forms of the kinase
were ectopically expressed in cells, and conversely, dominant-negative mutants of the
kinase were tested for possible protection against different apoptotic stimuli (15). Based
on these studies it was concluded that DAP-kinase is involved in various physiologic
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scenarios in which elimination of cells is carried out. These include death induced by
interferon-c, Fas, TNF-a, detachment from extracellular matrix, and oncogene activa-
tion (13,15,21,22). Current efforts to dissect the subcellular events that are being wired
to DAP-kinase, using electron microscopy, indicate that the kinase mediates membrane
blebbing and autophagocytosis—two phenotypic outcomes on which very little is
known from the molecular point of view. The generation of DAP-kinase-deficient mice
is the classical strategy to study the function of a gene in vivo. These mice were recently
established in our laboratory; they are viable and fertile, and their phenotype is currently
investigated in detail.

Finally, one has to identify upstream and downstream proteins that regulate/mediate
the function of the studied gene in order to start mapping it functionally within the com-
plex network. In the case of DAP-kinase, one of the main challenges is to identify the
entire range of DAP-kinase’s physiologic substrates and to understand how their phos-
phorylation impinges upon the biochemical pathways through which DAP-kinase exe-
cutes its pro-apoptotic actions. Another challenge is to identify the proteins that interact
directly with DAP-kinase, either via the ankyrin repeats or the death domain—two clas-
sical modules that mediate protein–protein interactions.

All the aforementioned steps build the profile of a novel gene that was originally
selected based on its rate-limiting function in the network. Studies of its mode of acti-
vation and mapping its functional position within the network with respect to other
known genes are critical steps for the precise evaluation of its importance (Fig. 3).
Another interesting issue is the search for close members, which in the case of DAP-
kinase led to the discovery of a novel family (23,24). Then the possible link to cancer
should be studied as a different aspect of its function. The latter parameter was exten-
sively studied in the case of DAP-kinase, as detailed below.

3. The Link between DAP-Kinase and Cancer—Harnessing the Power of
the TKO Selection in the Search for Tumor Suppressor Genes

Obviously, one of the challenges was to find out whether the DAP-kinase gene is a
potential tumor suppressor subjected to loss-of-function mutations in cancer. To this end,
a few independent directions were undertaken in the past few years, based on functional
assays and tumor screens. The functional assays were performed both in cell cultures and
in mouse model systems, which together assessed the potential activity of this protein in
suppressing different stages of tumorigenicity. In parallel, the status of the gene in human
tumor specimens was analyzed and correlations were made with respect to the aggres-
siveness of the disease in several cases. These three independent lines of research are sum-
marized below.

3.1. DAP-Kinase in Oncogene-Induced P53 Activation—Channeling P53
Toward Apoptosis

One of the first apoptotic checkpoints in the multistep process of tumorigenicity is
turned on early during transformation of primary cells in response to unbalanced hyper-
proliferative signals. Induction of apoptosis at this stage is critical for the elimination of
oncogene-bearing cells, and in many systems, it is carried out in a p53-dependent man-
ner (25). Oncogene-induced activation of p53 is mediated by p19ARF—a regulator of
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p53 stability that is necessary for responses to mitogenic signals but not for responses
to DNA damage (26).

Once the various aspects of the antitumorigenic functions of DAP-kinase started to
emerge in our laboratory, it became of interest to investigate whether DAP-kinase
specifically operates in this early apoptotic checkpoint. A basic finding that initiated the
interest in this direction was the strong suppression that activated DAP-kinase exerted
on transformation of primary fibroblasts by Myc and Ras or E1A and Ras (22). Most
important, this inhibition of foci formation by the introduction of activated DAP-kinase
was completely abrogated in p53�/� fibroblasts, indicating that functional p53 was
absolutely required. A detailed molecular dissection of the process revealed that DAP-
kinase increased p53 protein levels, as well as several p53-responsive genes, in a
p19ARF-dependent manner. Moreover, the p53-dependent reduction in foci number
resulted from DAP-kinase-induced apoptosis, which involved caspase activation and
DNA degradation (22).

The finding that ectopically expressed DAP-kinase killed primary mouse embryonic
fibroblasts in a p19ARF/p53-dependent manner immediately raised the following
intriguing questions: Does it reflect the involvement of endogenous DAP-kinase in the
well-studied safeguard mechanism that is turned on in response to oncogenes? Is
endogenous DAP-kinase one of the missing components that couples oncogenes to
p19ARF/p53 activation and is responsible for channeling these fibroblasts towards apop-
tosis? Subsequent experiments indeed confirmed that endogenous DAP-kinase functions
in this specific apoptotic checkpoint to modulate p53 responses. First, it was found that
endogenous DAP-kinase protein is upregulated in response to c-Myc or E2F-1 activation.
Second, and most important, the inactivation of DAP-kinase either functionally by a
dominant negative mutant, or genetically by targeted mutation, attenuated the apoptotic
responses to c-Myc or E2F-1. These results imply that DAP kinase is an intrinsic compo-
nent along the p19ARF/p53 pathway that is activated by oncogenes to induce apoptosis.

3.2. DAP Kinase and Metastasis—Affecting Late Steps in Tumorigenesis

A survey of cancer cell lines derived from various human tumors has shown that
mRNA and protein expression of DAP-kinase was frequently lost in these cells (27).
This initial screen provided the first hint that DAP-kinase expression may be lost in the
course of malignant transformation.

An interesting paradigm emerged from the study of mouse lung carcinoma cell lines
in experimental metastasis assays. It was found that whereas all the nonmetastatic clones
deriving from Lewis lung carcinoma still expressed normal levels of DAP-kinase, the
highly metastatic clones were all DAP-kinase negative. DAP-kinase expression was then
restored into the highly metastatic cells, yielding clones expressing the transgene at
physiologic levels, with no changes in the overall pattern of their growth in vitro. The
metastatic activity of these genetically manipulated cells was examined by intravenous
injection of the cells into syngeneic mice. Strikingly, restoration of physiologic levels of
DAP-kinase into the highly metastatic Lewis carcinoma cells suppressed their ability to
form lung metastases in mice (21). Both the number and the size of lung lesions were
strongly reduced. Conversely, rare lung lesions, which were spontaneously selected in
mice following injection of the original poorly metastatic cells, had lost endogenous
DAP kinase expression at high frequency. Together, these experiments suggested that
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loss of DAP-kinase expression provides a positive selective advantage during the for-
mation of lung metastases. The transgene also delayed local tumor growth, yet with
lower efficiency than the suppression of the metastatic activity (21). A detailed dissec-
tion of the system revealed that DAP-kinase-mediated suppression of metastasis results,
at least in part, from the increased sensitivity that it conveys to the various death-induc-
ing stimuli that metastasizing cells encounter in their long way from the primary tumor
toward the secondary lesion. It was therefore proposed that loss of DAP-kinase expres-
sion confers a selective advantage to cancer cells and may play a causative role in tumor
progression toward the more aggressive metastasizing cells (21).

In conclusion, the metastatic assays and the in-vitro function-based assays in primary
fibroblasts attributed tumor suppressive properties to DAP-kinase in at least two differ-
ent apoptotic checkpoints that operate in the course of tumor development. These assays
propose that loss of DAP-kinase may confer a selective advantage in the early oncogene-
activated apoptotic checkpoint, by attenuating the p53 responses, and during the late
stages of metastasis by reducing the sensitivity of the metastasizing cells to different
stresses including detachment from extracellular matrix. The obvious question that
emerged from these experiments was whether DAP-kinase is serving as a bona-fide
tumor suppressor gene in humans. To this aim, in situ screens for testing the status of
DAP-kinase gene in fresh human tumor specimens were undertaken simultaneously by
a number of groups in the past few years, demonstrating loss of DAP-kinase expression
in many types of cancers, as summarized below.

3.3. Loss of DAP-Kinase Expression in Human Tumor Specimens

An observation that we made a few years ago in the cancer cell lines that we screened
facilitated some of the subsequent in situ measurements of DAP-kinase in cancer
patients. We found that in some (but not all) of the DAP-kinase-minus cancer cell lines,
DAP-kinase expression could be restored by the DNA-demethylating drug 5-aza-2�-
deoxycytidine (27). This indicated that aberrant DNA methylation was one of the mech-
anisms responsible for turning off this gene. Later, a CpG island at the 5�UTR of
DAP-kinase was found to be a target for hypermethylation (28). The biologic relevance
for this methylation was demonstrated in the Burkitt’s lymphoma cell line Raji, in which
DAP-kinase is fully methylated and not expressed. In these cells, demethylation by treat-
ment with 5-aza-2�-deoxycytidine restored their apoptotic sensitivity to IFN-c (28).

Promoter methylation is considered the main epigenetic modification in mammals,
and abnormal methylation of CpG island in the promoter regions of genes leads to tran-
scriptional silencing. The methylation status of DAP-kinase’s 5�UTR was analyzed in
DNA extracted from primary normal and tumor samples, using methylation-specific
polymerase chain reaction (MSP) developed by Herman and his co-workers. This analy-
sis revealed high incidence of methylations in B-cell malignancies (28), thyroid lym-
phoma (29), non-small-cell lung carcinoma (30–32), head and neck cancer (33,34),
multiple myeloma (35), and breast and colon carcinoma cancers (J. Kissil and A. Kim-
chi, unpublished data). All the normal tissues had unmethylated copies exclusively. The
highest frequency of DAP-kinase methylation was detected in B-cell lymphoma. All
Burkitt’s lymphoma tested and 84% of B-cell non-Hodgkin’s lymphomas were hyper-
methylated in the DAP-kinase CpG island (28). Two of these studies also linked DAP-
kinase methylation status with disease prognosis. In the head and neck cancer study,
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18% of the tested patients displayed promoter methylation of DAP-kinase. Within this
group, hypermethylation of DAP-kinase correlated with the presence of lymph node
metastases and advanced disease stage. In non-small-cell lung cancer (NSCLC), a ret-
rospective study found hypermethylation of the DAP-kinase promoter in 44% of the
tumors, and a strong association between hypermethylation of the DAP-kinase promoter
and poor disease-specific survival prospects (31).

These multiple studies collectively indicate that the DAP-kinase gene is abnormally
methylated in a significant portion of human tumors, providing the first proof that inac-
tivation of this gene is critical for the development of these common malignancies. How-
ever, as is the case for other tumor suppressor genes, and as predicted from the
5�-aza-2�-deoxycytidine experiments discussed above, DNA methylation is not an
exclusive way to inactivate DAP-kinase. Loss or inactivation may also result from muta-
tions, deletions, or other DNA rearrangements. A few LOH cases were already identi-
fied in our initial screen of breast and colon carcinoma cancers once DAP-kinase gene
was mapped in our laboratory to chromosome 9, region q21.3-q22.3 (J. Kissil and A.
Kimchi, unpublished data). Obviously, within the next few years an extensive search for
intragenic mutations/deletions will follow these studies.

Altogether, the functional approaches discussed under Subheadings 3.1. and 3.2. and
the tumor screens performed so far provide solid support for the notion that the TKO
selection has yielded a fascinating new tumor suppressor gene that will be in the center
of many cancer studies in the future.
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Genetic Suppressor Elements in the Characterization
and Identification of Tumor Suppressor Genes

Igor B. Roninson and Andrei V. Gudkov

The subject of the present chapter is the genetic suppressor element (GSE) method-
ology, a functional genomics platform for identifying and characterizing genes involved
in different cellular phenotypes, and the applications of this methodology to the study
of tumor suppressor genes (TSG). In this overview, we will first describe the principles
and basic elements of GSE selection and then concentrate on the methods and examples
for using this methodology to identify and analyze TSGs. For detailed “cookbook” pro-
tocols of methods used in GSE selection, we refer the reader to previously published
methodologic works (1,2).

1. Methods of GSE Selection
1.1. What Is a GSE?

The GSE concept (3,4) arose from two general methodologies that had been widely
used for targeted inhibition of gene function: antisense nucleic acids and dominant neg-
ative mutant proteins. Antisense RNA or oligonucleotides targeting a specific mRNA
vary widely in their efficacy, and even today there are no reliable algorithms to predict
which nucleic acid sequences will be efficient as antisense inhibitors. The general prin-
ciple of designing protein variants that would act as dominant negative mutants (5) is
based on the inactivation of some essential domains within a protein, leaving other
domain(s) intact. The intact domains of a mutant protein remain capable of binding to
their corresponding ligands, but inactivation of the other domains renders the protein
nonfunctional. When expressed in a cell, such nonfunctional proteins will compete with
their intact progenitor for binding to the molecules that are recognized by the intact
domains. Domain inactivation may even render the binding of the mutant protein nearly
irreversible, since such a protein can no longer complete its normal cycle of interactions.
Such irreversible binding would result in a strong dominant negative effect. Selective
inactivation of protein domains can be achieved either by point mutations or by trunca-
tion. In an extreme scenario, the bulk of the protein is removed, leaving only a single
domain that retains its capacity for binding the appropriate counterpart. The application



of this principle to a specific target protein, however, runs into the same problem as the
design of efficient antisense inhibitors: with very few exceptions, it is impossible to pre-
dict which, if any, segment of the protein would act as a functional binding domain and
therefore a dominant inhibitor.

Both of the above-described types of genetic inhibitors can be generated from the
mRNA sequence of the target gene and expressed in the cell using a suitable expression
vector, either in antisense orientation (for antisense RNA inhibition) or in sense orien-
tation (for dominant negative protein fragments). We have used the term GSE to desig-
nate both sense- and antisense-oriented gene fragments that can inhibit or modify the
function of the target gene when expressed in a cell. We then hypothesized that both
types of functional GSEs can be generated by random fragmentation of the DNA of the
target gene and identified by function-based selection of fragments that confer the
desired cellular phenotype. Such function-based GSE selection should make it possible
to develop genetic inhibitors for the selected targets, delineate protein functional
domains, and identify genes involved in various complex phenotypes.

Over the years, this hypothesis proved to be correct and applicable to a wide variety
of systems. Table 1 lists selected examples of the application of GSE technology to dif-
ferent biologic problems (other than TSG). These examples were chosen to illustrate dif-
ferent types of targets, vectors, and GSE selection procedures, which are discussed in
the next section.

1.2. Basic Elements of GSE Selection

A generalized scheme of GSE selection is depicted in Fig. 1. This process starts with
the selection of target DNA and its random fragmentation (A). The resulting fragments
are then supplied with adaptors suitable for the expression of protein fragments (B) and
ligated into an expression vector, to generate a random-fragment library (C). This
library is then introduced into the recipient cell type (D), which is then subjected to
selection for the desired phenotype (E). Library-derived transgenic DNA fragments are
then recovered from the selected cells (F). The recovered fragments may be used (in the
form of an enriched library) for another round of selection, or subjected directly to
sequencing (G) and functional testing (H). Functional testing allows one to identify bio-
logically active fragments that can then be properly designated as GSEs. Sequence
analysis shows whether the selected GSEs are sense- or antisense-oriented, and from
which part of the mRNA or protein they are derived. If the target DNA (A) comprised
more than one gene, the GSE sequence will pinpoint the genes that are likely to be
involved in the biologic process under study.

The following is a general overview of the basic elements of GSE selection.

1.2.1. Target DNA and the Fragmentation Procedure

If the goal of GSE selection is to develop specific inhibitors for the gene under study
or to identify the functional domains of the corresponding protein, a single cloned gene
or cDNA is used as the starting material for GSE selection. The next level of target com-
plexity is provided by viral genomes, which are used to develop GSEs that block viral
infection or specific viral functions. When the goal of GSE selection is to identify genes
involved in a specific cellular phenotype, the starting material represents a mixture of
multiple genes. In the simplest case, a mixture of cloned cDNAs of many candidate genes
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Table 1
Examples of GSE Selection (Other than TSGs)

Target DNA and 
vector type Selection strategies GSEs isolated GSE phenotypes References

From single genes:
Human topoisomerase Etoposide resistance Sense and antisense Resistance to different 30
IIa cDNA; retroviral in HeLa cells fragments from different topoisomerase 
vector regions of cDNA II-interactive drugs
Human DAP-kinase Protection of human Sense fragments from Inhibition of 
cDNA; episomal HeLa cells from different regions interferon-induced and
plasmid vector interferon-induced of cDNA TNF-induced apoptosis

apoptosis and of DAP-kinase
activity 11

Human BCL2 cDNA; FACS selection for apoptosis- A single sense-oriented GSE Decreased apoptotic 28
retroviral vector specific changes in cellular cell death in several

DNA content in human AA2 types of tumor cells
leukemia cells treated with 
dexamethasone or vincristine

Human MDR1 cDNA; FACS selection for Sense and antisense fragments Inhibition of MDR1-mediated 26
retroviral vector increased accumulation from different regions of efflux; sensitization 

of Rhodamine 123; cDNA to MDR1-transported drugs
selection of floating 
dead cells in the presence 
of low-dose colchicine

From mixtures of a limited number of genes:
E. coli ribosomal Erythromycin resistance Sense-oriented fragments Resistance to erythromycin 61
operon (rrnB); in E. coli from the same region of
bacterial plasmid 23S rRNA, encoding a 
vector novel peptide
cDNA mixture BrdU suicide selection Sense-oriented GSEs Growth inhibition 23
of 19 immediate-early for IPTG-dependent from three genes
mouse genes; growth arrest 
IPTG-inducible in mouse NIH 3T3 cells
plasmid vector

(continued)
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Table 1 (continued)
Examples of GSE Selection (Other than TSGs)

Target DNA and 
vector type Selection strategies GSEs isolated GSE phenotypes References

From viral genomes:
Bacteriophage lambda Resistance to lysis by Multiple sense and Inhibition of lytic infection 3
DNA; bacterial phage lambda in E. coli antisense fragments from suppression of lysogen rescue 
plasmid vector different lambda genes (some GSEs); transcriptional 

inhibition of LamB 
receptor (full-length 
and truncated Ea8.5 gene)

Full-length HIV-1 Selection against HIV Multiple sense and Resistance to provirus 25
cDNA; induction in a latently antisense fragments from induction in OM10.1 
retroviral vector infected  OM10.1 cell line different HIV genes and HIV infection in 

(FACS-based selection for normal CEM-ss cells
CD4 retention); selection 
against HIV infection in 
CEM-ss cells (based on  
CD4 positivity and negativity
for viral p24 antigen)

From yeast genome:
S. cerevisiae genome; Resistance to a-factor in Sense fragments Bypass of a-factor-induced 12
yeast GFP-fusion S. cerevisiae from multiple genes growth arrest
plasmid vector

From total mammalian cDNA:
Normalized cDNA  Resistance to aphidicolin Sense and antisense Combination of four 16,62
of human HeLa cells; in human HT1080 cells fragments from four different GSEs produces resistance 
retroviral vector genes to multiple DNA-interactive 

drugs and increases expression 
of genes involved in DNA 
repair and stress response
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is manually put together prior to fragmentation. In the case of prokaryotes and lower
eukaryotes, the whole genome can be used as the starting material (technical limitations
of library construction and delivery have so far prevented the use of total mammalian
DNA as the target for GSE selection). The most complex libraries have been derived from
fragmented cDNA populations of mammalian cells. Such libraries were prepared after
the steps of subtraction (to enrich for cDNA sequences overrepresented in a specific cell
type) or normalization (to reduce the redundancy of cDNA sequences), which allows one
to decrease the size of a library that contains all the mRNA sequences expressed in a cell.

The target DNA is subjected to random fragmentation (as opposed to restriction
enzyme digestion), to obtain the widest possible permutation of the endpoints of the
encoded peptides and RNA molecules. The size of DNA fragments used for GSE selec-
tion typically ranges from 50 to 500 bp. This range was selected from rough estimates
for the size of a typical protein domain and inhibitory antisense RNA molecules. The
procedure that has been used in most cases for random fragmentation of single cDNA
clones, viral genomes, or mixtures of cDNA clones involves digestion with DNase I in
the presence of Mn2+. T4 DNA polymerase and Klenow fragment are then used to fill
in the ends prior to adaptor ligation.

When cellular cDNA is used as the starting material for GSE selection, random frag-
mentation is incorporated into the cDNA synthesis procedure. The generation of ran-
dom fragments is assured by (a) fragmenting the poly (A)+ RNA template (by boiling)
prior to cDNA synthesis, leading to random termination of cDNA fragments, and (b)
priming cDNA synthesis with oligonucleotides that carry a stretch of random sequence
at their 3� ends, providing for random initiation. Following the ligation of adaptors (see
Subheading 1.2.2.), the cDNA fragment population is amplified by PCR, using adap-
tor-derived primers. Once a population of adaptor-tagged cDNA fragments has been
generated, this population can be used for normalization or subtraction. A cDNA sub-
traction protocol used for GSE selection from TSG associated with breast cancer (6) was
based on a modification of the procedure known as representational difference analysis
(RDA) (7), and is described under Subheading 2.3.2. The cDNA normalization proce-
dure that we have used to generate libraries from different mammalian cell lines (1,8) is
based on the relatively laborious Cot fractionation protocol of Patanjali et al. (9). Sim-
pler procedures have since been developed for cDNA subtraction and normalization. In
particular, the suppression subtractive hybridization (SSH) technique of Diatchenko et
al. (10) can be used for both subtraction and normalization. This procedure can in prin-
ciple be modified to switch from restriction fragments to random cDNA fragments for
subtraction and normalization.

1.2.2. Adaptor Design

The principal aim of adding adaptors to random fragments prior to cloning is to pro-
vide translation initiation and termination codons that would allow for the expression of
sense-oriented cDNA fragments as peptides. Different types of adaptors used for this
purpose are described in ref. 1. Our initial protocols used a single adaptor that contained
a single ATG start codon in the sense orientation, three stop codons in all reading frames
in antisense orientation, and a single restriction site for nondirectional cloning. More
recently, we have used different adaptors for directional cloning into different restriction
sites, with one adaptor containing three start codons, and the other adaptor other three
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stop codons (in all three reading frames), to enable directional cloning in the appropri-
ate orientation. The adaptor design, however, lends itself to additional purposes. For
example, studies that were specifically oriented toward peptide-encoding GSEs have
used adaptors encoding the FLAG epitope (11), the green fluorescent protein (12), or
penetratin peptide for transmembrane delivery (13).

Another modification of the adaptor design that we have used more recently for nor-
malized cDNA libraries has been developed to ease the determination of the orientation
of GSEs that are derived from unknown genes. In this protocol, reverse transcription is
initiated not with a random primer (as in the earlier methods) but with a primer that car-
ries eight random nucleotides at its 3� end, coupled to a defined sequence tag. This tag
comprises translation termination codons in all three reading frames and a restriction
site. Double-stranded cDNA fragments carrying this adaptor at their 3� ends are then
ligated to another adaptor that contains translation initiation codons in all three reading
frames. This ligation is followed by PCR with the primers that correspond respectively
to the second adaptor and to the tag sequence in the reverse transcription primer. As a
result, the cDNA fragments acquire the start and the stop codons in the orientation that
corresponds to the original mRNA sequence, making it possible to deduce the original
orientation of the fragment from the position of these adaptors.

1.2.3. Expression Vectors and Library Size

The choice of expression vector is determined by the nature of recipient cells, the size
of the library that should be delivered into the cells (see below), and other requirements
(e.g., the need for an inducible promoter). GSE selections in mammalian cells have been
carried out using conventional and episomal plasmid vectors, as well as retroviral vec-
tors. All the GSE selections carried out in our laboratories in mammalian cells have used
exclusively retroviral vectors. This choice has been dictated by several considerations.
(a) Retroviral vectors are still the only delivery system that can be used for stable trans-
duction into a very high fraction (up to 100%) of recipient cells. (b) High-complexity
libraries can be generated by standard cloning procedures in retroviral plasmid vectors,
and these libraries can be easily converted into a representative mixture of recombinant
retroviruses by transient transfection of retrovirus-packaging derivatives of 293 cells,
such as BOSC 23 (14). (c) Retroviral infection, unlike most DNA transfection procedures
or adenoviral infection, is essentially nonstressful for the recipient cells, avoiding stress-
related artifacts in subsequent selection. (d) Integrated proviruses lend themselves to sev-
eral convenient rescue procedures (see Subheading 1.2.6.). (e) Retroviral vectors
frequently integrate at more than one copy per infected cell (15). This makes it possible
to select combinations of GSEs that have a synergistic effect on the target phenotype (16).

Retroviral vectors, however, also have certain disadvantages. (a) Some cell types are
not very efficiently infected by retroviral vectors (see Subheading 1.2.4.). (b) A more
serious problem concerns the general design of retroviral vectors. Such vectors (e.g.,
LNCX [17] used in many GSE selections) typically contain two promoters (in the same
orientation), including the retroviral long terminal repeat (LTR). One of the promoters
drives the expression of the cloned gene, and the other a selectable marker (e.g., neo).
We have found that selection for the marker gene is associated with frequent rearrange-
ment or silencing of the promoter driving the gene of interest (15). This problem is likely
to be even more pronounced when the promoter driving GSE expression is positioned
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in antisense orientation to the LTR, as is the case for inducible retroviral vectors, such
as LNXCO3 (18). In the latter vectors, expression of one promoter was shown to inhibit
gene expression from the other promoter, presumably through antisense-mediated inhi-
bition (19). We therefore recommend not selecting cells for the marker gene prior to
GSE selection, unless required by low infection efficiency.

The size of the random fragment library is determined by the nature and the size of the
target DNA. The usual goal of GSE selection from a single gene or a small number of
genes is to obtain a near-comprehensive set of functional cDNA domains. In our experi-
ence, an extensive set of GSEs can be derived from a single cDNA clone if the random
fragment library contains 5000–10,000 clones/kb of cDNA. When large-scale cDNA
libraries are used, the goals of selection are limited to obtaining at least one GSE for all or
almost all the genes associated with the selected phenotype, without a comprehensive
coverage of each individual gene. The frequency of selectable GSEs for individual genes,
in our experience, varies from 1/100 to 1/500, depending on the gene and the selection
protocol. Assuming that a normalized cDNA library from a typical cell line contains about
10,000 genes at approximately equal representation, a library of 1–5 � 107 clones should
contain selectable GSEs for essentially all the genes expressed in the recipient cells.

1.2.4. Recipient Cells

The choice of recipient cells is dictated by specific needs of each selection procedure
and the source of the library. Most of GSE selections in mammalian cells have been con-
ducted in immortal cell lines, but some TSG-targeting selections were also carried out
in primary rodent embryo fibroblasts (20) (see Subheading 2.3.1.). A promising novel
class of recipient cells that may be particularly useful for human TSG-based GSE selec-
tion strategies is the telomerase (hTERT)-immortalized primary cells. Aside from their
immortality, hTERT-immortalized cell lines maintain all the properties of untrans-
formed cells, including normal karyotype, contact inhibition, inability to grow in soft
agar or form tumors in animals, and the ability to undergo accelerated senescence
(21,22). Recipient cell lines can be subjected to additional modifications prior to library
transduction, such as transfection with repressor or transactivator proteins that are
required for regulated promoters (23).

An essential practical issue for GSE selection from retroviral libraries is the suscep-
tibility of recipient cells to retroviral infection, since some cell lines show relatively poor
infection efficiency. In some cases, this is due to low levels of retroviral receptor on the
cell surface. This problem usually can be corrected by transfecting recipient cells with
the gene for the murine ecotropic receptor (24). Such transfection also makes it possi-
ble to infect nonmurine cells with ecotropic retroviruses (which can be used under BL1
biosafety conditions) instead of amphotropic or pantropic viruses that require BL2 con-
tainment. Some cell lines (especially those derived from hematopoietic cells) have low
efficiency of proviral integration, making it impossible to achieve very high transduc-
tion rates. Nevertheless, infection rates that are achievable with leukemic cells are still
sufficient for complex GSE selections (25).

1.2.5. Selection Principles

The design of a selection strategy is the most critical part of a GSE project, requir-
ing great care and precision. Although some of the selected GSEs proved to be
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extremely powerful (e.g., p53-derived GSE56), the inhibitory effect of a GSE in most
cases is much weaker than that of gene knockout or of disabling mutations in both
alleles of the target gene. The selection conditions therefore should be designed to the
least possible stringency, allowing for inevitable background. Furthermore, the expres-
sion levels of the same GSE will vary in different infected cells, depending on the
provirus integration site and on the effects of other viruses that may be co-transduced
in the same cell. This means that a GSE is unlikely to be selected unless it is pre-
sent in at least 20–50 cells prior to the onset of selection. This is best achieved by
maximizing the efficacy of retroviral transduction and using the largest possible num-
ber of infected cells for the selection. To reconcile both requirements (relatively mild
selection conditions and a large number of cells infected with each viral clone), most
of our past selections were carried out over two or more rounds of infection, selec-
tion, and recovery. As described under Subheading 1.2.6., the use of high-throughput
sequencing may allow one to identify candidate GSEs without additional rounds of
selection.

The most frequently used GSE selection strategy in mammalian cells has been based
on improved cell survival after exposure to cytotoxic drugs or apoptogenic agents (see
Table 1). It is also possible, however, to select “conditionally lethal” GSEs that are detri-
mental to cell growth under specific conditions. For example, isolation of floating dead
cells that die in the presence of normally noncytotoxic doses of colchicine has been used
to select GSEs from the cDNA of the multidrug transporter MDR1 (P-glycoprotein) (26).
A selection strategy with great potential for the study of oncogenes has been used by
Pestov and Lau (23) to isolate growth-inhibitory GSEs from a mixture of 17 prolifera-
tion-associated genes. This selection was based on the use of an isopropyl-b-thio-galac-
toside (IPTG)-inducible plasmid vector for GSE expression and bromodeoxyuridine
suicide selection technique (27) for cells that are growth-arrested in the presence of
IPTG. The same selection strategy has been scaled up through the use of IPTG-inducible
retroviral vectors (18) and used to isolate growth-inhibitory GSEs from a normalized
cDNA fragment library, as an approach to identifying the complex of genes that are
essential for cell growth (T. Primiano, B. D. Chang, M. Baig, S. Fellars, S. Axenovich, T.
A. Holzmayer, and I. B. Roninson, unpublished).

Some of the most flexible methods of selection, which are particularly suitable to the
isolation of GSEs with modest phenotypic effects, are based on the use of fluorescence-
activated cell sorter (FACS) to separate cell populations with quantitatively different lev-
els of specific proteins (detectable by immunofluorescence staining) or other fluorescent
tags. FACS selection has been used to isolate GSEs from HIV-1 cDNA, on the basis of
their ability to interfere with HIV-mediated inhibition of CD4 receptor or the expression
of a viral antigen in infected cells (25). FACS selection was also used as an independ-
ent approach to isolate GSEs from MDR1 cDNA, based on the ability of such GSEs to
inhibit the efflux of P-glycoprotein-transported fluorescent vital dye Rhodamine-123
(2,26). FACS selection of cells with altered DNA binding of acridine orange or with
increased membrane permeability to propidium iodide has also been used for GSE
selection from the apoptosis inhibitor gene BCL-2 (28). Many other FACS-based selec-
tion strategies can be readily designed for specific purposes, such as the isolation of
GSEs that modify the activity of promoters driving the expression of GFP or some other
fluorescent marker.

Specific selection strategies for the study of TSG are described under Subheading 2.2.
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1.2.6. Recovery of Integrated Fragments

Whereas recovery of plasmid vectors is a straightforward procedure in prokaryotic
and yeast cells, the rescue of integrated retroviral inserts is one of the more artifact-
prone steps in GSE selection in mammalian cells. The most commonly used and gener-
ally applicable recovery method is polymerase chain reaction (PCR) amplification of
cDNA inserts from genomic DNA, using primers that correspond to vector sequences
flanking the inserts (30). The PCR products are then recloned into the expression vec-
tor to generate a GSE-enriched library. Given the small size of GSE fragments, their
PCR amplification is an efficient procedure, which can even be used with partially frag-
mented DNA of cells undergoing apoptosis (28). The PCR conditions, however, should
be carefully monitored (1), to avoid the loss of representativity and artifactual fusion of
PCR products. The same type of PCR amplification and recloning can be carried out
using cDNA rather than genomic DNA from the selected cells as a PCR template (29).
The latter modification has an apparent advantage that it may enrich for functional GSEs
by favoring actively transcribed proviruses.

Several alternative procedures avoid the relatively laborious step of recloning the
mixture of recovered PCR products. One of these methods is based on the use of a retro-
viral vector that carries Escherichia coli plasmid replication origin sequence and con-
tains lox sites in its LTRs. Integrated proviral DNA is excised from genomic DNA of the
selected cells by Cre recombinase and used to transform competent bacterial cells (31).
Several other protocols recover the integrated proviruses in the form of infectious virus
rather than plasmids. (a) Selections can be carried out directly on retrovirus-packaging
cells, which secrete the infectious virus into culture media (8). (b) The selected cells can
be subjected to polyethylene glycol-mediated fusion with a retrovirus-packaging cell
line, leading to a release of infectious virus (6). (c) Infectious virus can also be rescued
by transfection with expression plasmids carrying retroviral genes gag-pol and env (our
unpublished data). (d) Full-length proviral sequences can be amplified from genomic
DNA by long-range PCR, followed by direct transfection of retrovirus-packaging cells
with the PCR product. This procedure is quick and maintains very well the representa-
tivity of the rescued proviral population, but it is more sensitive to DNA degradation and
impurities than conventional short-range PCR (33).

Although all of the above methods speed up consequent rounds of selection relative
to the common protocol (PCR amplification and recloning of inserts), it now appears
that the latter procedure has a previously unappreciated advantage. This method pro-
vides an extensive library of inserts from the selected cells in a form that is ready for
high-throughput sequencing. As described in the next section, such sequencing may
facilitate the process of identifying functional GSEs.

1.2.7. Sequencing of Recovered Fragments

Technological advances in automated DNA sequencing, which have made it possible
to obtain the human genome sequence long before the original projections, are chang-
ing the experimental philosophy in many other molecular biologic applications. The
decreased cost and labor involved in the sequencing of multiple clones allow us to
improve the quality control and greatly speed up the process of GSE selection. High-
throughput sequencing of several hundred clones of the original random fragment
library can now be used to verify sequence representation and to confirm the presence
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of the appropriate adaptors. Most important, however, it is now possible to sequence a
large number of clones from a GSE-enriched library generated by PCR amplification
and recloning from the selected cells. Analysis of the sequence distribution allows one
to identify the clones that have been enriched by selection, even if the enriched clones
constitute a small part of the library. Sequence-verified clones that represent different
genes or domains can then be used directly for functional testing. Through this approach,
we have been able to isolate a set of growth-inhibitory GSEs from a normalized cDNA
library after only one round of selection (T. Primiano, B. D. Chang, M. Baig, S. Fellars,
S. Axenovich, T. A. Holzmayer, and I. B. Roninson, unpublished).

1.2.8. Functional Testing of Candidate GSEs

Verifying individual GSEs by their functional activity is the final and most difficult
step of GSE selection. Such testing is usually conducted by transducing the tested GSEs
and the control vector into the recipient cells and testing the transduced cell populations
by the same procedure that has been used to select the GSEs. In a previous overview (1),
we have made general recommendations for GSE testing, including careful matching of
the GSE-transduced and control populations, maintenance of the same conditions for cell
culture throughout the process of selection and testing, and analyzing the GSE-trans-
duced population as early as possible after transduction. Paradoxically, we have observed
in several projects that functional activity of confirmed GSEs is no stronger and some-
times weaker than the activity of a mixed GSE-enriched library. The solution to this par-
adox came from the demonstration that multiple proviruses integrate in the same cell
under the common infection conditions (15), and that co-infection of cells with several
weak GSEs produces a synergistic increase in their functional activity (16). We suggest
therefore that functional testing of clones enriched by GSE selection be carried out not
only individually, but also with a mixture of all the enriched clones. If individual clones
show little or no functional activity but the mixture of clones is active, active clone com-
binations can then be identified through combinatorial approaches. The identification of
cooperating GSEs not only proves their functionality but also suggests possible func-
tional interactions between the genes that give rise to the cooperating GSEs.

1.3. Validation and Analysis of the GSE Targets

With a proper design of the selection system and screening protocol, it is relatively
easy to isolate a set of GSEs with the desired biologic activity. Successful GSE selec-
tion, however, is only the first step in a long process of identifying the molecular mech-
anisms of the studied phenotype. So far there is no high-throughput procedure that
would allow one to effectively follow numerous GSEs all the way toward the mecha-
nisms of their activity.

Although a GSE is most likely to cause its biologic effect by counteracting the gene
from which it is derived, this may not be necessarily true for all cases. It is therefore
essential to verify the GSE target, especially if GSEs are used for cloning new genes.
One of the most general and powerful approaches to prove that the gene from which a
GSE is derived is indeed the target of the GSE is to isolate other GSEs with similar prop-
erties representing different portions of the target. This approach was used successfully
to prove that a GSE inducing etoposide resistance and representing an antisense frag-
ment of ubiquitous kinesin heavy chain (uKHC) mRNA in fact targets uKHC. A new
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GSE library was constructed from randomly fragmented uKHC cDNA, and multiple
GSEs conferring etoposide resistance and encoding both antisense RNA and truncated
uKHC-derived proteins were isolated (29). Another approach involves generation and
testing of rationally designed dominant negative mutants side by side with the GSE. A
similarity between the activities of such mutants and a GSE argues for the parental gene
being the target of the GSE. This approach was also used in the studies of uKHC-medi-
ated drug response (29). Another important confirmation of the specificity of the GSE
effect may be provided by finding cases of deregulation of the GSE-corresponding gene
in naturally arising cellular models with a GSE-related phenotype. Such evidence has
been found in the case of TSG-derived GSEs, in which the gene corresponding to the
GSE was lost or downregulated in human tumor cells (6), and in the case of a GSE
inducing drug resistance, in which the corresponding gene was found to be downregu-
lated in independently isolated drug-resistant cell lines (8).

2. Applications of GSE Methodology to the Study of TSGs
2.1. Variety of TSG Functions

A TSG has been defined as “a genetic element whose loss or inactivation allows a
cell to display one or another phenotype of neoplastic growth deregulation” (34). In
accordance with this definition, if the inhibition of a certain gene promotes any step in
the process of neoplastic transformation, such a gene should be regarded as a candidate
tumor suppressor. A TSG can therefore be identified by its ability to give rise to GSEs
that promote various aspects of the neoplastic phenotype. TSGs control cell growth in
different ways. In particular, the multifunctional regulator p53 acts as a positive regula-
tor of transient growth arrest (quiescence), permanent growth arrest (senescence), and
apoptosis (35,36). Through its latter capacity, p53 and its partners in the pathway (for
example, ARF) mediate cellular sensitivity to apoptosis-inducing agents and resistance
to transformation by dominant oncogenes (37). On the other hand, the breast tumor sup-
pressors BRCA1 and BRCA2 act to maintain genome stability by controlling DNA
repair and centrosome duplication (38). Similarly, the tumor suppressor ATM is involved
in control of DNA repair and the G2/M checkpoint (39). The variety of biologic func-
tions that are associated with TSG makes it possible to design various strategies for GSE
selection. In the following sections, we discuss several established strategies and pro-
vide examples of GSE selection from TSG. These examples are summarized in Table 2.

2.2. Strategies for GSE Selection from TSGs

Functional identification of TSGs is not an easy task. Tumor phenotypes associated
with the loss or inactivation of TSGs are recessive, since they cannot be detected in the
presence of the wild-type gene. This makes it impossible to apply a powerful combina-
tion of positive selection and gene transfer techniques directly to the identification of
tumor suppressors. This obstacle can be overcome by the use of the GSE approach.
Since the loss of TSG activity induces transformed phenotype, TSG-derived GSEs are
expected to act as dominant oncogenes in gene transfer protocols, providing a strategy
for effective isolation of inhibitory elements for known TSGs and for the identification
of new TSGs. Isolation of transforming GSEs is therefore a general approach toward
cloning and functional analysis of TSGs.
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Table 2
Examples of GSE Selection from TSGs

Target DNA Selection strategies GSEs isolated GSE phenotypes References

Rat p53 cDNA Focus formation in MEF; Sense fragments from Lifespan extension of primary 20
etoposide resistance in MEF four different regions of MEF; cooperation with activated

p53 cDNA, with different ras in transformation; resistance
biologic activities to etoposide; inhibition of 

transcriptional transactivation 
by p53

Human and mouse Cisplatin resistance Sense and antisense Cisplatin resistance; decreased 48
p53 cDNAs in A2780 human fragments from different damage-induced growth arrest

ovarian carcinoma regions of p53 cDNA and apoptosis; GSE-based 
synthetic peptide inhibitor of 
p53 developed

Mouse p53 cDNA Resistance to p53-mediated Antisense fragments from Bypass of p53-induced 31
(antisense fragments) growth inhibition in an two regions of p53 growth arrest; lifespan 

immortalized MEF cell line extension of primary MEF
Mouse NIH 3T3 Focus formation GSE TR6 from Increased cell density 53
cDNA, normalized in MEF unknown gene

GSE TR7 from Increased cell density 53
phosphotidyl inositol receptor

Resistance to p53-mediated GSE4 from unknown gene Resistance to etoposide *
apoptosis in C8 cells and c-irradiation;

Anchorage independence
Resistance to etoposide GSE VPC from ubiquitous uKHC: resistance to 8,29
in NIH 3T3-derived kinesin heavy chain (uKHC) DNA-damaging drugs; 
packaging cells (two other GSEs from sensitization to microtubule-

unknown genes isolated) depolymerizing agents; 
lifespan extension of 
primary MEF

Subtracted cDNA Tumorigenicity of GSE M3 from ING1, Anchorage independence; 6
library of normal mouse NMuMG cells novel candidate tumor lifespan extension of primary 
versus malignant suppressor MEF; focus formation
human mammary cells

* V. S. Ossovskaya, A. Budanov, A. V. G., and P. M. Chumakov, unpublished data.



Isolation of transforming GSEs is based on the principles of genetic screening for
transforming genetic elements established in the field of dominant oncogenes, as well
as the general rules of GSE selection:

1. Selectable phenotypes should be chosen by the likelihood that they would be controlled to
a large extent by a single gene.

2. The selection protocol should be stringent enough to minimize the background but relaxed
enough to allow the selection of relatively weak GSEs.

3. Every clone in the random fragment library should be delivered to numerous cells, since
only rare GSEs are strong enough to induce selectable phenotype in each transduced cell.

Neoplastic transformation requires a combination of several genetic alterations in one
cell, and even such a potent oncogene as activated ras cannot transform a normal cell
alone (40). It is therefore impossible to expect a single GSE to be sufficient to induce
complete transformed phenotype on its own. In fact, all function-based selections of
transforming genetic elements have been based so far on the use of a selection system
already predisposed to transformation, i.e., a system in which cooperating genetic events
have already occurred. For example, NIH 3T3 cells, a classical cellular system for onco-
gene selection, are susceptible to transformation with ras, probably because of the inac-
tivation of the p53 pathway (41). In another example, transgenic mice expressing c-myc
under the control of an immunoglobulin promoter have enabled the identification of
oncogenes pim-1 and bmi-1, which are activated by murine leukemia virus in lym-
phomas that appeared after infection (42). Hence, isolation of GSEs inducing neoplas-
tic transformation requires the use of cellular systems that are already predisposed for
transformation. GSE-mediated suppression of TSGs in such a system could then coop-
erate with the preexisting genetic alterations in establishing the transformed phenotype.

Methods for GSE selection from TSG include classical in-vitro transformation assays
such as focus formation, anchorage independence, or tumorigenicity. An alternative
approach is to isolate GSEs that induce less complicated cellular phenotypes that are
also associated with carcinogenesis but, unlike full transformation, do not require coop-
eration of several genetic events. Immortalization of primary cell cultures and suppres-
sion of apoptosis are examples of such selections.

2.2.1. Immortalization of Senescent Cell Cultures

Replicative senescence is a potent anticancer mechanism limiting proliferation of
normal cells. The following general principles are especially important for the selection
of immortalizing GSEs.

1. The random fragment library should be delivered into actively proliferating cell cultures,
since retroviral integration requires DNA replication.

2. The transduced culture should not be too far from reaching senescence. This allows one to
avoid random fluctuations in clone representation due to the drift caused by natural vari-
ability in the rates of proliferation of different cells within the population.

3. Overgrowing cell clones should be picked as early as possible after the majority of cells in
the culture reach senescence, to avoid losses of GSEs in less rapidly growing clones.

4. The rate of spontaneous immortalization should be carefully controlled in parallel cell cul-
tures transduced with the insert-free vector (uninfected cultures should never be used as a
control, since exposure of target cells to virus-containing media from packaging cells may
by itself alter cell growth).
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5. It is extremely useful to establish conditions of selection in pilot experiments. Such experi-
ments will use artificial mixtures of insert-free virus (in excess) and small amounts of a virus
expressing known immortalizing genes (c-myc, E6, SV40 T-antigen, etc.).

6. If the spontaneous immortalization rate is high, additional rounds of selection should be
applied until the selected virus will reliably increase the frequency of cells with prolonged
lifespan relative to the control population.

7. On the other hand, the number of rounds of selection should be as small as possible to avoid
loss of weaker GSEs.

The strictness of the control of replicative senescence varies among different species:
appearance of immortal clones is an extremely rare event in human and in chicken cell
cultures, while rodent cells have a much higher incidence of spontaneous immortaliza-
tion. Hence, viral oncogenes that immortalize rodent fibroblasts can only prolong the
lifespan of human and chicken cell cultures (43,44). Therefore, specific protocols of
selection of immortalizing GSEs should be adjusted according to the properties of dif-
ferent cell systems. High and unpredictable background of spontaneous immortalization
in rodent cells always requires the use of several rounds of GSE selection. This can be
avoided if screening is done in human or chicken cells.

2.2.2. In-Vitro Transformation

The same general principles are applicable to the selections aimed at the isolation of
GSEs that induce focus formation in monolayers of quasi-normal cell cultures or
anchorage-independent growth in semisolid media. Immortal cell lines retaining contact
inhibition of growth and suitable for transformation with dominant oncogenes can be
used for this purpose. Mouse NIH 3T3 and NMuMG cells of fibroblast and breast
epithelial origin, respectively, provide excellent examples of such cell systems that have
been used successfully for the isolation of transforming GSEs (6).

2.2.3. Inhibition of Apoptosis

Apoptosis is a general mechanism of negative growth regulation that provides an
arena for the activity of different TSGs. Inhibition of apoptosis is an excellent selec-
table phenotype for isolating GSEs, since in many cases it can be achieved by sup-
pressing a single component of the apoptotic pathway. Although the above-listed
general principles of GSE selection are also applicable to this selection, it has some
specific features. Thus, the majority of established cellular systems for the induction of
apoptosis leave relatively high backgrounds of surviving cells. This results in low
enrichment for the desired antiapoptotic GSEs after a single round of selection. This
problem can be resolved by optimizing the selection system for low background of sur-
vivors (usually less than 1%, although the exact parameters depend on the frequency of
antiapoptotic elements in the library). Another solution is to apply several subsequent
treatments to the same library-transduced population. This approach, however, should
be used with caution, since it can easily lead to the isolation of naturally occurring
apoptosis-resistant cell variants. Monitoring the frequency of survivors in a control cell
population transduced with the insert-free vector is essential to detect a raise in the
spontaneous background of apoptosis-resistant cells. Such an increase should indicate
that it is time to stop apoptosis-inducing treatments.
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2.2.4. Selection for In-Vivo Tumorigenicity

Although tumor formation by originally nontumorigenic cells is in theory the ideal
selection that reproduces the natural course of transformation, its value for GSE selec-
tion is limited to libraries with relatively low complexity and therefore high frequency
of the desired elements. The reason for this limitation is the unavoidable massive death
of cells injected in vivo (s.c., i.p., or even more dramatically, i.v.), leading to a great
decrease in the size of library-transduced population that is subject to selection. Regard-
less of this problem, this approach has been used successfully for the isolation of trans-
forming GSEs and subsequent identification of a candidate TSG ING1 (6) (see below).

2.2.5. Selection of Transforming GSEs in a Whole Mouse?

Comprehensive screening of a GSE library requires large numbers of target cells and
a very high efficiency of viral transduction. It is often difficult to fit the above require-
ments with the GSE selections done in vitro. Another serious limitation of cell cultures
is that the success of selection depends on specific properties of the recipient cells,
which can reveal biologic activity of only a minor fraction of GSEs. Both of these prob-
lems could be overcome if selection were done in the animal rather than in vitro. In this
case, a random-fragment library could theoretically be exposed to an almost unlimited
number of cells of all possible differentiation lineages. It is noteworthy that the major-
ity of dominant oncogenes were first identified exactly in this way: by natural in-vivo
selection of spontaneous tumorigenic variants of chicken and mouse retroviruses (45).
However, it would be unrealistic to expect that a single GSE will be sufficient to induce
tumor formation in a normal animal. Functional selection of transforming GSEs in vitro
requires the use of cells that already carry cooperating genetic alterations. In principle,
a similar strategy could be applied for the tumorigenic GSE selection in vivo, if one
could use transgenic mice with high predisposition to cancer (such as p53-knockout
mice or transgenic mice expressing dominant oncogenes). This approach remains a the-
oretical possibility awaiting experimental testing. Its success depends strongly on the
effective delivery of GSE libraries in vivo, which might require the use of replication-
competent virus vectors or helper viruses.

2.3. Examples of GSE Selection from TSGs

2.3.1. Isolation and Use of p53-Derived GSEs

Three groups have carried out GSE selection using p53 TSG as the target and frag-
mented p53 cDNA as a source of GSEs. In the first of these studies (20), a retroviral
random fragment library of rat p53 cDNA was delivered to mouse embryo fibroblasts
(MEFs). Two different strategies were applied to isolate GSEs (see Fig. 2A). One set of
GSEs was isolated by selecting early-passage MEFs for focus formation in culture. The
second strategy involved isolation of GSEs that induce etoposide resistance in MEFs,
thus interfering with p53-mediated apoptosis. Unexpectedly, these two selections
yielded nonoverlapping sets of sense-oriented GSEs, corresponding to different
domains of p53. GSEs from different regions of p53 were tested for functional activity
in different assays, which included the ability to cooperate with the activated Ha-ras
oncogene in transformation of rat embryo fibroblasts (REFs), to suppress p53-mediated
transcriptional activation, and to inhibit apoptosis. This analysis is illustrated in Fig. 2B.
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Fig. 2. Scheme of GSE selection from p53 (A) and comparison of biologic activity of GSEs derived from different portions of p53 cDNA (B) (reproduced
from ref. 20). See text for details.



Only one cluster of the tested GSEs, typified by GSE56 (Fig. 2B), inhibited all the tested
functions of p53. GSE56 has now become a widely used genetic inhibitor of p53
(46,47). GSEs derived from the other domains of p53 showed selective inhibition of
some but not all p53 functions, with different GSEs showing different spectra of activ-
ity (Fig. 2). The distinct functions of the isolated GSEs indicate differences in the bio-
logic activity of the corresponding domains of p53.

In the second study (48), GSEs from human and mouse p53 cDNAs were selected for
the ability to confer cisplatin resistance in human A2780 ovarian adenocarcinoma cells,
which are highly prone to apoptosis. This selection yielded both sense- and antisense-
oriented GSEs. The sequence of a short sense-oriented GSE, containing only 11 amino
acids of human p53, was used to generate a synthetic peptide. This peptide was found
to confer resistance to cisplatin and to inhibit sequence-specific DNA binding of the p53
protein. The ability to design biologically active peptides and oligonucleotides based on
the information derived from GSE selection provides another general application of the
GSE methodology. In the most recent study (31), random antisense-oriented fragments
of mouse p53 cDNA were introduced into an immortalized MEF cell line, carrying a
thermolabile p53 mutant. A set of antisense-oriented GSEs was selected for the ability
to overcome p53-induced growth arrest in this cellular system. The selected fragments
were also shown to promote MEF immortalization.

2.3.2. GSE Selection from a Subtracted Library of cDNA Sequences
Downregulated in Breast Cancer: Isolation and Properties of ING1

A more complex selection (6) was aimed at identifying TSGs that are expressed in
normal mammary epithelium but downregulated in human breast cancers. A cDNA pop-
ulation specific for normal breast cells was prepared using a modified DNA subtraction
procedure known as representational difference analysis (RDA) (7). cDNA was gener-
ated from poly(A)+ RNA of quasi-normal mammary epithelial cells (nontumorigenic
human mammary cell line 184A1) and from eight human breast carcinoma cell lines.
cDNA preparations from the carcinoma cell lines were digested with Sau3A and ligated
with different synthetic adaptors for PCR amplification. cDNA from untransformed
cells was ligated to a different adaptor and used as a driver for several rounds of DNA
subtraction. Subtracted fractions from each carcinoma cell line were combined and used
as a probe for screening of a conventional cDNA library. About 300 phage clones cor-
responding to differentially expressed genes were isolated. Their cDNA inserts were
combined, fragmented by DNase I, and cloned into a retroviral vector, producing a
library of about 106 clones. The above library was transduced into mouse breast epithe-
lial cell line NMuMG and used to isolate GSEs that endow these cells with in-vivo
tumorigenicity. Two retroviral clones were isolated from tumors formed in nude mice by
the library-transduced cells. Testing in vitro showed that both viruses induced anchor-
age-independent growth of NMuMG cells, as well as focus formation in NIH 3T3 cells.

The stronger of the two GSEs was found to be an antisense oriented fragment of the
3�-untranslated region of a mRNA encoding a polypeptide designated p33, a novel
nuclear protein, expression of which was inhibited by the GSE. The p33-encoding gene
was named ING1 (ING1 stands for “INhibitor of Growth”). Overexpression of ING1
caused growth arrest in different cell lines. ING1 was rearranged in one of four tested
neuroblastoma cell lines and its expression was reduced in several breast carcinomas (6).

430 Roninson and Gudkov



ING1 expression was found to be increased in senescent human diploid fibroblasts, and
anti-ING1 GSE prolonged the lifespan of these cells in culture (32). In addition, ING1
GSE reduced the apoptosis response in some cellular systems (49). Association of ING1
with growth suppression, replicative senescence, anchorage dependence, and apoptosis
allowed us to define ING1 as a candidate TSG. Further characterization of biologic
properties of ING1 and ING1-derived GSE demonstrated that this gene is involved in
the p53 pathway (50). ING1 is expressed as three alternative transcripts that encode two
proteins, p37ing1 and p31ing1. The second protein is a truncated version of the first pro-
tein, lacking 104 N-terminal amino acids. Strikingly, we have found that the shorter vari-
ant of ING1 acts as a p53 activator, whereas the longer variant acts as a repressor of p53
(51). ING1 interacts physically with the p53–MDM2–ARF complex (S. S. Kwek and A.
V. G., in preparation), and its longer form participates in HDAC1 transcriptional repres-
sor complex (52).

2.3.3. Selection of Transforming GSEs from a Library of Normalized Murine
cDNA Fragments

We have used a large normalized cDNA library from murine NIH 3T3 cells to select
GSEs that induced a transformed phenotype in mouse cells in vitro (53). This library
was transduced into early-passage MEFs or into spontaneously immortalized Swiss 3T3
cells, which were then selected for the formation of transformed foci. Three GSEs were
isolated by this selection (Table 2). Two of the GSEs represent unknown genes, and the
third corresponds to a fragment of the phosphotidyl inositol class 3 receptor, a gene with
previously determined tumor suppressor activity (54).

A GSE that suppresses p53-mediated apoptosis was isolated from the same normal-
ized NIH 3T3 library, by selection in E1A and RAS-transformed MEF cell line C8. This
cell line is extremely sensitive to apoptosis caused by DNA damage or detachment from
substrate (55), and the apoptosis program in these cells is strongly dependent on p53
(56). Two rounds of selection for the survival of etoposide yielded several clones. The
GSE that displayed the strongest activity was characterized in more detail. This GSE
contained a 551-bp insert that does not correspond to any known mouse gene, nor does
it contain motifs related to any known sequences. This GSE blocks etoposide-induced
apoptosis and provides anchorage-independent growth in methylcellulose almost as effi-
ciently as bcl-2 and dominant-negative p53 (V. S. Ossovskaya, A. Budanov, A. V. G., and
P. M. Chumakov, unpublished data).

2.3.4. A Drug Resistance-Inducing GSE Indicates a TSG Function of a 
Motor Protein

A GSE selection that was not originally aimed at TSG has indicated that a known
motor protein has properties of a potential tumor suppressor. In that study (8), we used
the normalized NIH 3T3 cDNA library to select GSEs that induce resistance to etopo-
side in NIH 3T3 cells and in a NIH 3T3-derived packaging cell line. After two rounds
of selection, we isolated three GSEs that were able to increase the resistance of NIH 3T3
cells to etoposide. Two GSEs carried cDNA fragments of unknown genes, and one was
derived from a gene that belongs to the superfamily of kinesin motor proteins (57). The
latter GSE is an antisense-oriented fragment of the ubiquitously expressed kinesin
heavy-chain (uKHC) cDNA. Decreased expression of the uKHC gene was found in four
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HeLa-derived cell lines that had been selected independently for etoposide resistance,
suggesting a role for KHC suppression in the resistant phenotype. GSE selection from
full-length uKHC cDNA, together with the use of rationally designed mutants (29), indi-
cated that the C-terminus corresponding to the tail domain of uKHC was a determinant
of the effect of kinesin on drug resistance. The C-terminal domain is known to interact
with kinesin light chains, which are believed to mediate the link between kinesin and its
ligands. Drug resistance associated with uKHC deregulation was not limited to etopo-
side but involved other DNA-damaging drugs with different mechanisms of toxicity,
including doxorubicin, cisplatin, and camptothecin (8). On the other hand, uKHC dereg-
ulation was also associated with increased sensitivity to microtubule-depolymerizing
agents (29). This association of resistance to some drugs with collateral sensitivity to
others may potentially be exploited in cancer chemotherapy.

Unexpectedly, the uKHC GSE not only affected drug resistance and sensitivity, but
also promoted the immortalization of primary MEF and prolonged the lifespan of
human diploid fibroblasts in culture (8). This combination of biologic effects of kinesin
is indicative of a TSG function and closely resembles the functions of p53. We therefore
investigated whether kinesin could play a role in the p53 pathways. Specifically, kinesin
is known to be involved in cellular secretion, presumably by transporting secretory vesi-
cles between ER, Golgi and plasma membrane (58). On the other hand, p53 is known to
control stress-dependent cellular export of growth-inhibitory factors (59). This function
possibly determines the “bystander effect” associated with p53 gene therapy (60). We
therefore hypothesized that deregulation of kinesin could affect p53-dependent secre-
tion of growth inhibitors, thus increasing the overall survival of the treated cell popula-
tion. This hypothesis was tested using cells transduced with dominant negative mutants
of kinesin and poliovirus protein 3A that acts as an inhibitor of secretion (K. Gurova, A.
Komarov, and A. V. Gudkov, in preparation). This analysis showed that DNA damage
response involves p53-dependent kinesin-mediated secretion of growth-inhibitory fac-
tors, which contribute to the overall sensitivity of a cell population to the treatment.
Thus, the initial discovery of kinesin-derived drug resistance-inducing GSE has led to
an important conclusion that the sensitivity of a cell population to genotoxic stress is
determined not only by the response of the affected cells, but also by a newly described
“natural bystander effect,” which is mediated through the kinesin function.

In conclusion, applications of the GSE approach to the field of TSGs have provided
abundant new information on the functional organization of p53 and on the nature of
proteins involved in the p53-regulated pathways. GSE selection has also yielded several
new candidate TSGs. This methodology can be readily applied to the study of other
TSGs and to the selection of GSEs with transforming activity in different types of nor-
mal tissues. The GSE-based research strategy is likely to increase our knowledge of
TSGs and TSG-mediated pathways in different types of human cancer.
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Cross-linking Subtractive Hybridization to Identify 
Tumor Suppressor Genes

Gen Sheng Wu

1. Introduction

Cell division is tightly controlled by both positive and negative growth factors. Dis-
ruption of this balance leads to the onset of neoplasm (1). For example, a group of pro-
teins, mostly encoded by oncogenes, act as positive factors to promote cell growth and
proliferation. Tumor suppressor gene-encoding proteins, on the other hand, act as brakes
to slow or stop cell growth and proliferation. Cancer is associated with activation of
oncogenes and inactivation of tumor suppressor genes, which results in uncontrolled cel-
lular proliferation and luck of adequate cell death.

A number of methods have been developed to identify the differential gene expres-
sion, including tumor suppressor gene expression at various conditions. Examples of
such methods include subtractive hybridization screening (2,3), differential display-
polymerase chain reaction (DD-PCR) (4,5), and microarray screening (6,7). Each
method has its advantages and limitations. In this chapter, I will detail the subtractive
hybridization methodology.

1.1. Principle of Cross-linking Subtractive Hybridization

Subtractive hybridization technology has been widely used in biomedical research and
several important genes, such as p21 and KILLER/DR5, were isolated by this method
(8,9). Essentially, this method is used to compare the transcripts between two experimen-
tal settings. It includes several steps (Fig. 1). The first step is to prepare high-quality
mRNA. Two RNA resources are used in subtractive hybridization, tester mRNA and
driver mRNA. Tester mRNA is isolated from the cells or tissues in which you will expect
to have increased transcripts. The driver (control) mRNA usually serves as a control. The
second step is to construct a cDNA library in which you wish to identify increased RNA
transcripts in your experimental setting. This step involves standard molecular technol-
ogy. For example, tester mRNA is reverse-transcribed into a single cDNA, followed by
second-strand synthesis. The resulting double-strand DNA is ligated with EcoRI adapters
and cloned into a k vector. The vectors are then packaged and transformed into the host



cells. The library is titrated and plated. The phage plaques containing representations of
cDNA population are blotted onto the nitrocellular member lifts. The third step is to make
subtracted probe, as well as control probe. Here a chemical cross-linking method is intro-
duced to make subtracted probe (10). cDNA reverse transcripted from the tester mRNA
is hybridized with the driver mRNA and the resulting cDNA–mRNA complexes are
chemically cross-linked. The unhybridized cDNA population is isolated, which serves as
subtracted probes. Two methods are described in the context of labeling cDNA probes;
the first is to label cDNA starting with mRNA by a reverse transcription reaction; the
other is to label cDNA by the random primer method. The fourth step is to screen a cDNA
library. Usually, two rounds of screening are required. Lifts containing cDNA are
hybridized with subtracted probe, washed, and exposed to X-ray film. After completion
of screening with subtracted probe, the lifts are stripped and reprobed with control probe.
The signal is observed after exposure of the lifts on the film. Once you have finished
library screening, the following step (step 5) is to identify positive clones. Because sub-
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Fig. 1. Summary of cDNA library construction, probe preparation, and subtractive hybridization
screen. A cDNA library is made with tester mRNA by first- and second-strand synthesis, followed by
ligation of cDNA into a k vector and library plating. To make subtracted probes, tester mRNA is
reverse-transcribed into ssDNA, and then hybridized with driver mRNA, followed by cross-linking,
and subtraction. Control probe is made directly from driver mRNA by labeling cDNA from tester
mRNA, as shown by the dashed arrows. It should be pointed out that positive clones are those plaques
that have stronger signal when hybridized with subtracted probes than when hybridized with control
probes.



tracted probe enriches the representation of the transcripts of interest. The last step is to
verify the identified putative positive clones. For this step, the most commonly used
method is Northern blot analysis. Positive plaques are those that are associated with a
stronger signal when hybridized with a subtracted probe as compared with the control
probe. Once you have confirmed differential expression between driver and tester
mRNAs, the positive clones can be characterized by sequencing and functional analysis.
A number of methods can be used to characterize genes functionally. Readers are encour-
aged to refer to these methods in other chapters of this book.

2. Materials
2.1. cDNA Library Construction

1. DEPC-H2O.
2. Oligo(dT)12-16 primer (0.5 lg/lL).
3. 5� First-strand buffer: 250 mM Tris-HCL, pH 8.3, 375 mM KCl, 15 mM MgCl2.
4. 0.1 M dithiothreitol (DTT).
5. RNasin (40 U/lL).
6. 10 mM dNTP mix: 10 mM each dATP, dCTP, dGTP, dTTP.
7. a32P-dCTP (10 lCi/lL).
8. SuperScript II RT (200 U/lL).
9. 20 mM EDTA.

10. 10% (w/v) TCA in 1% sodium pyrophosphate.
11. 7.5 M NH4OAc.
12. Absolute ethanol.
13. 75% ethanol.
14. 5� Second-strand buffer: 100 mM Tris-HCl, pH 6.9, 450 mM KCl, 23 mM MgCl2, 0.75 mM

b-NAD+, 50 mM (NH4)2SO4.
15. Escherichia coli DNA ligase (10 U/lL).
16. E. coli DNA polymerase I (10 U/lL).
17. E. coli RNase H (2 U/lL).
18. T4 DNA ligase (5 U/lL).
19. Phenol:chloroform:isoamyl alcohol (20:24:1).
20. 5� Adapter buffer: 330 mM Tris-HCl, pH 7.6, 50 mM MgCl2, 5 mM ATP.
21. EcoRI (Not I) adapters (1 lg/lL): the sequence is as follows:

5�-AATTCGCGGCCGCGTCGAG-3�

3�- GCGCCGGCGCAGCTGp-5�

EcoRI Not I EcoRI

22. T4 polynucleotide kinase (10 U/lL).
23. 5� T4 DNA ligase buffer: 250 mM Tris-HCl, pH 7.6, 50 mM MgCl2, 5 mM ATP, 5 mM DTT,

25% (w/v) PEG 8000.
24. cDNA size fraction columns (Sephacry S-500) (Gibco/BRL).
25. TEN buffer: 10 mM Tris-HCl, pH 7.5, 0.1 mM EDTA, 25 mM NaCl.
26. TE: 10 mM Tris–HCl, pH 7.6, 1 mM EDTA.

2.2. Ligation of cDNA into a kZipLox Vector

1. 10� DNA ligase buffer.
2. kZipLox, EcoR I Arms (250 lg/mL) (Gibco/BRL).
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3. T4 DNA ligase (1 U/lL).
4. 0.1 M DTT.

2.3. In-Vitro Packaging and Transformation of E. coli

1. LB-agar plate.
2. LB-agar plate with ampicillin (50 lg/mL).
3. LB-agar plate with kanamycin (50 lg/mL).
4. LB top agar: 6 g agarose, 16 g LB broth, in 800 mL of water, sterile.
5. BACTi Y1090 (ZL) strain.
6. BACTi DH10B (ZIP) strain.
7. GigoPack kit (Stratagene).
8. Phase dilution buffer (PDB): 50 mM Tris-HCl, pH 7.9, 100 mM NaCl, 10 mM MgCl2, 0.01%

(w/v) gelatin.
9. Chloroform.

10. 20% maltose (sterile).
11. 10 mM MgSO4.

2.4. Plating cDNA Library and Preparation of Lifts

1. 150-nm agar plate.
2. Nitrocellular filters (NEN).

2.5. Preparation of Probes and Hybridization

1. Olig dT12-16.
2. 5� First-strand buffer.
3. 0.1 M DTT.
4. RNasin (40 U/lL) (Gibco/BRL).
5. 10 mM dNTP (dATP, dCTP, dGTP, and dTTP).
6. MMLV Superscript II (200 U/lL) (Gibco/BRL).
7. 0.5 N HCl.
8. Glycogen (20 mg/mL) (Roche Diagnostic).
9. 2 M NaClO4.

10. CCSB (chemical cross-linking subtraction buffer) or 1� subtractive hybridization buffer:
0.5 M NaCl, 25 mM HEPES (pH 7.5), 5 mM EDTA, 1% sodium dodecyl sulfate (SDS).

11. 10 mM 2,5-diaziridinyl-1,4-benzoquinone (DZQ).
12. Bovine serum albumin (BSA) (10 mg/mL).
13. Oligo-labeling buffer with dNTP (OLB): 125 mM Tris-HCl, 12.5 mM MgCl2, 25 mM

2-mercaptoethanol, 150 lg/mL oligodeoxyribonucleotide primers (random octamers), 10
mM dATP, 10 mM dCTP, 10 mM DGTP, 10 mM dTTP.

14. a-32P-dCTP (3000 Ci/mmol, 10 mCi/mL).
15. Sequenase (3 U/lL) (USB Corporation).
16. Placental DNA (2 mg/mL).
17. 20� sodium chloride sodium citrate (SSC).
18. Blotto 10: 20 g of SDS, 10 g powdered milk, 120 g PEG 8000, 1000 mL 10� SSPE, 200

mL formamide, 20 mL salmon sperm DNA (24 mg/mL), and 680 mL H2O.
19. Wash solution 1: 0.1� SSC, 0.1% SDS.
20. Wash solution 2: 0.3� SSC, 0.1% SDS.
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3. Methods
3.1. cDNA Library Construction

We have used the SuperScript™ Choice System Kit (GIBCO/BRL) to construct a
cDNA library and give us a satisfactory result. The following is the method, essen-
tially based on the manufacturer’s instruction with some modifications.

3.1.1. First-Strand cDNA Synthesis (see Notes 1 and 2)

The mRNA that is used to construct a cDNA library that contains transcripts you
expect to increase in your experimental system.

1. Combine the following components in a sterile 1.5-mL microcentrifuge tube:
a. 2–4 lL Poly (A)+ RNA (2 lg).
b. 2 lL Oligo dT12-18 (1 lg of 0.5 lg/lL).
c. DEPC H2O to 8 lL.

2. Heat the mixture to 70�C for 10 min and then quickly cool the tube on ice for 2 min, fol-
lowed by a brief spin.

3. Add the following to the reaction tube.
a. 4 lL 5� first-strand buffer.
b. 2 lL of 0.1 M DTT.
c. 0.5 lL Rnasin (40 U/lL).
d. 1 lL of 10 mM dNTP mix.
e. 0.5 lL of a-32P-dCTP.
f. H2O to 18 lL.
Mix gently and spin briefly, and incubate at 37�C for 2 min, then add 2 lL SuperScript II
RT (200 U/lL). Incubate at 37�C for 1 h. Collect the reaction by a brief spin and place the
tube on ice.

4. Remove 2 lL from the reaction to a new 1.5-lL Eppendorf tube containing 43 lL of 20 mM
EDTA (pH 7.5) and 5 lL of yeast tRNA. Spot duplicate10 lL of 50-lL diluted sample onto
2 glass fiber filters. Dry one of the filters at room temperature or under a heat lamp; this fil-
ter is used to determine the yield of the first-strand cDNA.

5. Wash the second filter with 10% (w/v) TCA containing 1% (w/v) sodium pyrophosphate
3 times (5 min for each). After washing with 95% ethanol for 2 min, dry the filter at room
temperature or under a heat lamp.

6. Count the radioactivity of both filters in standard scintillant with 32P channel to determine
the amount of 32P in the reaction and incorporated 32P in the first strand.

7. Add 15 lL of 7.5 M NH4OAc and 90 lL of absolute ethanol to the remaining 30 lL of diluted
reaction. Mix thoroughly and centrifuge at room temperature for 20 min at 14,000g.

8. Remove the supernatant carefully, and wash the pellet with 0.5 mL of 70% ethanol (–20�C).
Centrifuge at 14,000g for 5 min and remove the supernatant.

9. Leave the cDNA pellet at room temperature for 20 min to dry, and proceed to the next section.

3.1.2. Second-Strand Synthesis

1. Add the following reagents into the remaining18 ll of the first strand reaction in order. All
the steps must be carried out on ice, otherwise indicated.
a. 18 lL First-strand reaction.
b. 93 lL DEPC-H2O.
c. 30 lL 5� second-strand buffer.
d. 3 lL of 10 mM dNTP.
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e. 1 lL E. coli DNA ligase (10 U/lL).

f. 4 lL E. coli DNA polymerase I (10 U/lL).

g. 1 lL E. coli RNase H (2 U/lL).
2. Mix the tube gently and spin briefly, and then incubate the tube at 16�C for 2 h.
3. Add 2 lL of T4 DNA polymerase (5 U/lL), mix well, and continue to incubate at 16�C for

another 5 min.
4. Place the tube on ice and add 10 lL of 0.2 mM EDTA to stop the reaction.
5. Add 250 lL of phenol:chloroform:isoamyl alcohol (25:24:1), vortex thoroughly, and cen-

trifuge at 14,000� g for 4 min at room temperature. Carefully remove the upper aqueous
layer, and transfer to a new 1.5-mL Eppendorf tube.

6. Add 70 lL of 7.5 M NH4OAc and 0.5 mL of absolute ethanol (–20�C). Vortex thoroughly
and precipitate cDNA by centrifuging at room temperature at 14,000� g for 20 min.

7. Carefully remove the supernatant and add 0.5 mL of 70% ethanol (–20�C). Centrifuge at
14,000� g for 5 min and carefully remove the supernatant.

8. Dry the cDNA at room temperature for 20 min and resuspend the cDNA in 18 lL of DEPC-
H2O.

3.1.3. Addition of EcoRI (NotI) Adapter

1. Add the following reagents into above step 8:
a. 10 lL 5� Adapter.

b. 10 lL EcoRI (Not I) adapters.

c. 7 lL of 0.1 M DTT.

d. 5 lL T4 DNA ligase.

e. 50 lL Total.
2. Mix gently and spin briefly, and then incubate the tube at 16�C overnight (more than 16 h).
3. Inactivate the reaction by heating the tube at 70�C for 10 min.
4. Spin briefly, leave the reaction on ice, and proceed to the next step of phosphorylation.

3.1.4. Phosphorylation of EcoRI-Adapted cDNA

1. Add 3 lL of T4 polynucleotide kinase to the above step 4.
2. Mix gently and incubate the tube at 37�C for 30 min.
3. Heat the reaction at 70�C for 10 min.
4. Spin briefly and leave the reaction on ice.

3.1.5. Column Chromatography (see Note 3)

This procedure is to separate larger cDNA fragments from smaller fragments and
adapters and ensure that larger cDNA fragments represent in the cDNA library.

1. Place one cDNA size fraction column in a support. Remove the top cap and the bottom cap,
respectively, and allow the liquid to drain.

2. Apply 0.8 mL of TEN buffer (10 mM Tris-HCI, pH 7.5, 0.1 mM EDTA, 25 mM NaCl) onto
the column. Let it drain completely. Repeat this step 3 more times for a total of 3.2 mL.

3. Label 20 sterile 1.5-mL microcentrifuge tubes from 1 to 20, place them in a rack, and place
the washed column in these labeled tubes starting at number 1.

4. Add 97 lL of TEN buffer to the adapter-ligated reaction in the above step 4 and mix well.
5. Add the all sample to the center of the top frit and leave it to drain into the bed and collect

all the effluent into tube 1.
6. Add 100 lL of TEN buffer to the column and collect the effluent into tube 2.
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7. Add 100 lL of TEN buffer, and collect single-drop (about 35-lL) fractions into individual
tubes, one drop per tube. Continue to add another 100 lL of TEN buffer until the totals of
18 drops from tube 3 to tube 20 are collected.

8. Measure the volume using an automatic pipet, one tip for each tube. Record each volume in
A column of Table 1. Add each elution volume together and place them in column B.

9. Measure radioactivity for each tube in a scintillation counter and record Cerenkov counts in
column C of Table 1.

10. For each fraction in which the Cerenkov counts exceed background, calculate the amount of
cDNA using the equation in Note 4.

11. Divide each cDNA amount in column D by each fraction volume in column A and record
number in column E.

12. Because the plasmid vector or k vector ligation reactions require 10 and 50 ng of cDNA,
respectively, it usually takes equal volume of each fraction from fractions 9 to 14, totaling
50 ng of cDNA if k vector is used in the ligation, to a new 1.5-mL tube.

13. Add 0.5 and 2 vols of NH4OAc and absolute ethanol (–20�C) and vortex thoroughly, fol-
lowed by centrifuging at 14,000� g at room temperature for 20 min.

14. Remove the supernatant carefully and overlay the pellet with 0.5 mL of 70% ethanol (–20�C).
Spin at 14,000� g at room temperature for 5 min and discard the supernatant carefully.
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Table 1
Example of Analysis of cDNA from the cDNA Size Fractionation*

A B C D E

No. Fraction Total Cerenkov Amount of Concentration of 
volume (lL) volume (lL) counts (cpm) cDNA (ng) cDNA (ng/lL)

1 129 129 54
2 101 230 44
3 17.5 247.5 31
4 30 277.5 40
5 13 290.5 43
6 33 323.5 180
7 34 357.5 5,539
8 36 393.5 26,955
9 27 420.5 43,316 918 34

10 15 435.5 25,742.5 546 36.4
11 40 475.5 794,866 1,685 42.1
12 28 503.5 61,505 1,304 46.6
13 18 521.5 30,868 654 36.3
14 26 547.5 45,336 961 37
15 17 564.5 54,557
16 33 597.5 36,926
17 8 605.5 8,730
18 10 615.5 7,712
19 19 634.5 12,635
20 19.5 654 15,524

*Left column is tube number. Column A is the actual volume for each fraction. Column B is the cumu-
lative elution volume by adding one fraction after another. Column C is the radioactive counts correspon-
ding to each fraction. Column D is the amount of cDNA (ng) obtained with the equation as shown in the
Notes. Column E is the concentration of cDNA (9 ng/lL) based on the numbers in columns A and D.



15. Leave the cDNA at room temperature to evaporate trace ethanol. It usually takes about 30–45
min.

16. Dissolve the pellet in 10 lL of TEN buffer if you ligate it into a plasmid vector. For k vec-
tor, the dried pellet is ready to go to the next step. The following procedure is to ligate cDNA
into k vector.

3.1.6. Ligation of cDNA into a kZipLox Vector (see Note 5)

1. Prepare 5� ligase buffer. Do not use 5� regular ligation buffer. Dilute 10 lL of 10� ligase
buffer supplied with the kZipLox kit, with 10 lL of 100 mM DTT.

2. Add reaction components as follows:
a. 50 ng above dried cDNA.
b. 1 lL distilled water.
c. 1 lL of 5� DNA ligase buffer.
d. 2 lL kZipLox Arm, Not I-Sal1 (250 ng/lL).
Mix well until the pellet is completely dissolved.

3. Add 1 ll (1 U) of T4 ligase and mix gently by pipetting up and down.
4. Leave the ligation reaction at room temperature overnight.
5. It is ready for in-vitro packaging.

3.1.7. In-Vitro Packaging and Transformation

3.1.7.1. PREPARATION OF BACTERIAL STRAIN

Streak 50 lL of Y1090 (ZL) on L-Agar plate, and 50 lL of either DH10B or DH12S
on kanamycin plates. Grow them at 37�C overnight.

3.1.7.2. PACKAGING OF kZIPLOX IN VITRO USING GIGOPACK FROM STRATAGENE

1. Remove the appropriate number of packing extracts from a –80�C freezer and place the
extracts on Dry Ice.

2. Quickly thaw the packaging extract between fingers until just beginning to thaw.
3. Add the ligated DNA immediately to the packaging extract and place on ice.
4. Stir to mix well. You may pipet, but do not introduce air bubbles.
5. Spin the tube quickly for a few seconds to ensure that all contents are at the bottom of the

tube.
6. Incubate the tube at room temperature (about 20�C) for 2 h.
7. Add 0.5 mL of phase dilution buffer.
8. Add 20 lL of chloroform and mix gently.
9. Spin briefly to sediment the debris.

10. Supernatant is now ready to be titered.

3.1.8. Phage Titration

1. Prepare L-agar plates.
2. Prepare bacterial cultures: Take a single clone of Y1090ZL strain and place in 10 mL of LB

broth with 0.2 mL of 20% maltose in the absence of antibiotics.
3. Grow at 37�C with OD600 of 1.0 for 4–6 h, or you may grow them overnight at 30�C with

shaking at 200 rpm.
4. Spin the bacteria at 500� g for 10 min.
5. Resuspend the pellet in 5 mL of sterile 10 mM MgSO4.
6. Dilute the bacteria to an OD600 with sterile 10 mM MgSO4.
7. Prepare LB-top agar (sterile) and leave it in water bath (48�C).
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8. Place L-agar plate at 37�C to prewarm.
9. Prepare serial dilutions of the packaged phages in PDB. Dilute the packaged phage at 0, 1/5,

1/10, 1/50, 1/100, 1/500, 1/103, 1/104, 1/105, and a tube without phage as a negative control.
Each tube contains 20 lL.

10. Add 100 lL of host cells in tubes containing diluted phages.
11. Incubate tubes at 37�C for 10 min.
12. Add 4 mL of LB top agar (48�C) into tubes and mix gently.
13. Pour it on prewarmed LB plates immediately and make sure that top agar covers all over the

plate.
14. Incubate the plates at 37�C overnight.
15. Count the plaques and determine the titer in plaque-forming units per milliliter (pfu/mL).

3.1.9. Examining the Inserts in the Packaging Phages

1. Pick up 20 individual plaques with a pasteur pipet with s rubber bulb and place in 1.5-mL
tubes.

2. Add 250 lL of phage dilution buffer.
3. Vortex 10 s and let sit at room temperature for 5 min.
4. Add 25 lL of DH10B ZIP bacteria.
5. Let sit at room temperature for 5 min.
6. Plate on L-agar plates with ampicillin.
7. Grow them at 37�C overnight.
8. Pick up one colony from each plate and grow them up in 10 mL LB broth.
9. Miniprep plasmid.

10. Digest with EcoRI and run on 1% agarose gel to check the size of the inserts.

3.2. Plating the cDNA Library (see Note 6)

1. You may amplify the constructed cDNA library, or plate the cDNA library directly, based on
titration of the library.

2. Plate cDNA library in prewarmed 150-nm agar plates, which must be made and sit at a cold
room (4�C) at least 2 d in advance. Each plate contains 50,000 or less phage particles.

3. Incubate plates at 37�C until plaques reach a diameter of about 1.5 mm.
4. Place plates at 4�C for at least 1 d to allow the top agar to solidify.

3.3. Preparation of Plaque Lifts

1. Number nitrocellular filters (NEF978 from NEN) with a soft-lead pencil.
2. Take the plates from 4�C to room temperature and place the filters onto the surface of top

agar and leave it on 2 min.
3. Peel the filter off with a blunt-ended forceps and proceed the filters as described elsewhere

(11).

3.4. Preparation of Subtracted Probes (see Note 7)

This procedure involves three different steps. The first step is to synthesize single-
strand cDNA and then construct a cDNA library. The second step is to hybridize cDNA
with driver mRNA, and the last step is to label the cDNA with a-32P-dCTP.

3.4.1. Preparation of Probes Using the Random Primer Labeling System

1. Tester cDNA synthesis: Use mRNA, identical to that used to construct the cDNA library,
and add the following components:
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a. 2 lg Tester mRNA.
b. 2 lL of 1 lg oligo dT12-16 (0.5 lg/ll).
c. dH2O to 11.5 lL.

2. Mix well and heat 70�C for 10 min, then cool immediately on ice for 2 min and spin quickly.
3. Add the following components:

a. 4 lL of 5� First-strand buffer.
b. 2 lL of 0.1 M DTT.
c. 0.5 lL RNasin (40 U/lL).
d. 1 lL of 10 mM dNTP mix.

4. Mix gently and leave at 37�C for 2 min.
5. Add 2 lL of MMLV Superscript II (200 U/lL) and incubate at 37�C for 1 h.
6. Inactivate the reaction by adding 21 lL of 1 M NaOH at 55�C for 15 min.
7. Add the following components to precipitate cDNA:

a. 42 lL of 0.5 N HCl.
b. 516 lL TE.
c. 3 lL Glycogen.
d. 200 lL of 2 M NaClO4.
e. 400 lL of 2-Propanol.

8. Spin 15 min at 14,000g.
9. Wash the pellet with 70% ethanol.

10. Resuspend the pellet in 10 lL of sterile water.
11. Assume that the concentration of this synthesis cDNA is 100 ng/lL and use 5 lL of this to

do subtractive hybridization.

3.4.2. Labeling Probes Using the Random Labeling System

3.4.2.1. PREPARATION OF SUBTRACTIVE PROBE

1. 10 lg of driver (control) mRNA and 5 lL of above cDNA.
2. Add DEPC-H2O to 200 lL.
3. Add 100 lL of 10 M NH4AC and 0.7 mL of 100% of ethanol.
4. Centrifuge at 14,000g 10 min at 4�C.
5. Wash the pellet with 70% ethanol and dry it by Speedvac.
6. Resuspend the pellet in 10 lL of 1� subtractive hybridization buffer
7. Spin quickly.
8. Add 1 drop of mineral oil.
9. Heat to 85�C for 5 min and then place at 68�C for overnight ( 22–24 h).

10. Add 40 lL of RNase-free dH2O.
11. Remove 50 lL of the above to a new Eppendorf tube.
12. Add 150 lL of 100% absolute ethanol.
13. Spin for 5 min at room temperature.
14. Wash the pellet with 0.9 mL of 70% ethanol.
15. Remove the supernatant carefully.
16. Dry by Speedvac.
17. Resuspend the pellet in 50 lL of CCSB.
18. Incubate 3 min at 68�C and move it to 45�C.
19. Add 1 lL of 10 mM DZQ.
20. Incubate at 45�C for 20 min.
21. Add 150 lL of TE, 100 lL of 10 M NH4Ac, 3 lL of glycogen, and 0.7 mL of 100% ethanol,

respectively.
22. Spin at room temperature for 5 min.
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23. Wash the pellet with 0.9 mL of 70% ethanol.
24. Dry by Speedvac.
25. Resuspend the dried pellet in 20 lL of dH2O and store at –70�C or use immediatedly for the

next step.

3.4.2.2. LABELING SUBTRACTIVE CDNA

1. You may label substractive cDNA in duplicate. At the end, combine and purify them:
a. 3 lL Subtracted cDNA.
b. 3 lL TE.
c. 1 lL BSA.
d. 4 lL OLB
e. 10 lL of a-32P-dCTP.
f. 2 lL Sequenase (3 U/lL in sequenase enzyme dilution buffer).
Mix thoroughly and incubate 30 min at room temperature.

2. Add 170 lL of TE9, 100 lL of 10 M NH4OAC, 3 lL of glycogen, and 0.7 mL of 100%
ethanol, respectively.

3. Centrifuge at 14,000� g for 20 min at room temperature.
4. Discard the supernatant.
5. Wash the pellet with 1 mL of 70% ethanol.
6. Speedvac to dry the pellet.
7. Resuspend in 50 lL TE.
8. Add 100 lL of placental DNA (2 mg/mL) and then add 50 lL of 20� SSC and mix well.
9. Boil the labeling cDNA for 2 min and place it at 68�C.

10. Meanwhile, take 2 lL out of 200 lL and measure CPM using standard liquid scintillation
counting.

11. Calculate the CPM.

3.4.3. Labeling Subtractive cDNA Using the Reverse Transcription Reaction

3.4.3.1. INCORPORATION OF 32P INTO THE SINGLE-STRAND TESTER CDNA

Usually, start with three individual tubes in triplicate and at the end pool them and
measure their radiolabeled cDNA activity.

1. For 2 lg tester mRNA, add 2 lL of 1 lg oligo dT12-16 (0.5 lg/lL), and then add dH2O to
11.5 lL.

2. Mix well and heat at 70�C for 10 min, then cool immediately on ice for 2 min and spin
quickly.

3. Add the following components:
a. 4 lL of 5� First-strand buffer.
b. 2 lL of 0.1 M DTT.
c. 0.5 lL of RNasin (40 U/lL).
d. 1 lL of 10 mM dNTP (dATP, dGTP, dTTP) mix.
e. 8 lL of a-32P-dCTP.

4. Mix gently and place at 37�C for 2 min.
5. Add 2 lL of MMLV Superscript II (200 U/lL) and incubate at 37�C for 1 h.
6. Inactivate the reaction by adding 21 lL of 1 M NaOH at 55�C for 15 min.
7. Add the following components to precipitate cDNA:

a. 42 lL of 0.5 N HCl.
b. 516 lL of TE.
c. 3 lL of Glycogen.
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d. 200 lL of 2 M NaClO4.
e. 400 lL of 2-propanol.

8. Spin 15 min at 14,000 g.
9. Wash the pellet with 70% ethanol.

10. Resuspend the pellet in 10 lL of sterile water.
11. Pool three tubes, with totaling 30 lL.

3.4.3.2. SUBTRACTED PROBE PREPARATION

The whole procedure for making the subtractive probe is the same as described above,
except starting with 32P-labeled first-strand cDNA from reverse transcription reaction.

1. 10 lg of driver (control) mRNA and 30 lL of cDNA.
2. Add DEPC-H2O to 200 lL.
3. Add 100 lL of 10 M NH4OAc and 0.7 mL of 100% of ethanol.
4. Centrifuge at 14,000 g for 10 min at 4�C.
5. Wash the pellet with 70% ethanol and dry by Speedvac.
6. Resuspend the pellet in 10 lL of 1� subtractive hybridization buffer.
7. Spin quickly.
8. Add 1 drop of mineral oil.
9. Heat to 85�C for 5 min and then place at 68�C for overnight (22–24 h).

10. Add 40 lL of RNase-free dH2O.
11. Remove 50 lL to a new Eppendorf tube.
12. Add 150 lL of 100% absolute ethanol.
13. Spin for 5 min at room temperature.
14. Wash the pellet with 0.9 mL of 70% ethanol.
15. Remove the supernatant carefully.
16. Dry the pellet by Speedvac.
17. Resuspend the pellet in 50 lL of CCSB.
18. Incubate for 3 min at 68�C and move it to 45�C.
19. Add 1 lL of 10 mM DZQ.
20. Incubate it at 45�C for 20 min.
21. Add 150 lL of TE, 100 lL of 10 M NH4OAc, 3 lL of glycogen, and 0.7 mL of 100%

ethanol, respectively.
22. Spin at room temperature for 5 min.
23. Wash the pellet with 0.9 mL of 70% ethanol.
24. Dry the pellet by Speedvac.
25. Resuspend the dried pellet in 20 lL of dH2O and store at –70�C or use immediately for

hybridization.

3.5. Subtractive Hybridization with Subtracted Probe

1. Prewarm hybridization buffer Blotto 10 at 60�C.
2. Place all plaque lifts in a large hybridization bag.
3. Add 100 mL of Blotto 10 buffer in the bag and prehybridize it at 60�C for 2–4 h.
4. Prepare hybridization buffer: Add labeled probe, as described above, and 2.5 mL of salmon

sperm DNA (2 mg/mL) in 50 mL of prewarmed Blotto 10 buffer, mix well. Note that the
radioactivity should be at least 0.7 � 106 cpm/mL or more.

5. Pour prehybridization buffer out and replace with probe-containing buffer.
6. Hybridize at 60�C for overnight (about 18–24 h) with gentle shaking.
7. Take out filters and place in 1 L of wash solution 1 (0.1� SSC, 0.1% SDS). Make sure that

filters are kept separate from each other.
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8. Wash twice for 5 min at room temperature with gentle shaking.
9. Wash once for 45–60 min at 65�C with 0.3� SSC and 0.1% SDS wash solution with gentle

shaking.
10. Wash twice for 5 min at room temperature with 0.1� SSC and 0.1% SDS wash solution with

gentle shaking.
11. Take plaque filters out and blot them on 3-mm filters briefly.
12. Wrap them in plastic and place them on Kodak X-OMAT AR film with an intensifying

screen and expose the film overnight (see Note 8).
13. Hybridize plaque lifts with labeled driver probe.

3.6. Stripping Hybridized Lifts

1. Heat 0.1� SSC buffer and 0.1% SDS wash solution to boiling.
2. Place the lifts in a tray and pour boiled 0.1� SSC and 0.1% SDS buffer over the lifts and

wash 10 min at room temperature with gentle shaking.
3. Repeat above step, until the filters are not hot any more.
4. Proceed with the prehybridization step for another hybridization or store the lifts in plastic

wrap at –4�C.

3.7. Label Control (Driver) Probe

Driver cDNA probe can be labeled using the random labeling system or the reverse
transcription reaction as described above.

3.8. Prehybridization and Hybridization of Lifts with Labeled Driver Probe

Follow the procedure as described above. Expose to the X-ray film as described above.

3.9. Picking Positive Plaques (see Notes 9 and 10)

1. Use the fluorescent or radioactive markers to align the autorads with the probed filters and
mark the needle holes in the filters, which enables the filters to be aligned with the film.

2. Identify positive spots that appear in duplicate filters with plaque shape and size; those pos-
itive spots appear as stronger signals on the filters screening, with subtracted probe over con-
trol (driver) probe.

3. Use a Pasteur pipet equipped with a rubber bulb to pick up individual potential positive
plaques in phage dilution buffer and proceed to secondary screen.

3.10. Secondary Screen

1. Prepare the positive plaques identified in the first round screen and plate them as described
above.

2. Make the plaque lifts as described above.
3. Make the subtractive probe and control (driver) probe individually as described above.
4. Screen the plaque lifts with labeled subtracted and driver probes separately.
5. Identify the positive spots that have stronger signals on the filters hybridized with subtracted

probe over the control probe. At this point, some of the filters have stronger and uniform
signals in subtracted probe over control probe, because the plaques are enriched from the
first round screen.

3.11. Characterization of the Identified Positive Plaques (see Note 11)

1. Excise the k phage DNA into plasmid as described previously.
2. Grow up bacteria and prepare plasmid DNA as described elsewhere.
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3. Digest the plasmid with EcoRI enzyme because the vector used in constructing the library
contains this unique site, and then isolate the insert.

4. Label the inserts with 32P and perform Northern blot analysis to confirm the differential
expression between the driver mRNA and tester mRNA.

5. Sequence the inserts to determine the identity of the inserts.
6. Functionally characterize them by determining their effects on the cell cycle and apoptosis

using FACS analysis, colony-formation assays, and apoptosis assays, which are described in
other chapters of this book.

4. Notes

1. Starting mRNA materials: The quality of starting RNAs is very important. If starting mRNA
contaminates genomic DNA, it causes a lot of problems including high background with a
number of false positive clones. Therefore, we recommend treating mRNA with Rnase-free
Dnase and then analyzing by formaldehyde agarose gel electrophoresis and ethidium bro-
mide staining. 18S and 28S rRNA should be visible. In addition, it is a precaution to change
gloves frequently to avoid Rnase contamination during the course of library construction and
probe preparation.

2. Either oligio dT12-18 or random primers can be used for the first-strand synthesis. Since some
of the oligio dT12-18 synthesized cDNAs may not have 5’ coding sequence and some of the
random primer synthesized cDNA may not contain the full-length cDNA, the mixture with
random primer and oligio dT12-18 is recommended in the first-strand synthesis.

3. To use column chromatography to collect fragments, it is important to let the column dry
between 100-lL aliquots. It is also recommended not to take fractions beyond 600 lL, which
contains smaller cDNA fragments.

4. The following equation is used to calculates the amount of in each fraction cDNA:

Amount of 
�

(Cerenkov cpm) � 2 � (4 pmol dNTP/pmol dCTP) � (1000 ng/µL dscDNA)
dscDNA (ng) SA (cpm/pmol dCTP) � (1515 pmol dNTP/µg ds cDNA)

5. If you intend to ligate the cDNA into a plasmid vector, there are several vectors as options,
such as pSV-SPORT vector (Gibco/BRL).

6. For the plating library, L-agar plates are made and solidify at 4�C at least 2 d earlier; only
solidified plates can be used for plating the cDNA library.

7. There are two approaches for preparing the subtracted probes as described in this chapter.
The first one is to subtract cDNAs synthesized directly from the tester mRNAs with the
driver mRNAs. The resultant tester cDNAs will be labeled with a-32P-dCTP by random
primer labeling reaction. Although this approach is commonly used, in some cases, it may
not give high labeling efficiency to provide enough CPM count for the cDNA library screen-
ing. To avoid this, we recommend the second approach, in which a-32P-dCTP is incorpo-
rated directly into the first strand of the tester cDNA by reverse transcription reaction. The
resulting cDNAs will be hybridized with driver mRNA to remove cDNAs that express at the
same levels between the tester and driver mRNAs.

8. Expose several films with different exposure times and use the one with best exposure time.
Also, use the fluorescent or radioactive markers to help align the developed autorad with the
filters.

9. Although positive plaques can be easily identified by hybridizing with control probe and
subtracted probe, it may be difficult to pick up positive plaques if the plaques merge with
each other. To avoid this, do not plate too many plaques in a plate, especially for the sec-
ond round of screening. We recommend plating less than 50,000 plaques in a 150-mm
dish.
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10. It helps to identify positive plaques if duplicated plaque lifts are made and they are hybridized
at same time. Only both lifts hybridized with probes are considered for positive clones if the
differential expression is observed between control probe and subtracted probes.

11. It is very important to verify the differential expression of identified positive clones by
Northern blot analysis before any further characterizations are made, since some of the iden-
tified clones may be false positive, as observed by using all screening methods such as dif-
ferential display. Once verified, truly positive clones will be further characterized by
sequencing or by functional analysis.
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Suppression Subtractive Hybridization for Identification
and Functional Analysis of Tumor Suppressor Genes

Iuri D. Louro, Evans C. Bailey, and J. Michael Ruppert

1. Introduction

Alterations leading to inactivation of tumor suppressor genes are often associated
with reduced levels of tumor suppressor gene expression. Specific tumors or cell lines
may exhibit deletion of one or both gene copies, promoter methylation, splice-site muta-
tions, nonsense mutations that induce premature translational termination and destabi-
lize mRNA transcripts, or a combination of these. Such mutations result in complete
absence or partial reduction in levels of tumor suppressor mRNA. Therefore, cDNA sub-
traction has been frequently used for identification of candidate tumor suppressor genes
(1–7). As multiple tumor suppressor genes function in signaling pathways that regulate
expression of oncogene transcription factors (8), subtraction methods are also useful for
identification of downstream targets of these pathways. For example, embryo cells can
be derived from mice engineered to be deficient in both alleles of a tumor suppressor.
Then primary cell cultures can be analyzed by comparison with littermate control cells
for identification of candidate target genes.

The technique of suppression subtractive hybridization (SSH) identifies transcripts
that are differentially expressed between two cell populations (9,10) (Clontech Labora-
tories, Inc., Palo Alto, CA). Briefly, the method involves generation of “tester” cDNA
fragments by ligation of adaptors, sequential subtractive hybridization steps, and then a
3� end-fill and polymerase chain reaction (PCR) step to identify hybrids that contain
specific adaptor sequences on each end.

Following reverse transcription and second-strand synthesis, cDNA from the two
populations is digested using a restriction enzyme that cleaves at a 4-base recognition
sequence to leave blunt ends. Portions of this cDNA are set aside as driver. To prepare
tester, aliquots of cDNA are ligated to one of two nonphosphorylated adapters, such that
the longer strand of an adapter is ligated to the 5� ends of the cDNA, while the shorter
strand remains only noncovalently associated. These two adapted tester fractions are
individually mixed with driver, heat denatured, and allowed to anneal. Only molecules
that remain single-stranded (ss) in this first hybridization step will be identified by PCR
at the end of the entire procedure. The technique therefore simultaneously normalizes



(concentrations of abundant and rare transcripts become more equal) and enriches for
differentially expressed transcripts. The two (subtracted and normalized) tester fractions
are then mixed and incubated (without denaturation), allowing ss cDNA molecules mod-
ified with distinct adaptor-derived squences to anneal. Typically, the technique results in
a “library” of several thousand molecules that can be rescued by PCR. This is accom-
plished by filling in the 3� ends prior to the first denaturation step in the PCR reaction,
followed by nested PCR. Hybrids containing distinct adapters at each end (i.e., derived
from different tester fractions) amplify exponentially. Hybrids containing the same
adaptor sequence at each end (largely representing abundant tester transcripts that
annealed in the first hybridization step) fail to amplify, due to formation of long inverted
repeats that form panhandle-like structures and prevent binding of primers during PCR
(hence the term suppression). Driver-driver hybrids do not contain binding sites for PCR
primers, and residual ss cDNA molecules as well as tester-driver hybrids contain a
primer at only one end and therefore amplify linearly. Typically, 10–40% of amplified
molecules derive from differentially expressed transcripts.

Our laboratory has used the technique in parallel with microarray analysis to identify
targets of transforming oncogenes, and found considerable overlap among transcripts
identified by the two methods (11). In addition, SSH successfully identified multiple
transcripts that were not detected by microarray, and serves well as a rapid, reliable, and
inexpensive adjunct to supplement the results obtained by array-based approaches.

2. Materials

1. Bio-Spin chromatography columns and end caps (Bio-Rad, Hercules, CA, cat. no. 732-6008,
caps cat. no. 731-1660).

2. 15-mL Conical-bottom tube (Corning cat. no. 25319-15, dimensions 17 mm � 118 mm,
polypropylene).

3. Microcentrifuge tubes (USA Scientific, Ocala, FL, cat. no. 1615-5500, 1415-8799, 1.5-mL,
snap-cap or screw-cap polypropylene).

4. Parafilm (American National Can, Greenwich, CT, cat. no. PM992).
5. PCR tubes (PE Applied Biosystems, Foster City, CA , cat. no. N801-0540, thin-walled).
6. Spin-X tubes (Costar, Cambridge, MA, cat. no. 8161, with 0.2-lm cellulose acetate filter).
7. Clean bench (Laminar Flow Work Station, Marietta, OH, Thermo Forma).
8. Pipetman (Rainin, Woburn, MA, models P2, P10, P20, P200, P1000, dedicated for RNA

work and PCR setup).
9. Thermal cycler (PE Applied Biosystems, GeneAmp PCR System 9700 or equivalent).

10. Water purification system (Millipore, Bedford, MA, Synthesis A10 or equivalent).
11. cDNA Synthesis Kit (Stratagene, La Jolla, CA, cat. no. 200401).
12. PCR Select cDNA subtraction kit (Clontech, Palo Alto, CA) (see Note 1).
13. Zero Background/Kan cloning kit (pZero-2) (Invitrogen, Carlsbad, CA, cat. no. K2600-01).
14. Deoxynucleoside triphosphates (dNTPs) (Promega, Madison, WI, cat. no. U120A, U121A,

U122A, U123A).
15. Chloroform (Mallinckrodt, Paris, KY, cat. no. 4440).
16. Diethylpyrocarbonate (DEPC) (Sigma, St. Louis, MO, D5758).
17. EDTA, disodium salt (JT Baker, Phillipsburg, NJ, cat. no. 4040).
18. Glycogen, 20 mg/mL (Roche, Indianapolis, IN, cat. no. 901393).
19. Mineral oil, high-quality (Sigma, cat. no. M3516).
20. Oligo-dT cellulose (Stratagene, cat. no. 300138).
21. Tris base (JT Baker, cat. no. 4109).
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22. Sodium acetate (Mallinckrodt, cat. no. 7364).
23. Sodium chloride (Mallinckrodt, cat. no. 7581).
24. Sodium hydroxide (JT Baker, cat. no. 3722).
25. NEB1 10� restriction enzyme reaction buffer (New England Biolabs, Beverly, MA).
26. Phenol (United States Biochemical, Cleveland, OH, cat. no. US75830).
27. Elution buffer: 10 mM Tris-HCl, 1 mM EDTA, pH 7.4. Store at room temperature (RT).
28. High-salt buffer: 10 mM Tris-HCl, 1 mM EDTA, 0.5 M NaCl, pH 7.4. Store at RT.
29. Low-salt buffer: 10 mM Tris-HCl, 1 mM EDTA, 0.1 M NaCl, pH 7.4. Store at RT.
30. Sample buffer: 10 mM Tris-HCl, 1 mM EDTA, 3 M NaCl, pH 7.4. Store at RT.
31. 0.2 M EDTA, pH 8.0 (DEPC-treated). Store at RT.
32. 5 M sodium chloride (DEPC-treated, autoclaved). Store at RT.
33. 5 M sodium hydroxide. Store at RT.
34. LoTE: 3 mM Tris-HCl, pH 7.5, 0.2 mM EDTA (autoclaved). Store at RT.
35. PC9: phenol/chloroform/TRIS-EDTA, pH 8.9. Store at �20�C.
36. 2 M potassium acetate, pH 5.0 (DEPC-treated, autoclaved). Store at RT.
37. TAE electrophoresis buffer (1�): 40 mM Tris-acetate, pH 7.9, 5 mM sodium acetate, 1 mM

EDTA. Store a 25� solution at RT.
38. TE9: 20 mM EDTA, 10 mM NaCl, 0.5 M Tris-HCl, pH 8.9 (autoclaved). Store at RT.
39. Water, DEPC-treated: DEPC H2O, incubate overnight at 37�C in a 0.1% (0.1 gr DEPC per

100 mL) solution, autoclave, and store at RT.

3. Methods
3.1. Preparation of Total RNA and Selection of Poly A� mRNA 
(see Note 2)

1. Total RNA is prepared using the acid guanidinium thiocyanate/phenol/chloroform extrac-
tion technique as described (12). Dissolve in DEPC H2O, quantitate by absorption at 260 nm
(1 O.D. � 40 lg/mL), and store at –70�C.

2. Poly A� mRNA is selected twice using the same oligo dT-cellulose column. Weigh out 33 mg
oligo-dT cellulose (~0.2–0.25 mL packed volume when hydrated) into a sterile, RNAse-free
15-mL Corning tube containing 5 mL of 0.1 N NaOH. Rock end over end at 25�C for 15 min.

3. Remove the tab from the bottom of a Bio-Spin minicolumn, put an end cap in place over the
outlet, and add 0.3 mL of 0.1 N NaOH to the column.

4. Pour cellulose slurry into the column. In this and subsequent steps, always allow fluid to
drain until the buffer level is just above the cellulose bed, avoiding introduction of air bub-
bles. Remove column cap and let drain. Fill and drain once using DEPC H2O. Fill and drain
twice using high-salt buffer. Cap the tip and check that the pH of the last few drops is below
8.0 using pH paper (see Note 3).

5. Dilute 1.0–4.0 mg total RNA to 1.0 mL total volume by adding H2O, LoTE, or elution buffer.
6. Heat to 65�C for 5 min. Cool on ice for 5 min, then add 0.2 mL sample buffer (i.e., final

[NaCl] � 0.5 M). Preheat elution buffer to 65�C for subsequent use.
7. Apply RNA to column in 0.2-mL aliquots, collecting flow-through (FT) in a 1.5-mL tube

on ice. Wash with ~1 col vol (0.25 mL) high-salt buffer, and pool the FT.
8. Heat the FT at 65�C for 5 min, cool on ice for 5 min, reapply to column as above, and then

discard.
9. Wash column twice with 0.6 mL high-salt buffer. Wash 3 times with 0.6 mL low-salt buffer.

10. Apply 0.25 mL hot elution buffer, collect the eluate in a clean tube, and store on ice. Repeat
3 times and pool eluates for a total volume of 1 mL.

11. Fill and drain twice with high-salt buffer and perform the second selection by starting at step
6 above. After second elution, decant eluted poly-A� mRNA to fresh tube if contaminating
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oligo-dT cellulose is visible. Check the O.D. 260 of a small aliquot diluted 1:10. Yield is typ-
ically 1–4%.

12. Add 1/10 vol of 2 M KOAc, pH 5.0. Aliquot to three 1.5-mL tubes, add 1.1 mL of 100%
ethanol (EtOH), mix, and incubate overnight at �80�C. Centrifuge 30 min at 15,000 � g at
40�C to precipitate. Wash with 70% EtOH, air dry 5 min, and resuspend in DEPC H2O.

3.2. Preparation of Tester and Driver cDNAs

poly A� mRNA derived from the cells or tissues to be compared (referred to as Sam-
ples 1 and 2) is converted into double-stranded cDNA and then subsequently digested
with RsaI (see Note 4). “Tester” fractions from each cDNA are prepared by adapter lig-
ation. Subtractions are performed both in the forward (Sample 2 tester subtracted with
Sample 1 driver) and reverse (Sample 1 tester subtracted with Sample 2 driver) direc-
tions. This allows one to detect both induced and repressed transcripts, and also provides
a control for differential screening of clones. Clontech recommends parallel preparation
of a control driver skeletal muscle cDNA using mRNA provided in the PCR Select Kit,
and a control tester prepared by admixing a small quantity of �X174 DNA cut with
HaeIII. These controls are not discussed further, but may be helpful to include.

1. Label four 0.2–0.5-mL polypropylene microcentrifuge tubes: Tester 1, Driver 1, Tester 2,
Driver 2. Combine the following in each:
a. 4 lL Poly A� RNA (2 lg) from Sample 1 or 2.
b. 1 lL cDNA synthesis primer (10 lM, from Clontech PCR-Select Kit, sequence as

described [9]).
2. Incubate at 70�C for 2 min in a thermal cycler. Cool on ice for 2 min. Centrifuge briefly.
3. Prepare the following mixture on ice (total volume 32 lL):

a. 5.80 lL 10� first-strand buffer (Stratagene cDNA Synthesis Kit).
b. 3.48 lL 10 mM dNTP’s (unmodified nucleotides from Promega).
c. 21.6 lL DEPC-treated water (Stratagene cDNA Synthesis Kit).
d. 1.16 lL RNAse block inhibitor (Stratagene cDNA Synthesis Kit).

4. Mix by vortexing briefly, then spin briefly in a microcentrifuge.
5. Add 6.90 lL of the above mixture to each reaction tube.
6. Mix gently, incubate at RT for 10 min.
7. Add 0.6 lL MMLV-RT (50 U/lL). The total reaction volume is 12.5 lL.
8. Incubate at 37�C for 1 h. Wrap the lid using Parafilm and submerge tube completely to pre-

vent condensation on upper surfaces. Alternatively, incubate in a thermal cycler with a
heated lid or using one drop of mineral oil to prevent condensation.

9. To synthesize the second strand while avoiding formation of hairpins and undigestable,
unclonable cDNAs, keep all samples and reagents ice-cold. Place the first-strand reaction
on ice and allow to cool prior to adding the second-strand reagents. All second-strand com-
ponents are from the Stratagene cDNA Synthesis Kit. Add all of these, except the RNAse H
and DNA polymerase I, as a master mix (through the oil interface, if oil is present) and pipet
up and down gently. Lastly, add the Rnase H and DNA polymerase through the oil interface,
and gently pipette up and down again.
a. 8 lL 10� second-strand buffer.
b. 2.4 lL second-strand dNTP mixture.
c. 51.9 lL sterile distilled water (DEPC water not required).
d. 0.8 lL of RNAse H (1.5 U/lL).
e. 4.4 lL of DNA polymerase I (9.0 U/lL).
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10. Quickly vortex, spin briefly, and incubate 2.5 h at 15.5�C. Do not allow the temperature to
go above 16�C at any time. Following the 2.5-h incubation, place the tube on ice. Blunt the
cDNA termini by adding (from the Stratagene cDNA Synthesis Kit):
a. 9.2 lL of blunting dNTP mix.
b. 0.8 lL of cloned Pfu DNA Polymerase (2.5 U/lL).
Quickly vortex and spin. Incubate at 72�C for 30 min exactly.

11. To stop the reaction, add 4 lL 20� EDTA/glycogen mix (from Clontech PCR Select Kit).
Add 1 vol (~0.1 mL) of PC9 (see Note 5). Vortex 2 and centrifuge at 14,000 g for 2 min at RT.
Decant the top layer and place in a clean 0.5–1.5-mL microcentrifuge tube. Add 1 vol (~0.1
mL) chloroform/isoamyl alcohol (CIA, 24/1), vortex 2 min, and centrifuge 2 min. Decant to
a clean tube. Add 0.1 vol (~10 lL) of 3 M sodium acetate (NaOAC, pH 5.2); vortex well and
add 2.5 vol (250 lL) 100% ethanol. Mark one side of the tube as an indicator of where the pel-
let will form. Vortex well and incubate 10 min on ice. Spin in a microcentrifuge at 14,000 g
for 15 min at 4�C, orienting the tube with the lid hinge in the same orientation for all spins.

12. Pipet off the supernatant and wash with 500 lL 70% ethanol, being careful not to disturb
the pellet. Centrifuge at 14,000 g for 2 min at RT with the pellet oriented precisely as in the
previous centrifugation. Aspirate the ethanol wash and air dry for 10 min to evaporate resid-
ual alcohol. Dissolve in 50 lL water. Transfer 6 lL to a clean tube and store at –20�C for
use as a control for analysis of restriction enzyme digestion (below).

3.3. RsaI Digestion

1. Mix the following:
a. 43.5 lL ds cDNA.
b. 5.0 lL (or use NEB1 reaction buffer) 10� RsaI reaction buffer.
c. 1.5 lL RsaI (10 U/lL).

2. Mix well and centrifuge briefly, then incubate at 37�C for 1.5 h. Analyze the efficiency of
digestion by electrophoresis of uncut (2.5-lL) and RsaI-digested (5-lL) cDNAs in 1%
agarose (detailed methods are described in the Clontech PCR Select manual). The size range
should shift from 0.5–10.0 kb to 0.1–2 kb. If the size distribution is not reduced after RsaI
digestion, repeat the PC9 and CIA extractions, ethanol precipitation, and digestion.

3. Add 2.5 lL of 20� EDTA/glycogen mixture to terminate the reaction. Extract sequentially
in PC9 and CIA and then ethanol precipitate and wash as described under Subheading
3.2.11. Resuspend Tester tubes in 5.5 lL H2O and store at –20�C. Resuspend Driver tubes
in 3.0-lL H2O.

3.4. Preparation of Adapters and Adapter-Ligated Tester cDNA

We obtained good results using a version of adapters as described (9). Newer versions
of the SSH kit contain modified adaptors that may work equally well. The following
primers were synthesized and cartridge-purified (Life Technologies, Rockville, MD),
although gel purification may be helpful as recommended (9):

L1: 5� gtaatacgactcactatagggctcgagcggccgcccgggcaggt 3�

S1: 5� acctgccc 3�

L2: 5� tgtagcgtgaagacgacagaaagggcgtggtgcggagggcggt 3�

S2: 5� accgccctccg 3�

Prepare Adapter 1 by mixing equal moles of primers L1 and S1 and add 5 M NaCl, 0.2
M EDTA, and 1 M Tris-HCl, pH 7.5, to obtain each primer in the range of 50–100 lM in
a solution of 50 mM NaCl, 1 mM EDTA, 10 mM Tris-HCl, pH 7.5. Similarly prepare
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Adapter 2 by mixing primers L2 and S2. Heat primer mixtures to 65�C for 10 min in a
water bath, then allow to cool to room temperature over a period of at least 2 h (use a Sty-
rofoam container and lid filled with water at an initial temperature of 65�C, or place tubes
in a prewarmed heating block and allow to cool slowly on the lab bench). Dilute a work-
ing stock to 10 lM (i.e., 5–10-fold) using ice-cold LoTE, and store at –20�C. Thaw when
needed by incubation in a 16�C water bath, then store on ice. Avoid warming to RT.

3.4.1. Adapter Ligation (cDNA to be used for driver does not get ligated to
adapters)

1. Dilute 1 lL of each RsaI-digested Tester sample from Subheading 3.3.3. with 5 lL of H2O.
Prepare a ligation master mix on ice using components from the PCR Select Kit per reaction:
a. 3.6 lL Sterile water.
b. 2.4 lL 5� ligation buffer.
c. 1.2 lL T4 DNA ligase (400 U/lL).

2. For each of the two Samples (i.e., N � 1 or 2), prepare Tester N1 by ligating sample Tester
N1 cDNA to adapter 1, and Tester N2 by ligating to adapter 2 (see Table 1). Assemble lig-
ation reactions on ice.

3. In a fresh microcentrifuge tube, mix 2 lL of Tester N1 and 2 ll of Tester N2 ligation reactions.
This is your Unsubtracted Tester Control. Repeat for all samples. Centrifuge briefly and incu-
bate all reactions at 16�C overnight. Stop the reactions by adding 1 lL of EDTA/glycogen
mix. Heat tubes at 72�C for 5 min to inactivate ligase. Briefly centrifuge. Label tubes Adap-
tor-Ligated Tester cDNAs. Remove 1 lL of each Unsubtracted Tester Control and dilute into
1 mL of H2O (these diluted samples will be used later for PCR). Store all samples frozen. Per-
form the ligation efficiency analysis as described in the PCR-Select Manual (Clontech).

3.5. Subtractive Hybridization and Normalization

1. For analysis of Samples 1 and 2 in both forward and reverse directions, mix Driver 1 with
Tester 2-1 (ligated to Adaptor 1) and Tester 2-2 (ligated to Adaptor 2). Mix Driver 2 with
Testers 1-1 and 1-2. This corresponds to four hybridization reactions. Prewarm the 4�
hybridization buffer at RT for 15 min. Check that no visible precipitates are present. Vortex
gently. Combine the following in 0.2–0.5-mL tubes (compatible with your thermal cycler):

Tester Hybridization N1 Tester Hybridization N2

RsaI-digested Driver cDNA 0.75 lL 0.75 lL
Adaptor 1-Ligated Tester N 1.5 lL —
Adaptor 2-Ligated Tester N — 1.5 lL
4� Hybridization buffer 0.75 lL 0.75 lL

2. Overlay samples with one drop of mineral oil and centrifuge briefly.
3. Incubate at 98�C for 1.5 min in a thermal cycler. Incubate at 68�C for 24 h.
4. Add fresh, denatured driver to each tube by mixing the following for each pair of Tester

Hybridizations:
a. Driver cDNA: 1.5 lL or all remaining in tube.
b. 4� Hybridization buffer: 0.52 lL.

5. Check volume with P10 pipet (don’t discard tip), add water to make the volume 2.1 lL. Mix
and centrifuge briefly. Using the same tip, aliquot 1.0 lL each to two clean screw-cap tubes
and overlay each with a drop of mineral oil.

6. Incubate at 100�C for 1.5 min to denature. Microfuge, vortex briefly, and incubate the tube
on a heat block at 75�C for 2 min.
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7. Add whole volume (including oil) of each tube to one of the two Tester Hybridizations. Spin
briefly, mix by flicking the tube several times, then spin briefly again. Incubate for another
24 h at 68�C in the thermal cycler.

3.6. Hybridization of Subtracted Tester Fractions

Mix the two tester populations in one tube, spin briefly, then mix by flicking the tube
and spin briefly again. Incubate at 68�C for 48 h. Add 0.2 mL of dilution buffer to each
hybridization reaction and mix by pipetting. Incubate at 68�C for 7 min in the thermal
cycler and store at –20�C. This constitutes a library of molecules enriched for differen-
tially expressed sequences that can be rescued by PCR (see Note 6).

3.7. Fill-in and PCR

1. PCR primers (5 lM) and reaction conditions are as described (9):

P1, 5� gtaat acgac tcact atagg gc 3�

P2, 5� tgtag cgtga agacg acaga a 3�

PN1, 5� tcgag cggcc gcccg ggcag gt 3�

PN2, 5� agggc gtggt gcgga gggcg gt 3�

2. The template for PCR is a 1-lL aliquot taken from one of the following: the libraries resulting
from the forward and reverse subtractions (total volume ~0.2 ml), or an aliquot of the diluted
Unsubtracted Tester Controls for each of the two Samples (see Subheading 3.4.1.3.). Addi-
tional controls recommended by Clontech may be added as necessary for troubleshooting.

3. Aliquot 1 lL of each diluted hybridization product (step 3.6) and each Unsubtracted Tester
Control (step 3.4.1.3.) into a PCR tube.

4. Prepare a Master Mix as follows (volumes shown are per reaction; multiply volumes by the
number of PCR reactions and then by 1.2 to allow for lost volume during pipetting):
a. 18.5 lL Sterile H2O.
b. 2.5 lL of 10� PCR reaction buffer.
c. 0.5 lL dNTP mix (10 mM).
d. 1.0 lL PCR primer 1 (5 lM).
e. 1.0 lL PCR primer 2 (5 lM).
f. 0.5 lL of 50� Advantage cDNA polymerase mix.
g. Total volume 24.0 lL.
Mix well by vortexing and briefly centrifuge. Aliquot 24 lL of Master Mix into each of the
reaction tubes prepared in step 3.7.3. Overlay with mineral oil if recommended for your ther-
mal cycler. The optimal parameters may vary for different thermal cyclers. We use a Perkin
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Table 1
Generation of Tester N1 and Tester N2 from Sample N (repeat
for each sample).

Component Tester N1 (lL) Tester N2 (lL)

Diluted cDNA from Tester N 2 2
Adaptor 1 (10 lM) 2 —
Adaptor 2 (10 lM) — 2
Master mix 6 6
Final volume 10 10



Elmer model 9700 with a heated lid (no mineral oil), and using the following profile: 75�C
� 5 min � 1 cycle (extends 3� ends and creates primer binding sites), then 94�C � 25 min
� 1 cycle (denatures DNA), then [94�C � 10 min, 66�C � 30 min, 72�C � 90 min] � 27
cycles, then 72�C � 5 min.

5. Following completion of this primary PCR profile, dilute 3 lL of each reaction in 27 lL H2O.
Aliquot 1 lL of this dilution (corresponding to 0.1 lL of the primary PCR yield) into a PCR tube.

6. Prepare a Master Mix for the secondary PCR as follows (multiply volumes by the number
of PCR reactions and then by 1.2):
a. 18.5 lL Sterile H2O.
b. 2.5 lL of 10� PCR reaction buffer.
c. 1.0 lL Nested PCR primer PN1 (5 lM).
d. 1.0 lL Nested PCR primer PN2 (5 lM).
e. 0.5 lL dNTP Mix (10 lM).
f. 0.5 lL of 50� Advantage cDNA Polymerase Mix.
g. Total volume 24.0 lL.

7. Mix well by vortexing and briefly centrifuge. Aliquot 24 lL of Master Mix into each of the
reaction tubes prepared in step 3.7.5. The following profile was used in a Perkin Elmer 9700
thermal cycler: [94�C � 10 s, 68�C � 30 s, 72�C � 90 s] � 25 cycles; 72�C � 5 min.

8. Analyze 5 lL of secondary PCR reaction on a 1.5% agarose gel. Standard techniques for
agarose gel electrophoresis and Southern blot preparation have been described (13). A smear
composed of numerous bands should be evident in the products of subtracted samples.
Southern blots prepared from these gels allow comparison of housekeeping gene expression
in subtracted tester with Unsubtracted Tester Control. The secondary PCR product of for-
ward and reverse subtractions should exhibit greatly reduced expression of these genes. If
any known transcripts exhibit differential expression in the two starting samples, confirm
that this positive control is enriched in the appropriate sample. Use approximately equal
masses of secondary PCR product (e.g., 1 lg of DNA) to prepare Southern blots.

3.8. Cloning of PCR Products

1. To clone SSH products, purify the secondary PCR reaction by sequential extractions in PC9,
ethanol precipitate, and resuspend in LoTE. Digest for 2 h with RsaI enzyme (10 l/lg) in
1� restriction enzyme buffer (NEB1, New England Biolabs).

2. Purify products > 50 bp from a 1.5% TAE-agarose gel as follows: Freeze the gel slice 20
min) at –70�C, then thaw at 37�C for 5 min. Centrifuge up to 0.4 gr of agarose in a Spin-X
tube for 15 min at Rtemp. Rotate tubes 180� in microcentrifuge rotor, then centrifuge for 10
min. The second spin increases the yield slightly. Dilute the filtrate to 0.4 mL using LoTE,
and ethanol precipitate using 2.0 lL of glycogen (20 mg/mL) as carrier. Resuspend the
washed pellet in 10 lL LoTE, and quantitate 0.5 lL on an agarose gel.

3. Ligate 50 ng insert to 50 ng of pZero-2 at RT in 10 lL of 1� ligase buffer containing 0.5
lL T4 ligase (Invitrogen/Life Technologies). Extract with PC9, ethanol precipitate, and elec-
toporate into competent TOP-10 E. coli (provided in the Zero Background kit). Cells are ren-
dered competent for electroporation as described (14).

3.9. Identification of Differentially Expressed Transcripts

Typically, 10–40% of SSH products detect differentially expressed transcripts by North-
ern blot. Several investigators have identified high-throughput methods for identification
of such fragments, generally using complex hybridization probes prepared from gel-puri-
fied product of secondary PCR reactions to identify differentially expressed clones bound
to filters (e.g., dot blots, Southern blots) (10). However, we experienced high background
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using such probes. We therefore prepared Northern blots by loading one entire gel with
RNA from a starting sample, and cutting the filter into many strips. Methods for Northern
blot analysis are as described (15). Pairs of these strips (corresponding to Sample 1 and
Sample 2 RNAs) were analyzed using radiolabeled SSH fragments purified from pZero-2
plasmids by agarose gel electrophoresis. Three rounds of hybridization and autoradiogra-
phy identified 30 induced transcripts out of a total of 120 probes analyzed, with fold induc-
tion (as determined by analysis of timed exposures) estimated as 3.0 to >20.

4. Notes

1. Modifications to the current version of the Clontech PCR Select Kit include the use of an
older version of adapters and primers, altered hybridization times, volumes, and DNA con-
centrations, and others. We obtained better results using these modifications, although this
conclusion is based on a small number of experiments.

2. Use standard RNAse precautions. Use clean, dedicated pipets with autoclaved tips and tubes.
Treat Bio-Spin columns and caps, stir bars, and bottle caps with DEPC (0.1% solution in
water, incubate overnight at 37�C, then autoclave and dry). Bake all glassware for 8 h at
338�F. To prepare 0.1 L RNAse-free 1 M Tris-HCl, pH 7.4 (density 1.04 gr/mL), first tare a
baked 500-mL bottle. Add 83 gr of DEPC H2O, 24.2 g of Tris-HCl base (unopened bottle
preferred), and 8.00 gr concentrated hydrochloric acid. Stir to dissolve, then add DEPC H2O
to 104 gr. Pour 5 mL into a scintillation vial, check the pH, and then discard this aliquot.
Autoclave 30 min at 250�F.

3. Some batches of cellulose drain very slowly. If draining by gravity is time consuming, load
RNA by gravity and then drain wash solutions and elution buffer by centrifugation for 2 min
at 270 � g. Use clean forceps to place the entire column inside a 15-mL tube that contains
a 2-mL microfuge tube as a spacer at the bottom.

4. The choice of starting material is critical. Best results are obtained when Samples 1 and 2
are as closely matched as possible. For example, it would be reasonable to compare mor-
phologically normal tissue from wild-type mice vs the same strain carrying a genetic lesion
(e.g., gene knockout or transgene). Comparison of morphologically normal tissue with mor-
phologically abnormal tissue may identify many differences that are unrelated to the path-
way of interest. In our studies we used retroviral transduction to derive mass populations of
RK3E cells (16) using vector-only or oncogene expression vectors, cultured these in paral-
lel for just 10 d in selective media, then prepared RNA. Analysis of late-passage transformed
cell lines identified many nonspecific transcriptional alterations that confounded identifica-
tion of real target genes (unpublished data).

5. Prepare PC9 by mixing 160 mL phenol, 213 mL chloroform, and 107 mL TE9; shake and
let phases separate at 4�C for 2 h; repeat this extraction 1 time; discard aqueous layer (top
layer) and store at �20�C. To extract samples: thaw PC9 at RT. Dilute sample to 400 lL with
TE9 and add 1 vol (400 lL) of PC9. Vortex for 1 min, microcentrifuge for 2 min at maxi-
mum speed, and transfer the upper aqueous layer to a new microcentrifuge tube. Repeat
extraction with PC9. Extract one final time with chloroform/isomyl alcohol, and transfer the
upper aqueous layer to a new microcentrifuge tube.

6. We find it useful to assess the number of clones obtained in the final library. Such information
helps in determining the appropriate volume of library to analyze for differentially expressed
clones. For example, if you were planning to array 500 clones, you might start with at least
5000 clones so as to limit redundant analysis of a single clone that was copied multiple times
during PCR. Take 1 lL and do serial 10-fold dilutions, analyzing each diluted sample by pri-
mary and secondary PCR reactions and agarose gel electrophoresis as described above. Count
the number of clones in an appropriate lane and back-calculate to determine the number of
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clones in the entire library. When comparing oncogene-transduced RK3E cells with vector
control cells we obtained between 1000 and 12,000 clones in several subtractions. (11)
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SAGE as a Strategy to Isolate Cancer-Related Genes

Kathy Boon and Gregory J. Riggins

1. Introduction

Serial Analysis of Gene Expression (SAGE) is a sequence-based approach that
enables the comprehensive and quantitative analysis of gene expression within any cell
type or tissue (1). The method is based on three main principles. First is the generation of
a single 10-bp ‘tag’ sequence that contains sufficient information to uniquely identify a
transcript, provided that the tag is obtained from a defined position within each tran-
script. Second is the concatenation of the tags, allowing the serial analysis of multiple
transcripts in one single sequence run. Third is the quantification of the number of times
a particular tag is observed in a certain SAGE tag population (SAGE library), which pro-
vides direct information on the expression level of the corresponding transcript.

Numerous reviews have been published describing the technology (2–5). The basic
procedure has remained almost the same since its development and many studies have
been performed, generating a comprehensive analysis from a diversity of tissues. A
detailed protocol can be obtained through the SAGE Home Page from the Johns Hop-
kins Oncology Center (http://www.sagenet.org). The technology is patented by Johns
Hopkins University and licensed to Genzyme Molecular Oncology (Framingham, MA)
but freely available to academia and nonprofit organizations for research purposes. Fur-
ther information on the license agreements for commercial applications can be obtained
directly from Genzyme (www.genzyme.com/sage/welcome.htm).

Various modifications to the original technique have been reported to reduce the
amount of polyadenylated RNA required for library construction. The use of small
amounts of sample to generate a SAGE library is commonly referred to as micro-SAGE.
One major improvement in most micro-SAGE protocols has been the use of streptavi-
dine-coated polymerase chain reaction (PCR) tubes or magnetic beads to efficiently cap-
ture polyadenylated mRNA from as few as 5000 cells or microdissected material and
allowing subsequent steps to occur in the same tube (6–9). The benefits of this approach
are the increased efficiency of certain enzymatic steps and the alternative to generate a
gene expression profile of limiting amounts of cells or tissue. The recent development
of the i-SAGE kit from Invitrogen (http://www.invitrogen.com/SAGE) has made the



construction of SAGE libraries less demanding, in particular for those unfamiliar with
SAGE library construction.

A schematic representation of the standard SAGE method is outlined in Fig. 1.
Briefly, the construction of a SAGE library starts with the purification of polyadeny-
lated mRNA, which subsequently is converted into double-stranded cDNA using a
biotin-labeled oligo-dT primer during the first-strand synthesis for the recovery of the
cDNA. A frequent-cutting anchoring enzyme, usually Nla III, defines the position in the
transcripts from which the sequence tags are derived. After digestion of the generated
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Fig. 1. Schematic representation of the standard SAGE protocol. Gene expression is quantified in a
population of cells by isolating a transcript from the expressed genes. These tags are paired into ditags,
ligated to form concatemeres, and cloned into a sequencing vector for efficient counting on an auto-
mated sequencer. Tag counts from each tissue type are stored for comparison to other cell population.



cDNA with the anchoring enzyme, the 3�-terminal cDNA fragments are bound to strep-
tavidine-coated beads. Thereafter an oligonucleotide linker containing recognition sites
for a type II restriction enzyme (tagging enzyme) is ligated to the bound cDNA frag-
ments. Type II enzymes cut at a defined distance away from the recognition site. The
SAGE tags are then released from the bound cDNA by cleavage with the tagging
enzyme (usually BsmF I) and dimerized by a tail-to-tail blunt-end ligation. The linked
ditags (102 bp) are then amplified and digested with the same anchoring enzyme used
for the initial digestion of the double-stranded cDNA. The resulting ditag fragments of
26–28 bp all have cohesive ends and can therefore be linked together to form concate-
mers. The size of these long serial molecules is strictly dependent on the quality and the
ligation conditions applied. Cloning of the concatemers in a suitable vector yields a
library of clones for sequencing. Each clone contains multiple ditags separated by the
recognition sites for the anchoring enzyme. The efficiency of this serial process depends
not only on the length of the cloned inserts, but also on the quality and read length of
the subsequent sequencing. The combination of high-quality sequencing from a well-
constructed library can generate �2800 tags from a single 96-capillary sequencing run.

2. Materials

1. FastTrack 2.0 (Invitrogen, Carlsbad, CA, cat. no. K1593-02) is needed only for the standard
SAGE protocol. For micro-SAGE use the mRNA Direct Kit (Dynal, cat. no. 610.11).

2. cDNA Synthesis System from Life Technologies (cat. no. 18267-013).
3. SuperScript II RT is used in the micro-SAGE protocol (Life Technologies, cat. no. 18064-

014).
4. Gel-purified 5-biotinylated oligo-dT (Standard SAGE protocol only).
5. Glycogen (Boehringer Mannheim, Indianapolis, IN, cat. no. 901-393).
6. 100% and 75% Ethanol.
7. LoTE buffer: 3mM Tris-HCl, 0.2 mM EDTA, pH 7.5.
8. Restriction enzyme Nla III (New England BioLabs, Beverly, MA, cat. no. 125S).
9. DNAse and RNAse free BSA (New England BioLabs).

10. 7.5 M ammonium acetate.
11. Phenol chloroform (PC8): 480 mL phenol, 320 mL 500 mM Tris-HCl (pH 8.0) and 640 mL

chloroform (see Note 1).
12. MPC S magnet (Dynal, cat. no. 120.20).
13. Streptavidine Dynabeads M-280 (standard SAGE protocol only, Dynal, Lake Success, NY,

cat. no. 112.05).
14. 2� B+W buffer: 10 mM Tris-HCl, pH 7.5, 1 mM EDTA, 2 M NaCl.
15. Linkers 1A, 1B, 2A, and 2B (see Table 1 for sequences).
16. Primers 1, 2, M13Forward, and M13Reverse (see Table 1 for sequences).
17. 3 mM Tris-HCl, pH 7.5 (micro-SAGE protocol only).
18. High-concentration T4 DNA ligase (Life Technologies cat. no. 15224-041).
19. Restriction enzyme BmsF I (New England BioLabs cat. no. 572S).
20. Klenow (USB cat. no. 27-0929-01).
21. 100 mM dNTPs (Life Technologies cat. no. 18427-013).
22. Taq DNA polymerase recombinant (Life Technologies cat. no. 10342-020).
23. DMSO (Sigma, St. Louis, MO, cat. no. D-2650).
24. 10� PCR buffer: 166 mM (NH4)2SO4, 670 mM Tris-HCl, pH 8.8, 67 mM MgCl2, 100 mM

b-mercaptoethanol. Aliquot and store at –20°C.
25. DNA ladders: 1 kbp, 100 bp, 20 bp, and 10 bp.
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26. X-cell Surelock Mini-Cell system for Novex minigels (Invitrogen cat. no. EI0001) or simi-
lar system.

27. 12% Acrylamide stock solution in 1� TAE buffer using 40% acrylamide (19:1 acry-
lamide:bis, Bio-Rad cat. no. 161-0144).

28. 8% Acrylamide stock solution in 1� TAE buffer using 40% acrylamide (37.5:1 acry-
lamide:bis, Bio-Rad cat. no. 161-0148).

29. 10% Ammonium persulfate (APS).
30. Tetramethylethylenediamine (TEMED).
31. T4 polynucleotide kinase (10 U/lL, NEB cat. no. 201S).
32. 50-mL Oak Ridge centrifuge tubes (cat. no. 3114-0050).
33. 50-mL conical tubes.
34. 10� loading buffer: 0.2% bromphenol blue, 0.2% xylene cyanol, 50% glycerol in 1� TAE

buffer.
35. SYBR Green I (Sigma cat. no. S9430).
36. Standard 0.5-, 1.5-mL microcentrifuge tubes and 2.0-mL round-bottom tubes.
37. Spin X columns (Costar cat. no. 8160).
38. Restriction enzyme Sph I (NEB).
39. pZeroO-1 cloning kit (Invitrogen cat. no. K2500-01).
40. Electromax DH10Bs cells (Life Technologies cat. no. 15224-041).
41. Platinum Taq DNA polymerase (Life Technologies cat. no. 10966-034).
42. Agarose and DNA sequencing equipment.
43. Ready-made 20% Novex gel (Invitrogen cat. no. EC6315).
44. Streptavidin (Sigma cat. no. S-4762).

3. Methods
3.1. Standard SAGE Protocol

3.1.1. mRNA Isolation

Total RNA can be prepared from tissue or cell line of choice using standard methods
such as Trizol reagent (Life Technologies, Gaithersburg, MD) or guanidium isothiocy-
nate RNAgent (Promega, Madison, WI). Gel electrophoresis and/or Northern blotting
should be applied to ensure that the quality of the total RNA is high. For this method
500 lg to 1 mg of total RNA is needed. A variety of methods are available for the iso-
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Table 1.
Primer and Linker Sequences

Linker 1A 5�-TTT GGA TTT GCT GGT GCA GTA CAA CTA GGC TTA ATA GGG ACA TG -3�
Linker 1B 5�-TCC CTA TTA AGC CTA GTT GTA CTG CAC CAG CAA ATC C[amino mod. 

C7] -3�
Linker 2A 5�-TTT CTG CTC GAA TTC AAG CTT CTA ACG ATG TAC GGG GAC ATG -3�
Linker 2B 5�-TCC CCG TAC ATC GTT AGA AGC TTG AAT TCG AGC AG[amino mod. C7]-3�
Primer 1 5�-GGA TTT GCT GGT GCA GTA CA -3�
Primer 2 5�-CTG CTC GAA TTC AAG CTT CT -3�
M13Forward 5�-GTA AAA CGA CGG CCA GT -3�
M13Reverse 5�-GGA AAC AGC TAT GAC CAT G -3�
Biotinylated oligo dT 5� [biotin]T18

Linkers 1A, 1B, 2A, 2B, Primers 1 and 2, and the biotinylated oligodT should be obtained gel-purified.
High quality is crucial to several steps in the SAGE method.



lation of polyA+ RNA. Good results have been obtained using FastTrack 2.0 (Invitrogen
cat. no. K1593-02). At least 5 lg of polyA+ RNA is required. In cases that the amount
of RNA is limiting, the micro-SAGE procedure should be considered.

3.1.2. cDNA Synthesis

1. Double-stranded cDNA synthesis is carried out according to the cDNA Synthesis System
(Life Technologies). Replace the oligo-dT supplied in the kit by 2.5 lg of a gel-purified 5�-
biotinylated oligo-dT, and follow the manufacturer’s instructions. For testing biotinylation of
biotin-oligo dT, see Note 2. For best recovery of the synthesized cDNA, add 60 lg glyco-
gen to the final precipitation step.

2. Wash pellet twice with 75% EtOH, air-dry, and resuspend cDNA in 20 lL LoTE.

3.1.3. Cleavage of Biotinylated cDNA with the Anchoring Enzyme

1. The cDNA (4 lg) is digested with the anchoring enzyme Nla III for 1 h at 37°C in a 200-
lL reaction volume, containing 50 U Nla III, 20 lg bovine serum albumin (BSA) and 1�
restriction buffer 4 (NEB).

2. The enzyme reaction is inactivated by phenol extraction (PC8) followed by ethanol precip-
itation (200 lL sample, 5 lL glycogen (20 mg/mL), 133 lL 7.5 M ammonium acetate, and
777 lL 100% EtOH).

3. Spin in microcentrifuge at full speed for 15 min.
4. Wash pellet twice with 75% EtOH, air-dry, and resuspend cleaved cDNA in 20 lL LoTE

buffer.

3.1.4. Binding Biotinylated cDNA to Magnetic Beads

1. Take 200 lL Streptavidine Dynabead M-280 slurry and divide over 2 microcentrifuge tubes.
2. Immobilize beads on a magnet and remove supernatant.
3. Wash beads once with 200 lL 1� B�W buffer, mix, magnet, and remove wash.
4. Add 100 lL 2� B�W buffer to each tube, 90 lL H2O and 10 lL cleaved cDNA from Sub-

heading 3.1.3., step 4. Incubate for 15 min at room temperature by gentle mixing.
5. Wash as described 3 times with 200 lL 1� B�W buffer, once with 200 lL LoTE, and pro-

ceed immediately to the following step.

3.1.5. Ligating Linkers to Bound cDNA

1. For the preparation of the linkers, see Notes 3 and 4.
2. Remove the LoTE from the beads and add 5 lL (1 lg) of the annealed linkers 1A,B to tube

1 and 5 lL (1 lg) of the annealed linkers 2A,B to tube 2.
3. Add 25 lL LoTE and 8 lL 5� ligase buffer (Gibco-BRL) to each tube. Heat for 2 min at

50°C and let sit at room temperature for 15 min.
4. To each tube add 10 U T4 DNA ligase and incubate mixtures for 2 h at 16°C.
5. After ligation, wash tubes 3 times with 200 lL 1� B�W buffer; during the last wash, trans-

fer to a new tube.
6. Wash once more with 200 lL 1� B�W buffer and twice with 200 lL 1� Reaction Buffer

4 (NEB).

3.1.6. Release of cDNA Tags Using Tagging Enzyme

1. After removing the last wash from the beads (Subheading 3.1.5., step 6), the linked cDNA is
released from the beads by digestion with the tagging enzyme BmsF I for 1 h at 65°C in a reac-
tion volume of 100 lL, consisting of 2 U of BmsF I, 20 lg BSA, and 1� restriction buffer 4.
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2. This time, collect the supernatant containing the released linked tags.
3. Perform a PC8 extraction and ethanol-precipitate the linked tags (200 lL sample, 5 lL

glycogen [20 mg/mL], 133 lL 7.5 M ammonium acetate, and 1000 lL 100% EtOH).
4. Spin in microcentrifuge at full speed for 30 min at 4°C.
5. Wash pellets twice with 75% EtOH, air-dry, and resuspend in 10 lL LoTE.

3.1.7. Blunt Ending of the Released Linked Tags

1. The blunt ending reaction is performed with Klenow (USB) for 30 min at 37°C in a reac-
tion volume of 50 lL, containing 3 U Klenow, 10 lg BSA, 1 mM dNTPs, and 1� second-
strand buffer (Gibco-BRL, cDNA Synthesis Kit).

2. Increase the volume of both tubes with 150 lL LoTE.
3. Extract with 200 lL PC8 and ethanol-precipitate the blunt-ended linked tags (200 lL sample,

5 lL glycogen [20 mg/mL], 133 lL 7.5 M ammonium acetate, and 1000 lL 100% EtOH).
4. Spin in microcentrifuge at full speed for 30 min at 4°C.
5. Wash pellets twice with 75% EtOH, air-dry, and resuspend in 6 lL LoTE.

3.1.8. Ligation of Linked Tags to Form Ditags

1. The ditags are formed by ligating the two blunt-ended linked tags together in a total volume
of 6 lL containing 2 lL of each of the blunt-ended samples 1 and 2, 4 U of T4 DNA ligase
and 1� ligase buffer (Life Technologies). Incubate overnight at 16°C.

2. The negative control consists of 1 lL of each blunt-ended sample and no ligase in a reac-
tion volume of 6 lL. Incubate overnight at 16°C.

3. After ligation, increase the volume by adding 14 lL of LoTE. Aliquot the mixture and keep
at �20°C.

3.1.9. PCR Amplification of Linked Ditags (see Note 5)

1. The amplification of the ditags is optimized by testing different dilutions of the template for
both the ligation and the negative control (0-, 25-, 50-, 100-, and 200-fold dilutions).

2. Of each dilution, 1 lL is used as a template in a 50 lL PCR reaction containing 5 U Taq
DNA polymerase (Life Technologies), 6% dimethyl sulfoxide (DMSO), 1.5 mM dNTPs,
26.5 lM of each Primer 1 and Primer 2 and 1� PCR buffer. The following PCR conditions
are optimized for the Hybaid Multiblock System 0.2G: an initial denaturation step for 1 min
at 94°C, amplification for 27 cycles of 30 s at 94°C, 1 min at 55°C, and 1 min at 70°C, and
a final extension of 5 min at 70°C. The negative control should be amplified for 35 cycles.

3. Test 10 lL of each reaction on a 12% TAE-PAGE gel (see Note 6), using a 100-bp and a 20-
bp ladder as a marker. The amplified ditags should be 102 bp in size (Fig. 2). A background
band of equal or less intensity occurs at 80 bp. The negative control should not show any
amplification at the ditag length of 102 bp even at 35 cycles.

4. After establishing the best conditions for each sample, usually 300 50-lL PCR reactions are
performed for the isolation of the ditags.

3.1.10. Isolation of Linked Ditags

1. Next, pool your PCR reactions into a 50-mL conical tube.
2. Add an equal volume of PC8, mix well, and spin in a swing-out rotor at 4000 g for 15 min.
3. Transfer the aqueous phase to a new tube and ethanol-precipitate the DNA from the 11.5-

mL solution by adding 5.1 mL of 7.5 M ammonium acetate, 191 lL glycogen, and 38.3 mL
of 100% EtOH. Vortex vigorously and spin in fixed angle rotor at 10,000 g for 30 min. At
this step the precipitation can be stored at �20°C. Best results are obtained if precipitation
is performed in 50-mL Oak Ridge centrifuge tubes.
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4. Wash pellets with 5 mL 75% EtOH, air-dry, and resuspend in 400 lL LoTE buffer.
5. Add 40 lL of 10� loading buffer and load PCR product onto four 1.5-mm 12% TAE-PAGE

gels using 2D-Well combs (see Note 6). Use a mixture of a 100-bp and a 20-bp ladder as a
marker on each gel. Run gels at 160 V (xylene cyanol dye runs between 40 and 50 bp in this
gel composition).

6. After electrophoresis, stain the gels with SYBR Green at a 1:10,000 dilution in 1� running
buffer for a minimum of 15 min.

7. Excise the 102-bp band and load equally onto twelve 0.5-mL tubes, pierced twice with a 21-
gage needle, and insert in a 2.0-mL round-bottom tube.

8. Spin at full speed for 5 min to fragment the gel pieces.
9. Discard the 0.5-mL tubes and add 250 lL LoTE buffer and 50 lL of 7.5 M ammonium

acetate to each 2.0-mL tube. Vortex and place the tubes for 20 min at 65°C.
10. Remove the polyacrylamide gel by transferring the mixture into 12 Spin X columns (Costar)

and spinning at full speed for 5 min.
11. Ethanol-precipitate eluates in twelve 1.5-mL microcentrifuge tubes (300 lL sample, 5 lL

glycogen [20 mg/mL], 133 lL 7.5 M ammonium acetate, and 1000 lL 100% EtOH).
12. Spin in a microcentrifuge at full speed for 15 min.
13. Wash twice with 75% EtOH, air-dry pellets, and resuspend each pellet in 10 lL LoTE.
14. Pool the samples together and quantify the total amount of DNA. At this stage the yield

should be between 10 and 20 lg.

3.1.11. Purification of 26-bp Ditags (see Note 7)

1. Digest PCR product with Nla III for 1 h at 37°C in a reaction volume of 400 lL consisting
of 400 U of Nla III, 40-lg BSA, and 1� reaction buffer 4 (NEB).

2. Phenol extract and ethanol precipitate (200 lL sample, 66 lL 7.5 M ammonium acetate, 5
lL glycogen, 825 lL 100% EtOH). Place in Dry Ice/methanol bath for 15 min or place at
�80°C overnight before spinning.

3. Spin in a microcentrifuge at full speed for 30 min at 4°C.
4. Wash pellets once with cold 75% EtOH and air-dry shortly. Resuspend each pellet in 20 lL

ice-cold TE (not LoTE) buffer.
5. Place on ice, add 4 lL of a 10� loading buffer, load sample onto four lanes of a 12% 1.5-

mm TAE-PAGE gel, and run at 160 V. Use a 10-bp ladder as a marker.
6. Excise the ditag band that runs at 22–26 bp (Fig. 2) and place the two gel fragments con-

taining the cut out bands in one 0.5-mL tube.
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Fig. 2. SYBR Green I-stained polyacrylamide gels showing examples of: (A) PCR amplification
of the ditags: Lane 1, PCR reaction mix; lanes 2–4, different dilutions of the ligated ditag (1/10,
1/100, 1/200); lanes 5–8, various dilutions of the corresponding negative control. (B) After digestion
with Nla III, the 22–26 bp ditags are excised from gel and purified in step 11. (C) The isolated ditags
are ligated to form the concatemeres. The region from 800 to 1500 bp is usually excised, purified, and
cloned in pZero (Subheading 3.1., step 12).



7. Elute ditags as described for the 102-bp band, except that the incubation should be per-
formed at 37°C instead of 65°C (Subheading 3.1.10, steps 6–12).

8. Resuspend each pellet in 2.5 lL cold TE buffer (7.5 lL total), keeping the tube on ice.

3.1.12. Ligation of 26-bp Ditags to Form Concatamers

1. The purified ditags can be ligated to form large concatameres in a 10-lL reaction mix con-
sisting of 7 lL ditags, 5 U T4 DNA ligase (Life Technologies), and 1� ligation buffer. The
incubation time is crucial and can vary between different samples. Usually this reaction is
carried out for 70 min at 16°C.

2. Heat the sample for 5 min at 65°C, place on ice, and add 2 lL of a 10� loading buffer.
3. The entire mixture is run in a single lane of an 8% 1.0-mm TAE-PAGE gel (see Note 6). Use

a 100-bp and a 1-kb ladder as a marker and run gel at 100 V.
4. Stain the gel with SYBR Green I and cut out the region between 800 and 1500 bp.
5. Purified concatemers as described for the 102-bp band under Subheading 3.1.10. Resus-

pend the pellet in 6 lL LoTE.

3.1.13. Cloning of Concatamers (see Note 8)

1. The concatemers can be cloned into an Sph I-cleaved pZeroO-1 vector (Invitrogen). Digest
1 lg pZero with Sph I for 20 min at 37°C in a 10-lL reaction volume consisting of 10 U
Sph I (NEB) and 1� reaction buffer 2 (NEB). Do not incubate longer than 20 min.

2. Phenol-extract and ethanol-precipitate (200 lL sample, 5 lL glycogen [20 mg/mL], 133 lL
7.5 M ammonium acetate, and 1000 lL 100% EtOH).

3. Spin in a microcentrifuge at full speed for 15 min.
4. Resuspend pellet in 30 lL LoTE (final concentration 33 ng/lL).
5. Ligate the concatemers in the Sph I-cleaved pZero in a 10-lL reaction mix containing 6 lL

concatemers sample, 33 ng digested vector, 5 U T4 DNA ligase (Life Technologies), and 1�
ligase buffer (Life Technologies). Incubate overnight at 16°C.

6. After the ligation is completed, increase the volume up to 200 lL. Phenol-extract ligation
mix and ethanol-precipitate as described under Subheading 3.1.13., step 2.

7. Spin in a microcentrifuge at full speed for 15 min.
8. Wash pellets 4 times with 75% EtOH, air-dry pellet, and resuspend in 10 lL LoTE.
9. Transfect 1 lL of each ligation mix into Electromax DH10Bs cells (Life Technologies). Plate

one-tenth of the transfected bacteria onto Zeocin-containing plates (100 lg/mL) and grow
for 16 h at 37°C.

10. Analyze colonies by colony PCR. Set up a 25-lL PCR reaction containing 2.5 U platinum
Taq DNA polymerase (Life Technologies), 6% DMSO (Sigma), 0.5 mM dNTPs (Life Tech-
nologies), 26.5 lM each of M13-forward and M13-reverse primers, and 1� PCR buffer. The
following PCR conditions are optimized for the Hybaid OmnE PCR machine. Initial heat
step for 2 min at 95°C, amplification for 30 cycles of 30 s at 95°C, 1 min at 56°C, 1 min at
70°C, and a final extension of 5 min at 70°C.

11. Run 5 lL of the colony PCR reaction on a 1.5% agarose gel. For efficient sequencing of a
SAGE library the average insert size of the clones should be �650 bp, and a cloning effi-
ciency of �80% is recommended (Fig. 3).

3.1.14. Sequencing

Sequencing can be performed in several different ways and is dependent on the avail-
ability of automated sequencing. Both capillary and slab-gel automated sequencers have
been successfully employed. For direct sequencing using four-dye-labeled fluorescence
terminators, PCR products can either be purified (various methods can be used) or diluted
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(correct dilution is dependent on the chemistry used and needs to be determined first).
Good results have been obtained using the BigDye Primer Cycle Sequencing Ready Reac-
tion kit (M13 or REV cat. no. 403050/1, Applied Biosystems) according to the manufac-
turer’s instructions. Sequence text files in standard ASCII format (with a ‘.seq’ filename
extension) can be analyzed directly using the SAGE 2000 software version 4.12.

3.2. Micro-SAGE Protocol

The Micro SAGE method (9) is suitable for small samples (down to ~50 µg tissue or
~50,000 cells). Good results have been obtained starting with as little as 1–5 lg of total
RNA (or 100 ng of polyA+ RNA). Total RNA or polyA+ RNA can be isolated using the
protocols described for the standard SAGE method (Subheading 3.1.), although start-
ing with total RNA has been the most efficient approach in our hands. Care has to be
taken not to lose beads during the various steps. Furthermore, do not pipet the beads up
and down during the washes, since the beads will stick to the tips. The beads can be
mixed efficiently by ‘flicking’ the tube with your finger or a slow-speed vortex. Addi-
tion of BSA to most of the buffers is essential to reduce the sticking of the beads, which
can lead to losses and inefficient washes.

3.2.1. Binding mRNA to Dynabeads oligo-dT

1. Thoroughly resuspend Dynabeads oligo-dT (Dynal mRNA Direct Kit) and transfer 100 lL
to a 1.5–mL microcentrifuge tube.

2. After placing the tube next to the magnet in the magnet holder, remove supernatant and wash
beads with 500 lL lysis/binding buffer (kit).

3. Adjust volume of the required amount of total RNA up to 1 mL with lysis/binding buffer,
mix well, and add immediately to the beads after removing the last wash. Incubate for 5 min
at room temperature by gentle mixing.

4. Using the magnet, remove the supernatant.
5. Wash the beads 2 times with 1 mL Washing buffer A LiDS (kit) supplemented with 20

lg/mL glycogen, once with 1 mL Washing buffer B (kit) also supplemented with 20 lg/mL
glycogen, and 4 times with 100 lL 1� first-strand buffer (cDNA Synthesis System, Life
Technologies).

3.2.2. cDNA Synthesis

1. Mix together 54 lL H2O, 18 lL 5� First-strand buffer (cDNA synthesis kit), 9 lL 100 mM
DTT (kit), and 4.5 lL 10 mM dNTPs (kit), and add this mix to the beads after removing the
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Fig. 3. Ethidium-stained 1.5% agarose gel showing an example of a colony PCR analysis of a
good-quality SAGE library in which over 80% of the clones have an insert size of � 650 bp.



last wash of Subheading 3.2.1. Incubate for 2 min at 42°C. Add 3 lL SuperScript II RT (Life
Technologies) and incubate for 1 h at 42°C, mix intermittantly by gently flicking the tube.

2. Place on ice and add the components of the second-strand synthesis one by one as follows:
302 lL cold H2O, 75 lL 10� second-strand buffer, 15 lL 10 mM dNTPs, 3 lL Escherichia
coli DNA ligase, 12 lL E. coli DNA polymerase I, and 3 lL E. coli RNAseH. Mix and incu-
bate for 2 h at 16°C. Mix beads every 15 min.

3. Stop the reaction by placing on ice and adding 100 lL of 200 mM EDTA, pH 8.0.
4. Wash the beads once with 500 lL 1� B+W buffer (with 1% SDS) and resuspend the beads

in 200 lL of the same buffer. Heat sample for 20 min at 75°C.
5. At this point the beads get very sticky. Wash beads 4 times with 200 lL 1� B�W buffer

with 200 lg/mL BSA (NEB) and once with 200 lL 1� reaction buffer 4 (NEB) with 200
lg/mL BSA.

6. Transfer the beads to a new microcentrifuge tube and repeat the last wash.

3.2.3. Cleavage of Bound cDNA with the Anchoring Enzyme

1. The bound cDNA is digested with the anchoring enzyme Nla III (NEB) for 1 h at 37°C by
resuspending the beads in 170 lL LoTE buffer, 5 lL (50 U) Nla III, 4 lL (40 lg) BSA
(NEB), and 20 lL 10� restriction buffer 4 (NEB).

2. Wash the beads twice with 200 lL 1� B�W buffer (supplemented with 0.1% SDS and 200-
lg/mL BSA). If the BSA precipitates, heat the buffer for a few min at 65°C.

3. Then wash 4 times with 200 lL 1� B+W buffer (with 200-lg/mL BSA) and twice with 200
lL 1� ligase buffer (Life Technologies). During the last wash, transfer 100 lL of sample
into two new microcentrifuge tubes.

3.2.4. Ligating Linkers to Bound cDNA

1. For preparation of the linkers, see Notes 3 and 4.
2. Remove the last wash from the beads and add 1 lL (20 ng) of the annealed linkers 1A,B to

tube 1 and 1 lL (20 ng) of the annealed linkers 2A,B to tube 2.
3. Add 6 lL LoTE and 2 lL 5� ligase buffer (Life Technologies) to each tube. Heat for 2 min

at 50°C and let sit at room temperature for 15 min.
4. To each tube add 1 lL (5 U) T4 DNA ligase (Life Technologies) and incubate mixtures for

2 h at 16°C. Mix beads intermittently.
5. After ligation, wash tubes once with 200 lL 1� B�W buffer (with 0.1% SDS and 200

lg/mL BSA) and transfer to new tubes.
6. Pool tubes 1 and 2 together in order to minimize loss in subsequent steps. Repeat the previ-

ous wash step.
7. Wash 4 times with 200 lL 1� B�W (with 200-lg/mL BSA) and twice with 200 lL 1�

reaction buffer 4 (NEB).

3.2.5. Release of cDNA Tags Using Tagging Enzyme 

1. After removing the last wash, the linked cDNA is released by resuspending the beads in 170
lL LoTE buffer, 20 lL 10� reaction buffer 4 (NEB), 4 lL (40 lg) BSA, and 2 lL (2 U)
of BmsF I (NEB). Incubate mixture for 1 h at 65°C.

2. Collect the supernatant containing the released linked tags by centrifugation for 2 min at
14,000 g and transfer to a new tube.

3. Wash beads with 40 lL LoTE and pool the supernatants together (total volume 240 lL).
4. Extract with equal volume PC8 and ethanol-precipitate the linked tags (240 lL sample, 5

lL glycogen [20 mg/mL], 133 lL 7.5M ammonium acetate, and 1000 lL 100% EtOH).
5. Spin in a microcentrifuge at full speed for 30 min at 4°C.
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6. Wash pellet twice with 75% EtOH, air-dry, and resuspend cleaved cDNA in 10 lL LoTE
buffer.

3.2.6. Blunt Ending of the Released Linked Tags

1. The blunt ending reaction is performed with Klenow (USB) for 30 min at 37°C in a reac-
tion volume of 50 lL, containing 3 U Klenow, 10 lg BSA, 0.5 mM dNTPs, and 1� second-
strand buffer (Life Technologies, cDNA synthesis kit).

2. Increase the volume with 190 lL LoTE (total volume 240 lL), extract with equal volume
of PC8.

3. Remove 200 lL of the aqueous phase and transfer to the ligase-plus tube.
4. The rest (~40 lL) is transferred to the ligase-minus tube.
5. Ethanol-precipitate both samples (200 lL sample, 5 lL glycogen [20 mg/mL], 133 lL 7.5

M ammonium acetate, and 1000 lL 100% EtOH).
6. Spin in a microcentrifuge at full speed for 30 min at 4°C.
7. Wash twice with 75% EtOH, air-dry and resuspend the ligase-plus reaction in 5 lL LoTE

and the ligase-minus reaction in 3 lL LoTE buffer.

3.2.7. Ligation of Linked Tags to Form Ditags

1. The 102-bp ditags are formed by the ligation of the blunt-ended linked tags. Add 5 lL of a
2� ligation plus mix (2.5 lL 3 mM Tris-HCl, pH 7.5, 3 lL 5� ligase buffer [Life Tech-
nologies], and 2 lL (10 U) T4 DNA ligase [Gibco-BRL] to the ligase-plus tube.

2. Add 3 lL of a 2� ligation minus mix (2.25 lL 3 mM Tris-HCl, pH 7.5, 1.5 lL 5� ligase
buffer [Life Technologies]) to the ligase-minus tube.

3. Incubate both tubes overnight at 16°C.
4. After ligation, increase the volume up to 20 lL by adding 10 or 14 lL of LoTE to the lig-

ase-plus and ligase-minus tube, respectively.
5. Aliquot the ligase-plus mixture and keep at �20°C.

3.2.8. Return to the Standard SAGE Method

Proceed with Subheadings 3.1.9.–3.1.14. of the standard SAGE method.

3.3. SAGE Bioinformatics

The most challenging part of SAGE is the analysis of the generated digital data. The
PC-based application SAGE 2000 version 4.12 is freely available for noncommercial
use through the SAGE Home Page posted by the Kinzler-Vogelstein Laboratory at Johns
Hopkins Oncology Center (http://www.sagenet.org). The SAGE software finds Nla III
sites (or other anchoring enzymes) within the raw sequence files, extracts the ditags,
removes any duplicate ditags, counts the occurrence of each tag, and provides a report
containing a list of tags with their corresponding expression levels. The exclusion of
duplicate ditags eliminates possible PCR bias during the amplification step. The pro-
gram has many useful tools such as normalization, comparison of multiple SAGE
libraries, and a statistical function based on the Monte Carlo approach, which allows the
determination of p-values for the observed differences. In addition, tags derived from
the linker sequences and 1-bp variations of these linker tags can be excluded from any
type of analysis. The linker tags are an artifact of the SAGE library construction, but do
not influence the relative abundance of the transcripts.

SAGE to Isolate Cancer-Related Genes 473



3.3.1. Tag to Gene Mapping

The matching of the tags to the appropriate reference sequence can be done in dif-
ferent ways. Most common is to download the latest update of the GenBank database,
which can be obtained from the National Center for Biotechnology Information (NCBI)
FTP site (ftp://ncbi.nlm.nih.gov/genbank/), and to subtract the tags from the sequence
files using the SAGE 2000 software. In order to be able to do this, the files must be con-
verted from UNIX format into DOS format beforehand. Linking of a list of tags to the
generated GenBank database reveals the corresponding gene information. Tag-to-gene
mappings from reference sequences and generated by the SAGE software are available
at the SAGE home page (http://www.sagenet.org). These files can be exported as
Microsoft Access files for use in a relational database, which greatly improves SAGE
data management and analysis. SAGE tags can also be mapped to UniGene clusters
through the SAGEmap web site (10) of the Cancer Genome Anatomy Project (CGAP),
making the identification of a gene from a differentially expressed tag easier
(http://www.ncbi.nlm.nih.gov/SAGE/). The public database, SAGEmap, is maintained
by the NCBI and is a resource for SAGE analysis that contains, to date, over 3 million
SAGE tags from 92 different malignant and normal cell types. On-line tools (11) allow
statistical-based comparisons between libraries using the ‘xProfiler’, or data can be
downloaded for local analysis from the NCBI SAGEmap FTP site. Full and reliable tag-
to-gene mappings for human, rat, and mouse, based on Nla III or Sau3A, are available
for download from the SAGEmap FTP site (ftp://ncbi.nlm.nih.gov/pub/sage/). These
text files can be imported into Microsoft Access and used in a relational database.

Although the use of the GenBank database in combination with the tag-to-gene map-
pings from SAGEmap certainly improves the tag assignments, a significant number of
these assignments are incorrect. Manual screening is still needed to verify the tag-to-
gene assignments. A proper SAGE tag is derived from a sequence that contains a poly-
adenylation signal and/or poly-adenylation tail and is located downstream from the Nla
III site closest to the poly-adenylation tail. Well-characterized mRNA sequences, do not
always contain a poly-adenylation signal and/or polyadenylation tail; therefore the
extracted tag is not necessarily the one adjacent to the most 3� Nla III site. Among EST
sequences, those with a poly-adenylation signal and/or a poly-adenylation tail and anno-
tated as 3�-sequences are the most reliable. Hence, when the extracted tags from cDNA
equal the ones extracted from 3�-EST sequences, the tags are called most reliable. When
the tags are different, it is most likely that the cDNA did not contain the 3�-untranslated
region including the poly-adenylation signal. To determine the correct tag of that par-
ticular gene it is best to align the sequences present in the corresponding Unigene clus-
ter. Another possible explanation for multiple tags for one gene is the occurrence of
alternative splicing of a transcript. In that case, one has to consider the frequencies to
establish the most likely tag for a gene.

Recently the CGAP SAGE project created SAGE Genie, a new web site for the analy-
sis and presentation of SAGE data (http://CGAP.nci.nih.gov/SAGE). An enhanced link
between SAGE tag and gene is based on an experimental sample of 6.8 million human
SAGE tags, which was used to evaluate custom databases derived from GenBank, EST
sequences, and other public transcript sequence databases. In this way SAGE Genie is
able to automatically identify a tag from primary transcripts and/or alternatively poly-
adenylated transcripts and at the same time screen for experimental artifacts. These
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informatics provide a rapid and intuitive view of expression levels in the human body
or brain, displayed on the SAGE Anatomic Viewer (12).

3.4. SAGE Applications in Cancer

SAGE analysis generates large digital gene expression profiles, representing the
entire set of genes expressed within the system analyzed. Such a profile is defined as a
transcriptome. SAGE has been shown to be an excellent tool in defining various tran-
scriptomes (13,14). Analysis of SAGE data among many human tissues has already
allowed characterization of constitutively expressed genes that are common to all gene
expression profiles, as well as those genes expressed specifically in certain tissues/cells
(13). Global expression changes in cancer were first assayed by comparison of colon
carcinoma to normal colon (15). Similar profiles have been generated for lung tumors,
brain tumors, Hodgkin’s lymphoma, breast, prostate, and ovarian cancer (16–20).

The complex expression changes that characterize the difference between normal and
malignant changes are too numerous for the expression profiles to be immediately use-
ful. However, this wealth of digital data has many interesting practical applications. The
expression level of any specific gene can be visualized in many other normal or cancer
tissues without the need to perform an actual Northern blot analysis. Most important,
the results from any new experiment are comparable directly to existing gene expres-
sion profiles, which can lead to the immediate identification of genes that are expressed
or absent in other tissues, representing potential prognostic or diagnostic markers
(18,21). The tissue inhibitor of metalloproteinase type I (TIMP-1) was shown by SAGE
analysis to be overexpressed in pancreatic cancer cells but not in normal cells or can-
cerous colon cells. The TIMP-1 gene by itself was not a good prognostic factor, but in
combination with other pancreatic cancer markers the sensitivity of pancreatic cancer
detection was significantly increased (22). The PGP9.5 ubiquitin hydralose was reported
in another SAGE study to be specifically associated with lung cancer development,
increasing its prognostic value (23).

SAGE is particularly well suited for pathway analysis. A well-controlled expression
system, which provides an isogenic background, should reveal only those few tran-
scriptional changes related to the experimental manipulation of the cells. An example of
such an application was initially presented by the analysis of SAGE profiles of rat
embryo fibroblast cells harboring a temperature-sensitive p53 mutation (24). Similarly,
SAGE was applied to a human system in which cells expressing functional p53 resulted
in apoptosis (25). A large fraction of the new-found downstream targets of p53 could be
categorized into a functional gene family explaining the apoptotic phenotype. Another
example of the utility of SAGE for pathway analysis is the study of pancreatic cells with
an inducible expression system for the tumor suppressor APC (adenomatous polyposis
coli). The APC gene is inactivated in most colorectal cancers and can partially regulate
cell growth through the b-catenin/Tcf-4 transcription complex. The expression of the c-
MYC oncogene was decreased by the activation of wild-type APC, implying that over-
expression of c-MYC in colorectal tumors is mediated through an increased
b-catenin/Tcf4 activity (26). Cyclin-dependent kinase 4 (CDK4) was identified as a
transcriptional target of the c-MYC oncogene using SAGE, providing a direct link
between the oncogenic effect of c-MYC and cell cycle regulation (27). A recent SAGE
comparison of neuroblastoma cells expressing the N-myc oncogene with the corre-
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sponding parental line revealed an unexpected set of genes with a possible role in ribo-
some biogenesis and protein synthesis. The results indicate that N-myc can function as
a regulator of cell growth and might in part explain the aggressiveness of N-myc-ampli-
fied tumors (28). These studies demonstrate how SAGE can further elucidate biologic
pathways implicated in cancer.

3.5. Conclusions

One of the most interesting applications of SAGE has been the identification of can-
cer-related genes. Well-designed comparisons of the comprehensive gene expression
profiles of tumors and normal tissues can yield a subset of genes that are potential diag-
nostic markers or therapeutic targets. Early detection is needed for many cancers, for
which surgery prior to metastasis is the only effective treatment. Genes that are highly
expressed in cancer cells, especially those with a secreted gene product, could be meas-
ured in blood and other body fluids. Analysis of gene expression profiles of responsive
vs nonresponsive tumor samples could lead to a better understanding of the mechanism
of action of certain chemotherapeutic agents and might lead eventually to a more spec-
ify and therefore more effective treatment.

The better-controlled experiments that characterize pathway analysis yield a more
manageable set of differentially expressed genes and have the advantage of finding new
genes, but they can also point to a previously unsuspected but well-known gene. SAGE
experiments can be designed by disruption, overexpression or reintroduction of a known
TSG in cultured cells. The application of SAGE to study tumor suppressor genes can
help reveal the downstream genes controlled at a transcriptional level, and provide
insight into their function.

4. Notes

1. Phenol chloroform (PC8): Add, in sequence, 480 mL phenol (warm to 65�C), 320 mL 500
mM Tris-HCl (pH 8.0), 640 mL chloroform, shake, and place at 4�C. After 2–3 h, shake
again. After another 2–3 h, aspirate aqueous layer. Aliquot and store at �20�C.

2. Testing biotinylation of biotin-oligo dT: Obtain biotin-oligo dT gel purified from oligo-syn-
thesis company. Test biotinylation by adding to several hundred nanograms of biotin-oligo dT
to 1 lg streptavidin (Sigma cat. no. S-4762). Incubate several min at room temperature. Both
the oligo alone and bound to streptavidin are run on a 20% Novex gel (Invitrogen). If the oligo
is well biotinylated, the entire amount of oligo should be shifted to higher molecular weight
in the lane containing the streptavidin. Alternatively, increasing amounts of oligo (from sev-
eral hundred nanograms to several micrograms) can be incubated with and without separate
aliquots of 100 lL of Dynabeads (Dynal). After 15 min, the beads are separated from the
supernatant using a magnet, the supernatant is removed, and DNA quantitation is performed
at OD 260. At low amounts of oligo, when bead-binding capacity is not saturated, the ratio of
unbound oligo to the total oligo will indicate the percent of oligo that is not biotinylated.

3. Phosphorylation linkers: The linkers, described in Table 1, should be obtained gel purified.
Dilute linkers 1B and 2B to 350 ng/lL. Add to a tube labeled 1B, 9 lL linker 1B (350
ng/lL), and to another tube labeled 2B, 9 lL linker 2B (350 ng/lL). In addition, add to each
of the tubes 6 lL LoTE, 2 lL 10� kinase buffer (NEB), 2 lL 10 mM ATP, 1 lL T4 polynu-
cleotide kinase (10 U/lL, NEB). Incubate the reaction for 30 min at 37�C. Heat-inactivate
at 65�C for 10 min.
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4. Annealing linkers: Dilute linkers 1A and 2A to 350 ng/lL. Add 9 lL linker 1A to the 
20-lL phosphorylation mix of linker 1B (final concentration 200 ng/lL) and 9 lL linker
2A to the 20-lL phosphorylation mix linker 2B (final concentration 200 ng/lL). Heat sam-
ples for 2 min at to 95�C, then place for 10 min at 65�C, followed by 10 min at 37�C and
finally 20 min at room temperature. Store at �20�C. The efficiency of the phosphorylation
reaction should be tested by self-ligation of about 200 ng of each linker pair. Analyze the
self-ligation on a 12% TAE-PAGE gel. The phosphorylated linkers should allow
linker–linker dimers (80–100 bp) to form after ligation, while unphosphorylated linkers will
prevent self-ligation. Only linker pairs that self-ligate �70% should be used in further steps.

5. The 102-ditag-containing PCR product can fail to form for a number of reasons. Even though
there are normally other background PCR products formed and seen on the gel, the 102-bp
band should be clearly visible and at least the same intensity as the other products. Starting
materials such as the RNA or cDNA may be insufficient or degraded, so first run a gel to
check the integrity of each of these steps, running a standard of known concentration for com-
parison. The linkers can often be a problem, so check the linkers as described above. Degra-
dation of the Nla III enzyme has been a problem in the past, and we now store our Nla III at
�80°C and ask that the enzyme be shipped on Dry Ice. Cutting a standard, such as a plasmid,
known to contain one or more Nla III sites, can check the quality of the enzyme. Another
potential problem is that if the dNTP concentration is too high in the PCR reaction, this can
inhibit the formation of the 102-bp band. Therefore, check to make sure that dilutions have
been made properly and see if a 102-bp band can be formed using serial dilutions of the
dNTPs. Also, do not attempt too many PCR cycles; this will not only result in the potential
loss of the 102-bp band, but in duplicate ditags. Run a range of cycle numbers but in no case
over 30 cycles. Finally, if you have made any ‘modifications’ to the protocol, try it as written.

6. Gel electrophoresis: We are currently using the X-cell Surelock Mini-Cell system for Novex
minigels. Prepare a 12% acrylamide stock solution in 1� TAE buffer using 40% acrylamide
(19:1 acrylamide:bis), and store at 4�C. A different acrylamide:bis ratio is used for the 8%
gels (40% polyacrylamide; 37.5:1). For one 1.0-mm gel use 7.5 mL stock solution, add 7.5
lL 10% ammonium persulfate (APS), and 5 lL TEMED. Let the gel polymerize for at least
30 min.

7. If the 102-bp product will not digest with Nla III, test to make sure your Nla III is active, or
try increasing the amount of enzyme. If you can obtain some 102-bp product that you know
is good, try cutting this as a control. In many cases we have observed, the Nla III site may
not exist in the 102-bp bands that were purified. One potential reason for this is that exonu-
clease contamination may have digested the sensitive CATG overhand during an earlier step
of the protocol. Some exonuclease activity may result from residual DNA polymerase I used
for the cDNA synthesis. Therefore, two, rather than one, phenol extractions are required to
purify the cDNA. For micro-SAGE users, the SDS within the protocol may be helpful for
inactivation of exonucleases. In any case, if the Nla III site is absent, the library must be
remade taking care to make sure all the purifications are precise.

8. The quantity and purity of the ditags can both affect the ligation reaction and ultimate insert
size of the pZERO clones. In general, 500 ng to 1 lg of ditags formed from ~300 PCR reac-
tions is needed to get sufficient ditags for good ligation and concatemer formation. Even
though the ditag is gel purified, linker material may still contaminate the ditags. Although
others have overcome this problem by using an additional purification based on biotinylat-
ing primers 1 and 2, we have found that extra purifications create more problems than they
solve. Using proper care not to overload the gels or to run the gels too quickly, and cutting
out the ditag precisely should result in a nearly pure ditag product. Finally, it is important to
make sure that the ends of the pZERO are intact for good cloning efficiency. Freshly cut
pZERO should be used if there is a problem with little or no inserts.
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Differential Display Techniques to Identify Tumor
Suppressor Gene Pathways

Siham Biade and Maureen E. Murphy

1. Introduction

Differential display is a reverse-transcription polymerase chain reaction (RT-PCR)
technique that was introduced in 1992 by Liang and Pardee (1). In this technique, mes-
senger RNA 3� termini are amplified using an anchored oligo-dT primer and a series of
arbitrary 13-mers; a single round of cDNA synthesis is followed by PCR amplification
in the presence of radiolabeled nucleotide, resulting in the amplification of subsets of
mRNAs expressed in the cell. This complex PCR product is resolved on a denaturing
polyacrylamide gel; following autoradiography, gene expression is detected as a ladder
of cDNAs that differ in size by a single nucleotide. Theoretically, the use of different
sets of primers from both directions in discrete RT-PCR reactions allows for the exam-
ination of the majority of expressed genes within the cell. This chapter will focus first
on a brief review of the use of differential display to identify p53 target genes, as well
as secondary tumor suppressor genes important for tumor progression. This will be fol-
lowed by an overview of the methodology of differential display, along with recent
advances in this technique; a more comprehensive analysis can be found in Methods in
Molecular Biology, Volume 85: Differential Display Methods and Protocols, edited by
Liang and Pardee (2). An outline of the methodology involved in differential display is
provided in Fig. 1, and individual steps are described below; typically these steps fol-
low the protocol described by Liang and Pardee (1,2), but in some instances changes
have been made and noted.

1.1. p53-Induced Genes: cyclin G, ei24, and Siah

The first p53 response gene identified by differential expression methodology was
p21/waf1, which was cloned as a p53-induced gene by subtractive hybridization (3).
This gene was later shown to be essential for p53-dependent growth arrest (4). Since
that time, several groups have utilized differential display in efforts to identify other tar-
gets of p53 influential in p53-dependent growth arrest and apoptosis. For example,
Okamoto and Beach (5) identified cyclin G as a novel transcriptional target of p53. In



cells treated with IR, as well as those containing an inducible p53 protein, this gene was
found to be upregulated 10-fold in a p53-dependent manner (5). Confirmation that this
was a direct target gene of p53 was made following the identification of p53-consensus
binding sites in the cyclin G promoter (5,6). While it seemed initially counterintuitive
for p53 to be upregulating a positive regulator of the cell cycle, cyclin G overexpression
was shown to enhance cell death induced by cisplatin (7) and to facilitate apoptosis
induced by TNFa, retinoic acid, and serum starvation (8). How cyclin G functions in
apoptosis is currently unclear, although it may do so in part by binding and modifying
the function of the regulatory subunit of protein phosphatase 2A (PP2A) (9).

ei24 was cloned as a gene induced following etoposide treatment of NIH 3T3 cells
(10). The rationale for elucidating genes induced by etoposide was that the induction of
apoptosis by etoposide in this cell line was known to require p53, as well as new RNA
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Fig. 1. Outline of the relevant steps in the standard differential display protocol. Shown as a rep-
resentative figure is a differential display gel from mRNA isolated from the MCF-7 human breast car-
cinoma cell line, before and after treatment for 24 h with the DNA-damaging agent adriamycin (0.5
lg/mL, final concentration), which induces the activity of the p53 tumor suppressor protein. Samples
were performed and run in duplicate; candidate p53 upregulated (UR) and downregulated (DR)
cDNAs are denoted.



synthesis. The ei24 gene was found to have a p53-consensus binding element in its pro-
moter region, and overexpression of ei24 alone was sufficient to induce apoptosis (11).
ei24 is predicted to encode a novel protein with six membrane-spanning domains; inter-
estingly, ei24-induced apoptosis can be inhibited by overexpression of bcl-xL, indicating
that ei24 may play a role in the death pathway mediated by the mitochondria/ cytochrome
c pathway (11). Siah was uncovered in a large-scale differential display screen for p53-
regulated genes (12). In Drosophila this gene functions downstream of the sevenless
receptor, and is required for specification of the R7 photoreceptor cells in the Drosophila
eye. Unlike cyclin G and ei24, a p53-response element has not to date been identified in
the siah gene, indicating that it may be indirectly regulated by p53. However, like cyclin
G and ei24, overexpression of SIAH protein directly promotes apoptosis (13,14). Inter-
estingly, it may do so via its interaction with Pw1/Peg3, which was also identified by dif-
ferential display as a p53-induced gene (15). The siah gene was shown to encode a RING
finger-containing protein that most likely plays a role in protein turnover, stimulating the
degradation of proteins such as c-myb and the kinesin Kid (16,17).

1.2. p53-Repressed Genes: Map4, oncoprotein 18 (stathmin), presenilin-1

That p53 has a role in apoptosis that is separable from its transactivation function is
supported by several lines of evidence. For example, mutation of amino acids 22 and 23
in the p53 transactivation domain eliminates the transactivation function of this protein
(18), but not its ability to induce apoptosis (19). Further, p53-dependent apoptosis has
been shown to occur in the presence of inhibitors of new RNA and protein synthesis
(20,21), supporting the existence of a mechanism for p53-dependent apoptosis that is
independent of transactivation. Such a mechanism was implicated by the finding that
inhibitors of apoptosis, such as BCL-2, E1B-19k, and the Wilms tumor suppressor WT-
1, can inhibit p53-dependent apoptosis and transcriptional repression, but do not affect
the transactivation function of p53 (22–24). Tumor-derived mutant forms of p53 were
found that were able to induce growth arrest, but not apoptosis; these were demonstrated
to retain the ability to transactivate p53-induced genes, but not to repress gene expres-
sion (25). Finally, deletion of the proline-rich domain of p53 was shown to impair the
ability of p53 to induce apoptosis, and to repress gene expression (26,27). The combined
data present a compelling case for a role of p53-dependent transcriptional repression of
gene expression to the ability of this protein to induce apoptosis.

Several groups capitalized on these data and used differential display to identify genes
showing decreased expression following p53 induction. One of the first studies identified
Map4, which encodes a microtubule-associated protein, as a p53-repressed gene in a cell
line containing temperature-sensitive p53 that underwent programmed cell death (28).
Later these analyses were refined to include a comparison between cells with tempera-
ture-sensitive p53 that underwent p53-dependent apoptosis (Vm10 cells) with the same
cells transfected with the adenovirus E1B-19k gene (Vm10-19k). E1B-19k, an adenovi-
ral homolog of BCL-2, inhibits p53-dependent apoptosis and transcriptional repression,
and instead p53-dependent growth arrest occurs. An example of differential display data
obtained from this study is depicted in Fig. 2; as is evident from the figure, genes upreg-
ulated during p53-dependent apoptosis (Vm10, 32 degrees) are identically upregulated
during p53-dependent growth arrest (Vm10-19k, 32 degrees). In contrast, genes down-
regulated during p53-dependent apoptosis are not downregulated when apoptosis is inhib-
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Fig. 2. (A) Differential display allows for the identification of gene expression differences between p53-dependent apoptosis (Vm10 cells, at 32�C) and growth
arrest (Vm10-19k cells at 32�C). Both cell lines contain temperature-sensitive p53 protein, which exists in a mutant conformation at 39�C, and a wild-type
(active) conformation at 32�C. Vm10-19K cells have been stably transfected with the adenovirus E1B-19k gene, which protects from p53-dependent apoptosis,
and instead undergo p53-dependent growth arrest (see ref. 24, 30, and 31). As evident from the figure, genes downregulated following p53 induction in apop-
totic cells (lane 6, arrow) are not downregulated when cells are protected from apoptosis by E1B-19k (lane 8). (B) RNAse protection analysis of the DD14 cDNA
isolated in (A). The DD14 antisense cDNA probe detects two RNA species, due to differential poly-adenylation of the mRNA encoded by DD-14, Map4 (see
ref. 30). This gene is downregulated by p53 is cells that undergo apoptosis (Vm10), but not in cells protected from apoptosis (Vm10-19k).



ited by E1B-19k, and growth arrest ensues (Fig. 2, arrow). These data are consistent with
earlier findings that E1B-19k can inhibit p53’s transcriptional repression function, and the
refinement of this study allowed for the better identification of candidate genes specifi-
cally repressed by wild-type p53. In studies such as this one, candidate p53-repressed
genes began to be isolated; these included oncoprotein 18 (stathmin) (29), which may
play a role in G2/M arrest by p53 (30), as well as presenilin-1 (12). Significantly, repres-
sion of either Map4 or presenilin-1 expression was shown to accelerate apoptosis, veri-
fying that the downregulation of these genes plays a role in the induction of apoptosis by
p53 (28,31).

Recently, p53-dependent transcriptional repression of the Map4 gene was shown to
require histone deacetylases (HDACs); further, complexes between p53 and HDAC-1,
mediated by a direct interaction between p53 and the corepressor protein Sin3, can be
found in the cell (32). The contribution of this complex, and of p53-dependent tran-
scriptional repression, to apoptosis induction by this protein was verified by findings
that the HDAC inhibitor Trichostatin A could inhibit p53-dependent apoptosis (32). Fur-
ther, the Sin3-binding domain of p53 maps to the proline-rich region of this protein (33),
which was previously shown to be essential for p53-dependent apoptosis induction, but
dispensable for transactivation (26). In sum, the identification of p53-repressed genes
by differential display provided the necessary tools to dissect the mechanism whereby
p53 functions as a transcriptional repressor, and should facilitate the elucidation of the
contribution of this activity to apoptosis induction.

1.3. Other p53-Induced Genes: Wig-1, rCOP1, p53 RR2

Differential display continues to be useful in the identification of p53-regulated
genes. Recently, this technique was used to identify Wig-1, a novel zinc finger-contain-
ing protein that is upregulated by p53 (34), as well as rCop-1, a member of the cysteine-
rich growth regulator family that is frequently lost in transformed cells (35). More
recently, Tanaka and colleagues identified p53R2, which encodes a protein with simi-
larity to the ribonucleotide reductase small subunit. Interestingly, this p53-induced gene
appears to play a role in DNA repair, such as would occur following p53 induction by
DNA-damaging agents (36). A summary of these p53-regulated genes, and their postu-
lated roles in growth arrest and apoptosis, is presented in Fig. 3.

2. Materials

1. CsCl cushion solution: 5.7 M CsCl/0.1 M EDTA, pH 7.5.
2. Guanidine solution: 6 M guanidine HCl/10 mM dithiothreital (DTT)/25 mM NaOAc, pH 5.0.
3. RNA ethanol wash solution: 20/9/1 100% ethanol/dH2O/2 M NaOAc, pH 5.
4. 6% Acrylamide/7 M urea sequencing gel.
5. 1� TBE buffer, pH 8.3–8.9: 0.089 M Tris-borate/0.089 M boric acid/0.05 M EDTA, pH 8.0.
6. All other components can be found in the RNAimage kit (GenHunter Corporation).

3. Methods (see Notes 1–4)

The generation of high-quality RNA is essential for differential display, and can be
achieved through any of a number of standard protocols; however, the use of cesium
chloride step gradients is recommended, and this protocol is listed below (37). The opti-
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cal density 260/280 ratio of the RNA should range from 1.8 to 2.0, and the RNA should
be analyzed on a denaturing formaldehyde gel to assess intactness and purity. Typically
the ratio of 28S to 18S RNA should be between 5:1 and 10:1, and there should be no
evidence for smearing of low-molecular-weight RNA (less than 500 bp).

3.1. RNA Isolation

1. Place 2 mL of Cesium chloride solution (5.7 M CsCl, 0.1 M EDTA, pH 7.5, filter-sterilized
and autoclaved) into a sterilized polyallomer tube of 9/16 � 3.5 in in diameter. Mark the
level of CsCl with a marker, and mark the sample number underneath this line (bottom of
tube).

2. Suspend cells in 10 mL of guanidine HCl solution with vigorous pipetting, so that the solu-
tion is completely homogeneous and there are no visible clumps. For each milliliter of
packed cell volume (cells that are harvested freshly or cells frozen at –80�C), use one polyal-
lomer tube and 10 mL of guanidine HCl. Layer this onto the CsCl cushion by carefully run-
ning the solution gently along the side of the polyallomer tube, to avoid mixing with the
CsCl.

3. Place tubes in ultracentrifuge buckets, and weigh each, along with the cap; add guanidine
HCl such that all tubes weigh the same, to within 0.05 g. Spin in a swinging-bucket ultra-
centrifuge rotor at 51,000 g for 18–24 h at 22�C.

4. The next day, invert each tube to empty its contents and keep the tubes inverted, such that
the RNA, which is pelleted on the bottom of the tube, does not come into contact with the
guanidine solution along the sides of the tube. Keeping the tubes upside down, cut with scis-
sors at the marked CsCl line and discard the top of the tube.

5. Resuspend the RNA pelleted in the bottom of the tube in 500 lL of sterile dH2O, pipetting
vigorously while scraping the bottom of the tube with the pipet tip. Add this to a sterile
microfuge tube, then rinse the bottom of the polyallomer tube with 50 lL of sterile dH2O
and add this to the first microfuge tube. Add 50 lL of 2 M NaOAc, pH 5, mix well, and add

Fig. 3. Summary of the identity and postulated functions of the p53-regulated genes identified 
by differential display. The exception in this figure is p21/waf1, which plays a paramount role in 
p53-dependent G1 arrest but was identified by subtractive screening. Upward arrows denote upreg-
ulation, downward arrows denote downregulation.



1 mL of sterile 100% ethanol. Shake vigorously and place in –80�C freezer for 20 min. Spin
in microfuge for 20 min at 4�C, then decant supernatant.

6. Add 1 mL of a 20/9/1 solution of ethanol/dH2O/2 M NaOAc, pH 5. Invert carefully so as to
not disturb the pellet, and spin at 4�C for 5 min. Decant. Repeat.

7. Add 1 mL of 100% ethanol, invert gently to wash the pellet, and decant. Spin sample for 20
s and pipet off remaining ethanol. Let pellet air-dry for 5 min. Add 50 lL of dH2O per mil-
liliter of packed cells used for the isolation, and freeze pellet at –80�C overnight.

8. The next day, thaw tubes on ice for 30 min, and spin in a microfuge for 20 s to aid in resus-
pending the pellet. Pipet the solution thoroughly to resuspend the RNA and measure the
absorbance at 260 and 280 nm.

3.2. cDNA Synthesis, PCR Amplification

1. cDNA synthesis is commonly performed using one of three one-base anchored oligo-dT
primers. For each oligo-dT primer, a reaction is carried out with 200–2000 ng of CsCl-puri-
fied RNA, to which 1� room-temperature (RT) buffer, 20 lM dNTP mix, and 0.20 lM each
oligo-dT primer is added, as per the manufacturer’s protocol (RNAimage kit, GenHunter).
Samples are preincubated for 5 min at 65�C, followed by 10 min at 37�C to anneal the
primers. Then 2–5 U of MMLV reverse transcriptase (SuperScript II, Life Technologies) are
added to the reaction, which is then incubated for 50 min at 37–42�C.

2. The reaction is extracted with an equal volume of 1/1 phenol/chloroform, and ethanol-pre-
cipitated in the presence of 10 lg yeast tRNA or glycogen as carrier, followed by a wash step
in 1 mL of 70% ethanol. The cDNA-RNA hybrid is resuspended in 30 lL dH2O, and 1–5
lL is added to a 100-lL reaction containing 1� PCR buffer, 2 lM dNTPs, 0.2 lM oligo-
dT anchored primer, 1 lL a-33P-dATP, 0.2 lM arbitrary forward primer set, and 1 lL (1–5
U) Taq polymerase (for example, Hot Tub polymerase, Amersham-Pharmacia).

3. The PCR is run for 40 cycles (30 s at 94�C, 2 min at 40�C, 30 s at 72�C), followed by a sin-
gle extension cycle for 5 min at 72�C and a 4�C soak.

3.3. Resolution and Isolation of Differentially Expressed cDNAs

1. Formamide loading dye is added to an aliquot of each PCR reaction, and samples are boiled
and resolved on 6% denaturing polyacrylamide gels (7 M urea, 1� TBE). The gel is dried
on Whatman paper, wrapped in plastic wrap, and radiolabeled cDNA fragments are revealed
by autoradiography. It is imperative to carefully mark the orientation of the film with the gel
in as many ways possible, for example, with fluorescent stickers (GloGos, Stratagene).

2. Bands of interest are excised with a clean razor blade, soaked in a microfuge tube in 100 lL
of dH2O for 10 min at room temperature, and boiled for 15 min. The sample is centrifuged
to pellet the acrylamide and Whatman paper, and the eluted DNA is ethanol-precipitated in
the presence of glycogen or yeast tRNA as carrier.

3. For each fragment isolated, a second round of PCR is performed under the same conditions
previously described, except without the inclusion of radiolabeled nucleotide. The cDNA
fragment is then isolated from a 1.5% agarose gel; although this fragment can be directly
utilized for Northern hybridization from RNA used for the differential display, it is recom-
mended that PCR products are first cloned, as several different cDNA fragments are often
coamplified in this procedure.

4. Cloning can be performed using either TOPO TA cloning (Invitrogen) or the PCR-TRAP
cloning system (GenHunter). Individually cloned PCR products should be subjected to
sequence analysis and to confirmatory Northern or RNAse protection analyses to identify
the cDNA that corresponds to the differentially regulated signal.
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4. Notes

1. The cloning and confirmation of differentially regulated genes is the most time-consuming
aspect of this protocol. Therefore, it is wise to ensure complete commitment to the isolation of
each differentially regulated cDNA on the denaturing gel before pursuing this step. This can
best be done by analyzing multiple time points of treated cells, at least two independent sam-
ples of RNA, and by analyzing multiple different cell lines treated with the agent of choice, rel-
ative to identically treated control cell lines. The relative ease and cost-effectiveness of the
differential display technique facilitates the use of such multiple controls and time points.

2. Interesting modifications of this technique have emerged that enable one to narrow down
target genes of interest; for example, “motif ” primers have been used as forward primers,
corresponding to conserved sequences present in zinc finger or leucine zipper domains of
proteins (38).

3. Alternative extraction procedures include those utilizing RNAzol (Life Technologies), or
RNApure (GenHunter). However, in order to avoid artifacts and false positives, it is essential
that the RNA be free from contaminating genomic DNA. 10–100 lg of total RNA is subject
to DNAse I (Pharmacia) treatment for 30 minutes at 37�C, followed by phenol/chloroform
extraction and ethanol precipitation in the presence of 0.3 M NaOAc.

4. Recent improvements in differential display methodology have included improved primer
design, the use of modified reverse transcriptases, and the introduction of automated tech-
nologies utilizing fluorescently labeled primers; these improvements have increased the sen-
sitivity and reproducibility of the technique, while at the same time reducing the rate of false
positive results.
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Detection of Mismatch Repair Gene Expression in
Urologic Malignancies

Fredrick S. Leach

1. Introduction

Genitourinary malignancies were diagnosed in over 250,000 U.S. men and women in
the year 2000, and carcinomas of the prostate, kidney and urothelium accounted for over
20% of all adult malignancies (1). In the twenty-first century, oncologists and molecu-
lar biologists will be challenged to expand and advance diagnostic and treatment options
for genitourinary malignancies. In order to accomplish these goals, an increasing arma-
mentarium of molecular reagents will be necessary for analysis of molecular pathogen-
esis. Identification and characterization of genes important for initiation and
progression of urologic malignancies should facilitate development of clinically useful
reagents as prognostic and metastatic markers.

An essential feature of carcinogenesis is accumulation of genetic alterations ulti-
mately resulting in unregulated cell proliferation, immortalization, invasion, and metas-
tasis (2). Since genetic alterations precede overt histologic manifestation, detection of
genetically altered cells or altered expression of gene products is a rationale approach
for assessment of urologic malignancies. Mismatch repair (MMR) is a highly conserved
process that suppresses genetic instability in procaryotic and eucaryotic cells (3–6).
Human MMR genes encode redundant and interacting proteins that detect and correct
mismatched nucleotides formed primarily during DNA replication. Inherited inactivat-
ing mutations in MMR genes are responsible for a cancer predisposition syndrome
known as hereditary nonpolyposis colon cancer (HNPCC) (7–13). HNPCC patients are
predisposed to colorectal cancers and a variety of other tumors including genitourinary
cancers (14–16). Tumors lacking MMR gene expression exhibit an enhanced mutation
rate that can be detected using microsatellite analysis of matched normal and tumor
genomic DNA (17–20). High frequency of microsatellite instability (MSI) in tumors and
cell lines is practically pathognomonic for MMR deficiency. This degree of MSI is
almost always due to mutations affecting both copies of a MMR gene (21–25).

The prototype mismatch repair gene, hMSH2 (human mut-S homolog 2), has been
investigated in urologic malignancies using MSI analysis (26–30) and standard immuno-
logic techniques (31,32). In this chapter, an analysis of MSH2 expression in urologic



malignancies will be used to illustrate these two methods. Microsatellite analysis of
matched normal and tumor genomic DNA and immunohistochemical analysis of MSH2
in prostate tissue will be described in the following sections.

2. Materials

1. Polyacrylamide.
2. a32P-dCTP, 10.0 mCi/mL.
3. Primer Map Pairs (Research Genetics, Huntsville, AL).
4. Ab-2 (FE11) hMSH2 monoclonal antibody (Calbiochem).
5. 10� polymerase chain reaction (PCR) buffer (containing MgCl2), AmpliTaq-1 DNA poly-

merase (Perkin Elmer).
6. 10� dNTP mix: 2 mM dGTP, 2 mM dATP, 2 mM TTP, 0.025 mM dCTP.
7. Paraffin-embedded surgical specimens for analysis.
8. Biotinylated goat anti-mouse IgG (H � L) (Pierce, Rockford, IL).
9. Antibody detection kits (Vector, Burlingame, CA; or DAKO, Carpenteria, CA).

10. Xylenes, ethanol, hematoxylin and eosin (H&E), glass staining trays and racks.
11. Autodewaxer (Research Genetics, Huntsville, AL).
12. 10� Antigen retrieval (Biogenex, San Ramon, CA).
13. PCR machines.
14. Sequencing gel rigs and power supplies.
15. Cryostat (optional).
16. Automated slide stainer for immunohistochemical analysis (optional).

3. Methods

The methods described below outline microsatellite instability (MSI) analysis of
genomic DNA previously prepared from fresh or paraffin-embedded matched normal
and malignant urologic tissue. Immunohistochemical staining for MSH2 using forma-
lin-fixed paraffin-embedded tissues derived from nonmalignant and malignant urologic
tissues will also be described in detail.

3.1. Microsatellite Analysis

Several variations of microsatellite analysis have been described, depending on the
type of microsatellite (CA, AT, triplet) or mononucleotide tract being amplified and the
investigator’s preference for using radioactive- or fluorescent-labeled primers (see Note
1). The method described here incorporates radioactive dCTP into the PCR product and
is faster and easier to perform, since a separate procedure for primer labeling and purifi-
cation is not required. However, this method requires prior knowledge that the PCR prod-
uct contains at least one deoxycytidine. In addition, this method could potentially bias the
assay for detection of larger repeats, due to higher specific activity in these products.
Similarly, the lower concentration of dCTP in the reaction may influence the PCR reac-
tion and the normal PCR conditions may require modification. Finally, free radioactive
nucleotides pass into the bottom reservoir of the gel rig and therefore liquid radioactive
waste management is desirable. Despite these concerns, this protocol for MSI analysis
has worked well for many different tissue types and many different investigators.
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3.1.1. Genomic DNA for Analysis

Careful preparation of high-quality DNA may be the most important factor for suc-
cessful detection of MSI in urologic and nonurologic malignancies. Many reagents are
commercially available for genomic DNA preparation, and detailed reagent specific
protocols are provided (see Note 2). In some cases, a cryostat may be necessary to assist
in the identification and isolation of tumor cells and minimize contamination with nor-
mal cellular components. The frozen tumor block in OCT compound (Tissue Tek) can
be “sculpted” to obtain sections that are relatively tumor pure (confirmed by H&E stain-
ing of the section) and carefully dissecting away nontumor tissue from the block prior
to preparative sectioning. Assessment of the mounted tumor block before, during, and
after preparative sectioning for DNA ensures that the tissue is enriched for tumor cells.
Since only a few micrograms of DNA are required in PCR-based analyses, a small
amount of pure specimen is preferable to a large amount of a mixed specimen. In ade-
nocarcinoma of the prostate, laser capture microdissection may be necessary for precise
dissection of normal and malignant nuclei prior to DNA purification (33).

3.1.2. Microsatellite Analysis

1. Set up a 10 lL PCR reaction using 10� PCR buffer and 10� dNTP mix.
2. Combine in equal volumes the forward and reverse Map Pair primers into a tube labeled

“primer mix” and use 1 lL in the PCR reaction (see Note 3).
3. Aliquot 10–30 ng of normal or tumor DNA into a reaction tube or well.
4. Add 0.5 lCi per reaction of a-32P-dCTP to the PCR reaction mix and 0.5 U per reaction of

Taq-1 polymerase.
5. Typical settings for MSI analysis using Research Genetics Map Pairs are:

a. 95�C for 30 s.
b. 95�C for 30 s; 55�C for 60 s; 72�C for 60 s.
c. 72�C for 5 min.
d. 4�C hold (optional).
Step 2 is repeated for 27–40 cycles (see Note 4).

6. Add 3 vol of a denaturing loading buffer (95% deionized formamide, 0.05% bromophenol
blue, 0.05% xylene cyanole, and 20 mM NaOH) to the reactions (final volume 40 lL).

7. Denature the PCR products (85–958C for 5–10 min) and load 2.5–10 lL on an 8% poly-
acrylamide sequencing gel (see Note 5).

An autoradiogram of a typical MSI analysis in normal and malignant prostate tissue
is shown in Fig. 1. Preparation of genomic DNA differs depending on the source (fresh
vs archival tissue). In addition, many primers that amplify using DNA prepared from
fresh tissue may not amplify using DNA prepared from paraffin embedded tissue (see
Note 6).

3.2. MSH2 Immunohistochemistry

Immunohistochemical detection of MMR proteins has been described in different his-
tologic tissues (26,27,34–36). The monoclonal antibody Ab-2 (FE-11) has been success-
fully used in paraffin-embedded urologic tumors and is directed to the carboxy terminal
portion of the hMSH2 protein product (34). Although other antibodies have been used in
archival materials, the Ab-2 (FE-11) antibody was used exclusively for this protocol.
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3.2.1. Tissues for Analysis

This protocol has been used successfully in paraffin-embedded tissue from bladder
(26), prostate (37), testis, and kidney (Velasco and Leach, unpublished) carcinomas.
However, slight modifications have been used to optimize the staining depending on his-
tology and the detection kit used (see Note 7). Examples of immunohistochemistry
using formalin-fixed paraffin-embedded prostate specimens are shown in Fig. 2.

3.2.2. Immunohistochemistry Protocol

1. Obtain pathologic blocks of the urologic tissue of interest. H&E stains should be available
and reviewed prior to beginning any immunohistochemical analysis (see Note 8).

2. Obtain 6-lm-thick sections of interest. Be sure to obtain extra unstained sections for unex-
pected repeat experiments, positive and negative controls.

3. The sections should be processed on charged slides, heated to 65�C for 30 min and cooled
to room temperature prior to immunohistochemical analysis.

4. Deparaffinize the sections by soaking the slides in Autodewaxer solution (Research Genet-
ics, Huntsville, AL) and microwaving for 4 min at maximal power.

5. Cool slides to room temperature, then place in 3 changes of xylenes for a total of 30 min.
6. Rehydrate the sections by soaking in 2 changes of 100% ethanol; 2 changes of 95% ethanol;

once in 70% ethanol; once in 50% ethanol; and finally distilled water for 5 min at room tem-
perature each step.

7. Antigen retrieval is carried out by placing the slides in 1� antigen retrieval and microwav-
ing at high power for a total of 5–7 min with 30-s pulses (30 s on and 30 s off). Actual
microwaving is only 2.5–3.5 min, and this prevents the solution from boiling over and/or
evaporating too quickly.

8. Let the slides cool to room temperature for 15–20 min, then wash for a total of 30 min in
phosphate-buffered saline (PBS) without calcium or magnesium. The slides can be stored
overnight at 4�C in PBS at this point.

9. Treat slides with proteinase K at 12.5–25-lg/mL in PBS for 5–30 min at room temperature
(see Note 9).
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Fig. 1. Microsatellite analysis using normal (N) and tumor (T) genomic DNA from laser-captured
microdissected nuclei from paraffin-embedded prostate cancer specimens. An example of no
detectable microsatellite instability is shown in panel 1; an increase shift in the homozygous normal
alleles is shown in panel 2; a decrease shift seen in the homozygous normal alleles is shown in panel
3; an increase shift in the smaller normal allele is shown in panel 4; a decrease shift in one of the
homozygous alleles is shown in panel 5. Examples shown used primer Map Pairs described in text.



10. Block endogenous peroxidase activity by incubating slides in methanol containing 0.3%
hydrogen peroxide. This solution should be made fresh for each experiment.

11. Rinse slides for a total of 30 min in 3 changes of PBS.
12. Block slides with the 50% goat serum in PBS for 1 h at room temperature.
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Fig. 2. Immunohistochemical analysis of MSH2 expression in benign and malignant prostate tis-
sue. (A) Moderate to high-staining nuclei seen in the cancer cells (Ca) shown to the left of the stro-
ma (St) separating cancer from the benign prostate gland seen to the right (NI). Basal cell staining can
be seen in the benign gland. (B) Low nuclear staining seen in prostate cancer cells relative to the stro-
mal staining. (C) Moderate staining seen in cribriform pattern prostate cancer. All specimens were
counterstained with methyl green.



13. Add the MSH2 Ab-2 monoclonal antibody at 2–4 lg/mL for at least 2 h at room tempera-
ture or overnight in a humidified chamber at room temperature (see Note 10).

14. Wash for total of 30 min in PBS for 3 changes at room temperature.
15. Add secondary antibody, biotinylated goat anti-mouse IgG (1-mg/mL) diluted 1/200 in 50%

goat serum for 45–60 min at room temperature.
16. Wash for a total of 30 min in 3 changes of PBS.
17. Develop with DAB using any commercially available detection kit that uses conjugated

streptavidin-peroxidase substrates (Vector or DAKO). Addition of nickel gives a black sig-
nal that is preferable for methyl green (Vector) nuclear counterstaining (optional).

18. Dehydrate the slides in 70% ethanol, 2 changes of 95% ethanol, 2 changes of 100% ethanol
for 5 min each, then 2 changes of xylenes for 5 min each.

19. Mount the slides using Permount (Fisher Scientific) and cover slips (Corning).
20. Score the immunohistochemical staining using independent observers (see Note 11).

4. Notes

1. Microsatellite instability assays can also be performed using primers tagged with 32P or a
florescent dye. The radiolabeled primers can be used in standard PCR reactions and autora-
diography. Florescent primers eliminate radioactivity but require special equipment, soft-
ware, and experience for analysis and interpretation.

2. Commercial kits for preparation of high-quality DNA are available. The source of DNA
(blood, fresh tissue, or formalin fixed paraffin-embedded) is an important variable as to
which reagents to use. A basic laboratory handbook can provide protocols and general prin-
ciples for DNA extraction from mammalian cells and tissue. Preparation of DNA from blood
requires separation of the leukocytes from red blood cells prior to purification (Gentra Sys-
tems, Minneapolis, MN). Preparation of DNA from paraffin is somewhat empiric and has
been described previously (33,37).

3. Map Pairs from Research Genetics are supplied at 20 lM. Equal volumes of the forward and
reverse primers are combined to form a “primer mix” for the microsatellite locus of inter-
est. Alternatively, 0.5 lL of each primer could be independently added to the PCR reaction.

4. The number of cycles used for PCR amplification depends on the amount and quality of
DNA present in the reaction. In general, the fewest number of cycles that give a robust, reli-
able, and reproducible signal should be used. DNA from fresh tissue may require only 27
cycles, while DNA from formalin-fixed paraffin-embedded laser-captured prostate speci-
mens required up to 40 cycles (Fig. 1).

5. The amount of PCR reaction loaded onto the gel is determined empirically. In general, the
smaller the amount loaded the better. The remainder of the sample can be stored at –20�C
for at least 7 d.

6. Research genetics Map Pairs that have been used successfully in MSI analysis of DNA pre-
pared from archival prostate specimens are D3s1283, D3s1293, D9s66, and D9s113.

7. Conjugated streptavidin–peroxidase complexes have worked the best. Ultrasensitive kits
may require lowering the amount of primary antibody or incubation times to decrease back-
ground staining. Some specimens, such as from bladder, tend to have high background in
the normal tissue. Shorter incubation times for primary and secondary antibodies, decreased
amount of primary antibody, meticulous wash cycles, and decreased signal development
time will enhance signal to noise.

8. Be sure that the sections to be analyzed contain tumor confirmed by a pathologist if this is
the goal of the analysis.
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9. The amount and length of time for this step is empirical. For the analysis shown, proteinase
K (GibcoBRL) was used at 12.5 lg/mL for 15 min at room temperature.

10. For most procedures, the specimen is incubated overnight with the primary antibody; how-
ever, incubations as short as 2 h can be used, especially when using high-sensitivity detec-
tion systems and when high background exists.

11. In this protocol, MSH2 staining in urologic malignancies is graded relative to the stromal
staining. A scale of 0–4� is used for staining intensity, with 0 being no nuclear staining seen
in tumor cells. 0–1�, 1�, or 1–2� is low staining, similar to or slightly greater than the
stromal cells; 2� or 2–3� is moderate staining that is significantly greater than the stromal
cell staining; while 3�, 3–4�, or 4� staining is high staining and is substantially more
intense than stromal cell staining. The staining pattern using this antibody is fairly uniform
(75% or greater of the tumor cells stain at a given intensity level and less than 10% of the
tumor cells stain in absent staining) once conditions are optimized. The intensity scale allows
for some subjectivity, although agreement among three observers was high in one study (37).
Absent to low-staining should be grouped together, and moderate and high-staining speci-
mens considered together to compensate for subjectivity and experimental variability. Using
this grading system, a clinically useful grouping was identified and absent to low-staining
specimens correlated with detection of MSI in prostate cancer (37).
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