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Copyright 8 2006 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-31294-3



Also of Interest

Heller, K. J. (Ed.)

Genetically Engineered Food

Methods and Detection

2003

ISBN 3-527-30309-X

Ziegler, H., Ziegler, E. (Eds.)

Flavourings

Production, Composition, Applications, Regulations

2006

ISBN 3-527-31406-7

Brennan, J. G. (Ed.)

Food Processing Handbook

2006

ISBN 3-527-30719-2

Buchholz, K., Kasche, V., Bornscheuer, U. T.

Biocatalysts and Enzyme Technology

2005

ISBN 3-527-30497-5

Kaput, J.

Nutritional Genomics:

Discovering the Path to Personalized Nutrition

2006

ISBN 0-471-68319-1



Nutritional Genomics

Impact on Health and Disease

Edited by Regina Brigelius-Flohé and Hans-Georg Joost
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Prof. Dr. Dr. Hans-Georg-Joost

German Inst. of Human Nutrition,

Potsdam-Rehbruecke

A.-Scheunert-Allee 114-116

14558 Nuthetal

Germany

9 All books published by Wiley-VCH are carefully

produced. Nevertheless, authors, editors, and

publisher do not warrant the information

contained in these books, including this book,

to be free of errors. Readers are advised to keep

in mind that statements, data, illustrations,

procedural details or other items may

inadvertently be inaccurate.

Library of Congress Card No.: applied for

British Library Cataloging-in-Publication Data:

A catalogue record for this book is available

from the British Library.

Bibliographic information published by

Die Deutsche Bibliothek

Die Deutsche Bibliothek lists this publication in

the Deutsche Nationalbibliografie; detailed

bibliographic data is available in the Internet at

hhttp://dnb.ddb.dei.

8 2006 WILEY-VCH Verlag GmbH & Co.

KGaA, Weinheim

All rights reserved (including those of

translation into other languages). No part of

this book may be reproduced in any form – by

photoprinting, microfilm, or any other means –

nor transmitted or translated into a machine

language without written permission from the

publishers. Registered names, trademarks, etc.

used in this book, even when not specifically

marked as such, are not to be considered

unprotected by law.

Printed in the Federal Republic of Germany.

Printed on acid-free paper.

Typesetting Asco Typesetters, Hong Kong

Printing Strauss GmbH, Mörlenbach
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Foreword

The idea of creating a book on nutritional genomics was born at the 55th Mosbach

Colloquium in 2004, which covered the topic ‘‘How nutrients influence gene activ-

ity.’’ Regina Brigelius-Flohé and myself had organized this symposium together

with the ‘‘Gesellschaft für Biochemie und Molekularbiologie’’ (GBM) in Germany

with the clear intention of reanimating nutritional sciences and bringing them

back onto the German research and funding agenda.

This discipline, like Sleeping Beauty, appeared to have fallen into a kind of dor-

mancy after a flourishing period in the first half of the last century, when the basic

metabolic pathways had been worked out and most vitamins and trace elements

had been identified as precursors of coenzymes, cofactors, or pro-hormones. With

the rapid advance of molecular biology during the last decade, however, new as-

pects of nutrition appeared on the horizon and the Prince was ready to kiss awake

his Sleeping Beauty. Of primary importance was the discovery that dietary compo-

nents interacted with various transcription factors of the nuclear receptor family

that had previously been known to be affected only by hormones or drugs. More-

over, several ‘‘orphan’’ receptors now have been adopted by their natural ligands,

which constitute nutritive components or are derived therefrom by intermediary

metabolism in the organism. Dietary agents were also found to interfere with in-

tracellular central signaling cascades and to induce gene expression, and the vari-

ability in such food-responsive systems appeared to provide a key to understanding

the differential susceptibility of genetically diverse individuals to food-related dis-

eases.

The Editors, Regina Brigelius-Flohé and Hans-Georg Joost, have succeeded in

bringing together many renowned international experts to present their work in

this new frontier of nutrition research and have managed to cover all the currently

emerging trends in nutritional genomics, ranging from nutrigenomics to nutrige-

netics and to basic receptor research, physiology, and pathophysiology. The book

thus provides a topical state-of-the-art compilation of recent developments in this

exponentially developing field. It certainly deserves a broad readership in the disci-

plines of nutrition, biology, medicine, and life sciences.

Nutritional Genomics. Edited by Regina Brigelius-Flohé and Hans-Georg Joost
Copyright 8 2006 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-31294-3
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The newcomer to the field will enjoy the stimulatory introductory reviews and

may dig deeper into specialized chapters, and the specialists can update and en-

large their horizons while reading the latest news from their expert colleagues.

Josef Köhrle
Charité University Medicine BerlinNovember 2005
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Preface

Nutrition is a key factor in the development of chronic diseases. Nutritional re-

search has therefore evolved from a discipline that determines the required daily

intake of calories and essential macro- and micronutrients into a biomedical

science with a high potential for disease prevention. The food industry has re-

sponded to this awareness by designing foods that not only attempt to satisfy the

hedonic preferences of the consumer but also promise additional health benefits.

The chemical complexity of diets and the equally complex responses of individuals

to a defined diet imply scientific challenges that are easily met neither by the strin-

gent methodology of analytical biochemistry nor by descriptive epidemiology. In-

stead, the concerted approaches of functional genomics promise to provide reliable

and more useful answers within a reasonable time frame.

Within nutritional science, functional genomics comprises two interrelated

areas: the influence of nutrients on the transcriptional activity of genes and the

heterogeneous response of gene variants to nutrients. The former is usually re-

ferred to as ‘‘nutrigenomics’’ and is generally studied with technologies of systems

biology such as transcriptomics, proteomics, and metabolomics. The latter area is

sometimes referred to as ‘‘nutrigenetics’’; its findings are to establish a scientific

basis for the concept of a genotype-based, personalized nutrition. The title ‘‘Nutri-

tional Genomics’’ is used to indicate that this book intends to cover progress made

in both areas.

The first part of this book is devoted to the impact of particular food components

on the machinery of gene expression. One of the introductory chapters elaborates

on the potential blessings and limitations of current technologies in nutritional

science. Another summarizes the state of the art in nuclear receptor research,

which has for long remained a domain of endocrinology and pharmacology but is

gaining increasing interest in nutritional science. In fact, many of these receptors,

in particular the so-called orphan ones, turn out to respond specifically to dietary

components with transcriptional activation or repression. In the following chapters

particular aspects of food-responsive gene activities are presented by renowned

experts, each chapter addressing, as far as possible, the molecular mechanisms,

micro- or macronutrients involved, and the potential or established relevance to

human health.

Nutritional Genomics. Edited by Regina Brigelius-Flohé and Hans-Georg Joost
Copyright 8 2006 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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In Part III the problems of predispositions to food-related diseases are

addressed. Clearly, the etiology and course of several complex diseases are associ-

ated with nutritional habits. For example, hypertension may depend on sodium

intake and other dietary parameters, diabetes is a consequence of abdominal obe-

sity, and obesity is to a large part due to a hypercaloric, energy-dense nutrition (the

so-called cafeteria diet). There are also clear associations between dietary parame-

ters in certain types of cancer as well as in inflammatory diseases. Yet individuals

by no means respond identically to diets that are generally considered unhealthy

nor is a ‘‘healthy diet’’ equally tolerated by everybody. This is because the genetic

basis of related diseases is heterogeneous and, accordingly, the functional response

to nutrients differs between individuals. Current research, therefore, aims to iden-

tify the variability of food-responsive genes that modulate the quality of the re-

sponse and thus determine disease risks or other nutrition-dependent outcomes.

The current knowledge on the genetics of some nutrition-associated diseases that

is compiled here will reveal that the concept of a personalized nutrition, although

being tested for particular conditions, still remains over the horizon.

The Editors wish to thank all the authors who have put considerable effort into

their contributions, thereby providing a detailed overview on this exciting and rap-

idly advancing area of research. They also hope that this compilation of research

frontiers will help readers to discriminate between fact and fiction and to plan their

future with more certainty, whether in terms of nutritional research or personal

lifestyle.

Nuthetal, November 2005 Regina Brigelius-Flohé
Hans-Georg Joost
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Lille 2

1, rue du Professeur Calmette

59019 Lille Cedex

France

Catherine Stevenson
MRC Epidemiology Unit

Strangeways Research Laboratory

Worts Causeway

Cambridge CB1 8RN

UK

Frédéric Varnat
University of Lausanne

Center for Integrative Genomics

Genopode

1015 Lausanne

Switzerland

Peter K. Vogt
The Scripps Research Institute

Department of Molecular and Experimental

Medicine

Institute of Oncovirology

10550 North Torrey Pines Road, BCC239

La Jolla

California 92037

USA

Emilie Voltz
Department of Cell Biology and Signal

Transduction

Institut de Génétique et de Biologie
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1

Nutritional Genomics: Concepts, Tools

and Expectations

Hannelore Daniel and Uwe Wenzel

1.1

Nutrigenomics: Just Another ‘‘omic’’?

The age of nutrigenomics is already upon us. Various new programs in molecular

nutrition research have been launched in Europe, Asia, and the US under the

heading of nutrigenomics. We may for this review consider nutrigenomics as the

science that seeks to provide a molecular understanding for how diets and com-

mon dietary constituents affect mammalian metabolism and health by altering

gene/protein expression on basis of an individual’s genetic makeup.

Although nutrigenomics represents in the first place just another ‘‘omic,’’ it

clearly induces a conceptual shift in nutritional sciences by moving the genome

into the center of all the processes that essentially determine mammalian metabo-

lism in health and disease. Moreover, for the first time, nutritional science speaks

the same language and uses the same tools as the other biomedical sciences and

this is going to change the face of nutrition research. Nutritional sciences is func-

tional genomics ‘‘par excellence’’ and will thereby move the discipline into the

heart of biological sciences. Unlike other environmental factors, nutrients, non-

nutrient components of foods, and xenobiotics in foods have huge variability in

dose and time and hit a rather static genome, affecting the function of a large

number of proteins encoded by the respective mRNA molecules that are expressed

in a certain cell, organ or organism. Alterations of mRNA levels and in turn of the

corresponding protein levels are critical parameters in controlling the flux of a nu-

trient or metabolite through a biochemical pathway. Nutrients and non-nutrient

components of foods, diets, and lifestyle can affect essentially every step in the

flow of genetic information from gene expression control to protein synthesis, pro-

tein degradation, and allosteric control and consequently alter metabolic functions

in the most complex ways (Fig. 1.1).

The advent of high-throughput technologies has led to the rapid accumulation of

biological data, ranging from complete genomic sequences, transcripts, proteome

and metabolome profiles as well as the first protein–protein interaction maps.

Referred to as ‘‘omics’’, these parallel approaches are usually classified by the mea-

sured target molecules. Transcriptomics determines the transcript levels or pat-
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terns of subclasses or even of all expressed genes of a given genome. Likewise, pro-

teomics refers to the analysis of the protein complement and metabolomics (also

called metabonomics) determines in parallel the accessible metabolites in a cell,

tissue, organ, or organism. The data output of these approaches is enormous and

often overwhelms our ability to understand the underlying biological processes.

Nutritional science in the past was characterized by well-defined experimental

studies based on the experience and knowledge that there is hardly anything else

as difficult to standardize as mammalian nutrition. In terms of the biological read-

outs of nutritional studies, in most cases only a few parameters could be deter-

mined simultaneously. The conceptual shift in biological science towards applica-

tion of high-throughput profiling technologies poses a particular challenge to

nutrition researchers as they now have additionally to handle huge data sets de-

rived from the ‘‘omic’’ approaches. How can we use this information to build met-

abolic topology maps that are easy to comprehend and to interpret and that allow

us to navigate to the specific information that we need? Here nutritional science

Fig. 1.1. Nutrigenomics as the paradigm for

research on environment–genome interactions.

Nutritional factors can affect essentially every

step from information storage and retrieval, to

processing and the execution of biological

processes. The emerging new profiling

technologies as well as data processing and

interpretation tools make the corresponding

adaptive changes of mammalian metabolism

on a global scale accessible.
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clearly relies on the new systems biology tools of pathway construction that are

based on concepts of control theory, numerical analysis, and stochastic processes.

Although systems biology is dependent on ‘‘omics’’ and technologies for data in-

put, it really encompasses the design and use of new analysis tools, and the devel-

opment of new ways to represent data in a meaningful manner. Nutritional sys-

tems biology is the high end of systems biology when it comes to describing the

highly diverse changes in metabolism occurring at the same time in different

organs or even within an organ in its different cell populations.

1.1.1

What makes Nutrigenomic Research Exceptional?

In contrast to applications of the profiling technologies in drug discovery or toxicol-

ogy testing, nutrigenomics deals with some exceptional problems. Drug and xeno-

biotic testing usually determines the consequences of just one compound on the

background of a limited number of relevant genes but an otherwise fairly stable

environment. Of course, the test compounds may undergo extensive metabolism

and the bioactivity could as an integrated read-out result from both the parent

compound and the metabolite(s). However, assessing the metabolic response to

complex foods is like looking at hundreds of test compounds at the same time

and a highly diverse response over time and spatial location (i.e. organ, cell type

in an organ).

The human genome and the genetic variation within the human population

are the result of high and persistent evolutionary pressures via processes of gene

mutation, selection, and random drift. Nutrition has thereby shaped the human

genome like no other environmental factor. Individual dietary components can af-

fect gene mutation rates and nutrient availability affects, for example, fetal viability

and modifies the penetrance of deleterious genetic lesions [1–5].

As part of the evolutionary pressure it was essential for life that mammals can

adapt quickly to changes in their nutritional environment while maintaining me-

tabolism to satisfy the needs of a high rate of ATP production and the production

of all building blocks required for cell and tissue renewal and maintenance. Adap-

tation to food availability in terms of energy as well as individual (essential) nu-

trients requires very fast but also sustained responses that simultaneously change

a huge set of interconnected metabolic processes. This is mainly achieved by

hormones that can be classified by their chemical nature (i.e. peptide hormones,

amino acid derivatives, or steroids) and/or the mode and time frame of their

action. When looking at the effects of a diet on the genetic response, individual nu-

trients such as carbohydrates, lipids, proteins, or minerals such as calcium directly

affect hormone secretion and these hormones adjust cellular functions via specific

receptors and a multitude of intracellular signaling events for allowing the re-

quired metabolic changes to occur within milliseconds and/or by sustained re-

sponses over hours. Moreover, certain nutrients and metabolites directly affect

gene expression via interaction with specific cellular targets, including nuclear re-

ceptors and response elements, and thereby mediate the integration of extracellular
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signals (hormones) and signals from the intracellular environment. Allosteric con-

trol mechanisms of protein functions are also an integral part of this synchroniza-

tion of signal inputs from the extracellular and intracellular environment. Figure

1.2 provides a simplified view of the integrative nature of the input signals for

adjusting metabolism to alterations in the nutritional environment. They key ques-

Fig. 1.2. A simplified model depicting the integrative nature of

signal processing for transmitting changes in the nutritional

environment into the adaptation of the transcriptome,

proteome, and metabolome of a cell system.
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tion is whether the ‘‘omics’’ technologies combined with advanced data analysis

and interpretation tools allow us to reconstruct and understand the underlying

sensing and signal integration mechanisms and their multidimensional wiring

that in the end permit cells to regulate rates of nutrient transport and storage

capacity, to fine-tune the flux of intermediates through metabolic routes and

branching points, and to restructure the cellular transcriptome and proteome.

1.1.2

Transcript Profiling in Nutrition Research

For historical reasons, transcript profiling has dominated high-throughput ge-

nomic studies in mammalian systems since this technology has been around for

quite some time [6–9]. Moreover, various commercial systems for easy-to-handle

array-based screening applications are available [6–10]. Transcript-profiling experi-

ments so far have often followed a simple experimental design in which, for exam-

ple, cells or organisms are exposed to an altered nutritional environment (absence

or presence of a particular compound) and are then assayed for changes in gene

expression [11–13]. These first-generation experiments led to the general conclu-

sion that the cells often respond to quite different environmental conditions with

an overlapping response of a battery of genes, although these outputs most proba-

bly originate from multiple signaling pathways.

Most microarray studies in the nutrigenomics area so far have the character of

snapshots. Based on the high costs of the arrays, pooled RNA samples and/or

only a few arrays have been used for analysis. To come from the snapshot approach

to more consistent and reliable data, time-series of changes in gene expression as

well as repeated and statistically valid measurements are required. As the costs of

commercial arrays are expected to drop considerably in the future and as more

small-scale targeted and cheaper arrays become available, better microarray data

are expected to be produced. It is also essential that the procedures of how the

study was conducted and how the array experiments have been performed are

well described and data need to be collected and deposited in a standardized for-

mat. ArrayExpress (www.ebi.ac.uk/arrayexpress) [14] is the database for collecting

information about microarray experiments and is provided by the European Bio-

informatics Institute (EBI). ArrayExpress is the world’s first database for storage

of microarray information that conforms agreed community standards of MIAME

(Minimum Information About a Microarray Experiment) devised by the Micro-

array Gene Expression Data (MGED) Society (www.mged.org) [15]. Since the nu-

tritional science community has no tradition yet in using transcriptome analysis

tools it is advised to adopt these standards quickly. Under the umbrella of the

European Nutrigenomics Organization (www.nugo.org) a first nutrigenomics-

specified MIAME version has been developed and this should in the future allow

via ArrayExpress the sharing of vast amounts of microarray-based data with the

global science community. In addition, many journals require or recommend au-

thors of microarray data-based papers to submit their data to a MIAME-compliant

database.
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In its application as a screening approach to nutrition- or nutrient-dependent

gene expression analysis, transcript profiling may lead to numerous newly identi-

fied genes/mRNA species that respond – not necessarily as expected – to the par-

ticular treatment. Before starting to bring a biological meaning into the observa-

tion it is highly recommended to use an independent method such as reverse

transcriptase polymerase chain reaction (RT-PCR) or Northern blotting to check

the magnitude of the changes in the mRNA level of the identified target gene(s),

as the reliability of gene expression changes depends on a variety of parameters

and particularly on the applied normalization method. In most cases, array data

slightly underestimate the changes in transcript levels but there is also often a con-

siderable number of transcripts that are not confirmed as significantly changed

in level when assayed by other methods. Nevertheless, global transcript profiling

can be seen as an expedition into the terra incognita of molecular nutrition by

identifying novel genes, mechanisms and/or pathways by which a dietary maneu-

ver changes cell physiology. The downside of transcriptomics is that one can get

lost in the attempt to understand why the changes happen and although hours of

scanning of the relevant literature is a rewarding learning exercise it may not pro-

vide the answer.

Although currently mainly used in basic science applications, global gene ex-

pression analysis is beginning to move from the laboratories to large-scale clinical

trials as a tool in diagnostics [16–18]. In the field of human nutrition, signatures or

unique patterns of gene expression profiles are expected to be used to describe a

nutritional condition or may even allow disease states – even preclinical ones – to

be determined [19]. The potential of this technology to improve diagnosis and

tailored treatment of human diseases becomes obvious in the area of cancer diag-

nosis. Several comprehensive studies have demonstrated the utility of gene expres-

sion profiles for the classification of tumors into characteristic and clinically rele-

vant subtypes and the prediction of clinical outcomes [16–18, 20, 21]. Applied to

human nutrition, gene expression profiling is of course limited (a) by the available

cells that should preferentially be obtained by non-invasive techniques, (b) by the

genetic heterogeneity of the human population, and (c) by the highly diverse di-

etary habits and lifestyles. Nevertheless, transcriptome analysis studies for explor-

ing whether characteristic patterns or signatures reflecting the nutritional status in

a human population can be obtained need to be performed to explore the scientific

and diagnostic value of this technology.

1.1.3

Proteome Profiling in Nutritional Sciences

The term ‘‘proteome’’ was introduced as the complement of the genome and re-

lates to the goal of determining all transcribed and translated open reading frames

from a given genome. Analysis of the proteome is beginning to emerge as a second

high-throughput tool for nutrition research. The revival of two-dimensional gel

electrophoresis (2D-PAGE) but with high resolution, the advanced instrumentation

and elegant software tools now available for gel analysis, and the enormous ad-
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vancements in mass spectrometry have made proteomics applications a practical

alternative screening method in the nutrigenomics tool box.

2D-PAGE separates proteins according to charge (isoelectric point: pI) by isoelec-

tric focusing (IEF) in the first dimension and according to size (molecular mass) by

sodium dodecyl sulfate PAGE (SDS-PAGE) in the second dimension. It therefore

has a unique capacity for the resolution of complex mixtures of proteins, permit-

ting the simultaneous analysis of hundreds or even thousands of gene products

[22]. However, not all proteins are resolved and separated equally well by 2D-

PAGE. Very alkaline, hydrophobic, and integral membrane proteins as well as

high molecular weight proteins are still a problem. In some cases, a prefractiona-

tion according to cellular compartment (membranes, microsomes, cytosol, mito-

chondria) or according to protein solubility by classical means may be necessary

[23, 24]. In addition, proteins of low cellular abundance, which may be particularly

important in view of their cellular functions for example in signaling pathways, are

still very difficult to be resolved in the presence of large quantities of housekeeping

proteins [25]. However, new concepts are constantly being developed that employ

for example tagging techniques [26] or enrich the minor proteins prior to separa-

tion in 2D gels.

The most common procedure for the identification of a protein spot in a gel is

currently the peptide mapping or ‘‘fingerprint’’ analysis, but other techniques and

approaches can also be applied. For peptide mapping, protein-containing spots are

excised from the gel before the gel is altered chemically to make the protein acces-

sible for hydrolysis by a protease such as trypsin [27]. Based on this site-specific

enzymatic hydrolysis, a distinct and characteristic pattern of peptide fragments of

a given protein serves as the peptide mass fingerprint. The mixture of peptides iso-

lated by digestion with the protease is usually submitted to matrix-assisted laser

desorption/ionization time-of-flight mass spectrometry (MALDI-TOF-MS) analysis

to determine the corresponding peptide masses that are characteristic for a given

protein. The mass spectrum obtained is submitted to computer programs that

apply various algorithms for interpretation of the peptide pattern and to predict

the protein based on a comparison with masses predicted by ‘‘virtual digestion’’ of

identified open reading frames in a given genome [28]. Post-translational modifica-

tions of proteins such as addition of phosphate groups, hydroxylations at lysine or

proline residues, glycosylations, or addition of fatty acids may also be identified by

fragment analysis and structural TOF (FAST) or other techniques. Deviations of

measured from predicted masses may be due to polymorphisms in coding se-

quences with subtle amino acid substitutions or even more pronounced with de-

letions or insertions. Such changes in the primary sequence can be resolved but

strongly depend on the type of substitution and may require internal peptide

Edman sequencing or more advanced mass analysis by electrospray ionization

mass spectroscopy.

It needs to be emphasized here that proteome analysis is straightforward if one

assesses the effects of a treatment for example in cultured cells or cell lines since

here a homogeneous population of cells is analyzed. When tissue samples are

utilized that contain different cell populations with different expression profiles,
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proteome analysis becomes a difficult task and may require the separation of the

different cell populations by means of cell-specific surface markers and immuno-

affinity techniques or by laser-driven microdissection approaches [29, 30]. The fu-

ture of more simple proteome analysis tools may be the use of antibody libraries

that contain specific antibodies raised against any expressed open reading frame

and taking proteome analysis onto the format of high-throughput microplate as-

says that allow essentially every protein to be identified and quantified easily [31].

There are only very few examples of proteome analysis studies in nutrition re-

search. However, proteome analysis is an interesting tool that assesses changes of

the steady-state protein levels as the prime functional units without the need for

proof and the worry that changes in the transcript level may not translate into cor-

responding changes in the level of the encoded protein. Combining transcriptome

and proteome techniques in analysis of the same sample has the charm of assess-

ing both layers of information flow in adaptation of metabolism and to separate

true co-regulation processes and seemingly uncoupled changes in mRNA and cor-

responding protein level simultaneously.

1.1.4

Metabolite Profiling in Nutritional Science

Various new approaches to assess globally the pattern and concentrations of a vast

spectrum of metabolites in biological samples are currently under development.

Metabolomics or metabolite profiling techniques are mainly based on gas chroma-

tography combined with mass spectrometry (GC/MS) or liquid chromatography in

combination either with electrospray ionization/mass spectrometry (LC/ESI/MS)

or with nuclear magnetic resonance spectroscopy (LC/NMR). In contrast to ge-

nome, transcriptome, and proteome profiling technologies, which monitor target

molecules of similar chemical nature such as DNA, RNA, and proteins, metabolite

profiling has to deal with metabolites that vary considerably in chemical nature,

molecular weight, and physical properties. This is a real challenge for analytical

techniques and consequently there is no single analytical platform that allows the

multiparallel analysis of the complete metabolome. However, GC/MS- and LC/

NMR-based technologies have proven to be valid in producing robust metabolite

profiles from biological samples. Similar to data from transcriptome and proteome

analysis, metabolite fingerprints may be used to generate and refine metabolic

pathway maps and to identify co-regulation phenomena of whole metabolic net-

works or functional modules. A variety of statistical methods and visualization

tools, such as the principal component analysis, can be used to describe the mostly

pleiotropic changes in metabolite spectra.

It needs to be emphasized that at the current state of technology only around

20% of the metabolites present in the mammalian cell can be identified and reli-

ably annotated. To determine the nature of the fast growing number of the yet un-

known analytes requires a huge international effort to turn metabolomics into a

more powerful tool. The number of metabolites in a typical eukaryotic organism

is predicted to range from 4000 to 20 000 individual compounds [32]. Although
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this number is impressively high and may be frightening, metabolite spectra re-

duce the number of components to deal with compared with the much higher

number of mRNA and protein entities dealt with when performing transcript and

proteome profiling.

Similar to the other high-throughput approaches, data obtained from metabolo-

mics need highly standardized formats for disposition and their linkage to inter-

pretation tools. A consortium recently has outlined these requirements and has

given a framework by using examples from plant metabolomics [33].

As in most areas of post-genomic profiling technologies, nutritional science is

way behind other fields such as microbiology, plant sciences, or drug and environ-

mental toxicology in applying metabolomics approaches. It is obvious that body

fluids such as serum or urine that can be obtained easily are primarily used in

both animal and human studies to assess the signatures of the contained metabo-

lites. In most cases 1H nuclear magnetic resonance (NMR) spectroscopic analysis

is applied to the body fluid samples from animal or human studies [34, 35]. The

obtained complex metabolic profiles are usually submitted to multivariate statis-

tical analysis to obtain patterns. Such a pattern-recognition analysis of NMR

spectroscopic data can be performed without the need to assign all of the spectral

peaks to specific metabolites before analysis and even provides time-related meta-

bolic changes. Various examples applied in toxicology research – mainly in rodent

models with urine sample NMR analysis – demonstrate the power of the tech-

niques. The most impressive metabonomics study in humans was performed with

serum samples of normal volunteers and patients at various stages of coronary

heart disease. Based on pattern-recognition analysis not only the presence but also

the severity of the disease could be determined based on the NMR spectra [36]. It

can be envisaged that the technology will soon be taken into population screening.

A first urine sample NMR-based screen of 150 volunteers from Britain and Swe-

den has recently been reported [37]. The urine samples analysed via principal com-

ponent analysis displayed characteristic differences related to dietary and cultural

habits between the subjects of both countries. Various centers dedicated to nutri-

tional sciences in Europe and the US have identified metabolomics as their strate-

gic field in the nutrigenomics area and we expect to see a rapid increase in the

number of studies in this area. It is anticipated that metabolite screens will be

used to identify signatures that resemble certain dietary habits, that define the

intake of particular food components, or that classify disease states linked to nutri-

tion and nutrient intake.

1.1.4.1 Metabonomics Goes Dynamic

The next level of metabolite analysis uses advanced mass spectrometry and NMR

to assess the route of individual metabolites by isotope tracer techniques. The

labeling of a compound in vivo with stable isotopes enables the biosynthesis of dif-

ferentially mass-labeled metabolite mixtures, which then can be detected by mass

isotopomer ratio analysis to follow the flow of atoms through metabolites and

pathways and help to identify the molecular switches that guide the compounds

through metabolic chains [38]. The beauty of the application of mass isotopomer
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analysis in combination with powerful calculation algorithms for the quantification

of intracellular metabolic fluxes has recently been demonstrated for central carbon

metabolism in Escherichia coli. The proposed new method proved to be reliable and

capable of obtaining information on the biochemical changes involved in the

regulation of acetate and glucose metabolism in E. coli K12 cells [39]. As nutri-

tional science has expertise in applying stable isotopes in human studies for the

characterization of metabolic processes, metabolomics combined with isotopomer

ratio analysis to assess metabolic isotope fluxes, for example in genetically well-

characterized individuals or subgroups, is the arena for the next generation of nu-

trition researchers.

1.1.5

Cell Biology and Genetic Tools for Nutrigenomics Research

Conceptually, nutrigenomics research is based on either gene-driven or phenotype-

driven approaches. The gene-driven approaches use genomic information for iden-

tifying, cloning, expressing, and characterizing genes and their products at the mo-

lecular level. As we are still far from understanding the role of every encoded open

reading frame in a mammalian genome, animal models are of central importance

for assigning genes to functions. Phenotype-driven approaches characterize phe-

notypes of naturally occurring variants to identify the genes, the relevant single-

nucleotide polymorphisms (SNP) or haplotypes that are either responsible for or

associated (in statistical terms) with the particular phenotype. In most cases this

is done without knowing the exact underlying molecular mechanisms. Of course,

the two strategies are highly complementary at virtually all levels of analysis and

lead collectively to the correlation of genotypes and phenotypes. Because nature

has not provided human inborn errors of metabolism that demonstrate the pheno-

typical consequences of individual gene or protein malfunction, the role of single

genes or groups of genes in the makeup of metabolism needs to be analyzed in

more simple models than humans. Targeted gene inactivation (‘‘knock-out’’) or se-

lective overexpression (‘‘knock-in’’) models employing experimental animals from

fruitflies (Drosophila melanogaster) to nematodes (Caenorhabditis elegans) or mice

and rats or human cell lines will eventually reveal the roles that individual genes

play in the orchestrated way metabolism works. These approaches have already

produced a large number of animal lines missing one or several genes or over-

expressing others. The availability of the large-scale knockout collections will accel-

erate the wet-laboratory work necessary to provide an understanding of the biolog-

ical roles of the various players in nutrition-triggered signal transduction and gene

regulation processes. Although very elegant as genetic tools to unravel metabolic

changes, unfortunately, these maneuvers quite often do not produce the predicted

or any distinct phenotype.

The more advanced transgenic technologies in animals through controlled cell-

or organ-specific and/or time-dependent gene inactivation or induction of expres-

sion allow the analysis of phenotypical consequences in even more elegant ways.

They appear also particularly helpful when simple gene disruption is lethal for
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the developing fetus or newborn. In simple cell models and even complex organ-

isms (the best example being Caenorhabditis elegans) RNA interference techniques

(RNAi) have made it easier to suppress or at least markedly reduce expression of

the protein of interest in order to assess the phenotypic consequences [40, 41].

Assigning gene to function is the most critical part and this relies currently on

genetic models. In combining the technologies of targeted gene inactivation and

RNAi or selective overexpression with the ‘‘omics’’ technologies, the annotation of

gene functions is greatly improved but the redundancy in biological systems also

becomes visible.

Understanding the consequences of operational shifts in genetic circuits and cel-

lular systems is and will remain a challenge. In emerging new and sophisticated

metabolic network analysis tools, the metabolites are represented by intercon-

nected nodes that show correlative behavioral changes and the actions of these

metabolic networks are studied on the basis of the strength of correlations between

the metabolites that make up the network [42, 43]. To understand these nodular

systems and to determine the connectivity of the layers of the transcriptome, pro-

teome, and metabolome, comprehensive approaches to measure metabolites, pro-

teins, and/or mRNA simultaneously from the same sample are required.

How do we cope with the data generated by the high-throughput data acquisition

and systems approaches? Well, the best answer appears to be to have someone on

the research team who is expert in the area of analysis of these data and who is

willing to learn a bit of nutritional science, with the nutritionists willing to learn a

bit of advanced statistics and bioinformatics.

1.2

Nutrigenetics – Examples and Limitations

Nutrigenetics aims to understand the effect of genetic variations on the interaction

between the diet and disease or on nutrient requirement. Consequently the major

goal is to identify and characterize gene variants associated or responsible for

differential responses to nutritional factors. In the final stage, nutrigenetics could

provide the rationale for recommendations regarding the risks and benefits of a

particular diet or dietary components based on the individual’s genetic makeup.

The quite impressive variations in the phenotype of ‘‘classical’’ monogenetic dis-

eases such as phenylketonuria or familial hypercholesterolemia, however, tells us

what kind of challenge we are facing when nutrigenetic approaches are applied to

common multifactorial disorders such as diabetes, cardiovascular disease, or can-

cer. Although the methods for detecting single-nucleotide polymorphisms (SNPs)

or haplotypes are improved constantly and the next generation of microarrays that

cover 500 000 SNPs on one chip will be available soon, phenotype analysis and as-

signing alterations in protein functions to an SNP or haplotype is going to be the

pinhole. Although mostly inconclusive, preliminary results involving gene–diet in-

teractions for cardiovascular diseases and cancer suggest that the concept could

work and that we will be able to harness the information contained in our genome.
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Most of the available data are derived from molecular epidemiology studies. As all

multifactorial nutrition-dependent diseases require a long period of exposure to the

same or similar dietary patterns to develop a disease phenotype [44] epidemiologi-

cal studies are the tool of choice to assess genetic variation and disease develop-

ment or progression.

1.2.1

Genes, Diet, and Cardiovascular Disease

Dyslipidemia is commonly associated with the development of atherosclerosis and

can be caused by improper function of a variety of proteins that control lipid ho-

meostasis, such as nuclear factors, binding proteins, apolipoproteins, enzymes, lipo-

protein receptors, and hormones (see also chapter 15). Polymorphisms have been

identified in most of these components and many of the underlying genes have

been explored in terms of diet–gene interactions [45–47]. Amongst these, the apo-
lipoprotein E gene (apoE) is the most intensively studied with regard to its effects

on low-density lipoprotein (LDL)-cholesterol levels in response to dietary interven-

tions. Genetic variation at the apoE locus results from three common alleles in the

population, E4, E3, and E2. However, other genetic variants at the apoE locus have

been described as well [48].

Besides the fact that LDL-cholesterol levels were highest in subjects carrying the

apoE4 isoform [49, 50], this association was especially prominent in populations

consuming diets rich in saturated fats and cholesterol [51]. These epidemiology

data, therefore, indicate that high LDL-cholesterol levels are manifested primarily

in the presence of an atherogenic diet but that an individual’s response to dietary

saturated fat and cholesterol may differ depending on the individual apoE alleles.

However, it needs to be stressed that especially for apoE, investigations of diet–

gene interactions have yielded quite diverse outcomes [46, 47]. Significant diet–

apoE interactions occurred in studies focusing on males, suggesting a significant

gene–gender interaction [46, 47]. Baseline lipid levels seem to affect the outcome

and significant associations were frequently found only in subjects who were mod-

erately hypercholesterolemic. More consistent effects were reported on the impact

of alcohol intake on LDL-cholesterol depending on the apoE genotype in men [52].

A negative association between alcohol consumption and LDL-cholesterol was

found for carriers of apoE2, whereas subjects with apoE4 displayed a positive corre-

lation. Within these genotype studies apoA1 has emerged as a primary candidate

for genetic variability in high-density lipoprotein (HDL) levels and its gene product

plays a crucial role in lipid metabolism and for cardiovascular disease risk [53].

In women it has been found that a G to A transition in the apoA1 gene is asso-

ciated with an increase in HDL-cholesterol levels depending on the dietary intake

of polyunsaturated fatty acids [54]. Similar to this G/A single-nucleotide polymor-

phism in apoA1, increased HDL levels were found to be associated with a homozy-

gous �514(CC) polymorphism in the hepatic lipase gene in response to higher fat

contents in the diet [55]. This increase in the level of protective HDL particles was

interpreted as a defense mechanism that was not found in subjects carrying the TT
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genotype. Interestingly the TT genotype is common in certain ethnic groups, such

as African-Americans, and might help to explain their limited ability to adapt rap-

idly to new nutritional environments [56].

1.2.2

Genes, Diet, and Cancer

Similar to cardiovascular diseases, dietary factors were shown to contribute signifi-

cantly to the development of cancers [57] with the most prominent effects on co-

lon, gastric, and breast cancer (see also chapter 17). Although there are general

guidelines to reduce cancer risk at the population level, a specific protective food

or food component has not been identified [58, 59]. Numerous studies using quan-

titative dietary assessments in large cohort studies and assessing genetic variation

in the cohorts such as the European Prospective Investigation into Cancer and

Nutrition (EPIC) with 519 978 participants in 23 centers in 10 European countries

[60] are being conducted to understand and define the role dietary factors play in

the causes of cancer development on the basis of genetic variations.

One of the polymorphisms that is significantly associated with cancer risk is the

homozygous (TT) form of the methylenetetrahydrofolate reductase (MTHFR) gene.
The cytosine to thymidine substitution, which converts an alanine residue to a va-

line, is relatively common and results, in its homozygous form, in hyperhomocys-

teinemia and an increased cardiovascular disease risk but simultaneously reduced

cancer risk [61, 62]. The MTHFR-TT genotype displays a reduced enzymatic

activity; less 5,10-methylenetetrahydrofolate is used for the remethylation of homo-

cysteine to methionine and hence more substrate appears to be available for thymi-

dine synthesis. In contrast, an increased misincorporation of desoxyuridine nucleo-

tides into DNA in folate deficiency was shown to be mutagenic and this could, for

example, explain the increased colon cancer risk observed in humans with a low

folate status [63]. This example shows the complexity of the problem and the diffi-

culty of transferring these observations to the level of recommendations.

Regarding homocysteine as an atherogenic factor, the recommendation for indi-

viduals with the MTHFR-TT genotype must be to normalize the enzyme activity

and reduce homocysteine levels by higher rates of remethylation to methionine. It

has to be suggested, however, that under conditions where MTHFR activity is nor-

malized, one-carbon flux into the thymidylate cycle may be reduced and, thus, the

protective function of the TT polymorphism with regard to cancer development

may be lost. Although this hypothesis has not yet been proven, an increased risk

for the development of colorectal adenomas was shown for the TT genotype associ-

ated with a low folate, vitamin B12 and B6 intake [64].

Another gene for which polymorphisms seem to predispose to cancers by expo-

sure to food carcinogens is the N-acetyltransferase (NAT) gene (see also chapter 19).

NAT is a phase 2 enzyme that is found in two isoforms (NAT1 and NAT2) and is

involved in the acetylation of heterocyclic aromatic amines (HAA) as found in

heated products. Several polymorphisms have been characterized in NAT1 and

NAT2 and some of these polymorphisms have been related to NAT activities of
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so-called ‘‘slow’’, ‘‘intermediate,’’ or ‘‘fast acetylators.’’ Although the outcome of

studies investigating the association between acetylator phenotype and cancer risk

are quite controversial, the NAT2 fast acetylator genotype consistently revealed a

higher risk of developing colon cancer in people who consumed relatively large

quantities of red meat, which may reflect the greater ability of fast acetylators to

activate aromatic amines within the colon mucosa [65, 66].

Glutathione-S-transferases (GST) have also been studied in detail with respect to

individual cancer risk (see also chapter 19). GSTs are subdivided into the four

classes alpha (A), pi (P), mu (M), and theta (T) and for each class various polymor-

phisms have been described. GSTM1- and GSTT1-null genotypes appear to confer

a high risk for several types of cancer [67]. By their ability for detoxification GSTs

play a crucial role in xenobiotic metabolism and respond to a variety of dietary fac-

tors with changes in expression level [68]. In humans, it has been suggested that

the cancer protective effects (e.g. of cruciferous vegetables) may depend on the

ability to induce GSTs and other phase 2 enzymes [69, 70]. On the other hand, be-

sides toxic compounds they also conjugate isothiocyanates, the active ingredients

of cruciferae, leading to their excretion. Indeed, a significant protective effect of a

high broccoli consumption was only found in subjects with the GSTM1-null geno-
type [71]. The response to isothiocyanates requires the nuclear factor-erythroid 2

p45-related factor 2 (Nrf2). In Nrf2þ=þ but not Nrf2�=� mice isothiocyanates from

broccoli caused a modest increase in GSTM1 and a significant increase in GSTA1/2

and GSTA3 protein [72]. Strain-specific Nrf2 mRNA expression and a T to C tran-

sition in the promoter that co-segregates with susceptibility phenotypes in mice

[73] and the detection of three SNPs and one triplet repeat in the human Nrf2 pro-

moter [74] makes Nrf2 a candidate itself for individual responses to dietary factors

with chemopreventive properties.

Altogether, the examples demonstrate that we are far away from a reasonable

dietary advice for an individual or a subpopulation on the basis of the genetic

makeup. It is important to keep in mind that gene–nutrient interactions can occur

at any time during the process of a disease development and the multistage

process of carcinogenesis is a perfect example. Dietary factors can affect essentially

every step in cancer initiation and development starting at the level of an initial

mutation, by blocking promotion or by stopping progression from the premalig-

nant state to carcinomas or by preventing invasion or metastasis. Only long-term

studies with appropriate population sizes, well-reported dietary intakes and reliable

genotype and phenotype analysis will help to prove the concept of nutrigenetics,

with its final goal of providing a solid scientific basis for individualized ‘‘genotype-

based’’ dietary advice.

1.3

Conclusions

Nutritional genomics is still in its infancy, but it is predicted to rapidly move to

the systems-based ‘‘holistic’’ level by using high-throughput technologies and ad-

16 1 Nutritional Genomics: Concepts, Tools and Expectations



vanced data analysis tools. Transcript, proteome, and metabolite profiling technolo-

gies are constantly being improved and are becoming more convenient but in the

end require a substantial investment in equipment and specialized personnel. Al-

though the new technologies already generate insights into nutrition-dependent

signal transduction mechanisms and gene regulation phenomena, it is obvious

that at present, these studies more often generate hypotheses than deliver true

answers. In spite of the apparent profusion of data that overwhelm us already,

magnitudes of new data are needed to reach the goal of a comprehensive under-

standing of signal transduction and gene regulation phenomena that allow the

adaptation of mammalian metabolism for maintaining health or that may eventu-

ally lead to disease.
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Nuclear Receptors: An Overview

Ana Aranda and Angel Pascual

2.1

The Nuclear Receptor Superfamily

Small lipophilic molecules, such as fat-soluble hormones, vitamins, and intermedi-

ary metabolites, play an important role in the growth, differentiation, metabolism,

reproduction, and morphogenesis of higher organisms and humans. Unlike poly-

peptide hormones that act on membrane-bound receptors and activate signaling

pathways that lead to gene regulation, most cellular actions of the lipophilic hor-

mones are mediated through direct binding to nuclear receptors, which act as

ligand-inducible transcription factors to activate or repress many target genes [1].

The superfamily of nuclear receptors includes the receptors for the lipophilic

hormones, for the active forms of vitamin A (the retinoids) and vitamin D (1,25-

dihydroxyvitamin D3), as well as ‘‘orphan’’ receptors with unknown ligands [2].

That orphan receptors play key roles in development, homeostasis, and disease

has been proven by targeted deletion in mice and by their association with differ-

ent diseases including atherosclerosis, cancer, diabetes, or lipid disorders. Some

orphan receptors may have a still unidentified ligand, but others may act in a

constitutive manner or could be activated by other means, i.e. phosphorylation. In

recent years several orphan receptors have been ‘‘adopted.’’ Some of the novel

ligands are products of lipid metabolism such as fatty acids, leukotrienes, pro-

staglandin and cholesterol derivatives, bile acids, pregnanes, or even benzoate

derivatives [3]. Therefore, as opposed to classic hormones, other ligands originate

intracellularly as metabolic products, which may explain why their role as regula-

tors of nuclear receptors was not previously identified by physiological experimen-

tation. Also, unlike classical endocrine receptors that are activated by high-affinity

ligands with dissociation constants in the nanomolar range, these ‘‘metabolic re-

ceptors’’ are activated by abundant but low-affinity ligands with dissociation con-

stants in the micromolar range.

A list of classical, metabolic, and orphan hormone receptors and their ligands is

shown in Table 2.1. Evolutionary analysis of the receptors has led to a subdivision

into six different subfamilies [4]. One large family is formed by thyroid hormone

receptors (TRs), retinoic acid receptors (RARs), vitamin D receptors (VDRs), and
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peroxisome proliferator-activated receptors (PPARs), as well as different orphan re-

ceptors. Some of these orphan receptors have been recently ‘‘adopted’’ (see Table

2.1). The second subfamily contains the retinoid X receptors (RXRs), together

with chicken ovalbumin upstream stimulators (COUPs), hepatocyte nuclear factor

4 (HNF4), testis receptors (TR2), and receptors involved in eye development (TLX

and PNR). RXRs play an important role in nuclear receptor signaling, as they are

partners for different receptors that bind as heterodimers to DNA. 9-cis-Retinoic
acid binds with high affinity to RXR and it has been widely used to study RXR

signaling. The fatty acid docosahexaenoic acid (DHA) binds with a lower affinity

but could be an endogenous RXR ligand. Ligands for other receptors have not

yet been identified. The third family is formed by the steroid receptors and the

highly related orphan receptors ERRs (estrogen-related receptors). The fourth,

fifth, and sixth subfamilies contain the orphan receptors NGFI-B, FTZ-1/SF-1,

and GCNF, respectively. Most subfamilies appear to be ancient since they have

an arthropod homolog, with the exception of steroid receptors that have no known

homologs.

2.2

Mechanism of Action

Some steroid receptors, such as the glucocortioid receptor (GR), are sequestered in

the cytoplasm by association with a large multiprotein complex of chaperones, in-

cluding Hsp90 and Hsp56. Ligand binding induces dissociation of the complex

and nuclear translocation. More recent data have demonstrated the presence of

unbound receptors for other steroid hormones in the nucleus, with equilibrium be-

tween both cell compartments. Many unliganded non-steroid receptors are located

in the nucleus and can interact directly with chromatin (Fig. 2.1). Once in the nu-

cleus the receptors regulate transcription by binding, generally as dimers, to DNA

sequences termed positive or negative hormone response elements (HREs), nor-

mally located in regulatory regions of target genes [5].

The effects of nuclear receptors on transcription are mediated through recruit-

ment of co-regulators. A subset of receptors binds co-repressors and actively re-

presses target gene expression in the absence of ligand. Upon ligand binding the

receptors undergo a conformational change that causes co-repressor release and

the recruitment of co-activator complexes and transcriptional activation of genes

containing HREs. Nuclear receptors can also regulate expression of genes that do

not contain HREs by modulation of the activity of signaling pathways and tran-

scription factors that bind to the target promoter.

Alternative ligand-independent pathways for activation of nuclear receptors

exist (Fig. 2.1). For example, some receptors can be activated by phosphorylation

mediated by hormones and growth factors that stimulate diverse signal transduc-

tion pathways [6]. These signaling pathways can also affect hormone-mediated

transcription by modification of co-activators and co-repressors. Receptors and co-

regulators are also targets for other modifications such as methylation, acetylation,
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ubiquitination, sumoylation, etc., that can regulate their activity, levels, and local-

ization [7].

Lastly, nuclear receptor ligands can also elicit rapid responses also called ‘‘non-

genomic’’ or ‘‘non-genotropic’’ responses, which are not blocked by inhibitors of

transcription or translation. These rapid actions could be mediated by a fraction of

membrane-associated nuclear receptors, or by occupancy of a putative membrane

receptor coupled through appropriate second-messenger systems to the generation

of the biological response. Through these ‘‘non-genomic’’ mechanisms steroid

hormones can increase intracellular calcium or activate mitogen-activated protein

kinases (MAPKs) or phosphoinositol-3-kinase (PI3K) to provoke cellular effects [8].

The ligand can be generated in three different ways: an active ligand or hormone

can be synthesized in a classical endocrine organ, the ligand may be generated

from a precursor or prohormone within the target cell, and the ligand may be an

endogenous cell metabolite.

Fig. 2.1. Mechanism of action of nuclear

receptors (overview). The unliganded receptor

may have a nuclear location. However, some

steroid receptors are cytoplasmic in the

absence of ligand and ligand binding induces

nuclear translocation. Once in the nucleus the

receptors regulate transcription by binding,

generally as dimers, to hormone response

elements (HREs) located in regulatory regions

of target genes. Activity is regulated by an

exchange of co-repressor (CoR) and co-

activator (CoA) complexes. Receptor activity is

also modulated by hormones and growth

factors that stimulate diverse signal

transduction pathways. Both receptors and

coregulators are targets for phosphorylation

(P) as well as for modifications such as

acetylation (Ac), methylation (Me),

ubiquitination (Ub), or sumolyation (Su), that

regulate their activity, levels or localization.

Ligand binding to nuclear receptors located at

the plasma membrane can also elicit rapid

‘‘non-genomic’’ effects that lead to stimulation

of kinase pathways.
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2.3

Structure of Nuclear Receptors

Nuclear receptors exhibit a modular structure with different regions corresponding

to autonomous functional domains that can be interchanged between related re-

ceptors without loss of function. A typical nuclear receptor consists of a variable

N-terminal region (A/B), a conserved DNA-binding domain (DBD) or region C, a

linker region D, and a conserved E region that contains the ligand-binding domain

(LBD). Some receptors possess also a C-terminal region (F) of unknown function.

A scheme of a nuclear receptor is shown in Fig. 2.2a. The receptors also have re-

gions required for transcriptional activation: a ligand-independent transcriptional

activation function (AF-1) located in the hypervariable A/F region, and a conserved

ligand-dependent transcriptional activation domain, termed AF-2, located in the C-

terminus of the LBD.

2.3.1

The A/B Region

This modulatory region is the most variable both in size and sequence and in

many cases contains an AF-1 domain. Multiple receptor isoforms generated from

a single gene by alternative splicing or by the use of alternative promoters, diverge

in their A/B regions in most cases. On the other hand, the modulatory domain is

Fig. 2.2. (a) Schematic representation of a

nuclear receptor showing the functional

domains. The A/B region contains the ligand-

independent AF-1 transactivation domain. The

DNA-binding domain (DBD) or region C, is

responsible for the recognition of specific DNA

sequences. A variable linker region D connects

the DBD to the conserved E/F region that

contains the ligand-binding domain (LBD) as

well as the dimerization surface and the ligand-

dependent AF-2 transactivation domain. (b) A

diagram of the two zinc fingers and the C-

terminal extension (CTE) of the DBD. In the

zinc fingers four conserved cysteines

coordinate a zinc ion. P box residues are

involved in the discrimination of the response

element. Residues in the second zinc finger

labeled as D box form a dimerization interface.

The CTE contains the T and A boxes critical for

monomeric DNA binding.
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the target for phosphorylation mediated by different signaling pathways and this

modification can significantly affect transcriptional activity.

2.3.2

The DNA-binding Domain

This is the most conserved domain of nuclear receptors, and confers the ability to

recognize specific DNA target sequences (Fig. 2.2b). The DBD contains nine cys-

teines, as well as other residues that are conserved across the nuclear receptor

superfamily and are required for high-affinity DNA binding. This domain com-

prises two ‘‘zinc fingers’’ which span approximately 60–70 amino acids and a C-

terminal extension (CTE), which contains the so-called T and A boxes. In each zinc

finger, four of the invariable cysteines coordinate tetrahedrically one zinc ion.

Amino acids required for discrimination of core DNA recognition motifs are pres-

ent at the base of the first finger in a region termed the ‘‘P box,’’ and other residues

of the second zinc finger that form the so called ‘‘D box’’ are involved in dime-

rization. Structural studies have shown that the core DBD is composed of two a-

helices. The first one, the recognition helix, that begins at the third conserved cys-

teine residue and binds the major groove of DNA, contains the P box that makes

contacts with specific DNA bases. The second helix contains the D box and forms a

right angle with the recognition helix [9].

2.3.3

The Hinge Region

The D domain is not well conserved among the different receptors and serves as a

hinge between the DBD and the LBD, allowing rotation of the DBD. The D do-

main in many cases harbors nuclear localization signals and also contains residues

whose mutation abolishes interaction with nuclear receptor co-repressors. In addi-

tion, this region associates strongly with the LBD but only in the presence of

ligand or co-repressors, exerting a stabilizing effect on the overall structure of the

receptor.

2.3.4

The Ligand-binding Domain

The LBD is a multifunctional domain that, besides the binding of ligand, medi-

ates homo- and heterodimerization, interaction with heat-shock proteins, ligand-

dependent transcriptional activity and, in some cases, hormone reversible tran-

scriptional repression. The LBDs contain two well-conserved regions: a ‘‘signature

motif ’’ or Ti and the C-terminal AF-2 motif responsible for ligand-dependent tran-

scriptional activation.

Although a three-dimensional structure of an entire nuclear receptor has not yet

been obtained, the crystal structures of the LBDs of multiple nuclear receptors

have been solved [10] (see also chapter 3). As illustrated in Fig. 2.3, the LBDs are
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generally formed by 12 conserved a-helical regions numbered from H1 to H12. The

ligand-binding pocket, which accommodates the ligand, is mainly made up of non-

polar amino acids and is buried within the bottom half of the LBD. The size of the

ligand-binding pocket varies among the different receptors, being small in the clas-

sical receptors which bind ligand with high affinity and very large in ‘‘metabolic’’

receptors which can bind very differently sized ligands with a lower affinity. By

contrast, the ligand-binding pocket of the orphan receptor NURR is filled with

bulky hydrophobic side-chains, suggesting that it could be a true orphan receptor.

2.3.5

The AF-2 domain

The AF-2 domain, contained in H12, is required for ligand-dependent transactiva-

tion. This domain possesses a high homology over a very short region that adopts

an amphipathic a-helical conformation with a consensus motif ffXEff (f being a

hydrophobic amino acid). Although H12 of the LBD contains the core AF-2 activity,

this domain comprises other dispersed elements brought together upon ligand

binding. One of such elements is the ‘‘signature motif,’’ encompassing the C-

terminal half of helix 3 and helix 4. Mutations in this region affect neither ligand

Fig. 2.3. Schematic drawing of the nuclear receptor ligand-

binding domain (LBD). Cylinders represent a-helices that are

numbered from 1 to 12. Note the different position of the C-

terminal H12 that contains the core AF-2 domain in the

absence and presence of ligand.

2.3 Structure of Nuclear Receptors 33



binding nor dimerization, but impair ligand-dependent transactivation. Specifi-

cally, a highly conserved lysine in the C-terminus of helix 3 is important for tran-

scriptional activity of several receptors [5].

Several differences are evident when comparing unliganded and ligand-bound

receptors. The liganded structures are more compact than the unliganded ones,

demonstrating that upon ligand binding the receptors undergo a clear conforma-

tional change. The most striking difference observed in the receptors upon ligand

binding is the position of H12 [10, 11]. This helix projects away from the body of

the LBD in unliganded RXR. However, in liganded receptors H12 moves in a

‘‘mouse-trap’’ model, being tightly packed against helix 3 or 4 and making direct

contacts with the ligand (see Fig. 2.3). This change generates a hydrophobic cleft

responsible for co-activator interactions. It has been demonstrated that in the estro-

gen receptor (ER) LBD bound to antagonists the position of H12 is different from

that shown by the agonist-bound LBD. In the antagonist-bound receptor, H12 lies

in a position that overlaps with the surface of co-activator interaction, thus preclud-

ing co-activator binding and consequently transcriptional activity.

2.4

Binding of Monomers, Homodimers and Heterodimers to

Hormone Response Elements

Nuclear receptors regulate transcription by binding to specific DNA sequences in

regulatory regions of target genes known as hormone response elements or HREs

(Fig. 2.4). Steroid hormone receptors typically bind as homodimers to palindromes

of the AGAACA sequence spaced by three nucleotides, with the exception of the

ERs that possess a different P box and recognize a consensus AGg/tTCA motif

with the same configuration. Two steroid hormone receptor monomers bind co-

operatively to their response elements, and dimerization interfaces have been

identified both in the LBD and in the DBD. The dimerization interface in the

DBD involves the D box that contacts the same box of the partner receptor. The

dimerization in the LBD is mediated through a hydrophobic sequence in H10

that forms a coiled-coil structure, or by formation of an intermolecular b-sheet in

the case of the glucocorticoid receptor [12].

In contrast with steroid receptors that almost exclusively recognize palindromic

elements, non-steroidal receptors can bind as homodimers or heterodimers to

HREs composed of two copies of the AGg/tTCA motif configured as palindromes

(Pal), inverted palindromes (IPs) or direct repeats (DRs) (Fig. 2.4). In fact, the most

potent HREs for non-steroid receptors appear to be configured as DRs in which the

length of the spacer region is an important determinant of the specificity of hor-

monal responses. Thus, DRs separated by 3, 4, and 5 base pairs (i.e. DR3, DR4,

and DR5) are HREs for VDR, TR, and RAR, respectively. A DR1 serves as the pre-

ferred HRE for RXR or PPAR and RAR can also activate transcription through a

DR2. The configuration of the preferred HREs for different classical, metabolic,

and orphan receptors has been included in Table 2.1.
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In the case of heterodimers, the retinoid X receptor RXR is the promiscuous

partner for different receptors [13]. Although typical heterodimeric receptors can

bind to their response elements as homodimers, heterodimerization with RXR

strongly increases the affinity for DNA and transcriptional activity. Therefore,

RXR plays a dual role in nuclear receptors signaling. On one hand, this receptor

binds to a DR1 as a homodimer and activates transcription in response to 9-cis-
retinoic acid, and on the other hand serves as a heterodimer partner for other

nuclear receptors. Since DRs are inherently asymmetric, heterodimeric complexes

may bind to them with two distinct polarities. Indeed it has been established that

on DR3, DR4, and DR5, RXR occupies the upstream half-site and the heterodi-

meric partner (e.g. VDR, TR, or RAR) occupies the downstream motif. In contrast,

RAR/RXR heterodimers bind with a reversed polarity (with RXR occupying the 3 0

half-site) on DR1 elements, switching the activity of the heterodimer from an acti-

vator to a repressor of retinoic acid responsive genes.

Fig. 2.4. Steroid receptors bind as

homodimers to palindromic elements spaced

by three nucleotides (n) in a symmetrical way.

Non-steroid receptors can bind to the HREs as

monomers, homodimers, or RXR heterodimers

and can recognize diverse HREs in which half-

core motifs can be arranged as palindromes

(Pal), inverted palindromes (IP), or direct

repeats (DR) with different spacing. Some

receptors bind as monomers to DNA.

Monomeric binding requires the half-core

motif preceded by a 5 0-flanking A/T rich

sequence (see also Table 2.1).
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The ability of heterodimeric receptors to bind to palindromes, inverted palin-

dromes, and DR elements implies that the DBDs must be rotationally flexible

with respect to the LBD dimerization interface (see Fig. 2.4), and on a DR the

receptors must use a different region of the DBD of each receptor to create the di-

merization interface.

Several orphan nuclear receptors can bind DNA with high affinity as monomers

[14] (Fig. 2.4). For monomeric HREs, a single AGg/tTCA half-site is preceded by a

5 0-flanking A/T rich sequence. In this case, the CTE of the DBD can make exten-

sive contacts with the minor groove of DNA and effectively extends the surface

contact of the receptor DBD to beyond the consensus half-site recognition se-

quence, providing additional receptor–DNA contacts in monomeric sites necessary

for specific and high affinity binding. In Table 2.1, the receptors that bind as mono-

mers, homodimers, and heterodimers to their HREs are indicated.

The existence of two types of nuclear receptor heterodimers, non-permissive and

permissive, has been described [5]. Permissive heterodimers, such as PPAR/RXR,

FXR/RXR, LXR/RXR or NGFI-B/RXR, can be indistinctly activated by ligands of

either RXR or its partner receptor, and are synergistically activated in the presence

of both ligands. However, in non-permissive heterodimers the ligand-induced tran-

scriptional activities of RXR are suppressed, and it was believed that formation of

the heterodimer actually precluded binding of ligand to RXR. Thus, in these com-

plexes, RXR is said to be a ‘‘silent partner.’’ TRs as well as the receptors for vitamin

D (VDRs) or for retinoic acid (RARs) were considered to be non-permissive. How-

ever, recent data indicate that RXR can bind ligand and recruit co-activators as a

heterodimer with RAR or TR. Lack of autonomous transcription on binding of

the RXR agonist would be due to the fact that in the usual cellular environment

co-repressors do not dissociate from the receptors and they prohibit co-activator ac-

cess because co-regulator binding is mutually exclusive [4]. This model predicts

that transcription by RXR agonists (rexinoids) could be obtained under some con-

ditions, for instance in cells expressing high co-activator levels.

2.5

Ligand-dependent Activation. Nuclear Receptor Co-activators

Formation of the transcriptional initiation complex in RNA polymerase II-

dependent promoters requires binding of the general transcription factors (GTFs).

Performed complexes, composed of the RNA polymerase II, GTFs, SRBs (suppres-

sor of RNA polymerase B), and several other proteins, termed the ‘‘holoenzyme,’’

can be directly recruited to the promoter by sequence-specific transcription factors.

The current hypothesis is that transcription factors will finally cause their effect

on gene expression by influencing the rate of assembly of these complexes to the

regulated promoter. One aspect of the mechanisms by which nuclear receptors

affect the rate of RNA polymerase II-directed transcription likely involves the inter-

action of receptors with components of the transcription preinitiation complex.

Thus, different nuclear receptors are able to interact directly with GTFs including
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TBP (TATA box-binding protein), certain TAFs (TBP-associated factors), TFIIB, or

TFIIH. However, modulation of the assembly of preinitiation complexes at the tar-

get promoter by transcriptional activators involves not only direct actions on com-

ponents of the basal transcriptional machinery but also indirect actions mediated

by the recruitment of co-regulators (co-activators and co-repressors).

Co-activators, also termed transcription intermediary factors, are bridging mole-

cules that mediate the interactions of transcription factors with the basal transcrip-

tional machinery. The packing of DNA in nucleosomes provides a major impedi-

ment to transcription. Two major mechanisms alleviate the block of transcription

caused by the nucleosomal structure: histones can be post-translationally modified

to destabilize chromatin, and nucleosomes can be disrupted through the activity of

ATP-driven machines [15]. Not surprisingly, some receptor co-activators are ATP-

dependent chromatin-remodeling factors or possess acetylase, methylase, or ubiq-

uitin ligase activity, whereas others may interact directly with the basic tran-

scriptional machinery and help to recruit the RNA polymerase II holoenzyme.

Recruitment of co-activator complexes to the target promoter causes chromatin

decompactation and transcriptional activation. Conversely, co-repressors can bind

transcriptional activators and inhibit the formation of transcriptionally active com-

plexes. Co-repressors are found within multicomponent complexes, which can con-

tain histone deacetylase activity.

2.5.1

Histone Acetyltransferases

Histones are subjected to a great variety of post-translational modifications, in-

cluding acetylation, methylation, phosphorylation, ubiquitination, sumoylation,

and ADP-ribosylation. These modifications normally occur at the N-terminal and

C-terminal histone ‘‘tail’’ domains, which play an essential role in controlling the

folding of nucleosomal arrays into higher order structures. Histone modifications

can cause nucleosome unfolding and increase access of transcription factor to the

promoter. On the other hand, modifications could create novel recognition sur-

faces, thus promoting the association of positive regulators. Indeed, bromodo-

mains can recognize acetylated lysines, and chromodomains bind to methylated

lysines. This has led to the ‘‘histone code’’ hypothesis [16], in which specific com-

binatorial sets of histone modification signals can dictate transcriptional activation

or repression.

A well-known family of co-activators that are recruited to the nuclear receptors in

a ligand-dependent manner is the SRC/p160 family (steroid receptor co-activator)

with three related members: SRC-1/NCoA-1, SRC/2TIF-2/GRIP-1/NCoA-2, and p/

CIP/ACTR/AIB1/TRAM1/RAC3. These proteins act as primary co-activators, inter-

acting with different nuclear receptors including classical, metabolic and orphan

receptors in an agonist and AF-2-dependent manner. They also serve as platforms

for the recruitment of secondary co-activators [17].

The three members of the p160 family of co-activators show a conserved struc-

ture, with a nuclear receptor-interacting domain (RID) in their central region
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(Fig. 2.5). Conservation is maximal in their N-terminal domains, which contain the

nuclear localization signal and bHLH (basic helix-loop-helix) and PAS (period/aryl

hydrocarbon receptor/single minded homology) domains. These domains mediate

interactions with several transcriptional activators, such as BAF57 (see 2.5.4), and

a coiled-coil co-activator (CoCoA) of still an unknown activity. Two activation

domains with intrinsic transcriptional activity are also well conserved in p160 co-

activators. The stronger transactivation domain (AD1) is the region of interaction

with the histone acetyltransferase (HAT) CBP/p300, which serves co-activator roles

for many different types of transcription factors, acting as co-integrator of extracel-

lular and intracellular signaling pathways. The interaction of CBP with the nuclear

receptors is also ligand- and AF-2-dependent, and CBP/p300 appears to function as

an essential co-activator for the receptors. A weaker transactivation domain (AD2)

located in the far C-terminus of p160 co-activators has been shown to interact with

secondary co-activators with histone arginine methyltransferase activity such as

CARM1 and PRMT (see Section 2.5.2) [18].

The RID of the p160 co-activators contains three highly conserved LxxLL motifs,

where L is leucine and x is any amino acid, necessary and sufficient to mediate

association of co-activators to ligand-bound receptors. LxxLL motifs form amphi-

pathic a-helices with the leucines forming a hydrophobic surface on one face of

the helix. The co-crystal structure of the LBD of several receptors and a p160 frag-

ment containing two LxxLL motifs indicate that the conserved glutamic acid in

H12 and lysine in H3 of the receptor make hydrogen bonds to leucines 1 and 5 of

the co-activator RID. These contacts form a charge clamp that orients and positions

the co-activator RID into the hydrophobic groove formed in the LBD after the

conformational change elicited by ligand binding. Two LxxLL motifs from a sin-

gle co-activator molecule interact with the AF-2 domains of both dimer partners

and each member of the homo or heterodimer can cooperatively recruit one mole-

cule of co-activator [10].

It has been shown that p160 co-activators also interact with the AF-1 domain of

Fig. 2.5. p160 receptor co-activator

complexes. p160 co-activators contain a

bHLH (basic helix-loop-helix) motif and a

PAS (Per-Arnt-Sim) homology region at the

N-terminus which mediates interaction with

the secondary co-activators CoCoA and BAF57

(BRG1-associated factor, whereby BRG-1 is the

ATPase subunit of the chromatin remodeling

complex SWI/SNF). The nuclear receptor-

interacting domain (RID) contains three LxxLL

motifs. Two activation domains AD1 and AD2

are located at the C-terminus. AD1 and AD2

are regions of interaction with CBP/p300 and

protein arginine methyltransferases (PRMTs),

respectively. p160 co-activators also interact

with the p300/CBP-associating factor (PCAF).
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several nuclear receptors. Binding of co-activators to the AF-1 domain does not in-

volve LxxLL motifs, but rather a glutamine-rich region of the co-activator [19]. CBP/

p300 association to the p160 co-activators C-terminal region appears to be primar-

ily responsible for the recruitment to the receptors, but there is also a direct inter-

action between CBP and the receptors that maps to the CBP N-terminus that con-

tains one LxxLL-like motif. As different regions of CBP are involved in interaction

with receptors and p160 co-activators, they can form a functional ternary complex

[17]. A domain exhibiting intrinsic HAT activity is present in CBP/p300 and re-

moval or mutation of domain results in loss of function for many transcription fac-

tors, indicating the importance of this activity. The p160 co-activators also possess

HAT activity that maps to the C-terminal region and can acetylate both free histo-

nes and nucleosomal histones in vitro.
p160 co-activators also associate with PCAF, which is an ortholog of yeast GCN5,

and the first identified mammalian HAT. PCAF (p300/CREB-binding protein-

associated factor), additionally interacts directly and independently with the re-

ceptors and CBP/p300 through different regions and acts as a nuclear receptor co-

activator. Thus, p160 co-activators might serve as a docking platform to bridge

protein complexes with HAT activity to DNA-bound nuclear receptors. One of the

purified, large multiprotein complexes that interact with liganded nuclear recep-

tors contains PCAF, the c-Myc-interacting protein TRRAP, and TAFll30, which

are common factors shared with the TFTC complex (TBP-free TAFII-HAT co-

activator complexes). Three LxxLL motifs in TRRAP protein are responsible for

the direct and ligand-dependent interactions with the receptors. Therefore, TFTC-

type HAT complexes also appear to act as a novel class of co-activators for nuclear

receptor function [20]. This suggests that the assembly of large, modular transcrip-

tional complexes with HAT activity is involved in transcriptional regulation by acti-

vated nuclear receptors.

It has been demonstrated that in vivo histone acetylation levels of nuclear recep-

tor target genes are strongly induced upon treatment with the corresponding li-

gand. Hyperacetylation is only triggered by agonists and is AF-2-dependent, con-

firming that histone acetylation is a critical step in nuclear receptor-mediated

hormone signaling. Unexpectedly, hormone-induced histone hyperacetylation at

the target promoter is transient and cyclic. The underlying mechanism for this ob-

servation appears to be that p160 co-activators can be acetylated by CBP/p300 and

acetylation neutralizes the positive charges of two lysine residues adjacent to the

core LxxLL motif and disrupts the association of HAT co-activator complexes with

promoter-bound receptors [21, 22].

2.5.2

Protein Arginine Methyltransferases (PRMTs)

Methylation of histones by PRMTs has recently shown to be linked to gene activa-

tion. PRMT1 and CARM1 (cofactor-associated arginine methyltransferase 1, also

known as PRMT4) bind to the AD2 region of the p160 co-activators and act as

secondary co-activators in nuclear hormone receptor-regulated gene expression
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(Fig. 2.5). Their co-activator potential is dependent on an intact histone methyl-

transferase (HMT) domain, and the HMT, p160 binding, and homo-oligomerization

activities reside in the central region. Further, CARM1, p160, and CBP/p300 act

synergistically to enhance ligand-dependent transcriptional activation by nuclear

receptors. While the N-terminal region has no known activity at present, the C-

terminal part of CARM1 contains an autonomous activation domain, suggesting

that it interacts with other proteins that help to mediate CARM1 co-activator func-

tion [18].

Recent studies have demonstrated the existence of an interplay between lysine

acetylation and arginine methylation. By following the in vivo ligand-dependent

pattern of modifications on histone H3 in a target promoter, it has been shown

that arginine methylation follows prior acetylation of H3. A mechanism for the

observed cooperation between acetylation and arginine methylation comes from

the finding that acetylation tethers CARM1 to the H3 tail and allows it to act as a

more efficient methyltransferase. Furthermore, acetylation of histone H4 inhibits

methylation by PRMT1, whereas methylation of arginine 3 of H4 facilitates its

subsequent acetylation by CBP/p300. In addition to histones, other chromatin pro-

teins are methylated by PRMTs. Thus, CARM1 methylation of CBP/p300 was also

reported to contribute to receptor-mediated transcriptional activation. In contrast,

this methylation inhibits binding to the transcription factor CREB, causing the

loss of CREB-dependent transcription [7, 18, 22].

2.5.3

Ubiquitination and Sumoylation

Ligand-dependent degradation of nuclear receptors occurs via the 26S proteasome,

that degrades poly-ubiquitinated target proteins. This process involves the ubiquiti-

nation of the receptors and the recruitment of the proteasome at the AF-2 domain

through SUG-1, a proteasome component. Remarkably, blocking of the protea-

some abrogates not only receptor degradation but also ligand-dependent transacti-

vation by different receptors. The paradoxical mechanism for this phenomenon is

currently unknown, but several proteins involved in proteolysis, such as ubiquitin

ligases and proteasome components, have been suggested to act as nuclear recep-

tor co-regulators and are recruited in vivo to the receptor regulated promoters. The

dual role of the ubiquitin-proteasome machinery may play a role in dynamic as-

sembly/disassembly of the receptors to the promoter of target genes, which has

been demonstrated to occur in the cyclic manner [23, 24]. In addition, both co-

activator and co-repressor complexes can recruit ubiquitination complexes and

some of them have been demonstrated to be targets of the proteasome. Recent

studies have also shown that histones are ubiquitinated and that this modification

regulates histone H3 methylation, linking the proteasome to epigenetic gene regu-

lation [22].

The small ubiquitin-related modifier (SUMO) also modifies a number of nu-

clear receptors and co-regulators with different transcriptional outcomes. SUMO-

conjugating enzyme, Ucb9, interacts with the glucocorticoid receptor (GR), en-

hancing its transcriptional activity and this protein as well as SUMO E3 ligases
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interact with the androgen receptor (AR) repressing its activity. Sumoylation does

not appear to target proteins for degradation, and is rather involved in protein sta-

bilization and subcellular localization. For instance, sumoylation of p160 proteins

can increase interaction with the receptor and prolong retention in the nucleus [7,

21, 22].

2.5.4

ATP-dependent Chromatin Remodeling Complexes

ATP-dependent remodeling factors, such as SWI2/SNF2, ISWI/SNFL2, or WINAC

use the energy derived from ATP hydrolysis to catalyze nucleosome mobilization,

which is a net change in the position of the histone octamer relative to DNA. This

change is believed to facilitate the access and function of key components of the

transcriptional apparatus. Chromatin remodeling complexes comprise an ATPase

subunit (BRG-1 or hBrahma) with a conserved nucleotide-binding motif along

with other polypeptides such as BAFs (BRG-1-associated factor) [25].

It is known that receptors can bind to their response elements packaged into

chromatin, and that receptor binding to DNA indeed facilitates binding of other

factors whose binding sites were not previously exposed in the nucleosomes in an

ATP-dependent manner. Different receptors can interact with the SWI/SNF com-

plex that is recruited to the target promoters in a ligand-dependent manner [26].

The receptors do not interact directly with BRG-1 or hBrahma, but different

receptors interact with different BAF subunits. Thus, the glucocorticoid receptor

(GR) interacts with BAF250 and BAF60a, PPARg with BAF60c, VDR/RXR with

BAF60a and ERa with BAF57. Interestingly, this protein also contacts the p160 co-

activators, linking SWI/SNF with HAT complexes.

SWI/SNF complexes also appear to be required for periodic binding and dis-

placement of receptors during chromatin remodeling. Transient GR binding to a

target promoter occurs in concert with nucleosome remodeling, as the process is

completely dependent on the presence of SWI/SNF and ATP. During nucleosome

remodeling histones H2A and H2B undergo extensive reorganization. When SWI/

SNF leaves the promoter, GR is released and chromatin is then ready for the next

cycle of GR-directed SWI/SNF action [23].

WINAC represents a new member of the ATP-dependent remodeling complexes.

It contains BRG-1 and hBrahma as ATPases, but it also has subunits associated

with DNA replication and transcriptional elongation as well as WSTF (Williams

syndrome transcription factor). WSTF appears to function as a platform for the as-

sembly of WINAC and interacts directly with the vitamin D receptor (VDR) both in

the presence and absence of ligand. WSTF is targeted to vitamin D receptors in
vivo, and appears to be required for VDR-mediated transcriptional regulation [26].

2.5.5

TRAP/DRIP/Mediator Complexes

Multiprotein complexes denominated TRAP and DRIP that interact with TR or

VDR (and other receptors) in a ligand-dependent manner and enhance the ligand-
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dependent transcriptional activity have been isolated. Both complexes are equiva-

lent to the yeast mediator complex that together with SRB proteins associates

with the large subunit of RNA polymerase. It is believed that the TRAP/DRIP com-

plex acts by recruiting the polymerase to the target promoter. The TRAP/DRIP

complexes are recruited to the core AF-2 receptor region in response to ligand

binding through a single subunit (DRIP205/TRAP220) via an LxxLL motif identi-

cal to that found in the p160 co-activators [27]. This subunit anchors the other pro-

teins comprising the TRAP/DRIP complex, which is presumably preformed in the

cell.

Ligand-dependent transcriptional activity of nuclear receptors requires recruit-

ment of both TRAP/DRIP and histone acetyltransferase and methyltransferase-

containing co-activator complexes. As the receptor binding subunits from both

functionally distinct co-activator complexes interact with the same receptor region

they compete with each other for binding to the receptor. They may act independ-

ently or consecutively. Recent studies, primarily employing chromatin immunopre-

cipitation (ChIP) assays, have shown that p160 and TRAP/DRIP complexes are

recruited to hormone-regulated promoters in a sequential manner with distinct ki-

netics. p160 complexes act earlier than TRAP/DRIP and this ordered recruitment

may proceed for multiple cycles of factor association and dissociation, with multi-

ple rounds of transcription occurring within each cycle. Furthermore, evidence for

a model of ‘‘facilitated recruitment’’ in which the prior actions of the p160 com-

plexes facilitate the recruitment and actions of TRAP/DRIP has been obtained

[28]. The observation that acetylation of p160 proteins by p300/CBP disrupts the

association with the receptors, might provide the opportunity for TRAP/DRIP com-

plexes to associate with the receptor.

In summary, binding of a ligand to the nuclear receptors allows the recruitment

of co-activators with unique biochemical activities at temporally appropriate times

during the transcription process. The receptors can recruit first co-activators with

HAT and HMT activity resulting in histone acetylation and methylation. The p160

complexes then dissociate, subsequent to their acetylation or to their degradation

by the proteasome. The ATP-dependent remodeling complexes can then be re-

cruited causing the displacement of nucleosomes. However, it cannot be excluded

that remodeling complexes could be recruited before p160 co-activators in a context

of highly condensed chromatin. Once chromatin has been descondensed, the re-

ceptors via their association with the TRAP/DRIP complex would be able to recruit

the transcriptional machinery resulting in stimulation of gene expression (see

Fig. 2.7).

2.6

Ligand-independent Repression. Nuclear Receptor Co-repressors

In addition to ligand-dependent gene activation, selected receptors including TR

and RAR repress basal transcription in the absence of ligand. Binding of hormonal

ligand to the receptor releases the transcriptional silencing and leads to gene acti-
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vation. The current model of gene regulation by these receptors assumes that the

unliganded receptors are bound to the HRE and that under these conditions are

associated with co-repressors responsible for the silencing activity. The conforma-

tional changes elicited in the receptors by ligand binding would cause the dissocia-

tion of co-repressors and the recruitment of co-activator complexes responsible for

transcriptional activation.

The best characterized co-repressors that associate with TR and RAR are 270-

kDa cellular proteins named NCoR (nuclear co-repressor) and SMRT (silencing

mediator for retinoic and thyroid hormone receptors). Unliganded TRs and RARs

interact strongly with NCoR and SMRT and addition of ligand induces dissociation

from the co-repressors. NCoR and SMRT are related both structurally and func-

tionally. They contain three autonomous repressor domains (RD) and a receptor

interacting domain (RID) located toward the C-terminus (Fig. 2.6). The RID is

composed of two motifs (or CoRNR boxes), with the consensus sequence Lxx I/H

I xxx I/L, likely to adopt an amphipathic a-helical conformation. However, when

compared to the LxxLL motif, the CoRNR motif presents an N-terminal extended

helix. This extension appears to be required for effective binding to the unliganded

receptor [29, 30].

Although a receptor CoR box, located in H1 of the LBD within the hinge region,

is essential for interaction of receptors with the co-repressors, the CoRNR box does

not interact directly with residues in this region, but docks to a hydrophobic groove

in the surface of the LBD helices 3 and 4. Since this surface is similar to that in-

volved in co-activator interaction, co-activator and co-repressor binding is mutually

exclusive. The structure of a ternary complex containing the PPARa LBD bound to

an antagonist with a SMRT co-repressor motif has been recently solved. In this

Fig. 2.6. Structure of the nuclear receptor

co-repressors SMRT and NCoR. Schematic

representation of a co-repressor showing the

location of the repressor domains (RD1, RD2

and RD3) and the receptor interacting domain

(RID). The RID contains two extended helical

motifs Lxx I/H I xxx I/L. The RD1 interacts

with mSin3A that in turn recruits class I

deacetylases (HDAC1 and 2). Class II

deacetylases bind at RD3 without Sin3 as a

mediator. HDAC3 has been shown to interact

directly with a SANT (according to its presence

in Swi3, Ada2, NCoR, and TFIIB) domain

located between RD1 and RD2. Co-repressor

complexes bind to unliganded non-steroid

receptors or to antagonist-bound steroid

receptors.
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structure, the CoRNR motif adopts a three-turn a-helix that indeed binds the co-

activator groove, preventing the AF-2 helix from assuming the active conformation.

Ligand binding by itself is not sufficient to induce dissociation of co-repressors.

Rather, it appears that the AF-2 region serves to trigger the release of co-repressors

from the receptors. H12 is fully inhibitory for co-repressor binding to most nuclear

receptors. Nuclear receptors lacking this AF-2 region act as constitutive transcrip-

tional repressors. For instance, RXR does not bind co-repressors, but deletion of

this region allows co-repressor interaction and in vivo repression. In the case of

TRs and RARs, mutation or deletion of the AF-2 domain increases interactions

with co-repressors and reduces the release of the co-repressors after ligand bind-

ing, indicating again that H12 is inhibitory [31].

Although agonist liganded steroid hormone receptors do not interact effectively

with NCoR or SMRT, clear interactions both in vivo and in vitro are observed with

receptor-bound antagonists. It is possible, that the repositioning of H12 by the an-

tagonists permits co-repressor binding into the hydrophobic pocket. This suggests

that steroid receptors occupied by antagonists can act as transcriptional silencers

by binding of cellular co-repressors.

Transcriptional repression by the co-repressor-bound receptors appears to be

mediated by the recruitment of histone deacetylases (HDACs) to the promoter re-

gion. HDAC1 and 2 are found in the cells in large multiprotein complexes associ-

ated with mSin3 proteins. Sin3 is a large multidomain protein that most likely

forms the scaffold upon which the rest of the complex assembles [29]. mSin3/

HDAC complexes are abundant and stable and could be available for binding and

recruitment by the repressors. mSin3 associates with SMRT and NCoR through

the C-terminal repressor domain (RDI). The interaction between unliganded recep-

tors and mSin3 is therefore not direct but is mediated by NCoR and SMRT whose

function would be to link the receptors to HDAC complexes.

The co-repressors were thought to act exclusively through the indirect recruit-

ment of HDAC1 or 2 (class I deacetylases), via the adapter mSin3 protein. How-

ever, the RD3 has been demonstrated to repress transcription by directly interact-

ing with class II deacetylases (HDACs 4, 5, and 7). Endogenous NCoR and SMRT

each associate with class II HDACs in a complex that does not contain mSin3A

or HDAC1 [29, 30]. Therefore, a single co-repressor could use distinct domains to

engage class I HDAC complexes in a Sin3-dependent manner and class II HDAC

complexes in a Sin3-independent manner. Furthermore, a novel SMRT-containing

complex has been isolated from HeLa cells. This complex contains HDAC3 and

transducin beta-like protein 1 (TBL1), a protein that interacts with histone H3 and

is associated with human sensorineural deafness [32]. In vivo, TBL1 is bridged to

HDAC3 through SMRT and can potentiate repression by the receptors.

Above observations suggest that compactation of chromatin structure due to

recruitment of histone deacetylases complexes by the co-repressors is involved

in transcriptional silencing by the unliganded non-steroid receptors or antagonist-

bound steroid receptors. Agonist binding would allow the release of co-repressors

and enable the receptors to recruit co-activators and stimulate transcription (Fig.

2.7).
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2.7

Ligand-dependent Transcriptional Repression

2.7.1

Negative Response Elements

Although most of the attention has been focused on transcriptional activation by

binding of nuclear receptors to positive HREs, nuclear receptors can also repress

gene expression in a ligand-dependent manner. In some cases repressive effects

may be due to passive inhibition, which can occur due to competition for DNA

sites with other transactivators or to formation of transcriptionally inactive hetero-

dimers. However, there are also ‘‘negative HREs’’ which bind the receptors and

mediate negative regulation by the ligand. Although at the present time the proper-

ties of the negative HREs are not totally understood, location of the element may

play a role since negative HREs are generally very close to the transcription initia-

tion sites, and some are positioned downstream of the TATA box or even have an

unusual location at the 3 0-untranslated region. On the other hand, there is evi-

dence that co-repressors and deacetylase activity could be also involved in ligand-

Fig. 2.7. Exchange of co-activator and co-

repressor complexes. In the absence of ligand

the nuclear hormone receptor heterodimer is

associated with co-repressor complexes. The

co-repressors (SMRT/NCoR) recruit histone

deacetylases (HDACs) either directly or

through their interaction with Sin3.

Deacetylation of histone tails leads to

chromatin compactation and transcriptional

repression. Upon ligand binding, the receptors

recruit different co-activator complexes. Some

complexes possesses histone acetyltransferase

and methyltransferase activity (p160), other

possess ATP-dependent chromatin remodeling

activity (SWI/SWF, WINAC), and finally the

TRAP/DRIP complex may recruit the RNA

polymerase II (RNAP II) holoenzyme.

Recruitment of co-activator complexes causes

chromatin decompactation and transcriptional

stimulation. WINAC, WSTF including

nucleosome assembly complex; WSTF,

Williams syndrome transcription factor.
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dependent negative regulation by nuclear receptors. In contrast to positively regu-

lated genes, it is known that thyroid hormone receptors increase basal activity of

negatively regulated promoters, and addition of ligand reverses this stimulation.

It has been reported that co-repressors and HDACs paradoxically enhance rather

than suppress basal activity [5].

2.7.2

‘‘Cross-talk’’ of Nuclear Receptors with Other Signaling Pathways

Nuclear receptors can also modulate gene expression by mechanisms independent

of binding to an HRE. Thus, they can alter expression of genes that do not contain

a HRE through positive or negative interference with the activity of other transcrip-

tion factors, a mechanism generally referred to as ‘‘transcriptional cross-talk’’ [5,

33]. Thus, the receptors can negatively regulate target gene promoters that carry

AP1, NFkB, or CREB-binding sites, without binding to these DNA elements them-

selves. The mechanisms responsible are not totally understood and can involve di-

rect protein-to-protein interaction of the receptors with these transcription factors,

or with intermediary factors that tether the receptors to the regulated promoter.

The receptors can also regulate the activity of the signaling pathways that lead to

the activation of these factors by different mechanisms. It is believed that many of

the antiproliferative effects and anti-inflammatory actions of ligands of nuclear re-

ceptors could be mediated by ‘‘cross-talk’’ mechanisms.

That transrepression plays a very important role in vivo has been demonstrated

in ‘‘knock-in’’ mice in which wild-type glucocorticoid or thyroid hormone receptors

have been replaced by mutants that cannot bind DNA. In addition, it has been pos-

sible to generate synthetic ligands that dissociate transactivation from transrepres-

sion. These ligands have a large potential as pharmacological tools in the treatment

of a variety of diseases including cancer and inflammatory diseases [4].

The cross-talk between nuclear receptors and other signaling pathways is not

restricted to the transcriptional antagonism described above. Phosphorylation of

nuclear receptors provides an important link between signaling pathways. Depend-

ing on the receptor and on the residue involved, in some cases phosphorylation

can inhibit ligand-dependent activation by nuclear receptors due to a reduction in

ligand binding or in DNA-binding affinity or by promoting receptor degradation.

However, in other cases the receptors can be activated in the absence of their cog-

nate ligands by phosphorylation through signals originated in membrane recep-

tors. In certain diseases such as breast or prostate cancer this modification can con-

tribute to disease progression and lead to resistance to antagonist therapy.

Also co-activators and co-repressors can be phosphorylated by different kinases

and there is increasing evidence that this modification alters their activity. Thus,

phosphorylation of SMRT inhibits its interaction with the receptors and provokes

redistribution of the co-repressor from the nucleus to the cytoplasm. In contrast,

phosphorylation of different co-activators by a variety of kinases can enhance their

enzymatic activity and their affinity for the receptors leading to an increased tran-

scriptional response [7, 22].
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3

Mechanism of Action and Cancer Therapeutic

Potential of Retinoids

Emilie Voltz, Emmanuelle Germain, and Hinrich Gronemeyer

3.1

Introduction

Our understanding of the molecular mechanisms that underlie retinoid action has

increased tremendously in recent years. Retinoids, a collective term for natural and

synthetic derivatives of vitamin A, regulate complex biological functions, such as

embryonic development, organogenesis, bone formation, metabolism, vision, and

reproduction. At the cellular level, these regulations are achieved, among others,

by modulation of proliferation, differentiation, and apoptosis. Retinoids are be-

lieved to trigger these cellular biological events by acting as transcription modula-

tory factors [1, 2]. The strong differentiative and apoptosis-inducing capacity of

retinoids, originally observed in cellular systems in vitro, was the basis for their

successful development as anticancer agents. We are currently witnessing an in-

creasing number of studies that reveal the mechanistic basis of this anticancer

action (for recent reviews, see Refs [3, 4–7]). To date, the most striking example

of so-called cancer differentiation therapy, based on a combination of retinoic

acid and chemotherapy, is that used for acute promyelocytic leukemia (APL) in

which more than 72% of the patients are cured. In the past few years, paradigms

for combotherapies have been reported that comprise treatment with retinoids or

rexinoids (RXR-selective ligands) and a diverse set of other compounds such as

signaling drugs, kinase activators or inhibitors, or drugs affecting epigenetic

enzymes.

3.2

Origin of Retinoids

Retinoids are formed from dietary vitamin A (all-trans retinol). The only source of

vitamin A is plants carotenoid pigment (b-carotene) but the main vitamin A intake

of carnivores comes from the long-chain retinyl esters present in animal products

(eggs, milk, butter, fish-liver oil). Vitamin A undergoes a series of metabolic con-
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Copyright 8 2006 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-31294-3

49



versions in the intestine. Retinol within the mucosal cell is largely re-esterified

with long-chain fatty acids. The retinyl esters are then incorporated, together with

other lipids and with apolipoproteins, into chylomicron particles that are secreted

from the cell into the lymph. Approximately 75% of chylomicron retinoids are

eventually taken up in the liver, the main store of retinoids in the body. The cleav-

age of retinyl esters mobilizes retinol which is subsequently oxidized to retinal and

retinoic acid (RA) [8]. Note that only a very small proportion of plasma and tissue

retinol (0.2–5%) is converted to all-trans-retinoic acid (ATRA), the main signaling

retinoid. Multiple metabolites and retinoids with putative signaling functions have

been described (for details, the reader is referred to the corresponding reviews, see

Ref. [9]). Interestingly, one metabolite, 4-oxo-RA was reported to act as a posi-

tional specifier during frog embryogenesis [10]. Another retinoid, 1,4 hydroxy-

4,14-retro-retinol regulates T lymphocyte growth and appears to act by directly in-

teracting with protein kinase C [11, 12]. Finally there is considerable debate about

the origin and signaling function of the 9-cis isomer of ATRA, 9-cis-RA, which is

particularly interesting due to its high affinity for the second class of retinoic acid

receptors (RXRs) (see below). It is important to point out that the production of

ATRA in the body needs to be tightly regulated for proper organogenesis, as too

little vitamin A or too high RA concentrations causes severe malformation (see

Ref. [1], and references therein).

3.3

Mechanistic Basis of RA Signaling

3.3.1

Retinoid Action is Mediated through RAR/RXR Heterodimers

There are two classes of RA receptors: retinoic acid receptors (RARs), which bind

ATRA and 9-cis-RA with similar affinities, and retinoid X receptors (RXRs), which

bind only 9-cis-RA [13, 14; for recent review, see Ref. [15]). Each family of these

nuclear receptors is composed of three subtypes, referred to as a, b, and g, which

are encoded by different genes. In addition, each subtype can be expressed as a

number of isoforms due to differential splicing and alternative promoter usage.

It is believed that this diversity of receptors contributes to the cell/development-

specific effect of retinoids.

Retinoid receptors are functionally and structurally related members of the nu-

clear receptor family (see also chapter 2). Molecular cloning and structure/function

analyses have revealed that these members share a common architecture with six

regions designated A through F (Fig. 3.1). The non-conserved N-terminal region

A/B, contains an autonomous transcriptional activation function (AF-1), called the

transactivation domain, which is of variable length and provides the sequence dif-

ferences that define the various isoforms of the receptors. The three RAR types

differ in their B regions, and their main isoforms (a1 and a2, b1–b4, g1, and g2)

have different N-terminal A regions. Similarly, the three RXRs characterized differ
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in their A/B regions. The N-terminal A/B regions of RAR and RXR possess pro-

moter context-specific transcription activation functions which could synergize

with and modulate the autonomous ligand-dependent AF-2 function associated

with region E [16].

The C region harbors the well-conserved DNA-binding domain (DBD), com-

posed of two zinc fingers which are crucial for the recognition of the cognate

DNA response element. While the first zinc finger mediates DNA interaction, the

second zinc finger appears to be involved mainly in receptor dimerization (for orig-

inal references and reviews, see Refs [15, 17, 18]). It has to be noted that the DBD

has the most conserved amino acid sequence within the nuclear receptor super-

family. The hinge domain (D), located between the DBD (C) domain and the

ligand-binding (E) domain, allows rotation of the ligand-binding domain (LBD)

and is less conserved among the nuclear receptors. The E region is a highly struc-

tured domain that encodes several distinct functions, most of which operate in a

ligand-dependent manner. The LBD harbors the ligand-dependent activation func-

tion (AF-2) and a major dimerization interface. In addition, some nuclear receptors

possess a repression function in their LBD which can negatively regulate transcrip-

tion of target genes in the absence of ligands or in the presence of a certain type of

antagonists. The function of the C-terminal F region of the RARs (not found in the

RXRs), if any, has remained elusive (for details, reviews and references to the orig-

inal studies, see Refs [1, 2, 15, 19, 20]).

Like other members of the nuclear receptors, retinoid receptors act as ligand-

activated DNA-binding transcription factors which bind as RAR/RXR hetero-

dimers, to cis-acting retinoic acid response elements (RAREs/RXREs) present in

the target genes (for a list of RAREs, see Refs [15, 19, 20]). These elements consist

of two hexameric half-sites with the consensus sequence 5 0 PuG(G/T)TCA 3 0

(where ‘‘Pu’’ stands for a purine residue) which can be arranged as palindromes

or direct repeats (DR) separated by a spacer of generally 0 (palindrome), 1 (DR1),

2 (DR2), or 5 (DR5) nucleotides [21–24]. The selective recognition of DRs based on

inter-half-site spacings has been formalized in a 1–5 rule that defines the highest

affinity binding sites and determines, at least in part, the receptor specificity for op-

timal binding and activation [25, 26]. When the RAR/RXR heterodimer binds to an

RARE with spacer of 2 or 5 nucleotides (DR2, DR5), RXR binds to the 5 0 and RAR

to the 3 0 of the hexameric motif [24, 27–29]. In contrast, this polarity is reversed

on DR1 elements, with the RAR in 5 0 and the RXR in 3 0 position (see Fig. 3.1)

[30]. The crystal structure and mutational analysis of the RAR/RXR and RXR/

RXR DNA-binding complexes revealed that the distinct dimerization surfaces

within the DBDs of each heterodimerization partner dictates the specificity of re-

sponse element recognition while the dimerization interface in the LBD increases

DNA-binding efficacy but has no role in response element selection [31].

In the absence of an agonist (‘‘apo-heterodimer’’), or in presence of some RAR

antagonists, the RAR/RXR heterodimer is bound to co-repressors (CoRs) such as

nuclear receptor co-repressor (NCoR) and silencing mediator for retinoid and

thyroid hormone receptors (SMRT). These CoRs are recruited to the receptor het-

erodimer as complexes with several other factors, among them the epigenetically

3.3 Mechanistic Basis of RA Signaling 51



Fig. 3.1. Structural and functional

organization of nuclear receptors. (a) Nuclear

receptors consist of six domains (A–F) based

on regions of conserved sequence and

function. The evolutionarily conserved regions

C and E are indicated as boxes (yellow and

blue, respectively), and a black bar represents

the divergent regions A/B, D and F. The N-

terminus (A/B region) contains one

autonomous transcriptional activation function

(AF-1). The highly conserved C region harbors

the DNA-binding domain that confers

sequence-specific DNA recognition. The ligand-

binding domain (E region) is a highly

structured domain comprising a ligand-

dependent activation function (AF-2). The

activation domains (ADs) contain

transcriptional activation functions that can

activate transcription when fused to a

heterologous DNA-binding domain. (b) Ligand
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active histone deacetylases (HDACs) (see Ref. [32], and refences therein; also Refs

[33–36]). The accumulation of these CoR/HDAC complexes results in local chro-

matin condensation and consequent gene silencing. Upon agonist binding, a con-

formational change occurs at the level of the LBD (see below) which generates a

novel interaction surface for co-activators (CoAs) and concomitantly destabilizes

CoR binding, thus leading to the dissociation of the HDAC-containing complex.

The binding of CoAs results in the establishment of at least two types of com-

plexes. The first comprises the histone acetyltransferase (HAT) complex, which

contains CBP/p300 (CREB-binding protein) recruited by the CoAs. The local ace-

tylation of the core histones tails leads to chromatin decondensation and dere-

pression of the target gene (reviewed in Refs [37, 38]). This facilitates recruit-

ment of another type of complex, variously termed thyroid hormone receptor

(TR)-associated protein (TRAP), vitamin D receptor-interacting protein (DRIP), or

Srb and mediator protein-containing complex (SMCC), which binds to the holo-

receptor and establishes contacts with the basal transcription machinery [39, 40].

Transactivation may also require the recruitment of other multiprotein com-

plexes such as the ATP-dependent chromatin remodeling machineries (e.g. SWI/

SNF) but the kinetics and order of recruitment have not yet been fully established

and may be gene-specific [33]. Consequently, transcription can be regarded as two

successive phenomena: (1) derepression caused by chromatin decondensation and

(2) bona fide transactivation by receptor-dependent increase of the frequency of

transcription initiation.

3.3.2

Structural Basis of Retinoid Action

Crystallization studies of several ligand-free (apo) and agonist-occupied (holo) nu-

clear receptor LBDs alone or in complex with co-activator fragments have provided

molecular details of the various allosteric effects and, moreover, have revealed how

the chemical information present in the ligand structure is transformed into a de-

fined order of selective protein–protein interactions.

binding induces a conformational change of

the ligand-binding domain structure of nuclear

receptors. A comparison of the crystal

structures of the apo-RXRa ligand-binding

domain (LBD) (PDB: 1LBD) with the holo-

RXRa LBD complexed with 9-cis-retinoic acid

(PDB: 1FBY). The figure reveals the ligand-

induced trans-conformation that generates the

transcriptionally active form of the receptor.

The coloured helices H2, H3, H11, and H12

(purple in the apo-form; red in the holo-form)

are relocalized during the conformational

change. In this model, ligand binding induces

a structural transition that triggers a

mousetrap-like mechanism. (c) Schematic

representation of the structure of the RXR/RAR

DNA-binding domain heterodimer in complex

with the retinoic acid response element DR1.

The sequence of the DBD sequence is

comprised of two zinc-nucleated modules and

two alpha-helices that fold into a single

globular domain. The receptors recognize

identical half-sites through extensive base-

specific contacts; however, RXR binds

exclusively to the 3 0 site to form an

asymmetric complex with the reverse polarity

of other RXR heterodimers (PDB: 1DSZ).
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The first crystal structure reported was that of the unliganded LBD of the human

RXRa which revealed a structure composed of 12 a-helices (H1 to H12) organized

in three layers, referred to as an ‘‘antiparallel a-helical sandwich’’, and one antipar-

allel b-sheet [41]. The subsequent crystal structure of the human RARg LBD bound

to ATRA revealed the ligand-binding interactions and led to the proposition of the

‘‘mousetrap model’’ [42]. According to this model, ligand binding induces a struc-

tural transition, which triggers a mousetrap-like mechanism: pushed by the ligand,

H11 is repositioned in the continuity of H10, and the concomitant swinging of

H12 unleashes the W-loop, which flips over underneath H6, carrying alone the N-

terminal part of H3. In its final position, H12 seals the ligand-binding cavity as a

‘‘lid’’ and further stabilizes ligand-binding by contributing to the hydrophobic

pocket (see Fig. 3.1). These agonist-induced conformational changes make the

helix H12 able to interact with the LxxLL NR box motif of bona fide co-activators

[15, 42, 43].

3.3.3

Structural Basis of Ligand Action: Agonist and Antagonist

As already mentioned, non-liganded receptors expose a surface that accommodates

co-repressors. There are now multiple examples which demonstrate that the

precise chemical nature of a ligand can differently modulate the surfaces for

co-activator and co-repressor binding, thereby differently modulating the tran-

scriptional activity of receptors. For example, ‘‘inverse agonists’’ may stabilize the

receptor/co-repressor complexes, while other ligands may exert pure or partial an-

tagonistic or agonistic effects. Below, we will review some of the general principles

originating from structural studies which demonstrated that it is primarily the AF-

2 activation function that is differently affected by various classes of ligands.

A general feature common to all pure AF-2 antagonists is the presence of a bulky

side-chain that cannot be accommodated without structural changes within the

agonist-binding cavity, occupied by the cognate agonist. As observed in the RARa-

BMS 614 crystal structures, the chemical moiety that is responsible for its antago-

nistic feature, a quinoline group, interferes with the positioning of H12 in the

agonist structure and induces the unwinding of the C-terminus of H11, thus en-

abling H12 to adopt a second low-energy position by binding to the co-activator

LxxLL recognition cleft [44]. Similar structural features were also observed for an-

tagonist complexes of other receptors [45]. Therefore, it appears that the action of

pure antagonist apparently originates from at least two structural principles (1) the

presence of a large antagonistic ligand which sterically prevents proper positioning

of H12 and thus does not form an interaction surface for co-activator binding, and

(2) the competition between H12 and the nuclear receptor boxes (NR box) of co-

activators for a common binding surface.

In addition to pure AF-2 antagonist, partial AF-2 agonist/antagonists have also

been crystallized with the corresponding receptors. These data reveal, as exempli-

fied by the RXRa/F318A/oleic acid complex, that H12 adopts the antagonist confor-
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mation even though the corresponding ligand elicits in vivo a weak but significant

transcriptional activity [44]. It is believed that this apparent discrepancy reflects

the concomitant presence of both the agonist and antagonist conformations in

solution and the preferential crystallization of the antagonist structure. Similar ob-

servations were made for genistein and GW0072 in the complexes with estrogen

receptor beta (ERb) or peroxisome proliferator-activated receptor gamma (PPARg),

respectively [46, 47]. In the presence of such mixed agonist/antagonist ligands, the

equilibrium between the holo and antagonist positions of H12 very likely depends

on the intracellular concentration of co-activators and co-repressors. Therefore,

these ligands may act as either AF-2 agonists or antagonists depending on the cel-

lular context. Hence, oleic acid or genistein do not preclude sterically the agonist

position of H12 and act in this respect like agonists. On the other hand, these li-

gands also induce unwinding of helix H11, which permits H12 to access the antag-

onist groove; in this respect, partial agonists or antagonists act as antagonists. In

opposition with such ‘‘active antagonism,’’ another mechanism accounting for the

particular biological properties of such ligands has been proposed from the struc-

tural resolution of ERa and ERb complexes with THC (5,11-cis-diethyl-5,6,11,12-
tetrahydrochrysen-2,8-diol). This latter compound is an ERa agonist and an ERb

antagonist. THC, which lacks the bulky side-chain of pure antagonists, antagonizes

ERb by stabilizing the H12 in an ‘‘inactive conformation’’ that prevents co-activator

association [48].

Inverse agonists have been observed to increase interaction between SMRT and

NCoR with receptors. For example, some RAR antagonists (e.g. BMS 493) rein-

force co-repressor binding and consequently enhance silencing [49]. The detailed

structural basis of this stabilization remains to be established. However, it is rea-

sonable to assume that H12 adopts an alternative position which favors the inter-

action with CoRs. Note in this respect that surfaces for the NR box and surfaces for

CoR binding (CoRNR box) are in close structural proximity.

3.3.4

RAR Isotype-selective Ligands and Rexinoids

Since the individual RAR subtypes have distinct tissue distribution patterns and

appear to regulate different subset of genes, compounds that are selective for each

RAR should have more restricted pharmacological activities, limited side effects

and better therapeutic indexes in specific disease applications. A structure-based

sequence alignment revealed that only three residues have diverged in the LBDs

of RARa, b, and g [42, 43]. This led to the prediction that these divergent residues

would be critically involved in the ability of the receptor to differentiate between

selective retinoids. Indeed, swapping of the residues confirmed this hypothesis

[50]. All crystal structures of RARg-selective agonists complexes have shown that

selectivity is supported through formation of a hydrogen bond between the proxi-

mal hydroxyl group of the ligand and the RARg Met272 [51, 52]. For RARa, the

possibility of establishing a hydrogen bond between an amino group present in
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the linker of the identified RARa-selective agonists and the RARa-specific Ser232 is

predicted to favor RARa selectivity. No such bonds can be formed in the RARb or

RARg ligand-binding pockets, which harbor an alanine residue instead of a serine.

Guidelines for the design of RAR isotype-selective ligands, considering also the tu-

mor-suppressor RARb, have been reported recently [53].

Even though we increasingly understand the structural principles that govern re-

ceptor selectivity and agonist/antagonist features, we are still far from a situation

where we can design in silico ligands with a predetermined biological activity. The

reason for this is that within the living cells a number of additional signaling op-

tions which are only partly understood influence the final outcome. These effects

comprise mechanisms which involve the so-called ‘‘crosstalk of signaling’’ [54], as-

pects of cell differentiation, promoter context, even, and less well-understood phe-

nomena, such as the ‘‘non-genomic action’’ of nuclear receptor ligands. In conclu-

sion, the crystallization data are highly useful in proposing ligand structures and

reducing the number of hypothetical ligand candidates, but will not replace drug

screening in properly designed biological systems.

3.3.5

RXR Subordination and Permissive RXR Heterodimers

RXRs are promiscuous dimerization partners for several other nuclear receptors,

such as the PPARs, the vitamin D3 receptor (VDR), the thyroid receptor (TR), the

liver X receptor (LXRs) [15, 20, 31]. In contrast to homodimerization, heterodime-

rization allows, in principle, fine-tuning of nuclear receptor action by using combi-

natorial sets of ligands, and regulation of alternative target-gene repertoires, and

therefore provides interesting pharmacological opportunities. Although RAR ago-

nists can autonomously activate transcription through an RAR/RXR heterodimer,

RXR is unable to respond to RXR-selective agonists in the absence of an RAR

ligand. This phenomenon, referred to as RXR ‘‘subordination’’ or ‘‘silencing,’’ is

biologically important as it provides signaling pathways identity to the RXR partner

and avoids simultaneous activation of retinoic acid, thyroid hormone, and vitamin

D3 signaling pathways [49, 55–57]. The molecular basis of this subordination is

that agonist binding to RXR is unable to induce the dissociation of co-repressor

from the RAR/RXR heterodimers, preventing co-activator recruitment. Conse-

quently, in principle, the only way for RXR to modulate transactivation in response

to its ligand in RAR/RXR heterodimers is through synergy with RAR ligands lead-

ing to increased interaction efficiency of a single co-activator molecule with both

holoRAR and holoRXR of the heterodimer. Interestingly, however, there are excep-

tions from this rule. Recently, a mechanism has been described by which RXR sub-

ordination can be modulated as a consequence of kinase activation. Indeed, this

de-subordination in the presence of activated protein kinase A not only allows

RAR agonist but also RXR agonists to activate the RAR/RXR heterodimer and

thus its cognate gene program. In consequence, myeloid cells which are resistant

to RA will undergo differentiation and apoptosis upon treatment with rexinoids

under conditions where cAMP levels are increased [58].
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While RAR cannot form homodimers, RXR homodimers are able to activate

transcription from cognate reporter genes. In vitro studies have shown that the

RXR LBD forms homodimers with relatively low affinity compared with its hetero-

dimeric association with RAR, but it has been postulated, albeit not proven, that

RXR homodimers may activate certain PPARE-containing genes directly [59].

RXR subordination does not apply to all apo-nuclear receptor partners, as hetero-

dimers with nuclear receptors such as PPARs, LXRs, or Nur77 could be induced

by RXR ligands [60, 61]. Such ‘‘permissive’’ heterodimers can therefore respond

to two distinct ligands. If this is indeed the case in vivo, the biological signifi-

cance of a double-ligand input into the corresponding gene network remains to

be understood.

3.4

Retinoic Acid and Cancer

A strong rationale exists for the use of retinoids in cancer treatment and chemo-

prevention based on experimental animal models, preclinical, epidemiological,

and early clinical findings [62, 63]. Already 80 years ago, it was demonstrated that

vitamin A deficiency in animal models leads to a higher incidence of cancer and

increases sensitivity to chemical carcinogens [64]. Retinoids, predominantly ATRA

and 13-cis-RA, have been used for a long time for the treatment of psoriasis and

acne and only later retinoids were shown to be effective for the therapy of precan-

cerous lesions like oral leukoplakia, actinic keratosis, and cervical dysplasia and

were able to delay the development of skin cancer in individuals with xeroderma

pigmentosum, thus demonstrating their chemopreventive potential [3, 6, 63].

Moreover, several malignancies are being treated with retinoid-based therapies,

as single agent for pathologies including acute promyelocytic leukemia (APL),

Kaposi’s sarcoma, cutaneous T-cell lymphoma, juvenile chronic myelogenous leu-

kaemia, and squamous cell carcinoma [65, 66], and in combination therapy with

interferon-a for treatment of renal cancer [67] (for review see Ref. [68]).

3.4.1

Molecular Basis of Acute Promyelocytic Leukemia and ATRA Action

APL (classified as FAB M3) represents 10–15% of all acute myeloid leukemia

(AMLs) and is characterized by a defect in the myeloid progenitor cells pro-

gram leading to a differentiation arrest at the promyelocytic stage [69]. APL

originates from a chromosomal translocation, in more than 95% of the cases

t(15;17)(q22;q21), which fuses the RARa gene on chromosome 17 with the pro-

myelocytic leukemia (PML) gene on chromosome 15, and leads to the expression

of a PML/RARa fusion protein. In very rare cases of APL patients, RARa is not

fused to PML but to the promyelocytic leukemia zinc finger (PLZF), the nuclear

mitotic apparatus (NUMA), nucleophosmin (NPM), or the signal transducer and

activator of transcription 5B (STAT5B) proteins [70] (for review, see Ref. [71]).
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Clues to understand the altered functionality of PML/RARa came from the

mechanistic studies of nuclear receptor-mediated gene activation and silencing (in

the absence of a ligand), which revealed that gene expression is regulated at the

level of chromatin by machineries containing HATs or HDACs. In APL, the fusion

protein has gained the ability to form dimers or oligomers, which is both necessary

and sufficient for its increased binding efficiency to co-repressors/HDAC com-

plexes [72]. This aberrant recruitment of multisubunit complexes that contain

HDAC and DNA methyltransferases (DNMT) by the PML/RARa protein is respon-

sible for the repression of transcription resulting in permanent silencing of the

RA-regulated gene programs, such as those triggering cell maturation and death

[73]. While physiological ATRA concentration are inefficient, pharmacological

doses induce dissociation of PML/RARa/HDAC complex and degradation of the

fusion protein, restoring the normal differentiation pathway. The clinical treatment

of APL patients with RA is, thus the paradigm for cancer ‘‘differentiation therapy’’

(Fig. 3.2). The situation with PLZF/RARa is different since co-repressors bind to

both the apo-RARa and PLZFmoieties, so upon ATRA treatment, the co-repressors

are released from the RARa parts of the fusion protein but remain bound to PLZF,

still inducing transcriptional repression, therefore these patients do not respond to

ATRA therapy. However, HDAC inhibitors block the HDAC activity at RA target

promoters and allow RA to signal even through PLZF/RARa [74] (Fig. 3.2).

A variety of recent observations indicate that the etiology of APL is more complex

and we still do not understand all of the facets. First, PML signaling is altered by

Fig. 3.2. Molecular basis of retinoid

responsivity and non-responsivity in APL cells

The t(15;17) chromosomal translocation

generates the PML/RARa fusion protein. PML/

RARa homodimerizes and binds within the

regulatory region of target genes through the

RAREs. In contrast to RARa, PML/RARa can

efficiently dimerize or oligomerize, thereby

recruiting multiple transcriptional CoRs (NCoR

or SMRT), which then recruit HDACs. This

is thought to account for a gene-silencing

effect through chromatin condensation.

Pharmacological doses of RA are required to

disrupt such a repressive complex and to allow

recruitment of CoAs/HATs complexes such as

CBP and p160. The subsequent acetylation of

histone tails leads to chromatin

decondensation and gene activation. As the

last step, the RNA polymerase II holoenzyme,

together with the TATA-binding protein (TBP)

and TBP-associated factors (TAFs), and

mediator complexes, are recruited, which

increases the frequency of transcription

initiation. The t(11;17) chromosomal

translocation generates the PLZF/RARa fusion

protein, which contains two CoR interaction

surfaces. The one in the PLZF portion of the

molecule cannot be dissociated by RA,

accounting for the insensitivity of this acute

promyelocytic leukemia (APL) type to retinoid

therapy. However, combining RA treatment

with an HDAC inhibitor (HDACi) blocks the

enzyme activity and so prevents chromatin-

mediated repression. Ac, acetyl group; APL,

acute promyelocytic leukemia; CoA, co-

activator; CoR, co-repressor; HAT, histone

acetyltransferase; HDAC, histone deacetylase;

HDACi, histone deacetylase inhibitor; NCoR,

nuclear receptor co-repressor; PML,

promyelocytic leukemia; PLZF, promyelocytic

leukemia zinc finger; p160, co-activator (e.g.

TIF2/RAC3/SRC-1); RA, retinoic acid; RAR,

retinoic acid receptor; RARE, retinoic acid

response elements; SMRT, silencing mediator

for retinoid and thyroid hormone receptor.
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PML/RARa. PML is a multifunctional protein involved in regulation of apoptosis,

cell proliferation, and senescence [75] and is typically found as a part of multipro-

tein structures called nuclear bodies (NBs), which co-localize with more than 30

proteins, including p53 and CBP [76]. In APL, PML/RARa through its interaction

with wild-type PML causes the disintegration and relocalization of the NBs, leading

to aberrant nuclear structures linked to a loss of several PML functions including

growth suppression, transformation suppression, and pro-apoptotic actions [75].

Recently, the role of PML in leukemogenesis has been further clarified: the wild-

type PML proteins, associated with PML/RARa, recruit p53 to the fusion protein

complexes, causing its deacetylation by HDACs. This leads to p53 degradation

by the proteasome and genomic instability, resulting in downregulation of p53-

dependent transcription and resistance to apoptosis [77]. The inactivation of p53

favors further mutations which are essential for the development of APL. Besides

the alteration of cross-talk to key regulatory factors such as p53, it has also been

shown that sumoylation of PML/RARa on lysine 160 recruits another co-repressor

complex called Daxx to the PML moiety. This event appears to be critical for the

differentiation block ex vivo and APL development in vivo since transgenic mice

bearing a mutation in the sumoylation site of PML/RARa never developed APL

but rather myeloproliferations [78].

Taken together, the studies of APL have revealed not only the genetic and epige-

netic basis of the disease and of the mechanistic basis of the retinoic acid-based

‘‘differentiation therapy’’ that cures more than 72% of the patients, but also re-

vealed novel treatment paradigms for APL and, moreover, for acute myeloid leuke-

mias (AML) which constitutes a significantly larger patient collective with very het-

erogeneous genetic background.

3.4.2

Retinoids and Apoptosis: Induction of TRAIL

Studying the cancer preventive potential of retinoids, recent observations have

revealed that retinoids (classical or atypical) induce apoptogenic programs involv-

ing the signaling pathways activated by the death ligand TRAIL (tumor necrosis

factor-related apoptosis-inducing ligand, also named Apo-2L or TNFSF10). Initial

evidence was provided by ex vivo studies with APL patients’ blasts which were

shown to die upon exposure to retinoids in a TRAIL-dependent manner [4, 79].

TRAIL is a member of the TNF family and has attracted significant interest for

therapy due to its specific induction of apoptosis in malignant cells with normal

cells being largely resistant to its effects [4, 80, 81]. TRAIL is a type II membrane

protein whose binding to TRAIL receptor 1 (TRAIL-R1/DR5) and/or TRAIL-R2

(DR4) results in apoptosis. No apoptosis is observed with the so-called decoy recep-

tors TRAIL-R3 (Dc-R1) or TRAIL-R4 (Dc-R2), which lack a functional cytoplasmic

death domain or are completely devoid of a cytosolic region and, consequently, can-

not transmit any apoptosis signal [82–85].

TRAIL ligation to its cognate receptors induces trimerization and recruitment,
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through the receptor death domains, of specific cytoplasmic proteins resulting in

the formation of the so-called death-inducing signaling complex (DISC) [86]. Im-

portant components of this complex are the adapter protein Fas-associated death

domain (FADD/Mort-1) and the apoptosis initiator caspases 8 or 10. These cas-

pases are autocatalytically cleaved at the DISC, thus initiating a caspase cascade

that involves caspases 3, 6, and 7 and executes the death program. This pathway

is called the ‘‘cell-extrinsic pathway,’’ but in certain types of cells, TRAIL can also

couple to the ‘‘cell-intrinsic pathway.’’ In this case, caspase 8- or 10-mediated cleav-

age of the Bcl-2 family member Bid results in its translocation to the mitochondria,

causing a loss of the mitochondrial transmembrane potential and release of

cytochrome c to the cytosol. Cytochrome c, together with Apaf-1 and the initiator

caspase 9 form the autocatalytically active apoptosome, resulting in caspase 9 acti-

vation and initiation of the caspase cascade described above [7, 87, 88].

In APL blasts it has been observed that prior to induction of TRAIL-mediated

apoptosis, anti-apoptotic survival programs are activated and it has been speculated

that these survival programs set a time-frame during which the cell can exert its

differentiated phenotype [89].

The induction of TRAIL has a number of implications for future therapies. For

example, TRAIL could be combined with lower doses of ATRA, in order to limit

the RA syndrome [90]. In addition, atypical retinoids or chemotherapeutic drugs

that induce expression of TRAIL receptors DR4 and DR5 may be used in therapy

together with RAR ligands, to activate both receptors and TRAIL expression and

improve apoptosis efficacy [91, 92]. It has also been shown that TRAIL is induced

in other cell systems than the APL model, by retinoids alone or in synergy with

interferons (e.g. in breast cancer or AML cells) [93, 94].

3.4.3

Retinoids and Rexinoids are Cancer-preventive Drugs

Chemoprevention is based on the use of specific natural or pharmacological agents

to reverse, suppress, or prevent the progression of precancerous lesions to invasive

cancers. Retinoids are prime candidates for cancer chemoprevention since a num-

ber of experimental, epidemiological, and clinical studies performed with retinoids

have revealed their efficacy in the treatment of three precancerous lesions: leuko-

plakia, actinic keratosis, and cervical dysplasia, and in the delay of the development

of skin cancer in individuals with xeroderma pigmentosum and inherited predis-

position to ultraviolet-induced cancers (see Ref. [6] and references therein).

Moreover, retinoids have also been found to be effective in suppressing tumor

development in several carcinogenesis models, such as those of the skin, breast,

lung, prostate, bladder, pancreas, head and neck, or liver [95]. One model fre-

quently used to assess this antitumor activity is the skin carcinogenesis chemically

induced in two steps, first, the initiation induced by a compound such as 7,12-

dimethybenz(a)anthracene (DMBA), and a step of promotion often induced by the

phorbol ester 12,13-tetradecanoyl phorbol acetate (TPA). In vivo studies with such
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models revealed that retinoids are able to block the promotion step by inhibition of

the AP1 activity induced by TPA [96].

However, the use of natural retinoids for therapeutic purposes is often limited by

their relatively low specificity that results in toxicity when these ligands are used

at pharmacological doses. Another important point is the intrinsic or acquired

resistance limiting retinoid clinical activity. Thus, several problems will have to

be solved, perhaps by targeted ligand design, to reduce retinoid toxicity for cancer

chemoprevention.

3.4.4

RARb as Tumor Suppressor

Accumulative evidence indicates that the expression of RARb is critically altered

during the pathogenesis of various solid tumors, and favors the emerging concept

that RARb functions as a potential tumor suppressor. Indeed, the loss of RARb

mRNA expression has been associated with human tumor progression in a variety

of carcinomas, including non-small-cell lung cancer, squamous cell carcinomas of

head and neck, prostate of breast cancers [97–103]. Furthermore, experiments

showing first the loss of tumorigenicity in nude mice of lung cancer cells trans-

fected with RARb, and inversely the gain of tumorigenicity of transgenic mice

expressing antisense aimed to downregulate RARb protein [104] strongly support

that deregulation of RARb expression could be an initial mechanism by which

tumor cells escape from normal cellular homeostasis. Due to the identification of

the RARE located in the promoter of RARb, it is speculated that this receptor may

be a pivotal factor in the antiproliferative activity of the retinoids. In agreement

with this hypothesis, a study with patients with premalignant oral lesions demon-

strated a correlation between the ability of RA to elevate RARb levels and clinical

outcome [105].

Frequently, epigenetic changes of the RARb gene have been demonstrated to

contribute to the transcriptional silencing of RARb despite the availability of phys-

iological levels of RA in tumor cells. Indeed, promoter CpG islands were mapped

in the RARb2 gene and several studies with patients presenting epithelial malig-

nancies highlighted that DNA methylation of this promoter could be a marker for

early carcinogenesis [106–108]. On the other hand, a loss of histone H3 acetylation

consistently correlates with RA resistance in lung cancer cells lines and loss of

RARb expression, both in presence or absence of hypermethylation [109]. In appli-

cation to these mechanisms, combinations of RA to HDAC and DNMT inhibitors

were found to be effective in overcoming RA resistance or restoring RA signaling

[110, 111]. Additional studies are needed to fully decipher the genetic networks

mediated by RARb and definitely address the tumor-suppressor function of this

protein. In this respect, the recent elucidation of the crystal structure of LBD of

the RARb and the description of RARb-selective agonist [112] give the opportunity

to assess pharmacologically the tumor-suppressor role of RARb in vitro and in ani-

mal models.
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3.4.5

Clinical Applications of Retinoids in Cancer: Updated and Future Strategies

The present and future research on retinoid action and the corresponding clinical

studies will help to find ways to overcome retinoid resistance in APL patients and

decrease the side effects of the currently used ATRA therapy. In addition, such

mechanistic studies will reveal the regulations within the molecular pathways that

are activated by retinoids and their receptors. For two decades, various strategies,

including the development of novel retinoids and combination therapy with other

differentiation-inducing, cytotoxic or chromatin-remodeling agents have been pro-

posed, and several strategies are currently undergoing ongoing clinical trials (see

Table 3.1) [62, 113, 114].

Atypical retinoids, referring to synthetic analogs of RA that bind and activate

particular subsets of nuclear receptors isotypes, such as fenretinide (4-HPR) and

CD437, have shown promise as cancer therapeutics owing to their antiproliferative

and apoptotic effects in vitro. Indeed, fenretinide has shown anticancer potential in

several preclinical studies (reviewed in Ref. [113]) and is being used in clinical tri-

als for ovarian cancer (treatment and prevention), prostate cancer, neuroblastoma,

glioblastoma, and advanced solid tumors. In addition, atypical retinoids exert their

growth-regulatory activity in retinoid-resistant cells [115]. The ‘‘heteroarotinoids’’ is

another class of these retinoid-related molecules, which consists of a group of com-

pounds modified on the basis of arotinoid chemistry (containing aromatic ring(s)

and at least one heteroatom within the skeletal framework). These have shown

marked anticancer activities in vitro [116] and much lower toxicities when com-

pared with some clinically used retinoids. One example of a heteroarotinoid was

selected by the National Institute of Health (NIH) for preclinical screening (now

in progress) for potential use in treating ovarian and cervical cancer.

Another type of retinoid-related molecule, MX781, is an RAR antagonist that

induces apoptosis and showed exceptional anticancer activity against estrogen-

independent breast cancer cells, although high concentrations of the compound

are required in vitro to induce apoptosis [117, 118]. Finally, LGD1069 (Targretin)

is a prototype of selective ligand classified as RXR receptor agonist. Its antitumor

activity is similar to that achieved by tamoxifen in N-nitroso-N-methylurea animal

systems and most notably, the classical signs of retinoid-associated toxicity were

limited in chronic therapy [119, 120].

Other specific RXR-selective agonists are being developed as therapeutic agents,

such as the bexarotene, currently used as treatment for persistent or refractory cu-

taneous T-cell lymphoma [121, 122].

Alternatively, combination of existing retinoids and other agents is another po-

tentially strategy to optimize retinoid-based treatment. Pan-agonists for RAR and

RXR (e.g. ATRA, 9-cis-RA and 13-cis-RA) have shown potent antitumor activity

when combined with agonists or antagonists for other members of the NR sub-

family (e.g. vitamin D, PPARg ligands and steroids). The anti-estrogen tamoxifen,

which has antiproliferative effects by itself, is more effective against breast carci-
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noma or hepatoma cells when used in combination with retinoids [123]. Together

with vitamin D3 analogs, retinoids can effectively reduce breast tumor mass in

nude mice [124] and can inhibit cell growth and induce apoptosis in lung, prostate,

breast, and ovarian cancer cells. Recently, the combination of dexamethasone and

Table 3.1. Ongoing clinical trials using retinoids alone or in combination therapies

Compound Receptor activity Type of cancer Combination Phase

Isotretinoin

(13c-RA)

Pan-RAR agonist Non-small-cell lung

cancer

IFNa, paclitaxel II

T-cell lymphoma IFNa II

Adult solid tumor,

leukemia, lymphoma,

small intestine cancer

MS-275 I

Tretinoin

(at-RA)

Pan-RAR agonist Stage I/II/III multiple

myeloma

Dexamethasone II

Metastatic renal cell

cancer

IFN-a2b II

Stage IV kidney cancer IL-2 II

Fenretinide

(4-HPR)

RARg and RARb

agonist, additional

unknown activities?

Stage II/III and

metastatic/hormone-

refractory prostate

cancer, stage III/IV

recurrent malignant

glioma, small-cell lung

cancer, metastatic head/

neck cancer, peritoneal

cavity cancer, recurrent/

resistant neuroblastoma,

stage III/IV renal cell

carcinoma

II

Refractory solid tumors Paclitaxel,

cisplatin

I

Head/neck cancer FTI I

Head/neck cancer lonafarnib I

Refractory/relapsed

hematologic cancer

I

Ovarian epithelial

cancer

Prevention

Bexarotene RXR-selective Breast cancer Prevention

For further information, see http://www.clinicaltrials.gov.

IFN, interferon; IL, interleukin; FTI, farnesyl transferase inhibitor.
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ATRA has been shown to inhibit cell proliferation and induce differentiation in

human osteosarcoma cells [125]. Many associations of classic retinoids or atypical

retinoids with chemotherapeutic agents (e.g. cisplatin, etoposide, camptothecin,

taxol, vinblastin, gencitabine, and cytosine arabinoside) have a synergistic antipro-

liferative effect or can sensitize certain types of cancer to chemotherapy-induced

apoptosis. In support of this, several clinical trials to test anticancer activities of 4-

HPR – used alone or in combination – in neuroblastoma, ovarian cancer, prostate

cancer, glioblastoma, or advanced solid tumors are ongoing at present [114].

Finally, the interferon (IFN)/retinoid association is a promising cocktail of such

therapeutic approaches and has been extensively studied at the molecular level. It

has been found that the mechanism implicated in the synergistic antiproliferative

effect induced by the IFN-retinoid association might be related to intrinsic and

extrinsic apoptotic pathways [126–128]. In the light of the fact that TRAIL and the

death receptor pathway is responsible for retinoid-induced apoptosis in certain sys-

tems, IFNs could potentiate the anticancer effect of retinoids by modulating factors

that interact with or take part in this pathway, leading to cocktails that are more

effective in killing cancer cells. Recently, the combination of IFNa/isotretinoin has

shown antitumor effects and was well tolerated in patients with lymphoid malig-

nancies [129].

Despite the success of ATRA-based differential therapy in APL, the broad prom-

ise of retinoid in the clinic has not yet been realized. Presented observations argue

for the use of retinoid combination therapies that can activate only a subset of the

functions induced by the cognate ligand or to act in a cell type-selective manner. A

better understanding of the underlying molecular mechanisms promoting and

limiting the multiple pathways by which retinoids exert their anticancer action is

essential to pave the way towards novel types of ret(x)inoid-based (combo)therapies.
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4

Nuclear Receptors and the Control of

Gene Expression by Fatty Acids

Jean-Paul Pégorier

The last decade has provided evidence that major (glucose, fatty acids, amino acids)

and minor (iron, vitamins, etc.) dietary constituents regulate gene expression in a

hormonal-independent manner. This review focuses on molecular mechanisms

by which fatty acids and/or their metabolites control the expression of genes in-

volved in their own metabolism or in carbohydrate metabolism. These effects are

mediated either by direct binding on transcription factors such as PPARs, LXR,

HNF-4, RXR (all of which belong to nuclear receptor superfamily), or alternatively

through modifications in nuclear abundance and/or activity of numerous tran-

scription factors such as SREBP-1c, ChREBP, PPARs, etc. Knowledge of the mech-

anisms that govern fatty acid-induced gene expression will provide insight into the

role that dietary fat plays in physiology and health, especially in humans.

4.1

Introduction

The high energetic value of fatty acids (9 kcal/g versus 4 kcal/g for glucose)

coupled with their low storage bulk (as anhydrous shape in lipid droplets in white

adipose tissue, liver and muscles) make them a major source of energy for the or-

ganism. Stored fatty acids are either derived from the diet or de novo by synthesis

from dietary carbohydrates (lipogenesis). Dietary fat is an important macronutrient

for the growth and development of all organisms. Excessive levels of dietary fat or

imbalance in its composition (saturated versus unsaturated fat) have been related

to the onset or development of several chronic diseases such as coronary artery dis-

ease [1], obesity and type 2 diabetes [2], and certain forms of cancer [3].

The biological functions of lipids are mainly carried out by fatty acids and/or

derived signaling molecules, such as ceramides, diacylglycerol, eicosanoids, and

coenzyme A thioesters (acyl-CoA). A large number of cellular systems and func-

tions are affected by these bioactive macromolecules, including regulation of ion

channels or pumps, membrane trafficking and composition, protein acylation and
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sorting, control of enzyme activities and immune process and the regulation of

gene expression and energy metabolism (reviewed in Ref. [4]).

This review focuses on the transcriptional effect of fatty acids mainly in the liver

because this organ plays a central role in whole body lipid metabolism.

4.2

Regulation of Gene Expression by Fatty Acids

4.2.1

Role of Chain Length and Degree of Saturation

When looking at the role of fatty acid chain length in the regulation of gene expres-

sion, most of the studies investigated chains with more than 12 carbons. However,

a growing number of studies now reported an effect of short-chain fatty acids (4–6

carbons) on the expression of genes. For instance, butyrate affected the expression of

a number of genes involved in the regulation of cell proliferation/differentiation/

apoptosis in colorectal cancer cell lines or in immortalized colon cells [5, 6]. Simi-

larly, butyrate induced calcitonin in cultured human medullary thyroid carcinoma

[7] and the plasminogen activator inhibitor type 1 (PAI-1) in HepG2 cells [8]. Fi-

nally, it was suggested that the decreased expression of mitochondrial hydroxy-

methylglutaryl-CoA synthase (mHMG-CoA synthase) in the colon of germ-free

rats [9] could be due to the absence of butyrate, the most abundant short-chain fatty

acid produced by the fermentation of dietary fibers. Indeed, the transcription-

stimulating effect of butyrate has recently been demonstrated in human colon can-

cer cell line where it induced WAF1/Cip1, a protein that inhibits the G1 to S-phase

transition [10]. Stimulation of transcriptional activity by of butyrate seems to be

mainly exerted by its inhibitory effect on histone deacetylase activity [11, 12], which

alters chromatin structure and transcription rate. To get more insight into the reg-

ulation of gene transcription by short-chain fatty acids the author recommends

reading recent reviews in this field [12–14].

The rest of the present review will be focused on the transcriptional effect of

long-chain fatty acids (more than 12 carbons).

Four classes of long-chain fatty acids are typically encountered in the diet: satu-

rated fatty acids, n-9 monounsaturated fatty acids, n-3 and n-6 polyunsaturated fatty

acids (PUFAs). Dietary fish oil PUFAs from the n-3 series are considered to have

protective effects on cardiovascular diseases, diabetes, cancer, and neurological dis-

eases (reviewed in Ref. [15]). Among the pleiotropic effects responsible for these

beneficial actions of PUFAs [15] the decrease in the concentrations of circulating

very low-density lipoprotein (VLDL), and chylomicrons plays a central role. This

mainly results from a decrease in the activity of hepatic lipogenic enzymes because

of an inhibition of gene transcription and/or modifications in mRNA maturation

and/or stability (reviewed in Refs [16–18]). Interestingly, it seems that downregula-

tion of gene expression by fatty acids is restricted to fatty acid having more than 18

carbons and at least two double bonds (reviewed in Ref. [19]), whereas the upregu-
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lation of gene expression is independent of the degree of saturation of the carbon

chain of fatty acids.

4.2.2

Metabolite(s) Responsible for the Effect of Long-chain Fatty Acids

Fatty acids are delivered to cells either as complex lipoproteins (VLDL, chylomi-

crons) or as non-esterified fatty acids (NEFAs). Triglycerides in chylomicrons and

VLDLs are hydrolyzed by the action of a lipoprotein lipase and NEFAs enter cells

via fatty acid transporters (reviewed in Ref. [20]). Once in cells, the NEFAs are rap-

idly converted to fatty acyl-CoA thioesters by acyl-CoA synthetases (ACSs) specific

for carbon chain length. At least six different ACSs have been characterized. While

each isoform can activate a wide range of fatty acids, they have tissue-specific ex-

pression, subcellular distribution, and a specific spectrum of activity. For instance,

ACS-1, 4, and 5 are expressed in the liver, ACS-1 activates C12–C20 fatty acids,

whereas the activity of ACS-4 is restricted to arachidonic and eicosapentenoic acids

[21]. The intracellular location of ACS-1 and 4 inside the endoplasmic reticulum is

in agreement with their involvement in triglyceride synthesis. Conversely, ACS-5 is

located in outer mitochondrial membrane and thus plays a crucial role in the

regulation of b-oxidation [21]. Once activated by ACS, fatty acyl-CoAs are metabo-

lized in many different metabolic pathways (b-oxidation, elongation, desaturation,

triglyceride or cholesterol synthesis, prostanoid or leukotriene synthesis, etc.)

where each intermediate metabolite or end product can be responsible for the tran-

scriptional effect of long-chain fatty acids (reviewed in Ref. [18]). For instance, it

was shown that NEFA itself, long-chain acyl-CoA, lipooxygenase-derived metabolite

leukotriene B4, prostacyclins, 15-deoxy-D12,14-prostaglandin J2, etc. are potent

regulators of transcription depending upon the gene considered (reviewed in Refs

[22, 23]). This suggests that fatty acids can control gene transcription by different

mechanisms according to the cell-specific context and the target gene.

The regulation of gene transcription by fatty acids seems to be achieved through

two different mechanisms. First, the direct binding of the fatty acid or its metabo-

lites onto transcription factors that all, in our actual knowledge, belong to the nu-

clear receptor superfamily. Second, indirect effects of fatty acids through changes

in the activity or abundance of transcription factors such as SREBP (sterol regu-

latory element-binding protein) or ChREBP (carbohydrate-responsive element-

binding protein).

4.3

The Role of Nuclear Receptors in the Regulation of Gene Expression by Fatty Acids

4.3.1

General Structure and Basic Mechanism of Action of Nuclear Receptors

The 48 nuclear receptors that have been identified in the human and mouse ge-

nomes share a common structure of four main domains named A/B, C, D, and

E/F (Fig. 4.1; reviewed in Refs [24, 25]) (see also chapters 2 and 3). Key functions
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have been assigned to each of these domains. The N-terminal A/B domain harbors

a ligand-independent transcriptional activation function (AF-1). The sequence and

length of the A/B domain are highly variable between receptors and among recep-

tor subtype (reviewed in Ref. [24]). The C domain, or DNA-binding domain (DBD),

is formed by two zinc finger-like motifs folded in a globular structure that can rec-

ognize a nuclear response element (NRE) present on target genes (Fig. 4.1).

Nuclear receptors bind to NRE as monomers, homodimers, or heterodimers

(generally with RXR, 9-cis retinoic acid receptor), depending on the class of recep-

tor (reviewed in Ref. [24]). Three distinct sequences for NRE have been described:

(1) direct repeats (DRx: AGGTCA-Nx-AGGTCA) where x represents the number

(from 0 to 10) of any nucleotide (N) between the two hexanucleotides; (2) everted

repeats (ERx: TGACCT-Nx-AGGTCA), and (3) inverted repeats (IRx: AGGTCA-Nx-

Fig. 4.1. Schematic structure of nuclear receptors. The amino

acid sequence of the zinc finger region is from PPARa.
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TGACCT). The D or hinge domain permits protein flexibility due to conforma-

tional changes induced by ligand binding. This region also contains the C-terminal

extension of the DBD domain that seems to be involved in recognition of the 5 0

extension of the NRE (see Section 4.3.2). Finally, there is a large C-terminal do-

main, the E/F domain or ligand-binding domain (LBD). The structure of the E/F

domain varies substantially between nuclear receptors but they all share a common

sequence of 10–13 a-helices organized around the hydrophobic binding pocket. In

addition to the ligand binding, this domain encompasses the nuclear receptor’s

dimerization and co-regulator (co-repressor and -activator of transcription) inter-

faces and a strong ligand-dependent transcriptional activation function (AF-2; Fig.

4.1). Briefly, upon ligand binding the nuclear receptors undergo a conformational

change that coordinately dissociates co-repressors and facilitates recruitment of co-

activator proteins to enable transcription of target genes (Fig. 4.2). Finally it must

be underlined that in addition to ligand-induced activation of nuclear receptors,

some of them including estrogen (ER), androgen (AR), progesterone (PR), vitamin

D (VDR), retinoic acid (RAR), and peroxisome proliferator-activated (PPAR) recep-

tors are targets of several kinases which modulate their transcriptional activity

through phosphorylation mainly in the A/B domain (reviewed in Refs [26–28]).

Fig. 4.2. Schematic representation of the

mechanism of action of nuclear receptors. In

the unliganded state, nuclear receptors (NR)

are bound to their specific responsive element

(NRRE) generally as a heterodimer with cis-

retinoic acid receptor (RXR). In this condition,

heterodimers are associated with a

multiprotein co-repressor complex that

contains histone deacetylase activity (HDAC).

The deacetylated status of histones keeps the

nucleosome in a conformation in which

transcription is inhibited. Once a ligand binds

to the receptor, the co-repressor complex

dissociates and a co-activator complex

containing histone acetyltransferase activity

(HAT) is recruited to the heterodimer.

Acetylation of histone induces chromatin

remodeling, a major event in activation of gene

transcription.
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4.3.2

Peroxisome Proliferator-activated Receptors

Among the fatty acid-regulated nuclear receptors, the PPARs are the most exten-

sively characterized. Three isoforms of PPAR have been cloned: (1) PPARa is

mainly expressed in liver, digestive tract, and kidney; (2) PPARb, -d or NUC-1 (re-

spectively cloned in Xenopus, mouse, and human) are ubiquitously expressed; and

(3) PPARg (g1, g2, g3 arising from an alternative splicing of a single gene) is mainly

expressed in adipose tissues and in macrophages (reviewed in Ref. [24]). Initially

characterized for their capacity to be activated by peroxisome proliferators (fibrates,

xenobiotics, etc.) it was later shown that fatty acids (saturated and PUFA) and some

eicosanoids (15-deoxy-D12,14-prostaglandin J2, leukotriene B4) are potent ligands

of PPARs (reviewed in Ref. [24]). Structural analysis of PPARs reveals that the

hydrophobic binding pocket of these receptors is bigger than that of most other

members of this family (around 1400 Å3, reviewed in Ref. [29]). Although many

fatty acids can bind PPARs in vitro they do not have the same potency to activate

PPAR. This was particularly well demonstrated in hepatic cells in which oleate

(C18:1n-9) or eicosapentaenoate (C20:5n-3) bind to PPARa (the predominant he-

patic isoform) with quite similar affinity, but only eicosapentanoate or docosahexa-

noate (C22:6n-3) activate PPARa [30].

Binding of ligands leads to an active conformation of the receptor through the

stabilization of the AF-2 region of the LBD (see Section 4.3.1) [31]. This conforma-

tional change leads to the removal of co-repressor complex from the PPAR/RXR

heterodimer and the recruitment of the co-activator complex [32, 33] (Fig. 4.2) es-

sential for the interaction with the transcriptional machinery. The recruitment of

the transcriptional machinery can occur either directly [34] or in response to the

chromatin remodeling (histone acetylation, Fig. 4.2) (reviewed in Ref. [35]). The

modulation of gene transcription is due to the binding of the heterodimer PPAR/

RXR to a consensus sequence (PPRE) consisting of a direct repeat of a hexamer

AGGTCA with an interspacing of 1 base pair (DR1, see Section 4.3.1). Moreover, the

5 0-extension (AACT) is essential for the polarity of PPAR/RXR heterodimer binding

[36], PPAR interacting with the 5 0 repeat and RXR binding to the 3 0 motif [37].

Using cDNA microarray technology, it was shown that dietary fish oil PUFAs

play a major role in the regulation of an extensive network of genes involved in

hepatic fatty acid metabolism [38, 39]. Nevertheless, this does not mean that these

effects are dependent upon PPARa activation, most of these genes have a PPRE in

their promoter region. Until recently, this observation has led to the established

dogma that regulated genes containing one or more PPRE sequences in their

promoter respond to fatty acids via PPAR activation. However, a growing number

of reports show that the regulation of gene expression by fatty acids is certainly

more complex than simple acceptance of this dogma. For instance, apoA-II and

FAT-CD36 genes do not respond to fatty acids despite the presence of PPRE se-

quences in their promoter [40] (reviewed in Ref. [41]). Similarly, adenovirus-

mediated overexpression of a dominant negative PPARa in hepatoma cells antago-

nizes the fibrate-induced liver CPT-I gene expression whereas it does not affect

LCFA-induced L CPT-I gene transcription [42]. In the liver of PPARa-null mice
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(PPARa�=�) the inhibitory effect of PUFAs on the expression of genes encoding

regulatory proteins of lipogenesis (acetyl-CoA carboxylase, fatty acid synthase, spot

14) or glycolysis (l-pyruvate kinase) is still present despite the absence of PPARa

[43, 44]. PUFA inhibits the transcription of D5 and D6 desaturase genes, whereas

PPAR agonists stimulate the transcription of theses genes [45, 46]. These results

suggest that transcription factors different from PPAR are involved in the regula-

tion of gene expression by fatty acids.

4.3.3

Liver X Receptors

Two LXR isoforms have been described: LXRa mainly expressed in liver, kidney,

intestine, adipose tissue, and adrenals, and LXRb which is ubiquitously present

[47]. Oxysterols (22-R-hydroxycholesterol, 24,25-epoxycholesterol, etc.) are natural

ligands of LXR which are commonly known as cholesterol sensors. Recently, it

was shown that mono- and polyunsaturated fatty acids bind to LXRa [48, 49] and

antagonize the binding of oxysterols leading to an inhibition of LXRa transcrip-

tional activity [48]. While it seems clear that LXRb is insensitive to fatty acid antag-

onism [49], it must be underlined that the antagonistic effect of PUFA on LXR-

regulated genes is not always found, especially in liver [50]. Structural analysis of

the LXRb-binding domain reveals that the binding pocket is intermediate (830 Å3)

between RXR (489 Å3) and PPARs (see Section 4.3.2) (reviewed in Ref. [29]).

These receptors regulate the expression of genes involved in hepatic bile acid syn-

thesis (7a-hydroxylase CYP7A), cholesterol reverse transport (ATP-binding cassette

genes), lipogenesis (see Section 4.4.1) and fatty acid and glucose uptake (reviewed

in Ref. [25, 51]) upon binding to the DR4 (see Section 4.3.2) regulatory element

(LXRE) as heterodimers with RXR.

In addition to PPAR and LXR receptors as fatty acid sensors, another nuclear re-

ceptor has been involved in fatty acid-mediated gene expression. For instance, the

gene encoding 7a-hydroxylase (CYP7A), the rate-limiting protein in bile acid

synthesis, is upregulated by oxysterols (via the activation of LXR) [52] and by fatty

acids [53] but downregulated by fibrates (PPARa agonists) [54, 55]. Indeed, analy-

sis of the promoter region of CYP7A gene reveals the presence of a DR1 sequence

(see Section 4.3.1) that binds specifically HNF-4a receptor but not PPAR/RXR het-

erodimer [54, 55]. The relative contribution of these two receptors in the control of

CYP7A gene transcription has been clearly demonstrated by phenotypic analysis

of PPARa [55] or HNF-4a [56] knockout mice. The next section on HNF-4a may

provide some clues to explain the apparent contradictory effects of fatty acids and

fibrates on CYP7A gene.

4.3.4

Hepatic Nuclear Factor-4 Alpha

The HNF-4 class of nuclear receptor contains two subtypes in humans, HNF-4a

(a1, a2, a4) and HNF-4g that differ in the A/B and F domains (see Section 4.3.1).
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Originally identified in liver, HNF-4a is also present in kidney, intestine, and pan-

creatic islets [57, 58]. The expression pattern of HNF-4g is more ubiquitous but

high levels are also detected in liver and islets [59]. Unlike PPAR and LXR, HNF-

4 is not able to bind native fatty acids but has a great affinity for fatty acyl-CoA [60].

While binding of saturated acyl-CoA (C14:0, C16:0) stimulates the transcriptional

activity of HNF-4a, binding of polyunsaturated fatty acyl-CoA (C18:3, C20:5,

C22:6) inhibits the effects of HNF-4a on gene transcription [60].

The recent X-ray crystallographic analysis of HNF-4a [61, 62] and HNF-4g [63]

revealed that, although the receptor was crystallized in the absence of ligand, the

LBD was occupied by C14–C18 fatty acids interacting with Arg226 through the

carboxyl group [62, 63]. These fatty acids do not exchange with exogenously added

fatty acids [62, 63], a situation that markedly differs from PPAR and LXR which

show a binding and displacement of ligand typical of nuclear receptor. These

results suggest that unliganded HNF-4 receptor is not sufficiently stable for crystal-

lization and that bound fatty acids lock the receptor in an active configuration.

Similar observations were reported for two other crystallized nuclear receptors,

the RORb containing a stearic acid molecule in the binding pocket [64] and the

RXRa containing an oleic acid in ligand-binding pocket [65]. Finally, it was shown

that the volume of the ligand-binding pocket of HNF-4a (370 Å3) is much smaller

than the estimated volume for fatty acyl-CoA (around 850 Å3) [61]. Altogether,

these observations underline the need for additional work to understand the role

of fatty acids in the function of endogenous HNF-4.

The phenotypic analysis of CRE-Lox conditional HNF-4a-null mice has shown

that this nuclear receptor controls either directly or indirectly the expression of sev-

eral hepatic genes. These include genes encoding proteins of lipoprotein metabo-

lism (apoC-II, C-III, A-II, A-IV, reviewed in Ref. [16]), iron metabolism (transferrin

[66]), carbohydrate metabolism (l-pyruvate kinase, glucose-6-phosphatase, phos-

phoenolpyruvate carboxykinase [44, 67]) and bile acid synthesis (CYP7A [56]). Un-

like PPAR or LXR, HNF-4a binds to DR1 sequences as homodimer, making it a

competitor of the PPAR/RXR heterodimer for binding to these particular DNA

motifs [44, 55, 66]. This has been recently demonstrated for the gene encoding

glucose-6-phosphatase; the transcription thereof is inhibited by PUFA-CoA thio-

esters by preventing HNF-4a binding to the glucose-6-phosphatase promoter [67].

Finally, it was reported that fibrates could be converted to CoA thioesters (as fatty

acids) which then bind to HNF-4a leading to an inhibition of its transcriptional

activity [68]. This dual level of competition with PPAR receptors (binding to DR1

motifs, fibrate-CoA binding) could explain, in part, the complex regulation of

CYP7A gene by fatty acids and fibrates.

4.3.5

Other Fatty Acid-binding Nuclear Receptors

In addition to these three main fatty acid sensors (i.e. PPAR, LXR, and HNF-4), it

has been shown that at least three other nuclear receptors are able to bind fatty

acids. Firstly, the dimerization partner of most nuclear receptors, RXR, binds
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mono- and polyunsaturated fatty acids including oleic acid (C18:1), arachidonic

acid (C20:4), and DHA (C22:6) as evidenced by both crystal structure [65] and elec-

trospray mass spectrometry [69] experiments. Moreover, these fatty acids have been

shown to activate RXR in various cells or organs (brain, heart, testis, colonocytes

[70–72]), suggesting that fatty acid ligands have the potential to exert important

effects on RXR-mediated gene transcription. As discussed above, fatty acids con-

trol the expression of numerous genes through PPAR/RXR or LXR/RXR heto-

dimers. Recent reports showing that fatty acids are able to bind and activate not

only PPAR and LXR but also RXR provide interesting pointers to the possibility

that fatty acids act as heteroligands and also clarify the permissive and/or synergis-

tic consequences in the regulation of gene transcription.

The second additional nuclear receptor that binds PUFAs is the bile acid-

activated farnesoid X receptor (FXR) [73]. Indeed, it has been shown in hepatoma

cells that PUFAs antagonized the agonist-induced FXR activation, leading to spe-

cific changes in FXR target genes [73]. Finally, the third additional nuclear receptor

that binds PUFA is the retinoic acid-related orphan receptor (RORb) [64]. This iso-

form of RORs is exclusively expressed in the central nervous system, whereas two

other isoforms, a and g, are expressed in many tissues [74, 75]. RORa plays a cen-

tral role in the regulation of lipid metabolism as evidenced by its stimulating effect

on intestinal apoC-III, liver apoA-I and skeletal muscle CPT I gene expression [76–

78]. Recent studies reveal that cholesterol is a natural ligand of RORa (reviewed

in Ref. [75]). Whether fatty acids can bind this isoform and interfere with natural

ligand remains to be determined.

A general overview of fatty acid-regulated genes by nuclear receptors is depicted

in Fig. 4.3.

In addition to their direct effects as ligands, fatty acids affect the nuclear abun-

dance and/or activity of many transcription factors that control the expression of

genes involved in lipid or glucose metabolism. The last part of this chapter will

describe two examples of such kind of regulation on well-characterized fatty acid-

regulated genes.

4.4

Effect of Fatty Acids on Nuclear Abundance and Activity of Transcription Factors

4.4.1

Sterol Regulatory Element-binding Protein

Three SREBP isoforms have been cloned; SREBP-1a and 1c (derived from alterna-

tive transcription start site of a single gene) and SREBP-2 encoded by another gene

(reviewed in Refs [79, 80]) (see also chapters 6 and 12). SREBP-1c preferentially

enhances transcription of genes involved in fatty acid, triglyceride, and phospholi-

pids synthesis, whereas SREBP-1a and SREBP-2 activate genes involved in choles-

terol synthesis (reviewed in Refs [79, 80]). SREBPs belong to the basic helix-loop-

helix-leucine zipper (bHLH-Zip) family of transcription factors, but differ from
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other bHLH-Zip proteins in that they are synthesized as inactive precursors bound

to the endoplasmic reticulum (reviewed in Refs [79, 80]). In order to reach the

nucleus and to act as a transcription factor, the N-terminal domain of SREBP pro-

teins must be cleaved proteolytically from the endoplasmic reticulum membrane

(reviewed in Refs [79, 80]).

Briefly, four proteins play a major role in the maturation and translocation of

SREBP. In the endoplasmic reticulum, SREBP binds to SREBP-cleavage activating

protein (SCAP) that interacts with a third protein, INSIG (insulin-induced gene).

When intracellular sterol levels fall, SCAP escorts SREBP to the Golgi whereas IN-

SIG facilitates retention of SREBP in the endoplasmic reticulum [81–83]. In the

Golgi, two proteases, S1P and S2P (site 1 and 2 protease), cleave inactive SREBP

precursor and release mature transcription factor from the Golgi for its translo-

cation to the nucleus (Fig. 4.4). SREBP binds, as homodimer, to SRE (sterol re-

sponsive element) in the promoter of many genes involved in lipid metabolism

(reviewed in Refs [18, 84]).

Fig. 4.3. Schematic overview of fatty acid

sensor proteins. Non-esterified fatty acids

(NEFA) or their respective CoA thioesters

regulate the transcription of target genes

through direct activation of some nuclear

receptors PPAR (peroxisome proliferator-

activated receptor), LXR (liver X receptor),

HNF-4a (hepatic nuclear factor 4 alpha) or

RXR (cis-retinoı€c acid receptor). In addition,

fatty acids were also found as structural

ligands in the ligand pocket of FXR (farnesoid

X receptor) and ROR (retinoic acid-related

orphan receptor) but the contribution of

these receptors in the regulation of gene

transcription by fatty acids remains to be

determined. Finally, l-FABP (fatty acid-binding

protein) may be involved in the regulation of

gene expression by fatty acids.
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As mentioned before (Section 4.3.2), PUFAs inhibit the transcription of lipo-

genic genes (ATP citrate lyase, acetyl-CoA carboxylase, fatty acid synthase, spot 14)

in the liver of PPARa-null mice [43]. Indeed, overexpression of mature SREBP-1c

in transgenic mice liver [85] or in cultured hepatocytes [86] overrides the PUFA

suppression of lipogenic gene expression, supporting a role for SREBP-1c in medi-

ating the negative effects of PUFA.

Although, it has been known for many years that the inhibition of lipogenic en-

zyme gene expression is restricted to PUFAs [87, 88], recent experiments suggest

that saturated fatty acid could have opposite effects (i.e. a stimulation of lipogenic

gene expression) [89]. These surprising effects seem to be due to an increased in

SREBP-1c gene expression secondary to a strong co-activation by PGC-1b (PPAR

gamma co-activator 1b) [89]. Conversely, the inhibitory effects of PUFA through

SREBP-1c are complex. At least two mechanisms have been described. First, it

Fig. 4.4. Schematic representation of PUFA-

induced repression of glycolytic and lipogenic

gene expression. Polyunsaturated fatty acids

(PUFAs) inhibit, in an indirect manner, the

transcription of genes encoding lipogenic

(FAS (fatty acid synthase), ACC (acetyl-CoA

carboxylase)) and glycolytic enzymes (L-PK

(liver-type pyruvate kinase)) secondary to a

reduction in nuclear abundance of stimulatory

transcription factors such as SREBP-1c (sterol

regulatory element binding protein) or ChREBP

(carbohydrate response element binding

protein). For SREBP-1c, this mainly results

from a decrease in mRNA levels (via an

inhibition of LXR-mediated gene transcription)

and in the cleavage of the precursor form of

SREBP-1c. For ChREBP this is due to a

decrease in xylulose-5-phosphate (X-5-P)

concentration (secondary to a reduction in

glycolytic flux). Under these conditions,

ChREBP is not dephosphorylated by PP2A

(phosphatase 2A) and thus not translocated in

the nucleus. A second putative mechanism is

due to an activation of AMP kinase that

phosphorylates ChREBP and leads to an

inhibition of its translocation in the nucleus.
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was reported that treatment of CHO cells with PUFA activated a sphingomyelinase

leading to the redistribution of cholesterol from the plasma membrane to the en-

doplasmic reticulum [90]. The increased level of cholesterol in endoplasmic reticu-

lum membrane led to the inhibition of proteolytic process and, thus, to a decrease

in the abundance of SREBP in the nucleus [90] (Fig. 4.4). This mechanism proba-

bly represents the main mechanism by which PUFAs suppress the expression of

fatty acid synthesis genes (see below). Secondly, PUFAs markedly reduce hepatic

SREBP-1c mRNA levels (Fig. 4.4) by inhibiting its gene transcription [48, 91] and

accelerating its mRNA turnover [92]. While PUFA-induced SREBP-1c mRNA deg-

radation is still unresolved, the effect of unsaturated fatty acids on SREBP-1 gene

transcription is controversial.

Originally, the effect was attributed to an antagonistic effect of PUFA on LXR

activity (see Section 4.3.3), a strong activator of SREBP-1c gene transcription [93,

94]. However, this has been recently questioned. For instance, in rat liver or iso-

lated hepatocytes it was shown that PUFAs did not antagonize the oxysterol/LXR-

mediated transcription of target genes such as CYP7A or certain ATP-binding

cassettes [50]. Moreover, the PUFA-induced suppression of SREBP-1c promoter

activity does not require the LXR responsive element (LXRE) [95]. Thus, despite evi-

dence of an inhibitory effect of PUFAs on SREBP-1c gene expression, additional

work is required to fully understand the underlying molecular mechanisms.

4.4.2

Carbohydrate Response Element-binding Protein (ChREBP)

As already mentioned (Section 4.3.2), liver-type pyruvate kinase (L-PK) gene tran-

scription is markedly decreased by PUFA in a PPARa-independent mechanism.

The PUFA-mediated suppression of L-PK gene expression cannot be attributed to

SREBP-1c since the L-PK promoter does not contain an SRE-binding site [86, 96,

97]. Functional mapping analysis of the L-PK promoter has shown that the PUFA

response element contains a carbohydrate response element (ChoRE) binding site

[98, 99]. Recently, ChREBP was shown to play a crucial role in the induction of gly-

colytic and lipogenic genes by glucose [100, 101] by its capacity to bind to ChoRE

present in promoters of these genes [102–104]. The fact that the ability of ChREBP

to bind to the L-PK promoter is decreased in hepatic nuclear extracts from rats fed

a high-fat diet suggests that ChREBP may be involved in fatty acid-induced down-

regulation of glycolytic genes [102] (see also chapter 6).

At least two different mechanisms have been involved in the negative effects of

PUFAs on L-PK gene expression (Fig. 4.4): (1) a decrease in ChREBP gene expres-

sion [105, 106] due to an acceleration of ChREBP mRNA decay [107]; and (2) a de-

crease in the nuclear translocation of ChREBP [105]. Indeed, the translocation of

ChREBP from the cytosol to the nucleus is an important process to activate target

genes in response to glucose [108]. ChREBP is a phosphoprotein that contains at

least three phosphorylation sites important for its activation [109]. The dephos-

phorylation of Ser196 is stimulated by xylulose-5-phosphate, a metabolite of the

pentose phosphate pathway, which activates a phosphatase (PP2A). PP2A dephos-
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phorylates ChREBP leading to its migration into the nucleus [110] (Fig. 4.4). High-

fat diets are known to reduce the activity and expression of key enzymes of the

pentose phosphate pathway [107, 111–113]. In this way they would reduce the

nuclear shuttling of ChREBP. Inside the nucleus, dephosphorylation of Ser568 as

well as of Thr666 might be required for ChREBP DNA binding [105, 110] (Fig.

4.4). The dephosphorylation is ensured by a nuclear PP2A, also stimulated by xylu-

lose-5-phosphate [105] (Fig. 4.4). Conversely, Kawaguchi and co-workers reported

that fatty acids (whatever the chain length and degree of saturation) induced an

increase in intracellular AMP concentration that activated AMP kinase and led to

the phosphorylation of ChREBP on Ser568 [105] (Fig. 4.4). However, these results

are questionable since it was reported by several groups that dietary PUFAs sup-

press lipogenic and glycolytic gene transcription without affecting hepatic ATP

levels [114, 115].

A possible explanation for these discrepancies is that PUFAs could modulate

AMP kinase activity by governing the activity of phosphatases controlling its de-

phosphorylation [115]. Another explanation is that PUFAs could change the nu-

clear abundance of ChREBP in an AMP kinase-independent mechanism. Indeed

we recently demonstrated that PUFAs (but not saturated or monounsaturated

long-chain fatty acids) suppress the nuclear content of ChREBP in mice liver with-

out any activation of AMP kinase both in vivo and in vitro [107]. Similar observa-

tions were found in AMPKa1�=� and AMPKa2�=� mice fed a high-carbohydrate

diet supplemented with PUFAs [107]. This impaired translocation of ChREBP in-

side the nucleus in response to PUFAs is probably due to a reduction in early steps

of glucose metabolism as evidenced by the decrease in glucokinase and glucose-6-

phosphate dehydrogenase activities leading to a fall in xylulose-5-phosphate con-

centration [107].

This type of regulation (i.e. through phosphorylation/dephosphorylation mecha-

nisms) has also been described for other transcription factors. Indeed, fatty acids

and/or their metabolites can affect either directly or indirectly the activity of

various kinases (PKB, PKC, IKK) (reviewed in Ref. [18]) that in turn changes the

degree of phosphorylation and activity of transcription factors such as NFkB [116]

or nuclear receptors (reviewed in Ref. [26]), especially of PPARs (reviewed in Refs

[27, 28]). For instance, it was shown that fatty acids activate protein kinase C (PKC)

in a tissue-dependent manner (PKCy in muscle and adipocyte [116, 117], PKCe in

liver [118]) which, in turn, induces other kinases such as IkB kinase (IKK) or c-Jun

N-terminal kinase (JNK) that contribute to the development of insulin resistance.

Indeed, activation of IKK in the liver of high-fat diet mice has been clearly identi-

fied as a major determinant of insulin resistance through NFkB-regulated genes

[119, 120].

Finally, regulation of gene expression by fatty acids can be exerted via fatty acid-

binding proteins (FABP). At least nine different FABPs have been characterized in

mammals (reviewed in Ref. [121]). Among this large family of proteins it was

shown that the liver isotype (L-FABP) interacts physically with PPARa and there-

fore L-FABP is considered as a co-activator in PPARa-mediated gene expression

[122]. Similarly, E-FABP (mainly expressed in adipose tissue and muscle) interacts
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with PPARb and A-FABP (mainly expressed in adipose tissue) interacts with

PPARg [123], underlying the crucial role of these proteins as link between intracel-

lular fatty acid level and the regulation of gene expression.

4.5

Conclusions

All the experimental data presented in this chapter emphasize the major role of di-

etary fat as a source of signal molecules for the regulation of an extensive network

of genes involved in hepatic fatty acid metabolism. They also underline the great

diversity of fatty acid-sensor proteins and the list of potential transcription factors

involved in fatty acid-mediated gene expression is probably not closed. This review

was focused on two main pathways by which fatty acids can control gene expres-

sion: (1) a direct binding on nuclear receptors (PPAR, LXR, HNF-4, RXR, FXR,

ROR, etc.) and (2) an indirect action through changes in abundance or activity of

transcription factors (SREBP, ChREBP, etc.). Knowledge of the mechanisms by

which fatty acids control specific gene expression may provide insights into the de-

velopment of new therapeutic strategies for a better management of whole-body

lipid metabolism and the control of blood levels of triglycerides and cholesterol,

important risk factors involved in several chronic diseases like insulin resistance,

obesity and diabetes, metabolic syndrome, atherosclerosis and coronary heart dis-

eases, inflammation, cancers, etc.
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5

Cellular Adaptation to Amino Acid Availability:

Mechanisms Involved in the Regulation of

Gene Expression

Alain Bruhat, Anne-Catherine Maurin, Céline Jousse,

Yoan Cherasse, and Pierre Fafournoux

5.1

Introduction

Regulation of metabolism is achieved by coordinated actions between cells and tis-

sues and also by mechanisms operating at the cellular level. These mechanisms

involve the conditional regulation of specific genes in the presence or absence of

appropriate nutrients. In multicellular organisms, the control of gene expression

involves complex interactions of hormonal, neuronal, and nutritional factors. Al-

though not as widely appreciated, nutritional signals play an important role in con-

trolling gene expression in mammals. It has been shown that major (carbohy-

drates, fatty acids, sterols) and minor (minerals, vitamins) dietary constituents

participate in the regulation of gene expression [1–6]. However, the mechanisms

involved in the amino acid control of gene expression have just begun to be under-

stood in mammalian cells [7–9]. This review summarizes recent work on the effect

of amino acid availability in the regulation of biological functions. On the basis of

the physiological concepts of amino acid homeostasis, we will discuss specific ex-

amples of the role of amino acids in the regulation of physiological functions, par-

ticularly focusing on the mechanisms involved in the amino acid regulation of

gene expression and protein turnover.

5.2

Regulation of Amino Acid Metabolism and Homeostasis in the Whole Animal

In contrast to other macronutrients (lipids or sugars) amino acids exhibit two im-

portant characteristics. First, in healthy adult humans, nine amino acids (valine,

isoleucine, leucine, lysine, methionine, phenylalanine, threonine, histidine, and

tryptophan) are indispensable (or essential). In addition, under a particular set

of conditions certain dispensable (non-essential) amino acids may become indis-

pensable. These amino acids are called ‘‘conditionally indispensable.’’ For example,

enough arginine is synthesized by the urea cycle to meet the needs of an adult but
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Copyright 8 2006 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-31294-3

92



not those of a growing child. Secondly, there are no large stores of amino acids.

Consequently, when necessary, an organism has to hydrolyze muscle protein to

produce free amino acids. This loss of protein will be at the expense of essential

elements. Therefore, complex mechanisms that take into account these amino

acid characteristics are needed to maintain the free amino acid pools.

5.2.1

Free Amino Acids Pools

The size of the pool of each amino acid is the result of a balance between input and

removal. The metabolic outlets for amino acids are protein synthesis and amino

acid degradation whereas the inputs are de novo synthesis (for non-essential amino

acids), protein breakdown, and dietary supply. Changes in the rates of these sys-

tems lead to an adjustment in nitrogen balance. For example, a protein-containing

meal given to an animal or a human subject has been reported to increase both

the nitrogen balance and the level of amino acids in the plasma. In particular, the

concentration of leucine and certain other amino acids approximately doubles in

peripheric blood after a protein-rich meal [10] and reaches much higher concen-

trations within the portal vein [11]. It is now well established that the effect of a

protein-rich meal on protein turnover is due to postprandial increases in the con-

centrations of circulating amino acids [12, 13].

Another example of an adjustment of the nitrogen balance is the adaptation to

an amino acid-deficient diet. A dramatic diminution of the plasma concentrations

of certain essential amino acids has been shown to occur following a dietary imbal-

ance, a deficiency of any one of the essential amino acids or a deficient intake of

protein [14–17]. Long-term feeding with such diets can lead to a negative nitrogen

balance and clinical symptoms.

The examples cited above show that amino acid metabolism can be affected by

various nutritional and/or pathological situations, with two major consequences: a

large variation in blood amino acid concentrations and a negative nitrogen balance.

In these situations, individuals have to adjust several of their physiological func-

tions involved in the defense/adaptation to amino acid limitation by regulating nu-

merous genes. In the next section the specific role of amino acids in the adaptation

to amino acid-deficient diets will be considered.

5.3

Specific Examples of the Role of Amino Acids in the Adaptation to Protein Deficiency

5.3.1

Protein Undernutrition

Prolonged feeding on a low protein diet causes a fall in the plasma level of most

essential amino acids. Protein undernutrition has its most devastating conse-

quences during growth. For example, leucine and methionine concentrations can
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be reduced from about 100–150 mmol/l and 18–30 mmol/l to 20 mmol/l and 5

mmol/l, respectively, in plasma of children affected by kwashiorkor [14, 17]. It

follows that individuals have to adjust several physiological functions in order to

adapt to this amino acid deficiency. One of the main consequences of feeding a

low protein diet is the dramatic inhibition of growth. Growth is controlled by a

complex interaction of genetic, hormonal and nutritional factors. A large part of

this control is due to growth hormone (GH) and insulin-like growth factors

(IGFs). The biological activities of the IGFs are modulated by the IGF-binding

proteins (IGFBPs) that specifically bind IGF-I and IGF-II [18, 19]. Strauss et al.
[20] demonstrated that a dramatic overexpression of IGFBP-1 was responsible for

growth inhibition in response to prolonged feeding on a low-protein diet. Known

regulators of IGFBP-1 expression are GH, insulin, and glucose. However, the

high IGFBP-1 levels found in response to a protein-deficient diet cannot be

explained by these factors. It has been demonstrated that a fall in the amino acid

concentration was directly responsible for IGFBP-1 induction [20, 21]. Therefore,

amino acid limitation, as occurring during dietary protein deficiency, participates

in the downregulation of growth through the induction of IGFBP-1.

5.3.2

Imbalanced Diet

In the event of a deficiency in one of the indispensable amino acids, the remaining

amino acids are catabolized and body proteins are broken down to provide the lim-

iting amino acid [22]. It follows that mammals (with the exception of the rumi-

nants) need mechanisms that provide for selection of a balanced diet. The capacity

to distinguish balance from imbalance among the amino acids in the diet and to

select for the growth-limiting essential amino acid provides an adaptive advantage

to animals.

After eating an amino acid-imbalanced diet, animals first recognize the amino

acid deficiency and then develop a conditioned taste aversion. Recognition and

anorexia resulting from an amino acid-imbalanced diet takes place very rapidly

[23, 24]. The mechanisms that underlie the recognition of protein quality must

act by the way of the amino acids resulting from intestinal digestion of proteins.

It has been observed that a marked decrease in the blood concentration of the lim-

iting amino acid can become apparent as early as few minutes after feeding an im-

balanced diet. The anorectic response is correlated with a decreased concentration

of the limiting amino acid in the plasma. Several lines of evidence suggest that the

fall in the limiting amino acid concentration is detected in the brain. Gietzen [24,

25] reviews the evidences showing that a specific brain area, the anterior piriform

cortex (APC), can sense the amino acid concentration. This recognition phase is

associated with localized decreases in the concentration of the limiting amino acid

and with important changes in protein synthesis rate and gene expression. Sub-

sequent to recognition of the deficiency the second step, development of anorexia,

involves another part of the brain.

These two examples demonstrate that a variation in blood amino acid concentra-
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tion can activate, in target cells, several control processes that can specifically regu-

late the expression of target genes. Although the role of the amino acids considered

to be regulators of genes expression is understood in only a few nutritional situa-

tions, recent progress has been made in understanding the mechanisms by which

amino acid limitation controls the expression of several genes.

5.4

Amino Acid Control of Gene Expression

Although the molecular mechanisms involved in the control of gene expression by

amino acid availability have just begun to be investigated in mammals, they have

been extensively studied in yeast. After a summary of these processes, we will

focus on the control of gene expression in mammalian cells.

5.4.1

Amino Acid Control of Gene Expression in Yeast

In yeast, several amino acid-sensing systems have been described (Fig. 5.1).

5.4.1.1 The Specific Control Process

It is well documented that numerous operons are regulated by the specific end

products of the corresponding enzymes [26]. A small effector molecule can induce

the transition of transcriptional activators from their inactive to their active form.

For example, leucine biosynthesis is controlled by the transcriptional activator

Leu3p in response to leucine availability. Leu3p is activated by the levels of the

metabolic intermediate a-isopropylmalate, which serves as a sensor of leucine avail-

ability [27]. This type of regulation has also been described for the control of amino

acid catabolism (proline for example) [28].

5.4.1.2 The General Control Process

1. The GCN2 pathway: In addition to specific control, yeast uses a general control

process whereby a subset of genes is coordinately induced by starvation of the

cell for one single amino acid. Free tRNAs accumulate and thus stimulate the

activity of the protein kinase GCN2 (general control non-repressible-2) which

phosphorylates the a-subunit of eIF-2, which in turn impairs the synthesis of

the 43S preinitiation complex (Met-tRNA, GTP, eIF-2). Despite the strong inhi-

bition of protein synthesis, the transcription factor GCN4 is translationally up-

regulated. This control is due to the particular structure of the 5 0 untranslated
region (UTR) of the GCN4 mRNA [29, 30]. As a result, GCN4 induces more

than 30 different genes involved in several different biosynthetic pathways.

2. The TOR pathway: The TOR (target of rapamycin) pathway is regulated by

amino acid availability and is involved in the regulation of several cellular pro-

cesses such as translation, transcription, and protein degradation [31] (see also
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chapter 10). The molecular mechanisms involved in the amino acid control of

TOR activity remain to be identified.

3. The SPS complex: Recent advances in our understanding of nutrient sensing in-

dicate that yeast cells possess an amino acid-sensing system localized at the

plasma membrane that transduces information regarding the presence of ex-

tracellular amino acids. The primary amino acid sensor is a multimeric complex

(SPS complex) that contains three proteins Ssy1p, Ptr3p, and Ssy5p. One of its

components, Ssy1p, closely resembles amino acid permeases, a family of pro-

teins that normally catalyze the transport of amino acids into the cell [32–34].

In response to a change in amino acid availability, a complex network of regula-

tory processes is activated by Ssy1p to modify the expression of target genes.

The SPS complex is required for induction of a set of target genes (BAP3,
TAT2, CHA1, etc.) by amino acids and is also required for the amino acid re-

pression of another set of target genes (DAL4, MET3, MMP1, etc.) all encoding
proteins involved in amino acid transport and metabolism [35].

Fig. 5.1. Amino acid regulation of gene

expression in yeast. Specific control: In

response to leucine starvation, a-

isopropylmalate, an intermediate molecule in

the leucine biosynthesis pathway, accumulates

in the cell and binds the transcription factor

Leu3p. Leu3p then activates transcription of

genes involved in the leucine biosynthesis.

General control: (1) The GCN2 pathway:

accumulation of free tRNA that occurs in

response to starvation in any amino acid turns

on a signaling pathway that leads to an

increase of GCN4 translation. GCN4 is a

transcription factor able to upregulate the

expression of several genes involved in the

amino acid synthesis. (2) The TOR pathway

senses amino acid availability by mechanisms

that remain to be identified and regulates

transcription and translation of proteins

involved in the control of cell growth. (3) The

Ssy1p pathway: A protein complex located at

the yeast membrane is able to detect the

external amino acid concentration and

activates an unknown pathway that regulates

the expression of several genes.
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5.4.2

Amino Acid Control of Gene Expression in Mammalian Cells

5.4.2.1 Genes Upregulated by Amino Acid Overload

Genes that are specifically upregulated in response to supraphysiological concen-

trations of amino acids have been described. For example, a high concentration of

l-tryptophan enhances the expression of collagenase and of tissue inhibitors of

metalloproteinase. In rat hepatocytes, Naþ-cotransported amino acids like gluta-

mine, alanine, or proline stimulate acetyl-CoA carboxylase, glycogen synthetase,

and arginino succinate synthetase activity. It was demonstrated that the swelling

resulting from the addition of amino acids could be involved in the regulation of

gene expression [36, 37], however, the molecular mechanisms involved in these

processes are poorly understood.

5.4.2.2 Genes Upregulated by Amino Acid Starvation

In mammalian cells, specific mRNAs that are induced following amino acid depri-

vation have been reported [38]. Most of the molecular mechanisms involved in the

amino acid regulation of gene expression have been obtained by studying the up-

regulation of C/EBP homologous protein (CHOP), asparagine synthetase (ASNS),
and the cationic amino acid transporter (Cat1) genes.

5.5

Molecular Mechanisms Involved in the Mammalian Regulation of

Gene Expression by Amino Acid Limitation

5.5.1

Post-transcriptional Regulation of Mammalian Genes Expression by

Amino Acid Availability

It has been previously shown that amino acid depletion increased the stability of

ASNS [39, 40] and CHOP mRNA [41]. Hatzoglou and collaborators studied the

regulation of the cationic amino acid transporter (Cat1) expression by amino acid

availability [42, 43]. They demonstrated that amino acid depletion initiates molecu-

lar events that lead to both an increase of the Cat1 mRNA stability and a specific

activation of its translation. In a first paper, they showed that the transcription rate

of the Cat1 gene remained unchanged during amino acid starvation whereas the

mRNA level was dramatically increased [42]. They concluded that the Cat1 mRNA

was stabilized by cis-acting RNA sequences within the 3 0 UTR.

In a second paper, they have shown the presence of an internal ribosome entry

site (IRES) located within the 5 0 UTR of the Cat1 mRNA. This IRES is involved in

the amino acid control of translation of the Cat1 transcript [43]. Under conditions

of amino acid starvation, translation from this IRES is stimulated, whereas the cap-

dependent protein synthesis is decreased. Another example of translation induced

by amino acid starvation was reported for the branched-chain a-ketoacid dehydro-
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genase kinase, but the mechanism of translational control was not studied [44].

This mechanism of compensatory response allows translation of major proteins

despite the inhibition of the ‘‘classic’’ translational apparatus.

5.5.2

Transcriptional Activation of Mammalian Genes by Amino Acid Starvation

It has been established that the increase in CHOP or ASNS mRNA following

amino acid starvation is mainly due to increased transcription [41, 45]. By first

identifying the genomic cis-elements and then the corresponding transcription fac-

tors responsible for regulation of these specific target genes, it is anticipated that

one can progress backwards up the signal transduction pathway to understand

the individual steps required.

5.5.2.1 Regulation of the Human CHOP Gene by Amino Acid Starvation

CHOP encodes a ubiquitous transcription factor that heterodimerizes avidly with

the other members of the C/EBP [46] and jun/fos [47] families. The CHOP gene

is tightly regulated by a wide variety of stresses in mammalian cells [48–50]. Leu-

cine limitation in human cell lines leads to induction of CHOP mRNA and protein

in a dose-dependent manner [41].

We have identified in the CHOP promoter a cis-positive element located between

�313 and �295 that is essential for amino acid regulation of the gene transcription

[51] (Fig. 5.2). This short sequence can regulate a basal promoter in response to

starvation of several individual amino acids and then can be called amino acid

response element (AARE). The sequence of the CHOP AARE region shows some

homology with the specific binding sites of the C/EBP and ATF/CREB transcription

factor families. Using gel-shift experiments and chromatin immunoprecipitation,

we have shown that ATF2, ATF3, ATF4, and CCAAT/enhancer-binding protein

beta (C/EBPb) that belong to the ATF or C/EBP family have the ability to bind to

the CHOP AARE. Among these factors ATF2 and ATF4 are involved in the amino

acid control of CHOP expression: when knockout cell line for these two proteins

were tested, amino acid regulation of CHOP expression was abolished [51, 52].

This work was enlarged to the regulation of other amino acid-regulated genes and

confirms that ATF4 and ATF2 are key components of the amino acid control of

gene expression [52].

5.5.2.2 Regulation of ASNS by Amino Acid Availability

ASNS is expressed in most mammalian cells as a housekeeping enzyme responsi-

ble for the biosynthesis of asparagine and glutamate from aspartate and glutamine

[53]. The level of ASNS mRNA increases not only in response to asparagine starva-

tion but also after leucine, isoleucine, or glutamine deprivation [40, 45, 54]. Kil-

berg’s group has analyzed the regulation of the ASNS promoter by amino acid

availability. They have characterized (Fig. 5.2) a nutrient-sensing regulatory unit

(NSRU), which includes two cis-acting elements termed nutrient sensing response
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elements (NSRE-1, NSRE-2) that are required to induce ASNS expression by

either amino acid deprivation or the ER (endoplasmic reticulum) stress [55]. Al-

though the NSRE-2-binding proteins are unknown, transient expression, gel-shift

experiments and chromatin immunoprecipitation have demonstrated that activa-

tion of ASNS gene by either amino acid limitation or endoplasmic reticulum stress

Fig. 5.2. Cis-acting elements required for

induction of CHOP and ASNS genes following

amino acid starvation or endoplasmic

reticulum (ER) stress. (a) Sequence

comparison of the CHOP amino acid response

element (AARE) (�313 to �295) with the

ASNS NSRE-1 (�57 to �75). Identical

nucleotides are boxed in gray. The minimum

CHOP AARE core sequence is underlined. (b)

The cis-acting elements required for induction

of the CHOP gene following amino acid

starvation or the endoplasmic reticulum stress

are located in sequences separated by several

hundred base pairs. Transcriptional control of

CHOP by ER stress involves the binding of

ATF6 in the presence of NF-Y to the cis-acting

ER stress response element (ERSE) located

between nucleotides �75 and �93. The amino

acid response element used by the amino acid

response pathway is contained within

nucleotides �313 to �295. The ASNS NSRU

includes NSRE-1 and NSRE-2 sequences (�75

to �34), which are required for activation of

the gene following either amino acid limitation

or ER stress. The transcription factors ATF2,

ATF3, ATF4, and C/EBPb could bind the CHOP

AARE whereas C/EBPb, ATF3 and ATF4 could

bind NSRE-1. It is possible that other non-

identified transcription factors (TF) or

regulatory proteins (co-regulators) also bind

the CHOP and ASNS transcriptional control

elements used by the amino acid pathway.
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response (ERSR) involves ATF4 [56, 57], ATF3 [58], and CCAAT/C/EBPb [59]

action via the NSRE-1 site.

The comparison between CHOP and ASNS transcriptional control elements

shows that ASNS NSRE-1 and CHOP AARE share nucleotide sequence and func-

tional similarities (Fig. 5.2a). However, the CHOP AARE can function alone

whereas ASNS NSRE-1 is functionally weak by itself and requires the presence of

NSRE-2 [60]. The ASNS NSRE-2 has two properties: (1) it amplifies the NSRE-1

activity in response to amino acid starvation and (2) it confers a response to ER

stress. For example, when cloned downstream of the CHOP AARE, it can confer

ER stress responsiveness to the CHOP AARE.

5.5.3

Amino Acid Signaling Pathway

The eIF-2a kinase GCN2 is activated under conditions of nutrient deprivation. The

role of GCN2 in response to amino acid starvation has been characterized exten-

sively in yeast (see above). Another signaling event altered in response to nutrients

involves the mammalian target of rapamycin (mTOR) protein kinase. Signaling

downstream of mTOR is implicated in many aspects of cell growth including cell

cycle control and ribosome biogenesis. mTOR activates both the ribosomal p70 S6

kinase (S6K1) and the mRNA cap-binding protein inhibitory protein 4E-BP1, and

its pharmacological inhibition causes G1-phase cell cycle arrest [61, 62]. Recently,

there have been reports of potential cross-talk between GCN2 and the TOR sig-

naling pathway in yeast [63, 64]. Specifically, rapamycin releases TOR-directed

phosphorylation of yeast GCN2, contributing to enhanced eIF-2a kinase activity.

Although this finding has not yet been extended to mammals, it suggests that

events downstream of mTOR, namely the phosphorylation of 4E-BP1 and S6K1,

may be coordinated with eIF-2a phosphorylation via GCN2.

In mammalian cells, it appears that more than one amino acid signaling path-

way independent of the ER stress pathway exists [65, 66]. However, the individual

steps required for these pathways are not well understood.

5.5.3.1 ATF4 and the Amino Acid Signaling Pathways

Ron’s group has revealed a signaling pathway for the regulation of gene expression

in mammals that is homologous to the well-characterized yeast general control

response to amino acid deprivation [67]. Its components include the mammalian

homolog of the GCN2 kinase, the initiation factor eIF-2a and ATF4 (Fig. 5.3). Like

the GCN4 transcript, the ATF4 mRNA contains an upstream open reading frame

(uORF) in its 5 0 UTR that allows translation when cap-dependent translation is in-

hibited. The authors showed that GCN2 activation, phosphorylation of eIF-2a, and

translational activation of ATF4 are necessary for the induction of CHOP expres-

sion in response to leucine starvation. These data are in good agreement with the

analysis of the CHOP and ASNS promoter, showing that ATF4 can bind to the pro-

moter sequences involved in the response to amino acid starvation (Fig. 5.2).
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5.5.3.2 ATF2 and the Amino Acid Signaling Pathways

The transactivating capacity of ATF2 is activated via phosphorylation of the N-

terminal residues Thr69, Thr71, and Ser90 [68, 69]. There are two lines of evidence

suggesting that ATF2 phosphorylation belongs to the amino acid response pathway

leading to the transcriptional activation of CHOP by amino acids: (i) leucine

starvation induces ATF2 phosphorylation in human cell lines [52] and (ii) an

ATF2-dominant negative mutant [70] in which the three residues cannot be phos-

phorylated inhibits the CHOP promoter activity enhanced by leucine starvation

[51]. These data suggest that a specific amino acid-regulated pathway that leads to

the transcriptional activation of CHOP may involve a phosphorylation of prebound

ATF2 rather than an increase in ATF2 binding. However, the identity of the

kinase(s) involved in ATF2 phosphorylation by amino acid starvation remain to be

discovered (Fig. 5.3).

It appears that at least two different pathways that lead to ATF2 phosphorylation

and to ATF4 expression are necessary to induce CHOP expression in response

to one stimulus (amino acid starvation). In addition, ATF4 and ATF2 belong to

the b-ZIP transcription factor family. These proteins have the ability to interact

with several transcription factors to bind the target DNA sequence. In the case of

amino acid regulation of CHOP expression, we have no evidence that ATF2 and

ATF4 form a dimer that binds the AARE sequence, but they could be included in

a larger regulatory protein complex. However, it has been shown that ATF2 is able

to interact with the co-activator of transcription p300 which has histone acetyltrans-

ferase activity [71] and also with JDP2, a repressor that recruits a histone deacety-

Fig. 5.3. Comparison between the general

control process of gene expression by amino

acid availability in yeast and the amino acid

regulation of CHOP and ASNS expression in

mammals. The mammalian pathway appears

to be more complex than the yeast pathway;

for example, ATF2 needs to be phosphorylated

to allow CHOP transcriptional induction in

response to leucine starvation (–Leu). In

addition, eIF-2a can be phosphorylated by four

different kinases (GCN2, PERK, PKR, and HRI).
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lase complex [72], suggesting that this transcription factor could modulate tran-

scription by interacting directly or indirectly with the chromatin structure.

5.6

Role of the GCN2/ATF4 Pathway in Nutrition: Amino Acid Deficiency Sensing by

mGCN2 Triggers Food Aversion

Food intake results from a complex behavioral pattern in which innate factors play

an important role, particularly in the case of omnivores. A remarkable example of

an innate mechanism governing food choice is the fact that omnivorous animals

will consume substantially less of an otherwise identical experimental meal lacking

a single essential amino acid [24, 73]. Although it seems likely that the signaling

pathway leading to this response comprises the sensing of amino acid variations,

the basis for this innate aversive response is poorly understood. As described

above, previous studies have implicated the anterior piriform cortex (APC) in con-

trolling food intake according to amino acid levels [24, 74]. Furthermore, it has

been reported recently that consumption of an amino acid-imbalanced diet rapidly

elevates levels of phosphorylated eIF-2a in APC neurons [75].

The concentration of an essential amino acid in the blood decreases rapidly

when the amino acid is missing in the diet. As a consequence, the protein kinase

GCN2, which is ubiquitously expressed, could be activated in most tissues. Its only

known substrate is the Ser51 of the a-subunit of eIF-2. Therefore GCN2 could be

an important sensor of amino acid homeostasis inside cells and could activate

downstream rectifying responses mediated by phosphorylated eIF-2a. The latter af-

fects gene expression programs at the level of mRNA translation and transcription

[67, 76].

Recent results [77] establishes that the aversive response of wild-type mice to

a diet deficient in one essential amino acid is blunted in GCN2�=� mice whereas

serum amino acid levels are decreased to similar levels by the imbalanced diet in

both genotypes. These results indicate an altered response to amino acid deficiency

in mice lacking GCN2 activity. Moreover, we confirmed the previously described

increase in phosphorylated eIF-2a levels in the APC of wild-type animals after con-

sumption of an imbalanced meal, and further showed that no such signal occurs

in the GCN2�=�. This observation indicates a role for GCN2 in mediating eIF-2a

phosphorylation in the APC of mice fed an imbalanced diet. Using conditional

GCN2-knockout mice, we further demonstrated that GCN2 ablation specifically in

the brain also impairs the aversive response to an imbalanced diet. Thus, even if

the consumption of an imbalanced meal also activates GCN2 and promotes eIF-

2a in peripheral tissues, particularly in the liver, our observation implicates brain

GCN2 signaling in initiating the aversive response. This example highlights the

need to relate physiological observations to molecular events described in vitro
to improve our knowledge of the physiological consequences of the nutritional

status.
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5.7

Conclusion

The idea that amino acids can regulate gene expression is now well established.

Amino acids by themselves can play, in concert with hormones, an important role

in the control of gene expression; however, the underlying processes have only be-

gun to be discovered. Amino acid availability can modify the expression of target

genes at the level of transcription, mRNA stability, and translation (for a recent re-

view see Ref. [78]).

Defining the precise cascade of molecular events by which the cellular concen-

tration of an individual amino acid regulates gene expression will be an impor-

tant contribution to our understanding of metabolite control in mammalian cells.

These studies will provide insight into the role of amino acids in the regulation of

cellular functions such as cell division, protein synthesis or proteolysis.

References

1 Towle, H. C. (1995) J Biol Chem 270,

23235–23238.
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6

Transcriptional Regulation of Hepatic Genes

by Insulin and Glucose

Catherine Postic and Fabienne Foufelle

6.1

Introduction

Glucose is used continuously at a high rate in mammals by organs such as the

brain (120 g/day in humans), red blood cells, and renal medulla. When a meal

that contains carbohydrate is absorbed, it induces several metabolic events aimed

at decreasing endogenous glucose production by the liver (glycogenolysis and glu-

coneogenesis) and increasing glucose uptake and storage in the form of glycogen

in the liver and muscle. If glucose is delivered into the portal vein in large quanti-

ties and once the hepatic glycogen stores are repleted, glucose can be converted in

the liver into lipids (lipogenesis), which are exported as very low-density lipopro-

tein (VLDL) and ultimately stored as triglycerides in adipose tissue. Conversely, if

glucose availability in the diet is reduced, glucose-utilizing pathways are inhibited

and glucose-producing pathways are activated.

The regulation of metabolic pathways involves the rapid modulation of the activ-

ity of specific proteins (enzymes, transporters) but also on a longer term basis

changes in their quantity. This is mainly achieved by modulating their transcrip-

tion rate. In the liver, the expression of several genes encoding enzymes involved

in carbohydrate and lipid metabolism is induced by a high-carbohydrate diet, in-

cluding glucokinase (GK) [1], pyruvate kinase (L-PK) [2] for glycolysis, ATP ci-

trate lyase [3], stearoyl-CoA desaturase [4], acetyl-CoA carboxylase (ACC) [5], and

fatty acid synthase (FAS) [6] for lipogenesis, glucose-6-phosphate dehydrogenase

(G6PDH) [7] and 6-phosphogluconate dehydrogenase (6PGDH) for the pentose

phosphate pathway. For most of the genes involved in glucose carbon utilization,

the induction of their expression by a carbohydrate-rich diet is powerful (from 4-

to 25-fold), rapid (in the 1–2 h range) and involves a transcriptional mechanism.

Conversely, a high-carbohydrate diet inhibits the expression of gluconeogenic en-

zymes such as phosphoenolpyruvate carboxykinase (PEPCK) [8] and glucose-6-

phosphatase (G6Pase) [9]. The inhibition is rapid but also easily reversible once

the carbohydrate availability decreases.

Absorption of carbohydrate in the diet is concomitant with increases in the con-

centrations of substrates such as glucose but also with changes in the concentra-
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Copyright 8 2006 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-31294-3

106



tions of pancreatic hormones, insulin, and glucagon. Until recently, it was thought

that insulin was the main regulator of glycolytic and lipogenic gene transcription.

However, it has been shown, using primary cultures of hepatocytes, that glucose

plays an important role in the regulation of gene transcription (see review in Refs

[10, 11]). From these studies, different kinds of gene regulation have emerged:

purely insulin-sensitive genes such as GK which can be induced by a high insulin

concentration independently from the presence of glucose [12] and genes which

require both insulin and a high glucose concentration in order to be induced,

such as L-PK, FAS, ACC, and stearoyl-CoA desaturase [13–16]. PEPCK expression

can be independently downregulated by insulin [17] or glucose [18, 19]. Finally,

G6Pase expression is decreased by insulin but paradoxically increased by a high

glucose concentration [9, 20]. In this review, we will focus on the mechanisms by

which glucose and insulin can modulate the expression of genes encoding meta-

bolic enzymes in the liver and we will specially develop the roles of transcription

factors sterol regulatory element-binding protein (SREBP) and carbohydrate re-

sponsive element-binding protein (ChREBP) in these pathways.

6.2

Transcriptional Regulation by SREBP-1c

A pathway by which insulin can control gene expression has been discovered

through the study of the transcription factor SREBP. SREBPs are basic helix-loop-

helix leucine zipper (bHLH-LZ) transcription factors synthetized as inactive precur-

sors bound to the membranes of the endoplasmic reticulum (ER) (see also chap-

ters 4 and 12). Each SREBP precursor is organized into three domains: (a) an

N-terminal domain that contains the transcription factor itself, (b) a central do-

main of 80 amino acids containing two transmembrane sequences separated by

31 amino acids that are in the lumen of the ER, and (c) a C-terminal regulatory

domain. Upon activation, the ER-anchored SREBP precursor undergoes a sequen-

tial two-step cleavage process to release the N-terminal active domain, designated

as the nuclear form of SREBP. Three isoforms of SREBP have been identified:

SREBP-2 and SREBP-1a are mainly involved in the regulation of cholesterol bio-

synthesis and uptake and SREBP-1c is implicated in the regulation of fatty acid

biosynthesis [21].

Recently, the SREBP-1c isoform has emerged as a major mediator of insulin

action on glycolytic and lipogenic gene expression in the liver [22–24]. The first

insights into the transcriptional regulation by SREBP-1c came from fasting/

refeeding experiments in rodents, which showed that changes in the nutritional

status regulate the expression of SREBP-1c itself in the liver. SREBP-1c expres-

sion is low during fasting but increases markedly when animals are fed with a

high-carbohydrate diet [25]. In contrast, such manipulations induce only minor ef-

fects on the expression of the other SREBP isoforms. Subsequent experiments in

isolated hepatocytes showed that the transcription of SREBP-1c is induced by insu-

lin and inhibited by glucagon [23]. This induction of SREBP-1c transcription leads
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to a parallel increase in expression of both the ER membrane-bound precursor

and the nuclear form of the transcription factor [26]. Experiments showing that

SREBP-1c mRNA expression is decreased in the livers of streptozotocin (STZ) dia-

betic rats and nearly normalized by insulin treatment, confirmed the role of insu-

lin on SREBP-1c transcription in vivo [27].

To become transcriptionally active, the SREBP precursor must undergo proteo-

lytic cleavage in the Golgi apparatus to liberate its N-terminal domain, which con-

stitutes the mature transcription factor. The group of Brown and Goldstein has

demonstrated that the processing of SREBP-2 and SREBP-1a is controlled by

the cellular sterol content. When cells are depleted of sterols, the SREBP-2 and

SREBP-1a precursor proteins are cleaved twice by distinct proteases, releasing the

mature transcriptionally active portion from its membrane tether. The processed

SREBPs then translocate to the nucleus where they activate a number of target

genes involved in cholesterol and fatty acid metabolism through binding to sterol

regulatory elements in the promoters of target genes. Two proteins are essential

to this cleavage process: SREBP cleavage-activating protein (SCAP) and insulin-

induced gene (Insig). SCAP is a large integral membrane protein of the ER that

interacts with newly synthesized SREBP precursor and escorts it to the Golgi appa-

ratus [28]. However, SCAP can also interact with Insig, another ER protein that is

deeply embedded in the membranes. Insig functions to retain the SCAP-SREBP

complex within the ER [29].

In a recent study, we have demonstrated that the cleavage of the SREBP-1c iso-

form is under the control of insulin [30]. We show that insulin per se is able to rap-

idly accumulate SREBP-1c in the nucleus, independent of any effect on SREBP-1c

transcription. The mechanisms by which insulin acts on SREBP-1c cleavage are

not known. So far, by inducing the transcription of the SREBP-1c gene and by in-

creasing the proteolytic cleavage of this specific isoform, insulin promotes the ac-

cumulation of SREBP-1c within the nucleus (Fig. 6.1).

In order to demonstrate the involvement of SREBP-1c in mediating the effects of

insulin on hepatic gene expression, two different forms of SREBP-1c were over-

expressed in hepatocytes using an adenoviral vector: (i) a dominant positive version

of SREBP-1c, which corresponds to the mature nuclear form of SREBP-1c, directly

imported into the nucleus; and (ii) a dominant negative form of SREBP-1c, which

is the mature form of SREBP-1c containing a mutation in the basic domain that

abolishes the binding of SREBP-1c to its binding sites, but still allows dimeriza-

tion, leading to decreased availability of endogenous SREBP-1c. Overexpression of

the dominant negative form of SREBP-1c in hepatocytes counteracts the stimula-

tory effect of insulin on GK expression. Conversely, overexpression of the active

form of SREBP-1c bypasses the insulin requirement for GK expression [22]. Simi-

lar results were obtained for genes that require for their full expression both the

presence of insulin and a high glucose concentration [23], namely those encoding

FAS and ACC, demonstrating that SREBP-1c is the mediator of positive insulin

action on glycolytic and lipogenic genes.

Kim and co-workers have identified two functional sterol regulatory elements

(SRE) in the rat GK promoter [31]. The physiological in vivo interaction between
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the SREBP-1c protein and SREs of the GK promoter was confirmed by chromatin

immunoprecipitation (ChIP) assay using primary cultures of hepatocytes, demon-

strating the direct involvement of SREBP-1c on GK gene expression. SREBP-1c is

also able to induce lipogenic genes by its capacity to bind to SREs present in their

promoters [32–34]. In addition, transgenic mice that overexpress SREBP-1c in the

liver exhibit liver steatosis and increased mRNA of most lipogenic genes [35]. Con-

sistent with these observations, SREBP-1c gene knockout mice have an impaired

Fig. 6.1. Mechanisms involved in the

activation of sterol regulatory element-binding

protein 1c (SREBP-1c) by insulin in the liver.

After binding on its receptor, insulin activates

the transcription of the SREBP-1c gene through

a phosphoinositide 3-kinase/protein kinase B

pathway. This is followed by the synthesis of

the precursor form of SREBP-1c, which is

anchored in the endoplasmic reticulum

membrane. Insulin also activates the

proteolytic cleavage of this precursor form. The

mechanism involved in the acute effect of

insulin is not known but insulin could act on

the interaction between SREBP cleavage-

activating protein (SCAP) and insulin-induced

gene 2 (insig-2) retention protein. The

consequence is the relocalization of the

SREBP/SCAP complex from the endoplasmic

reticulum to the Golgi. Here, the precursor

proteins are cleaved twice by distinct proteases

(S1P, S2P), releasing the mature transcrip-

tionally active portion from its membrane

tether. The processed SREBPs then translocate

to the nucleus where they activate a number of

target genes involved in fatty acid metabolism

through binding as homodimers to sterol

regulatory elements in the promoters of target

genes.
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ability to fully induce lipogenic gene expression after high-carbohydrate feeding

[36].

All together these results indicate that SREBP-1c plays a major role in the long-

term control of glucose and lipid homeostasis by insulin, through the regulation of

glycolytic and lipogenic gene expression. However, SREBP-1c activity alone does

not appear to fully account for the stimulation of glycolytic and lipogenic gene ex-

pression in response to carbohydrate since SREBP-1c gene deletion in mice only

results in a 50% reduction in fatty acid synthesis [36]. Indeed, the induction of

glycolytic and lipogenic genes in response to a high-carbohydrate diet, although

significantly diminished, is not completely suppressed in SREBP-1c-knockout

mice [36]. In addition, we and others have provided evidence that SREBP-1c ex-

pression is not sufficient by itself to account for the glucose/insulin induction of

glycolytic and lipogenic genes in primary cultured hepatocytes [33, 37, 38]. We

have demonstrated, using hepatic GK-knockout mice (hGK-KO) [39], that over-

expression of a constitutive active form of SREBP-1c in hGK-KO hepatocytes

cultured in the presence of high glucose concentration (25 mmol/l) did not fully

induce glycolytic and lipogenic genes compared with what was observed in control

hepatocytes [38]. Therefore, glucose metabolism via GK and SREBP-1c exert a syn-

ergistic effect on the expression of glycolytic and lipogenic genes.

6.3

Transcriptional Regulation by Glucose: A Role for ChREBP

As mentioned above, glycolytic and lipogenic enzymes such as L-PK, ACC, and

FAS require both glucose and insulin for their full expression. A number of argu-

ments suggest that glucose must be metabolized in order to have its transcriptional

effect [40]. For instance, in the liver, the glucose effect requires the presence of GK,

the enzyme responsible for glucose phosphorylation to glucose-6-phosphate (G6P)

[14, 41]. Since GK expression is strongly activated by insulin, the insulin depen-

dency of these genes was in part explained by the necessity of GK induction by

the hormone in order to allow glucose metabolism. However, some evidence also

argues for a direct effect of insulin through the insulin-responsive transcription

factor SREBP-1c (see above) (Fig. 6.2).

The questions that then arise concern the nature of the glucose signal, the trans-

duction mechanism from the glucose metabolite to the transcriptional machinery,

the glucose response element on the gene promoter, and the transcription factor

involved. Although it had been established that a metabolite of glucose, and not

glucose per se, was responsible for this glucose signal, both G6P [10, 14, 42] and

xylulose 5-phosphate (X5P) [43, 44] have been proposed as critical metabolites

(see also chapter 4). In previous works it has been proposed that G6P could be

the metabolite acting as a signal on lipogenic enzymes gene transcription [14, 42].

This proposal was based on the fact that in adipocytes and in a b-cell line (INS1),

the effect of glucose on gene transcription is mimicked by 2-deoxyglucose, a glucose

analog, of which metabolism stops after its phosphorylation into 2-deoxyglucose-6-
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phosphate [42, 45]. Interestingly enough, in GLUT2-null mice, fasted animals have

a paradoxical increase in L-PK expression and glycogen content and this is concom-

itant with concentrations of G6P which remain at a high level [46]. Another inter-

esting situation is found when rats are injected with an inhibitor of the G6P trans-

locator activity, a component of the glucose-6-phosphatase system. This induces a

large increase in hepatic G6P, glycogen and triglyceride concentrations, and an

Fig. 6.2. Mechanisms involved in the

activation of carbohydrate responsive

element-binding protein (ChREBP) by glucose

metabolism in liver. In liver, the glucose effect

requires the presence of GK, the enzyme

responsible for glucose phosphorylation into

glucose 6-phosphate (G6P), an essential step

for glucose metabolism as well as for the

induction of ChREBP expression and function.

Under basal conditions, ChREBP is localized

in the cytosol and its nuclear translocation

is rapidly induced under high glucose

concentrations. The nuclear translocation of

ChREBP is controlled by dephosphorylation of

several serine/threonine residues. While the

dephosphorylation of Ser196 allows ChREBP

translocation in the nucleus, the dephos-

phorylation of Ser568 and Thr666 alleviates

DNA-binding inhibition. Protein phosphatase

2A (PP2A), which was shown to be selectively

activated by xylulose 5-phosphate (X5P), is

believed to be responsible for both cytosolic

and nuclear dephosphorylation of ChREBP.

Then ChREBP binds its response element

(ChoRE) to activate glycolytic and lipogenic

gene expression. Together ChREBP and

SREBP-1c provide a pair of transcription

factors that function in synergy through

distinct binding response elements to

coordinately regulate glycolytic and lipogenic

genes.
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activation of FAS and ACC gene expression [47]. On the other hand, X5P, an inter-

mediate of the non-oxidative branch of the metabolic pathway, has also been pro-

posed as the metabolite signal [43]. This was based mainly on the fact that xylitol,

a precursor of X5P, is able to stimulate the transcription of a reporter gene driven

by the L-PK promoter in hepatocytes and that X5P has been shown to specifically

activate phosphatase 2A mediated-dephosphorylation. This phosphatase is involved

in the dephosphorylation of transcription factors [48], including carbohydrate re-

sponsive element-binding protein (ChREBP), as we will discuss below. Definitive

evidence for the involvement of one or the other metabolite will be given only

when the full transduction machinery and the exact role of the signal metabolite

in this context has been elucidated.

Regardless of the metabolite involved, it is now clear that increased metabolism

through GK is required to initiate glucose signaling. However, the intracellular

mechanism of the glucose-signaling pathway is not fully understood. In fact, the

transcriptional effect of glucose has been extensively studied in several laboratories

(see Ref. [49] for review). Glucose or carbohydrate response elements (ChoRE) that

mediate the transcriptional response of glucose have been identified in the pro-

moters of most lipogenic genes through promoter-mapping analysis [50–52]. This

element is composed of two E-box (CACGTG) or E-box-like sequences separated by

5 bp. The presence of E-box motifs in these response elements suggests that a

bHLH protein family member recognizes the ChoRE and mediates the response

to glucose. Various transcription factors, including members of the upstream

stimulatory factor (USF) family [49] or chicken ovalbumin upstream promoter/

transcription factor II (COUP-TFII), an orphan receptor of the steroid/thyroid hor-

mone receptor superfamily [53] (see chapter 2), have been previously proposed as

potential candidates to mediate the transcriptional effects of glucose. Although

data from gene knockout mice have revealed that endogenous USFs are important

for the normal activation of several diet-regulated genes [54–56], these transcrip-

tion factors cannot explain, by themselves, the transcriptional regulation of glucose

responsive genes. Indeed, most genes whose promoters include USF-binding sites

are not regulated by glucose and, more importantly, USF expression as well as its

DNA-binding activity are not regulated by the glucose diet [57].

The recent identification of a glucose responsive bHLH-LZ transcription factor

named ChREBP [58] (see also chapters 4 and 12) has recently shed light on the

possible mechanism whereby glucose affects gene transcription. ChREBP is a large

protein (864 amino acids and Mr ¼ 94 600) that contains several domains includ-

ing a nuclear localization signal (NLS) near the N-terminus, polyproline domains,

a bHLH-LZ, and a leucine-zipper-like (Zip-like) domain. ChREBP also contains

several potential phosphorylation sites for cAMP-dependent protein kinase (PKA)

and AMP-activated protein kinase (AMPK) [59]. ChREBP is regulated in a recipro-

cal manner by glucose and cAMP [59]. Under basal conditions ChREBP is local-

ized in the cytosol, and its nuclear translocation is rapidly induced under high

glucose concentrations. Nuclear translocation of ChREBP is controlled by dephos-

phorylation of several serine/threonine residues. Ser196 is the target of PKA

phosphorylation, and its dephosphorylation allows ChREBP translocation in the
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nucleus. Two other residues, Ser568 and Thr666, are dephosphorylated in the

nucleus, thus alleviating DNA-binding inhibition. Protein phosphatase 2A (PP2A),

which was shown to be selectively activated by X5P, is believed to be responsible

for both cytosolic and nuclear dephosphorylation of ChREBP [44] (Fig. 6.2). Over-

expression of ChREBP in primary hepatocytes induces the activity of the ChoRE-

containing L-PK promoter only under high glucose conditions [58]. Interestingly,

ChREBP does not homodimerize or bind to the ChoRE as an homodimer [60–

62]. In fact, using the yeast two-hybrid system, Towle and co-workers have identi-

fied a bHLH-LZ protein that interacts with the bHLH-LZ domain of ChREBP,

named Mlx (Max-like protein X) [62]. Mlx is a member of the Myc/Max/Mad

family of transcription factors that can serve as a common interaction partner of a

transcription factor network [63]. The fact that ChREBP interacts with Mlx sug-

gests that a network of transcription factors or cofactors may be required to fully

regulate glucose responsive gene expression in liver.

The discovery of ChREBP and its potential role in glucose action prompted us to

perform a series of experiments in liver of both control and hepatic GK-knockout

mice (hGK-KO) [39]. This mouse model has allowed us to selectively dissociate the

effects of insulin and of glucose metabolism via GK on glycolytic and lipogenic

gene expression [39]. Through the use of hGK-KO mice, we have shown that the

acute stimulation by high-carbohydrate refeeding of L-PK, FAS, and ACC requires

GK expression. In fact, the loss of glucose effect observed in hGK-KO hepatocytes

is correlated with a decrease in ChREBP gene expression, suggesting that glucose

metabolism via GK is necessary for both expression and function of ChREBP in

liver [38]. To address the direct role of ChREBP in mediating glucose signaling

in liver, we have used the siRNA approach to silence ChREBP gene expression in

control hepatocytes. Our studies have revealed, for the first time in a physiological

context, that ChREBP mediates the glucose effect on both glycolytic and lipogenic

gene expression and that this transcription factor is a key determinant of lipid syn-

thesis in liver [38]. Our results were later confirmed by the global inactivation of

ChREBP gene expression in mice (ChREBP�=� mice) [61, 64]. Hepatocytes from

ChREBP�=� mice do not support a glucose response when transfected with a

ChoRE-containing promoter, but this response can be reversed by the addition of

a ChREBP expressing vector [64]. Finally, ChREBP was shown to directly bind to

the promoter sequences of lipogenic genes using chromatin immunoprecipitation

assays [64].

Altogether, these studies suggest that ChREBP is in fact the long-sought glucose

response element-binding protein. The evidence that ChREBP functions with its

obligatory partner Mlx was recently confirmed [65]. Through the use of an adeno-

virus expressing a dominant negative form of Mlx, Towle and co-workers have

demonstrated that the inhibition of Mlx directly interferes with the endogenous

ChREBP/Mlx complex and abrogates the glucose response of the ACC reporter

gene in primary cultures of hepatocytes [65]. This blunted glucose response can,

however, be partially restored when ChREBP is overexpressed. The fact that this

rescue only occurs at high glucose concentrations of recombinant ChREBP adeno-

virus suggests that sufficient ChREBP needs to be provided in the cell in order to
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titrate out the dominant negative effect of Mlx. These results clearly show that Mlx

is a functional partner of ChREBP and support an obligatory role for Mlx in the

glucose responsive complex. However, whether Mlx is also directly regulated by

glucose in liver or is rather a silent partner remains to be determined.

6.4

Conclusion

With the discovery of two key transcription factors, SREBP-1c and ChREBP, our

understanding of the long-term regulation of glucose and lipid metabolism in liver

has made considerable progress. Together ChREBP and SREBP-1c provide a pair of

transcription factors that function in synergy through distinct binding response

elements to regulate glycolytic and lipogenic genes. Such a system of regulation

provides a means of using glucose for lipid storage only when appropriate condi-

tions (high glucose and insulin concentrations) are met, allowing for a fine utiliza-

tion of glucose and lipid synthesis. Although the role of ChREBP in regulating

lipogenic gene expression has been now clearly established, its role in the physio-

pathology of obesity and/or insulin resistance remains to be elucidated. Experi-

ments from our laboratories are currently in process to analyze the involvement

of ChREBP in the physiopathology of obesity and type II diabetes.
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7

PPARs: Lipid Sensors that Regulate Cell

Differentiation Processes

Frédéric Varnat, Liliane Michalik, Béatrice Desvergne,

and Walter Wahli

7.1

Introduction

Differentiation is the process by which unspecialized cells become specialized for

particular functions. To differentiate, cells have to exit the cell cycle and express a

set of genes encoding specialized proteins. In this context the nuclear receptors

peroxisome proliferator-activated receptors (PPARs) play major roles. The three

closely related PPAR isotypes, PPARa (NR1C1), PPARb/d (NR1C2), and PPARg

(NR1C3), are coded by distinct genes and belong to the nuclear receptor super-

family [1]. PPARs are inducible transcription factors activated by fatty acids as well

as naturally occurring fatty acid-derived eicosanoids. They heterodimerize with the

retinoid X receptor (RXR, NR2B) and bind to specific peroxisome proliferator-

responsive elements (PPREs) located in the promoter of their target genes [2]. The

pleiotropic functions that PPARs exert in metabolism have been extensively re-

viewed [3, 4]. We will discuss herein the involvement of PPARg and PPARb in

cell differentiation as it occurs in various organs such as adipose tissue, bones,

skin, intestine, and placenta.

7.2

Peroxisome Proliferator-activated Receptor Gamma

7.2.1

PPARg in Adipocyte Differentiation and Survival

PPARg has been clearly linked to the adipocyte differentiation program [5]. At the

protein level, there are two PPARg isoforms, PPARg1 and PPARg2 (see also chap-

ters 2, 4 and 12). Both are produced from the same gene by alternative promoter

usage and mRNA splicing. PPARg1 is mainly expressed in adipose tissues but is

also detected at lower levels in several other organs, such as in the colon, spleen,
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Copyright 8 2006 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-31294-3

117



retina, hematopoietic cells, liver, and skeletal muscle, whereas PPARg2 expression

is restricted to the adipose tissue (reviewed in Ref. [2]).

The major role of PPARg and its ligands in determining adipocyte differentiation

was initially demonstrated using cell culture [5]. PPARg is a late marker of adipo-

cyte differentiation and its artificial expression is sufficient to force fibroblasts into

the adipogenic program [5]. PPARg is also able to induce the transdifferentiation

of cultured myoblasts into adipocytes [6]. Whereas PPARg-null mice are not via-

ble, due to defects in placenta formation [7], the lack of PPARg�=� adipocytes

in chimeric PPARgþ=þ:PPARg�=� mice has demonstrated the importance, in vivo,
of PPARg for adipogenesis [8]. Indeed, a tetraploid-rescued PPARg-null mutant

mouse exhibited severe adipose tissue dystrophy at birth [7]. The important role

of PPARg in the mature adipose tissue is now confirmed by the characterization

of mice carrying an adipose tissue-specific deletion of PPARg. As the expression of

the cAMP response element (CRE) enzyme, which is responsible for the gene

deletion by a recombination event, is under the control of the aP2 (adipocyte fatty

acid-binding protein) promoter in these mice, the ablation occurs after adipogene-

sis has started. This deletion results in a severe reduction of adipocyte number,

both in white and brown adipose tissues, whereas small and likely nascent adipo-

cytes remain relatively abundant. Furthermore, the selective spatio-temporal abla-

tion of PPARg in adipocytes of adult mice by using the tamoxifen-dependent

Cre-ER(T2) recombination system revealed that mature PPARg-null white and

brown adipocytes die within a few days after deletion of the gene and are replaced

by newly formed PPARg-positive adipocytes [9]. These observations have demon-

strated that PPARg is essential for the in vivo survival of mature adipocytes, in

addition to its already well-established requirement for their differentiation [10,

11].

While the causal link between PPARg-mediated induction of the phosphatidyli-

nositol 3-kinase (PI3K) signaling in human adipocytes [12] and adipogenesis re-

mains to be established, different reports draw attention to the role of PPARg in

cell cycle control (see Fig. 7.1). Indeed, PPARg downregulates PP2A gene expres-

sion. The phosphatase encoded by this gene is responsible for the activation of

the phosphorylated transcription factor E2F, which is required for initiation of

DNA synthesis in the S-phase. Thus, the PPARg-mediated inhibition of E2F activa-

tion results in withdrawal from the cell cycle of the mesenchymal precursor cells

[10]. In addition, PPARg induces the expression of the two cyclin-dependent kinase

(Cdk) inhibitors (CKI), p18 and p21, resulting in the inhibition of the Cdk activities

that are necessary for cell cycle progression [11]. Finally, PPARg also enhances adi-

pogenic differentiation by directly controlling the expression of C/EBPa which is a

major pro-adipogenic transcription factor. C/EBPa in turn directly activates PPARg

expression thus constituting a positive feedback loop (Fig. 7.1) [5]. Based on these

observations, it is not surprising that several PPARg anticarcinogenic effects have

been reported (reviewed in Ref. [13]). Among those, the most striking are clinical

trials in which a specific PPARg ligand efficiently induced cell cycle arrest and dif-

ferentiation of liposarcoma cells in several patients [14].
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Fig. 7.1. PPARg induces adipogenic

differentiation via diverse and complementary

mechanisms. It induces adipocyte differen-

tiation by acting on the expression levels of the

cell cycle inhibitors, the cyclin-dependent

kinase (Cdk) inhibitors (CKIs) p18 and p21,

leading to an irreversible cell growth arrest. It

also inhibits the initiation of DNA synthesis

necessary for the S-phase entry by maintaining

the transcription factor E2F in its inactive

phosphorylated form. In this case, PPARg acts

as a repressor of the phosphatase PP2A that

is required for the dephosphorylation of E2F

(-P: phosphate group). PPARg also enhances

pro-adipogenic pathways such as C/EBPa and

phosphatidylinositol 3-kinase (PI3K) signaling.

Finally, PPARg can directly control the expres-

sion of fat cell-specific genes by binding to a

peroxisome proliferator-responsive element

(PPRE) in their promoter region (aP2, PEPCK,

etc.).
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7.2.2

PPARg and Osteoblast Differentiation

Bone tissue undergoes continuous renewal in vertebrates. This process is due to

the combined production of new osteoblasts by mesenchymal progenitors and to

the degradation of extracellular bone matrix by osteoclasts, which derive from the

monocyte/macrophage lineage. PPARg is of special interest in bone homeostasis

as its insufficiency in heterozygous PPARg-deficient mice increases bone mass

by enhancing the differentiation of mesenchymal progenitor cells into osteoblasts.

Accordingly, PPARg-deficient embryonic stem (ES) cells in culture spontaneously

differentiate into osteoblasts, while they fail to differentiate into adipocytes [15].

In vivo observations using X-ray and three-dimensional computerized tomography

(3D-CT) reveal that PPARg heterozygous mice exhibit an unusual high bone mass

due to the accumulation of osteoblasts. Consistently, cultured bone marrow cells

from these PPARg heterozygous mice are prone to osteoblastogenesis and have a

low potency to differentiate into adipocytes compared with the wild-type cells.

These PPARg heterozygous cells have an increased expression of the transcription

factors Runx2 (Cbfa1) and Osterix (Sp7), which are regulators of osteoblastic dif-

ferentiation [15]. The converse experiment, i.e. analysis of the action of PPARg

activators on bone density in wild-type mice as well as in bone marrow cell-derived

cultures, confirmed the PPARg-dependent reduction of osteoblastogenesis via de-

creased expression of Runx2 and Osterix [16]. Thus, it appears that low PPARg

activity is an important factor for the differentiation of bone mesenchymal cells

(Fig. 7.2).

These observations point to PPARg as a regulator shifting cell differentiation

towards adipogenesis rather than osteoblastogenesis. This raises the interesting

question of the use of PPARg agonists or antagonists in therapeutic approaches.

Thiazolidinediones (TZDs) are PPARg agonists that were developed for the treat-

ment of insulin resistance. The mode of action of these compounds is not fully

understood, but likely involves a redistribution of triglycerides from inappropriate

muscle accumulation towards storage in adipose tissue. Amazingly, decreasing the

activity of PPARg, either through invalidation of one PPARg allele or via a PPARg

antagonist, also precludes the development of a high-fat diet-induced insulin re-

sistance. Thus, the use of selective PPARg antagonists could prevent adipocyte

differentiation, increase bone mass and would as well be potentially valuable tools

against obesity and type II diabetes [17].

7.2.3

PPARg and Colonocyte Differentiation

PPARg expression is increased in differentiated colon epithelial cells [18] and

many reports show that highly selective PPARg agonists such as TZDs promote

colonocyte differentiation [19]. Similar to what was observed and discussed above

in the context of adipocyte differentiation, PPARg is able to enhance colonocyte dif-

ferentiation by controlling the expression of cell cycle genes. More precisely in
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these cells, PPARg is a positive regulator of the transcription factor TSC-22, which

induces p21 that in turn reduces cell proliferation [20]. Similarly, it also induces

the expression of an inhibitor of RegIA (a cell proliferator enhancer) [21] thereby

inhibiting cell multiplication. Together with its ability to promote epithelial cell dif-

ferentiation, these properties of PPARg point to its possible use as target for drugs

against colon cancer [19, 22, 23].

Interestingly, the K422Q mutation in the ligand-binding domain of PPARg re-

vealed an epithelial-specific mechanism of PPARg-mediated differentiation [24].

Enterocyte cell lines bearing this mutation do not differentiate upon treatment

with PPARg ligands. Furthermore, this mutation alters neither the DNA-binding

nor the ligand-dependent gene transactivation capacity of PPARg. Introduction of

Fig. 7.2. Schematic representation of the role

of PPARg in bone tissue homeostasis. The

compact bone is mainly composed of mature

osteoblasts, which secrete an abundant

extracellular calcified matrix. It is renewed

continuously by the formation of new

osteoblasts from mesenchymal stem cells,

combined with a continuous degradation of

the bone matrix by osteoclasts that derive from

the monocyte/macrophage cell lineage. In the

bone marrow, PPARg favors adipogenic

differentiation to the detriment of osteoblast

differentiation. Thus, the disruption of PPARg

signaling, for instance by PPARg antagonists,

might offer a possibility to explore ways of

increasing bone mass.
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wild-type PPARg in the mutant cells restores their capacity to differentiate into

enterocytes. Surprisingly, this K422Q PPARg mutant is able to induce adipogenic

differentiation, which strongly suggests that the lysine 422 residue is crucial for

the interaction with cofactors that are required for epithelial but not for adipogenic

differentiation [24].

7.3

Peroxisome Proliferator-activated Receptor Beta/Delta

7.3.1

PPARb/d, Cell Survival, and Cell Differentiation

Like PPARa and PPARg, PPARb/d binds fatty acids and, therefore, is also most

likely a sensor of dietary lipids and lipid derivatives (reviewed in Ref. [25]). The

first evidence for a role of PPARb/d in differentiation was shown in preadipocytes

where PPARb/d mediates long-chain fatty acid effects on the expression of adipose-

related genes [26]. Together with two additional transcription factors, C/EBPb and

C/EBPd, PPARb/d appears to be implicated in the induction of PPARg expression

[27, 28]. In turn, high expression of PPARg and C/EBPa in adipocytes triggers and

maintains the terminal differentiation program. The implication of PPARb/d in

differentiation has also been proposed in other cell types. For example, its expres-

sion is strongly increased upon differentiation of human primary macrophages or

monocyte/macrophage cell lines [29]. Activation of PPARb/d using a selective ago-

nist also promotes oligodendrocyte differentiation in cell culture [30], consistent

with a myelination defect in the corpus callosum of PPARb/d-null mice [31]. How-

ever, the roles of PPARb/d in cell differentiation have been best studied in keratino-

cytes and more recently in the gut and the placenta [32, 33].

7.3.2

PPARb/d and Skin Epithelium Differentiation

Skin epithelium and hair follicles are mainly composed of keratinocytes. The epi-

dermis is a pluristratified epithelium where keratinocytes proliferate and finally

differentiate in order to form a cornified layer at the skin surface. Hair follicles

are associated with the sebaceous glands consisting of sebocytes that are responsi-

ble for the production of sebum. Keratinocytes and sebocytes both arise from mul-

tipotent epithelial stem cells located in the bulge region of the hair follicle (Fig.

7.3a). PPARa, b/d, and g ligands have been shown to enhance rodent and human

keratinocyte differentiation [34–37]. These activators also induce rodent sebocyte

differentiation [38, 39] but, so far, only PPARb/d activators have been reported to

stimulate the differentiation of human sebocytes [40]. Interestingly, whereas the

interfollicular epidermis expresses very low levels of PPARs, the production of

PPARb/d and to a lesser extent that of PPARa, is reactivated upon wounding. In

the context of this challenge, PPARb/d expression is triggered by inflammatory
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cytokines, such as tumor necrosis factor alpha (TNFa), which activate the stress-

associated protein kinase cascade, that in turn activates the transcription factor

complex AP-1 and enhances its specific binding on the PPARb/d promoter [37,

41]. The first important function that PPARb/d exerts in this context is to promote

cell survival, via transcriptional upregulation of ILK (integrin-linked kinase) and

PDK1 (phosphoinositide-dependent protein kinase-1) and indirect inhibition of

PTEN (phosphatase and tensin homolog deleted on chromosome 10), leading to

an increased PKB/Akt1 activity. PPARb/d is also necessary for the differentiation

of primary keratinocytes in inflammatory situations, but the key target genes in

this event are not yet identified (Fig. 7.3b) [37, 42].

Later on during healing, the activation of the transforming growth factor beta

(TGFb) signaling pathway leads to the inhibition of the AP-1-mediated increased

expression of PPARb/d in keratinocytes. This decrease of PPARb/d expression to

its basal level is due to the activation of Smad3 that interacts with Smad4. This

complex enters the cell nucleus, binds to AP-1 and prevents its binding to the

PPARb promoter (Fig. 7.3b) [43]. Thus, this coordinated interplay between differ-

ent cytokines time-regulates PPARb/d expression and activation to promote the

healing program, involving cell survival, proliferation, and differentiation.

In contrast to the interfollicular epidermis, PPARb/d remains highly expressed

in follicular keratinocytes throughout hair follicle development. Hair follicle

morphogenesis depends on a fine-tuned balance between cell proliferation and

apoptosis, which involves epithelial/mesenchymal interactions. Interestingly,

Fig. 7.3. PPARs are enhancers of keratinocyte

and sebocyte differentiation. (a) The

interfollicular squamous epithelium of the

mammalian skin is composed of keratinocytes

that differentiate as they migrate towards the

stratum corneum. The hair follicle is also

composed of several layers of keratinocytes,

which give rise to the hair. Epithelial stem cells

are located in the bulge region and are able to

differentiate into keratinocytes and sebocytes.
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PPARb/d-deficient mice exhibit significant retardation of postnatal hair follicle

morphogenesis, particularly at the hair peg stage, mainly due to premature in-

creased apoptosis of follicular keratinocytes [44]. The time-regulated activation of

the PPARb protein in follicular keratinocytes involves the upregulation of the

cyclooxygenase-2 (COX-2) enzyme levels by a mesenchymal paracrine factor, the

hepatocyte growth factor. The resulting enhanced activity of COX-2 in hair follicle

keratinocytes then produces PPARb ligands [18], and the subsequent PPARb/d-

Fig. 7.3. (b) Early after an injury, tumor

necrosis factor alpha (TNFa) is abundantly

produced by inflammatory cells and

keratinocytes, which activates a cascade of

stress-associated protein kinases. The resulting

activation of the transcription factor complex

AP-1 leads to the activation of PPARb/d

expression. Later on, transforming growth

factor beta 1 (TGFb1) produced by

macrophages and myofibroblasts binds to its

receptor (type I and II) at the keratinocyte

surface and activates the transcription factor

Smad3 by phosphorylation. The Smad3/Smad4

complex subsequently enters the nucleus and

interacts with AP-1, preventing its binding to

the PPARb/d promoter, which results in a

reduction of PPARb/d expression.
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mediated activation of the PKB/Akt1 signaling pathway protects the hair peg kera-

tinocytes against apoptosis, allowing for normal hair follicle differentiation (Fig.

7.3a).

7.3.3

PPARb/d and Differentiation of the Intestinal Epithelium

The intestinal epithelium is a fast self-renewing tissue whose maintenance and re-

newal is controlled by a small group of multipotent stem cells located in the intes-

tinal crypts. These stem cells give rise to four differentiated cell types: enterocytes,

goblet cells, enteroendocrine cells in the small intestine and the colon, and Paneth

cells in the small intestine.

Paneth cells differentiate while migrating towards the crypt basis [45]. They are

specialized in the defense against different pathogens and establish the antimi-

crobial barrier by sensing bacteria and secreting bactericidal peptides such as a-

defensins, also called cryptdins in the mouse [46]. In addition, they have been

implicated in intestinal angiogenesis [47], and are present in abnormally high

amounts in intestinal metaplasia and in colon cancer [48]. Recent work in our lab-

oratory showed that PPARb/d is involved in Paneth cell differentiation. PPARb/d

acts on this process by negatively regulating the expression of the secreted protein

Indian hedgehog (Ihh), which in the small intestine is mainly produced by mature

Fig. 7.4. PPARb/d regulates Paneth cell

homeostasis in the small intestine. In the crypt

of the small intestine, PPARb/d is a negative

regulator of Indian hedgehog (Ihh) expression,

which is mainly expressed by the mature

Paneth cells. In PPARb/d-null animals, mature

Paneth cells express higher amounts of Ihh

protein than wild-type cells. This high level of

Ihh in null animals indicates to Paneth cell

precursors (PP) a false signal of plenty of

mature Paneth cells, which leads to an

inhibition of the differentiation of these

precursors into mature cells (black arrows).

This results in an accumulation of precursor

cells and reduced amounts of mature cells in

the crypts of the small intestine. Question

marks indicate the presence of mesenchymal-

derived signals that are likely participating to

the overall process but are not yet clearly

identified.
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Paneth cells at the bottom of the crypts. The responding cells are few and located

slightly higher, at the mid-crypt level. They express the Ihh receptor called Ptch-1

and most likely correspond to Paneth cell precursors as they also express lysosyme,

while not bearing other characteristics of mature Paneth cells. Observations made

in PPARb/d-null mice allowed the proposal of a regulatory negative feedback loop

for the control of Paneth cell homeostasis. Secretion of high levels of Ihh by ma-

ture Paneth cells would limit the differentiation of their precursors since this sig-

nal would indicate sufficient amounts of differentiated cells (Fig. 7.4). By lowering

Ihh gene expression, PPARb/d would favor precursor differentiation. Accordingly

PPARb/d deletion results in fewer mature Paneth cells per crypt but a higher Ihh
expression and a higher number of precursor cells in the small intestinal crypts

(Fig. 7.4) [32].

7.3.4

PPARb/d and Trophoblastic Giant Cell Differentiation

The placenta is a crucial extra-embryonic organ where PPARb/d and g play impor-

tant roles. Indeed, null mice for PPARb/d or g exhibit an embryonic lethality

around E9.5 [7] due to an alteration of placenta development. Whereas this pheno-

type is fully penetrant in PPARg homozygous conceptus, a few PPARb/d homozy-

gous embryos survive this initial perturbation and are born alive, which has al-

lowed the generation of mouse PPARb/d-null lines [31, 41, 49]. A close look at the

placental alterations observed in the PPARg- and PPARb/d-null embryos suggests a

different role for each isotype during placenta development.

Placentas of PPARg-null embryos exhibit specific alterations of the labyrinth,

which normally is a structure with extensive villous branching (Fig. 7.5a) [50]. In

PPARg-null placentas, the invaginating chorionic villi are surrounded by an hyper-

trophied trophoblast tissue resulting in the absence of placental vasculature [7, 33].

The molecular mechanism underlying this alteration is so far unexplored. In com-

parison, histological studies revealed that the placenta of PPARb/d-null embryos

exhibit an abnormally loose connection with the maternal decidua at E9.5 [49]. A

systematic analysis showed that the placentas of PPARb/d-null embryos present

alterations of the spongiotrophoblast and labyrinth layers. However, the most dra-

matically affected layer is the trophoblastic giant cell layer, which is a source of

growth hormones (e.g. placental lactogen), angiogenic factors (e.g. VEGF and

proliferin) and constitutes an interface between the maternal decidua and the pla-

centa. The trophoblastic tissue also gives rise to the chorionic trophoblast, which

subsequently differentiates into the labyrinth. Thus, the development of the giant

cell layers is crucial for the overall placental development and is a major process

altered in the PPARb-null placenta.

The mechanism by which PPARb acts on giant cell differentiation was further

explored in the trophoblastic rat cell line Rcho-1. Interestingly, PPARb/d acts on gi-

ant cell differentiation via its positive action on the PI3K/Akt1 signaling pathway

(Fig. 7.5b) [33], in a manner reminiscent of that seen in the context of keratinocyte

survival during skin wound healing [42].
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7.4

Conclusion

In this chapter we have highlighted some important links between PPAR activity

and cell differentiation. Since PPARs are controlled by lipid signals, a major un-

answered question is how the generation of these signals is integrated into growth

and differentiation programs that often involve interactions between tissues of dif-

ferent embryonic origin. The effect of the hepatic growth factor (HGF) from the

dermis on COX-2 expression in the epidermis and finally on the PPAR-dependent

maturation of hair follicles, as reported herein, is an illustration of such intricate

connections. Furthermore, the now well-recognized role of PPARs in energy ho-

meostasis at the cellular and systemic levels suggests an association between the

energy status of the cell and the organism, growth factor signaling, and PPAR

activity. This association confers major functions to the lipid-activatable PPARs in

the regulation of many vital pathways. As reviewed herein, effects of these recep-

tors on cell survival or apoptosis, migration, proliferation, and differentiation have

been documented for several cell types. Obviously, the underlying molecular mech-

Fig. 7.5. PPARb/d and PPARg isotypes are

required for the mouse placental development.

(a) Scheme of the structure of the mouse

placenta at E9.5. At this stage, the placenta is

formed by three layers: the giant cell layer,

which establishes the contact with the

maternal decidua, the spongiotrophoblast, and

the labyrinth where fetal and maternal blood

vessels are in close contact. (b) PPARb/d acts

on giant cell differentiation by activating the

PI3K/Akt-1 signaling pathway.
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anisms need now to be analyzed in depth since many facets of these regulations

that are crucial for animal development and survival are very little explored so far.
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8

Advances in Selenoprotein Expression:

Patterns and Individual Variations

Catherine Méplan, Vasileios Pagmantidis, and John E. Hesketh

8.1

Introduction: Selenium, Nutrigenomics, and Health

Nutrigenomics is the study of nutrient–gene interactions using the techniques of

functional genomics. Nutrient–gene interactions reflect both how nutrients influ-

ence gene expression and conversely how genetic factors influence individual nu-

tritional requirements. At the global level, nutrigenomics is concerned with char-

acterizing patterns of gene expression in response to nutrients. At the individual

level, nutrigenomics can help to determine the differences in requirements for

population subgroups based on genetic variations, gender, and life-stage. Postge-

nomic approaches have already provided important insights into selenium metab-

olism and selenoprotein expression; for example, bioinformatics has helped to

identify novel selenoprotein genes, knockout mice have given functional informa-

tion, and transfected cells models have proven to be useful to understand several

mechanisms of regulation. In this chapter we will review the mechanisms of sele-

noprotein expression and their regulation and then highlight how functional ge-

nomic techniques can contribute to the understanding of interactions between se-

lenium and genes, both in terms of response to dietary factors and identification of

single-nucleotide polymorphisms (SNPs) and their functions.

Selenium (Se) was first demonstrated to be an essential nutrient for animals in

1957 when it was found to be a component of ‘‘factor 3’’ that protects vitamin E-

deficient rats against necrotic liver degeneration [1]. Subsequently, selenium was

shown to be essential for human health when Keshan disease, an endemic cardio-

myopathy, and Kashin-Beck disease, a deforming arthritis, were identified in areas

of China where the soil is extremely low in selenium and when Keshan disease

was shown to be due to a combination of severe selenium deficiency and viral in-

fection (see Refs [2, 3]). Since then, selenium has been suggested to play a role in a

number of physiological and pathological processes: in immune function, in viral

suppression, and acquired immune deficiency syndrome (AIDS) [4, 5], in male fer-

tility, in thyroid function, and as an anticancer agent [6]. Many of the physiological

roles of selenium are attributed to its role, as the amino acid selenocysteine (Sec),

in the selenium-containing selenoproteins. In the past decade, selenium and the
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Copyright 8 2006 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-31294-3

132



selenoproteins have received considerable attention for their role in health and dis-

ease [7, 8].

Human dietary selenium intakes vary geographically from high to low. Severe

deficiency, such as that found in the Keshan area of China is rare, but suboptimal

selenium intake, which is more common, has been linked to cancer susceptibility

and selenium supplementation reported to reduce cancer morbidity [6]. Indeed,

there is evidence that selenium intakes are diminishing in several European coun-

tries [7, 9]. For example in the UK, during the 1970s and 1980s, average intakes

were around 60 mg/day. By the 1990s, selenium intakes had dropped by half to

about 30 mg/day, well below the current daily Reference Nutrient Intake (RNI) for

selenium in the UK – 1.0 mg/kg body weight, which is equivalent to 75 and 60 mg/

day for men and women respectively. Thus, although selenium intakes are not low

enough to cause overt deficiency they may not be sufficient for optimal health.

Therefore, it is important to understand how selenium regulates selenoproteins and

other genes, for example in respect to antioxidant protection and cell growth control.

8.2

Selenoproteins

In 1973 selenium was shown to be an essential component of mammalian gluta-

thione peroxidase [10, 11] and subsequently the gene sequences for two selenopro-

teins, mammalian glutathione peroxidase and bacterial formate dehydrogenase,

were reported [12, 13]. DNA and protein sequence alignments revealed that a sele-

nocysteine (Sec) residue in the protein coincided with an in-frame TGA codon in

the corresponding gene. Since these early observations, the presence of Sec has

been demonstrated to be a feature shared by all selenoproteins and in all cases

Sec incorporation occurs during translation at a UGA codon [14]. Selenoproteins

have evolved to take advantage of the fact that the pKa of Sec (5.2) is lower than

physiological pH [15] so that this amino acid residue is ideally suited to participate

in redox reactions. In several selenoproteins, Sec is present within a CXXU or

UXXC motif (where C is a cysteine, X any amino acid and U Sec) at the active

site of the selenoenzyme and it is essential for activity. The CXXU or UXXC motif

is very similar to the classical CXXC redox motif found in redox-active proteins and

this motif provides the redox active center of some selenoproteins. A catalytical

triad of Sec, glutamine, and tryptophan is present in glutathione peroxidases [16].

Genes homologous to selenoprotein genes but in which Sec is replaced by cysteine

occur, in particular in bacteria deficient in Sec-incorporation mechanisms (see Sec-

tion 8.3.1). However, these homologs exhibit poor catalytic activity, showing that

the Sec-containing motif is much more powerful than its cysteine counterpart [8].

Selenoprotein genes have been identified both in prokaryotes (archaea, bacteria)

and in eukaryotes (plants, animals). Currently 25 mammalian selenoprotein genes

have been identified [17], although not all of them have yet been characterized. A

list of well-known selenoproteins and some of their features is presented in Table

8.1. The glutathione peroxidase (GPx) family is the most extensively studied so far
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and five glutathione peroxidases have been identified: cytosolic glutathione peroxi-

dase GPx1, gastrointestinal glutathione peroxidase GPx2, plasma glutathione per-

oxidase GPx3, phospholipid hydroperoxide glutathione peroxidase GPx4, and GPx6

(identified in silico) [17]. Glutathione peroxidases have antioxidant actions, protect-

ing cells from oxidative stress, but also obviously have more specific functions [16].

The thioredoxin reductase (TR) family of selenoproteins, TR1, TR2, and TR3,

comprises another important set of selenoenzymes. Mammalian TRs have many

diverse cellular functions, including reduction of ribonucleotides to deoxyribonu-

cleotides, which are essential for the synthesis of DNA, maintenance of redox state

in the cell, the regulation of activity of transcription factors [18], and the regenera-

tion of the redoxactive systems. TRs act in conjunction with their redox partner

and substrate thioredoxin. Another important class of selenoproteins is the iodo-

thyronine deiodinase family (IDs), IDI, IDII, and IDIII, involved in thyroid hor-

mone metabolism [19].

Selenoprotein P (SelP) is an extracellular, monomeric protein containing 10 Sec

residues (human, murine, and rat). SelP is ubiquitously expressed in mammalian

tissues [20, 21]. In human plasma, SelP accounts for over 50% of the total sele-

nium concentration. Because of the abundance of Sec residues and the fact that

SelP is a major selenium component in the plasma, it has been suggested that

SelP may be a useful marker of selenium status [22]. Although the function

of SelP is not fully understood, it has been suggested to have a dual function [20],

serving both as an extracellular antioxidant defense, especially against peroxynitrite

(a reactive intermediate formed in vivo by reaction of nitrogen monoxide with the

superoxide anion) [23, 24], and also as a selenium-transport protein, transporting

hepatic selenium from the liver to the other organs [25–27]. The latter function

has recently been confirmed in SelP-knockout mice (see Section 8.5.3).

Selenoproteins not yet fully characterized include the 15 kDa selenoprotein and

selenoprotein W (SelW). The gene encoding the 15 kDa selenoprotein is localized

on chromosome 1p31, a genetic locus commonly mutated or deleted in human

cancers. This location has led to the suggestion that this protein may play a role

in cancer etiology [28]. SelW was first isolated from rat muscle [29] and the cDNA

sequence confirmed the presence of a Sec-UGA codon [30]. Expression of SelW

responds to selenium supplementation and functional studies suggest that it has

an antioxidant function. For example, overexpression of SelW in CHO and H1299

human lung cancer cells markedly reduced the sensitivity of both cell lines to

H2O2 cytotoxicity [31].

8.3

Selenoprotein Synthesis

8.3.1

Role of SECIS and 3O Untranslated Region (UTR)

The synthesis of selenoproteins involves the incorporation of Sec into the protein

sequence during translation (see Fig. 8.1). Critically, this incorporation occurs at a
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UGA codon, which usually encodes a signal to terminate translation. This recoding

of the UGA codon requires the presence in the selenoprotein mRNA of a Sec in-

sertion sequence (SECIS) structure. In eukaryotes this SECIS is located in the 3 0

UTR of the mRNA. Sec incorporation also requires protein factors such as the

SBP2 (SECIS-binding protein 2) and the specific elongation factor EFSec, which

recruits a specific tRNA charged with a Sec to the translation machinery. With the

exception of the selenoprotein P mRNA, all selenoprotein mRNAs are character-

ized by the presence of one in-frame Sec-coding UGA and one single SECIS ele-

ment located in their 3 0 UTR. The selenoprotein P mRNA is remarkable in that it

possesses 9–17 Sec-encoding UGA codons; for example the human SelP contains

10 Sec and two SECIS structures in its 3 0 UTR [20].

In eukaryotes, the SECIS element is a sequence of 50–60 nucleotides, in the 3 0

UTR of selenoprotein mRNAs. The length of the 3 0 UTRs in selenoprotein

mRNAs shows a wide variation and the position of the SECIS within the 3 0 UTR

is not constant (Fig. 8.2). Furthermore, as shown in Fig. 8.2, the distance between

Fig. 8.1. Co-translational selenocysteine

incorporation in selenoproteins at a UGA

codon, in the presence of a SECIS structure.

The figure shows a model of Sec incorporation

into selenoproteins during their translation.

In both panels a scheme of a typical

selenoprotein mRNA is shown, with from left

to right the AUG (initiation codon), a gray

rectangle (coding region of the mRNA,

containing an in-frame Sec-coding UGA), a 3 0

UTR (black line), containing a stem–loop

structure (selenenocysteine-insertion sequence

or SECIS structure). (a) In the absence of

selenium, Sec is missing and when the

ribosome reaches the Sec-coding UGA codon,

it recognizes it as a stop codon and

dissociates, ending prematurely the translation

and resulting in the synthesis of an inactive-

truncated protein. (b) In the presence of

selenium several factors, including SBP2, bind

to the SECIS structure, recruit Sec-tRNA bound

to the elongation factor EFsec to the ribosome,

and allow the incorporation of Sec within the

protein sequence resulting in the production of

an active selenoprotein. (?) stands for factors

not yet identified. SBP (SECIS-binding protein

1) is also known to play a role in this

mechanism.
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the UGA codon encoding Sec and the SECIS varies greatly from one selenoprotein

mRNA to another [32], suggesting that this distance does not play a regulatory role

in Sec incorporation. On the contrary, the prokaryotic SECIS sequences are longer

than their eukaryotic counterparts and are located immediately downstream of the

UGA codon [33]. Experimental displacement of the SECIS sequence compromises

Sec incorporation [34], showing the importance in the case of bacterial mRNAs of

the position of SECIS in relation to the UGA codon.

Chemical and enzymatic probing analysis of secondary structures of rat and hu-

man IDI and rat GPx1 SECIS elements revealed specific structural features of

SECIS elements in eukaryotes and a general model for the SECIS structure was

confirmed by sequence alignment from several selenoproteins [35, 36]. The SECIS

element adopts a particular stem–loop structure with two helices (helix I and II)

separated by an internal loop and a terminal loop after helix II. Only few short se-

quences are conserved between the different SECISs. However they all contain

three specific, highly conserved, features: (1) a SECIS core, located at the base of

the stem–loop and composed of two sequences, in 5 0 a quartet AUAG sequence

and in 3 0 a GA, which form a stem containing non-Watson–Crick G-A/A-G tandem

pairs; (2) a stretch of two to three adenosines in a loop or a bulge; and (3) a stem

Fig. 8.2. Variations in UGA/SECIS distances

between the different selenoprotein mRNAs.

(a) The position (pos) of the Sec amino acid,

the distances between Sec and stop codon

and between the stop codon and the SECIS

element: expressed as ratios to the total

number of amino acids, the total nucleotides

in the coding region and the total nucleotides

in the 3 0 UTR respectively. (b) The gray areas

indicate the coding region and the black areas

represent the 3 0 UTR of the corresponding

selenoprotein mRNAs; the diagrams are in

scale apart from where -//- indicates a break.

The corresponding nucleotide distances

between the UGA codon and the SECIS

element are indicated by arrows. The sizes

indicated in this figure were obtained from the

NCBI database (www.ncbi.nih.gov). U, UGA

codon; S, SECIS element; ST, STOP codon; d,

distance; aa, amino acid; nt, nucleotide.
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formed of sequences with great internal complementarity that separates the SECIS

core at the base from the loop at the top of the stem [35, 36]. A second form (SE-

CIS type II) has also been described and contains an additional bulge within helix

II where the invariant adenosines are located [37].

The remarkable conservation of the SECIS structural motifs has made it possible

to develop software that can predict the existence of SECIS structures, for example

SECISearch2.0 software available at http://genome.unl.edu/SECISearch.html. In

conjunction with other approaches, this software was used by several groups to

predict new selenoprotein genes and allowed the identification of several new po-

tential selenoproteins [17]. First, mammalian gene sequences were screened using

the SECISearch2.0 software to determine candidates containing potential SECIS

elements; second, the gene sequences were screened using the geneid software for

the presence of in-frame UGA codons; finally, homologous genes with cysteine in

the place of the suspected Sec were identified in SECIS-deficient species [17]. All

characterized selenoprotein mRNAs respond to this model except SelP, which in

mammals possesses two SECIS structures and several in-frame UGA codons, and

TR2 which has a unique SECIS element.

8.3.2

Role of trans-acting Factors

8.3.2.1 Transfer RNA

A specific tRNA, tRNAðserÞsec, is responsible for the incorporation of Sec into the

nascent polypeptide and as a result, is required for biosynthesis of the whole family

of selenoproteins. Unlike other amino acids which are synthesized prior to being

loaded onto their corresponding tRNA, the synthesis of Sec occurs directly on its

tRNA in both prokaryotes [38] and mammals [39]. The tRNA carrying a seryl resi-

due serves as an acceptor for selenophosphate (synthesized from selenide and ATP

in the presence of selenophosphate synthetase 2), the active form of selenium, and

the serine is converted to Sec. Further nucleoside methylations are required for

maturation of the tRNA (reviewed in Ref. [8]) and two isoforms of tRNAðserÞsec, cor-
responding to methylation variants, have been described. The methylation re-

sponds to selenium status and interestingly, the level of selenium-induced methy-

lated form of the tRNAðserÞsec correlates with the synthesis of certain selenoproteins

such as GPx1, GPx3, SelR, SelT, and SelW [40, 41] while the isoform lacking the

methyl group is required for the biosynthesis of other selenoproteins such as TR1

and TR3 [41–43]. The tRNAðserÞsec gene, trsp, is present in a single copy in the ge-

nomes of mammals and in most species where it has been identified, except for

the zebrafish which contains two copies of the gene [44].

8.3.2.2 RNA-binding Proteins

The SECIS-specific binding protein 2 (SBP2) binds to SECIS elements in 3 0 UTRs

of selenoprotein mRNAs [45, 46] and it is proposed to form a complex with the

3 0 UTR and the tRNAðserÞsec-specific elongation factor EFsec (described below).

SBP2 does not discriminate between the two types of SECIS and there is no clear

evidence of SBP2 binding with a different affinity to the various selenoprotein
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mRNAs [47]. However, competition experiments suggest that SBP2 can bind pref-

erentially to the first SECIS element of selenoprotein P mRNA and the GPx4

SECIS element [48]. SBP2 binds to the RNA backbone phosphate groups of the

non-Watson–Crick base pair quartet at the core of the SECIS element and to the

lower helix and internal loop [47]. The SECIS-binding domain of SBP2 shares

homology with the L7A/L30 RNA-binding family [49] and is separated from the

Sec-incorporation domain [47, 50]. SBP2 is considered to be the limiting trans-
acting factor in the Sec incorporation machinery [48, 51].

Contrary to the prokaryotic Sec-incorporation machinery in which a unique pro-

tein, SelB, exerts the double role of binding to the SECIS element and of recruiting

the tRNAðserÞsec to the ribosome, the mammalian homolog SelB/EFsec or EFsec is

unable to bind to any SECIS structure. As illustrated schematically in Fig. 8.1, this

specific elongation factor is specific for the tRNAðserÞsec and is thought to interact

with the SBP2/SECIS complex in order to deliver the tRNAðserÞsec to the ribosome

[52, 53]; EFsec binding to SBP2 has been shown to require the formation of a com-

plex of the elongation factor with the tRNAðserÞsec [54] suggesting that EFsec bind-

ing to tRNAðserÞsec occurs prior to formation of the complex with SBP2 and the SECIS.

Unlike SBP2, EFsec is not a limiting factor in the Sec-incorporation process [48].

8.3.2.3 Selenophosphate Synthetases

As described above, the biosynthesis of Sec involves reaction of seryl-tRNA with se-

lenophosphate. The conversion of selenide into selenophosphate is catalyzed, in

the presence of ATP, by a group of enzymes called selenophosphate synthetases

[8]. Two selenophosphate synthetases, SPS1 and SPS2, were identified in mam-

mals and Drosophila. The SPS2 protein is a homolog of the selD gene product of

Escherichia coli [55, 56] in which the catalytic Cys17 is replaced by Sec. The pres-

ence of a Sec in the protein suggests that SPS2 could be involved in an autoregula-

tion of its own synthesis. On the contrary, the SPS1 enzyme, in which the Sec is

replaced in the human homolog by a threonine, has a poor catalytic activity. To bet-

ter characterize the role of mammalian selenophosphate synthetases, Tamura et al.
[57] recently performed an in vivo complementation assay using a selD-deficient E.
coli strain transformed with vector expressing SPS1 or SPS2 cDNAs cloned from a

lung adenocarcinoma cell line. The authors observed that SPS2 was able to com-

plement efficiently the selD mutant in a selenite-containing medium. In contrast,

only a weak complementation was observed with SPS1 except when cells were

grown in the presence of Sec. The authors concluded that the role of SPS1 could

be to recycle Sec, whereas that of SPS2 is to convert selenite into Sec [57].

8.4

Control of Selenoprotein Gene Expression

The regulation of the expression of selenoproteins occurs at transcriptional and

post-transcriptional levels using both mechanisms that are common to the regula-

tion of expression of other genes and mechanisms that are specific to selenopro-

teins due to the unique factors involved in Sec incorporation during translation.
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8.4.1

Selenoprotein mRNAs: Transcriptional Regulation, Alternative Splicing,

and mRNA Stability

Selenoprotein mRNA levels vary significantly in response to various stimuli or con-

ditions, as illustrated by the examples below. Overall, selenoenzyme genes are up-

regulated by oxidative stress; this reflects the fact that their gene products display

critical antioxidant properties. However, the gene regulation mechanisms differ

from one gene to another. Characterization of the plasma glutathione peroxidase

(GPx3) promoter region revealed the presence of a binding site for Sp1 transcrip-

tion factor as well as a metal responsive element (MRE) and an antioxidant respon-

sive element (ARE), known to be induced in response to oxidative/xenobiotic

stress. A functional ARE has recently been identified in the promoter of GPx2

which responded to Nrf2 activators and to Nrf2 itself. Also endogenous GPx2 was

upregulated by Nrf2 activators like sulforaphane or curcumin [58]. This adds GPx2

to the list of phase 2 enzymes which are part of the adaptive response (see below).

Moreover, hypoxia was shown to be a strong transcriptional regulator of GPx3 with

the identification of a binding site for the hypoxia-inducible factor 1 (HIF-1) [59],

making GPx3 the only member of the GPx family so far to be regulated by hypoxia.

In contrast, the cellular glutathione peroxidase (GPx1) was shown to be upregu-

lated by increasing oxygen levels through two oxygen-responsive elements (ORE1

and ORE2) [60].

Regulation of the TXNRD1 gene, encoding TR1 protein, appears to be particu-

larly complex as the core promoter of the human gene contains both typical house-

keeping gene features, including a lack of CCAAT and TATA boxes and the pres-

ence of binding sites for Oct-1 and Sp1/Sp3 transcription factors [61], as well as a

cluster of AU-rich instability elements located in the 3 0 UTR of the TR1 mRNA

[62]. AU-rich elements (AUREs) are responsible for rapid mRNA turnover and are

normally located in mRNAs of cytokines, proto-oncogenes, and transcription fac-

tors. In response to various stimuli, factors bind to AUREs and inhibit mRNA

degradation, enabling a quick increase in gene expression. The combination of reg-

ulation by promoter elements and AU-rich instability motifs is specific for the TR1

isoform; as the 3 0 UTR of the mitochondrial form, TR2, has no AURE. Further

analysis of the TR1 promoter region showed that mutations at Oct-1 and Sp1/Sp3

motifs abolished TXNRD1 gene expression by only 50%, suggesting that other ele-

ments control its expression (reviewed in Ref. [63]).

Recently, two putative antioxidant responsive elements (AREs) were identified in

the TXNRD1 promoter and they appear to account for TXNRD1 upregulation in

response to either sulforaphane, an anticarcinogenic isothiocyanate found in cru-

ciferous vegetables [64–66], or to cadmium, a carcinogenic metal [67]. Cadmium-

induced ARE-dependent transcription of TR1 is mediated by the transcription

factor Nrf2, known to be involved in adaptation to oxidative/xenobiotic stress.

Moreover, other studies have shown that Nrf2 was also upregulated by sulforaphane,

suggesting that Nrf2 could be responsible for TR1 increased expression [68].

Another level of complexity in the TXNRD1 promoter regulation was added

when rare alternative transcripts, TR1a6 (found in testes) and TR1g2 (skeletal mus-

8.4 Control of Selenoprotein Gene Expression 141



cle), were identified and suggested to be initiated from alternative promoters.

These promoters may be activated under rare conditions or in specific tissues

[69]. Moreover, an extensive alternative splicing pattern in the 5 0 region of mam-

malian TR1 gene has been described. Indeed, the description of TR1 isoforms

that differ in the origin of their N-terminal regions suggested that they resulted

from alternative transcriptional start sites [63, 70–72]. More recently, several

groups have demonstrated the existence of TR1 splice variants, revealing a complex

regulation of gene transcription. Using a comparative genomic analysis approach,

six human TR1 N-terminal splice variants that may have specific cellular functions

have been identified [73]. TR1b, a novel human TR1 alternative splice variant, con-

tains a 52-amino-acid N-terminal extension [74]. The N-terminal extension results

from the formation of an in-frame start codon by recombination of exons 1 and

2 with exon 4 and the additional sequence reveals the presence of a consensus

LLxxL motif which allows the binding of TR1b to both estrogen receptors (ER).

Co-transfection of TR1b and ER genes results in a redistribution of TR1b from

the cytoplasm to the nucleus where it co-localizes with ER and enhances trans-
activation of a reporter gene. Alternative splicing of the TXNRD1 gene has also

been observed in the rat, where tissue-specific TR1 RNA processing generates

kidney and liver-specific 5 0 UTRs of TR1 that may be responsible for regulation of

TR1 expression [71]. Understanding the differences between these variants, their

tissue specificity, and their roles, will contribute to a better understanding of TR1

function.

Alternative splicing has also been observed in the human DIO3 gene encoding

IDIII, and at least three transcripts were identified resulting from a tissue-specific

RNA processing [75]. Moreover, in both human and mouse, Hernandez and co-

workers identified and partially characterized a gene, DIO3OS, that overlaps with

the DIO3 and Dio3 promoter regions. Interestingly, this gene is transcribed in an

antisense orientation, and is expressed in most tissues where it is, in its turn, sub-

jected to alternative splicing [75]. In the rat, four IDIII transcripts have been iden-

tified and shown to be expressed specifically in different regions of the central ner-

vous system [76]. Multiple transcript variants have also been described for IDII

[77] and GPx4 [78] and alternatively spliced isoforms of GPx1, SPS2, IDI, Sep15,

and GPx5 are predicted in the genome database (http://www.ncbi.nlm.nih.gov;

see Table 8.1). However, the biological significance of these isoforms remains to

be elucidated.

Overall, it is emerging that alternative splicing plays a determining role in the

regulation of selenoprotein expression, location and function, and contributes to

increase the overall variety of selenoproteins.

8.4.2

Response of Selenoprotein Synthesis to Selenium Supply: Prioritization

Dietary selenium intake influences the synthesis of selenoproteins and there is

now strong evidence showing that there is a hierarchy for synthesis of different

selenoproteins within a single tissue or cell type. In other words, when selenium
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supply is low the synthesis of some selenoproteins is dramatically reduced whilst

that of others is only marginally affected [79–82]. For example, in the liver of se-

verely selenium-deficient rats, GPx1 activity is almost totally lost whilst GPx4 activ-

ity is partially conserved; in less severely deficient rats, GPx4 activity is little af-

fected whilst GPx1 activity is still dramatically lower [79]. Furthermore, the extent

and pattern of the changes are different depending on the tissue, as illustrated

schematically in Fig. 8.3. For example, there is evidence that the response of GPxs

to selenium deficiency is tissue specific (reviewed in Ref. [17]). Severe selenium de-

ficiency causes almost total loss of GPx1 activity in liver and heart and although

IDI activity decreases by 95% in liver, it increases by 15% in the thyroid. GPx4

activity decreases by 75% in the liver, 60% in the heart and is unchanged in the

thyroid [79]. The physiological effects of altered selenium intake are determined

by the modification of the pattern of selenoprotein expression and a clearer picture

of the overall functional effects of changes in selenium intake would be obtained if

the effects on a much wider range, preferably all, of the selenoproteins could be

defined.

The incorporation of Sec into the nascent polypeptide of selenoproteins is com-

plex and the Sec-incorporation machinery involves a limiting factor, SBP2, a hier-

archy of protein complexes formed between different trans-acting components, as

well as generation of tRNAðserÞsec. The complexity of this process provides a wide

Fig. 8.3. The available selenium is

differentially prioritized to the selenoproteins

in different tissues under conditions of low

selenium supply. The sensitivity of expression

to selenium depletion is illustrated

schematically by the thickness of the arrows.

Note that some selenoproteins are more

sensitive than others and this is tissue

dependent.
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range of potential sites at which expression could be regulated. It has been shown

that differences in 3 0 UTRs among selenoprotein mRNAs influence Sec incorpora-

tion. Even when selenium supply is adequate, the efficiency of selenoprotein

mRNA translation is affected by the 3 0 UTR, as indicated by the observations that

IDI and IDIII activities are altered by exchanging their native 3 0 UTR for those of

other selenoproteins [83, 84]. However, there is further influence of the 3 0 UTR

when selenium supply is low. The use of cells transfected with chimeric constructs

containing the IDI-coding region linked to different 3 0 UTRs has shown that the

nature of the 3 0 UTR affects the efficiency at which transcripts are translated under

conditions of low selenium supply (see Section 8.5.1). Thus, for example, transla-

tion of transcripts containing the GPx4 3 0 UTR is affected less by low selenium

conditions than translation of IDI coding region linked to GPx1 3 0 UTR [85]; re-

porter transcripts with the GPx2 3 0 UTR are less sensitive to low selenium than

with the GPx1 3 0 UTR [82, 86]. The mechanism behind such effects is not known

but they illustrate how the 3 0 UTR of different selenoprotein mRNAs can influence

the response to selenium levels.

8.5

Nutrigenomic or Functional Genomic Studies

8.5.1

Arrays: Looking at Patterns of Gene Expression

Array technology provides an opportunity to study expression of a range, or all, of

the selenoprotein genes at the RNA level (Fig. 8.4). However, such an approach

Fig. 8.4. A typical hybridization profile using a

‘‘selenoprotein array.’’ RNA from Caco-2 cells

was reverse transcribed into 32P-labeled cDNA

and hybridized with the array. Specific

hybridization was detected by Phosphorimager.

Every gene is spotted in duplicate. Orientation

markers are marked with square boxes.

Housekeeping genes are shown at the bottom

of the array. Examples of selenoprotein genes

detected are indicated.
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does not take into account alterations at the level of translation of the mRNA into

protein. Since Sec is incorporated during translation, studies of selenoprotein ex-

pression at the RNA level may not reflect variations in protein expression. How-

ever, a number of studies indicate that expression of individual selenoprotein

mRNAs mirrors changes in protein expression [79, 80]. In the case of both GPx1

and SelW, selenium deficiency leads to a large decrease in mRNA levels associated

with instability of the mRNA [85, 87, 88]; GPx1 mRNA becomes more unstable

under conditions of low selenium supply or when the translation is inhibited by

puromycin, suggesting that modulation of translation by selenium supply has sub-

sequent effects on mRNA stability. The stability of GPx2 mRNA has been corre-

lated with the resistance of GPx2 expression to selenium depletion [89]. In general,

although one must bear in mind the caveats associated with selenium being incor-

porated during protein synthesis, mRNA expression studies can be informative

about responses of selenoprotein expression to selenium supply. Potentially, gene

array technology may prove useful in the study of patterns of selenoprotein expres-

sion.

Using a custom-made macroarray, a recent study assessed the effects of sele-

nium depletion on expression of selenoproteins in the human gastrointestinal cell

line Caco-2 [88]. This approach demonstrated that selenium depletion had most

marked effects on expression of GPx1 and SelW and the effect on SelW was sup-

ported by northern hybridization analysis using RNA from colon samples from

selenium-deficient rats. These observations regarding SelW expression illustrate

the usefulness of an array approach to compare effects on a range of selenoproteins

(e.g. GPx1, 2, 3, 4, SelP, SelW) and therefore identify novel effects on selenoprotein

genes that are sensitive to nutritional regulation. Alteration of selenoprotein ex-

pression also has secondary effects on expression of other genes (for example, over-

expression of GPx4 decreases expression of cell adhesion molecules in smooth

muscle cells [90]) and it is likely that these secondary changes are part of the func-

tional changes that occur due to altered selenium intake. Microarray techniques in-

corporating thousands of genes offer the opportunity to identify such secondary in-

direct changes. Recently a study was carried out using rat oligonucleotide arrays

from the MRC-Wellcome Centre to analyze the global changes in gene expression

in the colon from severely selenium-deficient rats. Rats were fed diets that were

either severely selenium deficient or selenium sufficient [79, 88] and the RNA ex-

tracted from mucosal scrapings. RNA (75 mg) pooled from samples from either

group was used to make cy3/cy5-labeled cDNAs for microarray analysis. After hy-

bridization, arrays were scanned and analyzed using Genepix software. After re-

moval of outliers, approximately 18 genes showed a greater than 1.5-fold change

in expression level (see Table 8.2) [91]. Interestingly, these included genes the prod-

ucts of which are involved in lipid metabolism and vascular remodeling and angio-

genesis. The functional significance of these changes remains to be explored but

they point to novel aspects of the response of the colon to selenium depletion.

Comparison of northern blot, microarray, and macroarray data for a number of

selenoproteins (Table 8.3) shows that the relative effects of selenium depletion on

SelW, GPx1 and GPx2 were comparable using the three methods: SelW and GPx1
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Table 8.2. Effect of selenium depletion on gene expression in rat colon using microarrays.

Accession number Gene name log.CSe/BSe Function

D14437 Calponin �2.142 Muscle contraction

X95849 Novel gene expressed

in circadian manner

�2.042

AB017820 Klotho �2.019 ‘‘Anti-aging hormone’’

X06801 Vascular alpha-actin �1.814

U95157 Ryanodine receptor

type II

�1.783 Ca2þ sensing

AF007554 Mucin 1 �1.766 Lubrication and hydration of

cell surfaces

AF039308 Glutaminyl cyclase 1.543 Formation of biologically

active peptide hormones

AF078811 Tropic1808 1.999

S73894 Endogenous vascular

elastase

2.093 Vascular remodeling

NM_017307 Solute carrier gene

encoding mitochondrial

protein

2.099

NM_012582 Haptoglobin 2.143 Hemoglobin (Hb)-binding

plasma protein

NM_019321 Mast cell protease 4 2.360 Chymotrypsin-like serine

protease

AB025023 Midkine 2.404 Angiogenesis, cell growth

X61925 Lipase 2.914 Hydrolysis of triglycerides

and phospholipids

J00771 Pancreatic ribonuclease 4.714 Cytotoxicity to angiogenesis

X59014 Elastase IV 5.395

NM_016998 Carboxypeptidase A1 6.128 Role in intestinal diseases

NM_013161 Pancreatic lipase 6.141 Dietary lipid digestion.

Significant change corresponds to genes with log ratio valuesb 2.5

standard deviations (SD) from the mean. The results are the average

values from two experiments. The SD values between the two

experiments for each gene area 0.3. Selenoprotein genes were not

included in the cut-off limits. Negative values indicate a decrease in

expression between the control and the test populations, whereas

positive values indicate an increase. Each successive integer step

indicates a log 2 increase or decrease. Therefore a log �Se/þselenium

of 2, represents a 2-fold change etc.
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were highly sensitive, GPx4 less so, and GPx2 showed little change. Not only does

this give credibility to the array data but interestingly it shows the potential of us-

ing arrays to define patterns of selenoprotein expression.

8.5.2

Transfected Cell Models to Study UTR Function

It is notable that the mRNAs of the different selenoproteins differ both in length of

the 3 0 UTR and the position of the Sec-encoding UGA within the coding region. As

a result, the distance, in terms of nucleotides, between UGA and SECIS can vary

quite considerably within certain limits (see Fig. 8.2), as originally shown by Berry

et al. [83]. This ability of the Sec-incorporation mechanism to function over a range

of UGA–SECIS distances means that it is possible to produce chimeric gene con-

structs in which the 3 0 UTR from one selenoprotein is exchanged for another [83,

86, 92] without losing Sec incorporation. Studies with cells transfected with such

constructs have shown that a heterologous 3 0 UTR or SECIS is functional [83, 86]

Table 8.3. Comparison of results from microarray, macroarray, and

northern hybridization analysis of selenoprotein gene expression.

Gene name Accession

number

Microarray

Rat colon

logCSe/BSe

Macroarray

Caco-2 cells

CSe/BSe

Northern

Rat colon

CSe/BSe

Northern

Caco-2 cells

CSe/BSe

SelW NM_013027 �0.690 0.27 Undetectable

in -Se

N/A

GPx1 M21210 �0.460 0.46 0.17 0.39

tRNAsec-

associated

protein

AF181856 �0.020 1.20 N/A N/A

SelP NM_019192 0.125 0.90 N/A N/A

TR2 AF072865 0.725 0.73 N/A N/A

GPx2 NM_002083 N/A 1.63 1.22 1.26

Expression of several selenoprotein mRNAs under Se-adequate (þSe)

or Se-deficient (�Se) conditions is shown for Caco-2 cells and rat

colon. mRNA levels were measured by different techniques. The

pattern of expression in Se-depletion is similar whether measured by

northern hybridization, macroarray or microarray. Results taken from

Refs [88, 91]. N/A stands for not applicable.
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and that synthesis of the selenoprotein from such a construct is sensitive to sele-

nium supply [92].

The deiodinase gene (IDI) has also proved effective in reporter constructs to

study the ability of different 3 0 UTR sequences to direct Sec incorporation at a

UGA codon, and to study its modulation by selenium supply. As discussed in Sec-

tion 8.4.2, in severe selenium deficiency expression of GPx1 is much more affected

than GPx4 expression in rat liver [79]. To better understand the mechanisms un-

derlying this differential response, the influence of GPx1 and GPx4 3 0 UTRs on ex-

pression of the IDI reporter was investigated in transfected H4 hepatoma cells

[92]. The expression of IDI from a chimeric construct with IDI-coding region

linked to either GPx1 or GPx4 3 0 UTR showed that both 3 0 UTRs are functional

in these transcripts; in addition the ability of the GPx4 3 0 UTR to direct Sec incor-

poration into the IDI reporter is less affected by selenium depletion than that of

GPx1 3 0 UTR [92]. This observation reflects the responses of the levels of these

two GPxs to selenium depletion in rat liver in vivo [79]. The mechanism behind

this effect is not known but we have proposed that it reflects the better ability of

the GPx4 3 0 UTR to form complexes with appropriate trans-acting factors involved

in Sec incorporation, and in this way compete better for available selenium in the

form of Sec [93].

It would be expected that expression of an IDI transgene would cause the cell to

utilize some of the available selenium for IDI synthesis, thus potentially depleting

selenium normally available for synthesis of the endogenous selenoproteins, such

as those that protect cells from oxidative stress. Indeed, H4 hepatoma cells trans-

fected with IDI are more sensitive to the pro-oxidant tert-butyl hydroperoxide under
both selenium-depleted (ID50 ¼ 24 mmol/l) and selenium-supplemented culture

conditions (ID50 ¼ 37 mmol/l) compared with untransfected control cells (ID50 ¼
35 and 51 mmol/l under selenium-depleted and -supplemented conditions, respec-

tively) (Duperrier, Bermano, and Hesketh, unpublished observations). These data

are consistent with the transgenic expression of IDI putting the cells under greater

oxidative stress by competing with other selenoproteins for selenium availability.

In addition, 3 0 UTRs from selenoprotein genes have been shown to be capable of

promoting read-through of a UGA codon between two coding regions in synthetic

reporter constructs. A model system was developed in which the expression of the

luciferase gene, cloned downstream of the b-galactosidase gene and separated from

it by an in-frame UGA, was driven by a downstream SECIS element in a seleno-

protein 3 0 UTR [82, 89]. In this model, in the presence of selenium the SECIS

in the 3 0 UTR will promote read-through of the UGA but there is no read-through

in the absence of selenium. Experiments with this reporter system have shown

that the sensitivity of read-through to selenium is different for GPx1 and GPx4 3 0

UTRs [82]. A similar expression system was used to assess the ability of 3 0 UTR

sequences from the 15 kDa selenoprotein gene to drive read-through at the UGA

codon [94] and study the functionality of SNPs in the 3 0 UTR.

Overall, a variety of studies show that reporter genes have provided effective

models to study the influence of the 3 0 UTR on selenoprotein synthesis and its

modulation by selenium supply.
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8.5.3

Knockout Mice Models of Selenoproteins

Transgenic technologies have also been able to produce a number of knockout

mice in which specific selenoproteins, GPx1, GPx1 and 2, or SelP are not ex-

pressed. The use of such models has brought new insights to the understanding

of selenoproteins in vivo, opening new areas for future investigation. Beck and col-

leagues have used the GPx1-knockout mouse to investigate the role of GPx1 in vi-

ral infection. These knockout mice infected with a benign coxsackie virus show se-

vere myocarditis, whereas the wild-type mice show only a mild inflammation [3];

the effect of GPx1 knockout parallels that of dietary selenium deficiency. In addi-

tion, mice in which both GPx1 and GPx2 (gastrointestinal) were knocked out have

been shown to be more susceptible to colitis [95] and to bacteria-induced inflam-

mation and cancer [96]. Thus, studies with both GPx1 and GPx1/2 knockout mice

indicate a role for the GPx selenoproteins in modulating inflammatory responses.

It has not been possible to produce GPx4-knockout mice as they die in utero be-

tween embryonic stages E7.5 and E8.5 [97]. The lethal phenotype is rescued when

a human GPx4 transgene is overexpressed in the knockout mice [98], showing that

expression of GPx4 is essential to mouse development. In addition, GPX4þ=� mice

show increased sensitivity to oxidative stress with reduced survival to gamma-

irradiation [97] whereas overexpression of human GPx4 in transgenic mouse em-

bryonic fibroblasts protects the cells against oxidative stress-induced apoptosis and

reduces chemically induced liver damage and lipid peroxidation in transgenic ani-

mals [98].

Thioredoxin reductase-knockout mice also die during embryogenesis around

stage E10.5 for TR1�=� [99] and E13.5 for TR2�=� [100]. TR2-null embryos die of

a severe anemia, reduced hematopoiesis, and altered cardiac development. Heart-

specific deletion of the TR2 gene is fatal, revealing that TR2 is crucial for develop-

ment and proper function of the heart [100]. In contrast, deletion of the TR1
gene has shown that TR1 function is essential for embryogenesis in most tis-

sues but dispensable for cardiac development [99]. Moreover, overexpression of a

dominant-negative mutant of TR1 increases myocardial oxidative stress and ROS-

induced cardiac hypertrophy compared with the non-transgenic mice, whereas

overexpression of a wild-type TR1 protects the mice against the development of

induced-cardiac hypertrophy. These data suggest that the dominant-negative TR1

might have repressed TR2 function in the heart [97].

For many years it has been suggested that SelP has a function in selenium trans-

port between tissues. The production of SelP-knockout mice has provided the first

strong evidence that this is the case. The SelP-knockout mice exhibit low selenium

concentrations in the brain, plasma, kidney, and testes whereas the liver selenium

content is elevated suggesting that SelP transports hepatic selenium to other or-

gans. The mice lose weight, develop neurological disorders, and the males are in-

fertile [101, 102]. In addition, feeding a selenium-enriched diet to these mice can

partially rescue expression of selenoproteins and neurological defects of the knock-

out [103, 104]. However liver-specific deletion of the Trsp gene, which encodes
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tRNAðserÞsec, dramatically decreases plasma SelP levels but does not affect brain se-

lenium levels or brain function [43]. Recently, Schweizer et al., using liver-specific

trsp�=� mice, showed that hepatic SelP was required for selenium supply to the

kidney but not to the brain, as local expression of SelP could maintain its selenium

levels and selenoprotein synthesis [105]. Taken together these data suggest that

SelP has a role in local selenium supply in the brain and a more general function

in transport of hepatic selenium to other organs.

Further insights in the understanding of the tRNAðserÞsec functions have come

from the development of knockout and transgenic models for the Trsp gene. A

complete deletion of the trsp gene is embryonic lethal suggesting that selenopro-

teins are essential for normal development [106, 107]. Conditional deletion of

the gene affects selenoprotein expression in a tissue-specific manner [107]. Over-

expression of wild-type transgene has little effect on selenoprotein expression, but

overexpression of a transgene carrying a mutation for a methylation site required

for tRNAðserÞsec maturation alters the expression of certain selenoproteins in a

tissue-specific manner [41]. Recently, Carlson et al. rescued selenoprotein expres-

sion in trsp-null mice by overexpression of either a wild-type or methylation mutant

transgene. Whereas the wild-type transgene was able to rescue overall selenopro-

tein synthesis, only TR1 and TR2 expression could be completely rescued by the

methylation mutant. A partial rescue of GPx2, GPx4, SelP, and Sep15 synthesis

was achieved but only a poor synthesis of GPx1, GPx3, SelR, SelT, and SelW was

observed. These data confirm that the different methylation isoforms of tRNAðserÞsec

are selectively required for the synthesis of the different selenoproteins [43].

8.6

Nutrigenetics of Selenium Metabolism

Many genes in the human genome exhibit polymorphic allelic variants that are

present at stable frequencies within the population. The majority of these are

variations at single positions (SNPs). Such SNPs can occur in the gene region cor-

responding to the protein-coding region, in which case the allelic variation may be

silent (no amino acid change) or the amino acid may be altered, with or without

functional consequences. SNPs may also occur in regulatory gene regions, for ex-

ample in the promoter, 5 0 UTR, or 3 0 UTR and in these cases they may potentially

influence regulation of expression of the gene. In selenoprotein genes, since the 3 0

UTR and SECIS are critical for selenium incorporation, SNPs in the gene region

corresponding to the 3 0 UTR are of particular interest since they may potentially

affect synthesis and activity, and ultimately influence individual requirements for

selenium. Any functional effect of a single nucleotide change is likely to be subtle,

and therefore phenotypic physiological consequences may be masked at high sele-

nium intakes and only observable at suboptimal intake. SNPs are likely to be im-

portant in the etiology of multifactorial disease and the combination of a SNP in a

selenoprotein gene in conjunction with low selenium intake has the potential to

influence the mechanisms of protecting cells from oxidative stress, inflammatory

processes, thyroid metabolism, fertility, etc.
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A well-characterized SNP has been found in the GPx1 gene at codon 198 within

the protein-coding region [108]. Originally detected in a loss of heterozygosity

study and identified by bioinformatics [109], it is a T to C variation that has also

been described in Scandinavian, Afro-Caribbean, Caucasian, and Japanese popula-

tions [108, 110, 111]. The common, and thus presumably wild-type, homozygous

form is a C that leads to incorporation of a Pro at codon 198. The alternative homo-

zygous form (T) only occurs at 7–11% in healthy Caucasian populations [108, 112]

but at higher frequency (@15%) in healthy Afro-Caribbeans [110, 113], resulting

in change of codon 198 to that for Leu. The Leu allele has been suggested to have

lower activity in transfected cell lysates and increased association with lung, breast,

and bladder cancer [110, 113, 114], although the association with breast cancer has

not been confirmed in a recent larger study [115]. In addition, the mean intima-

media thickness of the carotid arteries and prevalence of cardiovascular disease

was higher in Leu/Pro heterozygotes than in the Pro/Pro homozygotes in a popu-

lation of Japanese type 2 diabetic patients [111]. Interestingly a haplotype study re-

ported the association of the Leu allele with bladder cancer to be influenced by a

SNP within the manganese superoxide dismutase gene which codes for another

antioxidant defense protein [114].

A range of SNPs have been detected in the coding region of GPx4 gene but their

functionality is still open to debate and there is no association of any of the allelic

variations with male infertility [116], despite GPx4 being a key structural compo-

nent of the sperm. In addition, bioinformatics predicts two SNPs in the region of

the GPx4 gene corresponding to the 3 0 UTR – at positions 718 and 738, both close

to the predicted SECIS structure. Sequencing of this region in a cohort of Cauca-

sian subjects confirmed a T/C variation at position 718 but did not confirm the sec-

ond predicted SNP at 738 [93]. Both T and C variants at position 718 are common

in this polymorphism with the frequency distribution being approximately 22–

24% for TT, 26–33% for CC, and 42–52% for CT heterozygotes in healthy Cauca-

sian subjects [93, 112]. Similar distributions have been found in Chinese (18% TT,

32% CC, 50% CT) and South Asian (18% TT, 36% CC, 46% CT) populations [117];

these distributions are in Hardy–Weinberg equilibrium. In the original study of

this SNP it was observed that individuals who were TT at position 718 had different

levels of 5 0 lipoxygenase metabolites compared with those who were homozygous

CC [93], providing indirect evidence that the SNP was functional. Recently, associ-

ation studies in patients with ulcerative colitis and colon cancer have shown that

the frequency of the TT genotype is much lower in these patients compared to

healthy controls or patients with adenomatous polyps [112, 118], again suggesting

that this SNP is functional and also providing the first evidence that it may be a

factor in disease.

SNPs have been identified in GPx2 but their function remains unknown [119].

Incorporation of selenium into selenoproteins requires any dietary selenium to be

transported to the tissues and then to be used to synthesize tRNAðserÞsec. Variation
in the efficiency of these processes would be expected to lead to interindividual

variation in selenium metabolism, and ultimately dietary selenium requirements.

We have therefore embarked upon a study to define SNPs in the genes encoding

SelP and SPS2: SelP since it has recently been strongly implicated in selenium
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transport throughout the body [120] and SPS2 because it is involved in selenopro-

tein synthesis through synthesis of Sec. A number of SNPs have been detected, in

most of which one allelic variant occurs at very low frequency, but two SNPs, one

in SelP and one in SPS2 have been found in which two variants are found at >15%

frequency either in Caucasian or South Asian subjects. Functional studies of these

SNPs are in progress. Recently, a SNP has been described in the SelP promoter re-

gion [119].

Two polymorphic variants, a C/T substitution at position 811 and a G/A at posi-

tion 1125, have been identified in the 3 0 UTR of the Sep15 mRNA [94]. The SNP at

position 1125 is located in the SECIS structure and therefore may influence the ef-

ficiency of the Sec incorporation into the protein during translation. Studies exam-

ining the chemopreventive effect of selenium in mesothelioma cells found that

individuals with the A1125 variant were less responsive to the protective effect

of dietary selenium supplementation [121]. Furthermore, although the function of

this protein is not known, studies with breast cancer patients show an association

of alleles at the two positions and transfection studies show that together these two

variations affect 3 0 UTR function in response to selenium depletion, with the CG

variants enhancing read-through [94].

Thus, to summarize, a number of SNPs have been identified in the glutathione

peroxidase and other selenoprotein genes, some within the coding region and

others within the 3 0 UTRs. There is some evidence from a variety of studies that

some of these may be functional and that they may be associated with reduced pro-

tection from oxidative stress and susceptibility to a range of disease. However, the

evidence for the importance of these SNPs is still limited and more detailed studies

are required to define the functionality and relation to diseases, and in the latter

case the interaction with nutritional factors such as dietary selenium.

8.7

Conclusions and Future Perspectives

Nutrigenomics is contributing to the study of selenium physiology and selenopro-

teins in several ways. It can assist in studying how expression changes in response

to nutrition. The expression of selenoprotein genes changes in response to a vari-

ety of factors, but particularly selenium supply. Gene arrays are allowing us to

move from studies of single genes to studies of a range of selenoproteins so as to

get a picture of the pattern of gene expression response of selenium incorporation.

Future studies should expand these approaches to include arrays that can take the

complexity of alternative transcripts into account and also develop proteomic meth-

ods. Specific arrays can be targeted towards the ‘‘selenoproteome’’ whereas micro-

arrays with a wide range of genes can define secondary effects and so give a

broader picture of how selenium affects cell and tissue physiology. In addition, a

variety of functional genomic techniques (transfected cells, knockout mice, over-

expression studies) are beginning to provide key information on selenoprotein

function and on the mechanisms by which selenium supply regulates expression.
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Studies with different reporter systems are showing that the 3 0 UTR is important

in determining the response of selenoprotein synthesis to selenium supply but this

is only part of the story and other factors, possibly tRNA methylation, also play a

role. It thus appears that the regulation is complex – a complexity increased by al-

ternative splicing. Further studies are needed to define the precise mechanisms of

regulation of the different selenoproteins and their isoforms in different tissues.

The overall picture emerging is of a family of genes regulated by a variety of

mechanisms in a complex manner. Subtle differences in gene sequence play an

important role in determining the response of expression to selenium. All eukay-

otic selenoprotein mRNAs contain a SECIS in the 3 0 UTR but the 3 0 UTRs vary

considerably in length, position of SECIS, etc. These differences are critical to de-

termining the response of expression to selenium. Furthermore, there is evidence

that single base changes (SNPs) within 3 0 UTR sequences can influence regulation

of selenoprotein expression.

By expanding the study of these and other SNPs, nutrigenomics can contribute

to describing how individual genetic differences influence response to dietary sele-

nium. We still know relatively little about the genetic variation, in terms of SNPs,

in selenoprotein genes in the human population. However, we now appreciate that

SNPs in the selenoprotein genes exist, both in the coding regions and the untrans-

lated regions and promoters. Some of these appear to have functional effects.

Thus, genetic variation in these genes may mean that individuals differ in their re-

quirements for selenium for optimal health but this requires further definition of

SNPs in genes such as SelP, SPS2, SBP2, and tRNAðserÞsec, the products of which

are involved in selenium metabolism, the coding regions of selenoprotein genes

themselves and in the gene regions corresponding to 3 0 UTRs. There are tantaliz-

ing suggestions from some studies that some of the SNPs already identified in se-

lenoprotein genes are possibly associated with disease but larger and wider studies

are needed to determine whether such SNPs could be reliable markers of predispo-

sition to disease. Recent studies have implicated SNPs in selenoprotein S as an

influence on the inflammatory response (Curran J. E. et al. Nature Genetics epub

Oct 9th 2005) and identified mutations in the SBP2 gene that result in familial

thyroid disorders (Dumitrescu A. M. et al. Nature Genetics epub Oct 16th 2005).
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9

PPARs in Atherosclerosis

Hélène Duez, Jean-Charles Fruchart, and Bart Staels

9.1

Introduction

Atherosclerosis is a complex chronic inflammatory disease of the vascular wall as-

sociated with metabolic abnormalities (i.e. lipid and glucose disorders). Peroxisome

proliferator-activated receptors (PPARs) are ‘‘nutrient’’ nuclear receptors that regu-

late expression of their target genes upon activation by their natural (fatty acids

and derivatives) or synthetic (fibrates or thiazolidinediones) ligands. PPARa indu-

ces fatty acid oxidation and plays a crucial role in lipid and lipoprotein metabolism

while PPARg promotes adipogenesis and fatty acid storage in adipose tissue. Both

PPARa and PPARg play essential roles in glucose homeostasis and insulin sensiti-

zation. The role of PPARd is more elusive but recent data highlight its role in fatty

acid metabolism and energy expenditure. PPARs are also involved in the control of

vascular wall inflammation and macrophage lipid metabolism and thus exert

beneficial effects on the different stages of atherosclerotic plaque development. To-

gether these data identify PPARs as pharmacologically relevant targets for the

development of new drugs in the treatment of both metabolic disorders (dyslipide-

mia, type 2 diabetes) and vascular dysfunction predisposing to atherosclerosis and

coronary heart disease.

9.2

Atherosclerosis

Atherosclerosis is a complex chronic inflammatory disease of the vascular wall

initiated by the accumulation of modified low-density lipoproteins (LDLs) (e.g. oxi-

dized low-density lipoprotein (oxLDL)) in the subendothelial space of the vessels.

This results in the activation of endothelial cells (ECs), which in turn secrete

chemoattractant (such as the monocyte chemoattractant protein 1 (MCP-1)) and

adhesion molecules (such as selectins or the vascular cell adhesion molecule 1

(VCAM-1)), leading to the recruitment of circulating monocytes and T lymphocytes
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at the endothelial surface and their penetration into the subendothelial space.

Trapped monocytes subsequently differentiate into macrophages that take up cho-

lesterol from modified trapped lipoproteins via scavenger receptors SR-A or CD36,

thus potentially forming foam cells. However, excess cholesterol can also be re-

moved from macrophages via efflux through the ATP-binding cassette ABCA1 or

ABCG1 transmembrane transporters and transported back to the liver through

the ‘‘reverse cholesterol transport’’ pathway for removal via bile and feces. Lipid-

loaded activated macrophages secrete proinflammatory molecules and promote

the activation of ECs, leading to the recruitment of additional monocytes. These

fatty streaks may evolve into more complex lesions with the proliferation of acti-

vated smooth muscle cells (SMCs) and their migration from the media to the

intima and the formation of a neo-intima. Activation of the different cell types

within the vascular wall further leads to the release of proinflammatory cytokines,

resulting in chronic inflammation. Death of lipid-rich cells and the accumulation

of debris and extracellular matrix proteins secreted by SMCs lead to the formation

of a lipid-rich necrotic core surrounded by a fibrous cap. Chronic inflammation

within such advanced plaque, combined with the secretion of metalloproteinases

(MMPs) and expression of procoagulant factors (such as tissue factor (TF)) next

results in plaque vulnerability and rupture, and acute occlusion by thrombosis

leading to myocardial infarction and stroke [1].

Several epidemiologic studies have demonstrated the importance of lipid dis-

orders (i.e. hypertriglyceridemia, increased plasma levels of atherogenic lipoproteins,

such as LDL and small dense LDL, or decreased anti-atherogenic high-density

lipoprotein (HDL)) as risk factors in the development of atherosclerosis [2–5]. In

addition, dyslipidemia is commonly associated with a constellation of other wor-

sening metabolic abnormalities such as elevated blood glucose and insulin resis-

tance, hypertension, a proinflammatory state, and obesity, clustered in the so-called

metabolic syndrome, which individually and collectively contribute to increase the

risk of coronary atherosclerosis [6–8].

Recent work indicates that peroxisome proliferator-activated receptors (PPARs)

modulate lipid and glucose metabolism and also influence systemic and vascular

inflammation. Indeed, a large body of evidence has highlighted the beneficial use

of PPARa and PPARg ligands to reduce cardiovascular disease risk and the devel-

opment of atherosclerosis by modulating the onset of these metabolic and inflam-

matory abnormalities. The hypolipidemic fibrate drugs are synthetic PPARa li-

gands which have successfully been used in the treatment of dyslipidemia and

have been shown to reduce the risk of cardiovascular events [9]. Activation of

PPARg by its insulin-sensitizing thiazolidinedione (TZDs or glitazones) ligands

leads to insulin sensitization, glucose lowering, and triglyceride clearance. Here,

we will review the biological consequences of PPAR activation and their potential

as pharmacological targets for the treatment of cardiovascular disease.
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9.3

Peroxisome Proliferator-activated Receptors: Expression, Ligands,

and Transcriptional Activity

PPARs are ligand-activated transcription factors that belong to the nuclear hor-

mone receptor superfamily (see chapter 2). The PPAR family consists of three dif-

ferent receptors: PPARa, PPARb/d (hereafter referred to as PPARd), and PPARg.

They exhibit different expression patterns, PPARa being mainly expressed in tis-

sues exhibiting high rates of b-oxidation such as liver, heart, kidney, muscle, and

in steroidogenic tissues, while PPARg is predominantly found in adipose tissues

where it plays a critical role in adipogenesis (Table 9.1). PPARd has a more ubiqui-

tous expression pattern. In addition, both PPARs are expressed in several immuno-

logical cells and vascular wall cells such as monocytes/macrophages and macro-

phage-derived foam cells, lymphocytes, ECs, and SMCs [10] (Table 9.1).

PPARs exert diverse biological functions in response to activation by a large

variety of ligands. They primarily act as lipid sensors. As such, dietary and endoge-

neous fatty acids (FAs) and their derivatives, such as eicosanoids, are natural

PPAR ligands. In addition, fibrates, which are potent hypolipidemic drugs, and

the insulin-sensitizing thiazolidinediones (TZDs or glitazones) are synthetic li-

gands for PPARa and PPARg, respectively [11]. After activation by their ligands,

they heterodimerize with the nuclear receptor RXR (retinoid X receptor) and bind

to PPAR response elements (PPREs) in the promoter region of their target genes,

allowing their transcriptional regulation. These response elements consist of a di-

rect repeat of the AGGTCA core motif spaced by one (DR-1) or two (DR-2) nucleo-

tides (Fig. 9.1). PPARs are also able to repress expression of their target genes in

both DNA-independent and -dependent manners by interfering with other signal-

ing pathways or recruiting co-repressors to the promoter (Fig. 9.1).

9.4

Physiological Functions of Peroxisome Proliferator-activated Receptors

9.4.1

Metabolic Effects of PPAR Activation

9.4.1.1 Metabolic effects of PPARa activation

PPARa upregulates the expression of numerous genes involved in the mitochon-

drial and peroxisomal uptake and b-oxidation of FA, thereby stimulating their uti-

lization in the liver [12] (Fig. 9.2). Furthermore, PPARa has also been shown to in-

crease triglyceride (TG)-rich lipoprotein catabolism by inducing lipoprotein lipase

(LPL) activity, and to decrease plasma apoC-III levels. As a result, administration

of the fibrate PPARa ligands leads to lowered TG plasma levels and reduced very

low-density lipoprotein (VLDL) production [13]. PPARa activation was also demon-

strated to induce expression of apolipoprotein (apo)A-V, which is known as a potent
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TG determinant [14]. Fibrates also decrease the small dense LDL lipoprotein frac-

tion and stimulate the appearance of larger and less atherogenic particles. In

humans, PPARa activation also increases the expression the two major protein

constituents of HDL, apoA-I and apoA-II, leading to improved HDL-cholesterol

plasma levels in humans [13].

Growing evidence points to a role of PPARa in glucose metabolism and insulin

signaling, although conflicting data have been reported. On the one hand, PPARa

activation has been shown to enhance insulin sensitivity in high-fat diet-induced

insulin resistance [15] and in lipodystrophic mice [16]. This was thought to be a

secondary effect of FA oxidation, alleviating the inhibitory effect of FFAs on pe-

ripheral glucose utilization. On the other hand, PPARa-deficient mice are resistant

to diet-induced insulin resistance [17, 18] while cardiac-specific PPARa overexpres-

sion leads to altered FA and glucose utilization as seen in diabetic conditions [19].

In a recent study, Finck et al. have found that muscle-specific PPARa overexpres-

sion leads to decreased basal and insulin-stimulated muscle glucose uptake and re-

duced insulin-stimulated whole-body glucose utilization, suggesting that muscle

PPARa overexpressing mice become insulin resistant despite a lower weight gain

on high-fat diet and smaller fat depots [20]. This was correlated with a reduced ex-

pression of the muscle glucose transporter Glut4 and genes encoding glucose-

handling proteins, whereas expression of genes involved in FA utilization were

markedly increased. However, insulin still suppressed endogenous glucose produc-

tion, indicating a peripheral dysfunction. By contrast, PPARa-deficient mice were

consistently shown to be resistant to high-fat diet-induced insulin resistance even

Fig. 9.1. Peroxisome proliferator-activated

receptors: transcriptional activity. Upon

activation by their ligands, PPARs

heterodimerize with another nuclear receptor,

RXR, and then bind to specific PPAR response

elements (PPREs) in the promoter of their

target genes. In addition, PPARs can interact

with other transcription factors in a DNA-

binding independent manner and exhibit anti-

inflammatory properties by repressing gene

expression.
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though they developed an obese phenotype [20]. In contrast, when assessing high

fat diet-induced insulin resistance by the same hyperinsulinemic euglycemic

clamp method, Haluzik et al. failed to demonstrate any difference between

PPARa-deficient and wild-type mice [21]. Thus, the role of PPARa in glucose me-

tabolism is still controversial and further studies are required to clarify its in vivo
function and the potential consequences of its activation.

9.4.1.2 Metabolic effects of PPARd activation

PPARd is thought to regulate whole-body lipid metabolism. Administration of

a synthetic PPARd ligand to obese Rhesus monkeys resulted in increased HDL-

cholesterol, and lowered LDL-cholesterol and TG plasma levels [22] (Fig. 9.2). Con-

sistently, treatment with a PPARd ligand improved the lipid profile in db/db mice

[23]. Interestingly, a recent report established that a synthetic PPARd activator in-

creases plasma HDL-cholesterol levels in mice due to reduced intestinal expression

of Niemann–Pick C1-like-1 (NPC1L1) transporter and cholesterol absorption [24].

PPARd may also regulate FA oxidation and energy expenditure. Adipose tissue-

specific overexpression of a PPARd/VP16 fusion protein that is constitutively active

Fig. 9.2. Metabolic actions of peroxisome

proliferator-activated receptors. PPARa

regulates the expression of genes involved in

fatty acid (FA) oxidation, VLDL synthesis and

HDL metabolism, resulting in decreased

triglycerides (TG), small dense LDL (sdLDL)

and increased HDL plasma levels. PPARd

stimulates FA oxidation primarily in muscle,

but also in adipose tissue, and regulates

energy utilization. In the intestine it

downregulates NPC1L1 expression and

cholesterol absorption. PPARd may improve

the lipid profile. PPARg modulates insulin

signaling, cytokine production and free fatty

acid (FFA) metabolism in adipose tissue. In

addition, PPARg may play a direct role in

insulin sensitivity in muscle and liver.
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resulted in increased FA oxidation and improved lipid plasma levels [25]. In the

same constitutive report, PPARd activation promoted fat burning and conferred

protection against the development of high-fat diet-induced obesity [25]. In addi-

tion, PPARd also affects muscle FA metabolism and energy homeostasis [25–27]

and PPARd overexpression in skeletal muscle led to enhanced expression of genes

involved in FA utilization, resistance to obesity, and improved insulin sensitivity

after a high-fat diet challenge. Finally, PPARd activation increases cardiac FA utili-

zation [28] ensuring a normal cardiac function [29]. Together these data strongly

indicate the involvement of PPARd in lipid metabolism and support a protective

role for this receptor against the development of obesity.

9.4.1.3 Metabolic effects of PPARg activation

PPARg plays a prominent role in adipogenesis by controlling the adipocyte differ-

entiation program [30–33] (Fig. 9.2). It participates in the control of adipocyte lipid

metabolism by regulating genes involved in adipose FA uptake and storage such as

aP2 (fatty acid-binding protein), LPL, PEPCK (phosphoenolpyruvate carboxy-

kinase), and CD36 (see Ref. [33] and references therein). In addition, PPARg is a

major regulator of glucose homeostasis and insulin sensitivity. Indeed, TZD treat-

ment ameliorates insulin sensitivity in patients whereas mutations in the PPARg

gene led to hyperlipidemia and insulin resistance [34–36]. This may be secondary

to FA storage in adipose tissue, thereby improving muscle insulin sensitivity and

glucose disposal, and reducing pancreatic lipotoxicity induced by elevated free fatty

acid (FFA) plasma levels. PPARg is also a crucial modulator of endocrine function

of adipose tissue, regulating leptin (decrease), resistin (decrease), and adiponectin

(increase) synthesis/release by adipocytes [37, 38]. It also decreases cytokine (tumor

necrosis factor alpha (TNFa), plasminogen activator inhibitor 1 (PAI-1), and inter-

leukin 6 (IL-6)) production (see Ref. [39] and references inside). It is believed that

together with a redistribution of fat cells towards smaller insulin-sensitive adipo-

cytes, these actions participate in the insulin-sensitizing and glucose-lowering ef-

fect of PPARg activation.

TZDs also improve insulin sensitivity in muscle and liver, although this benefit

was lost in vivo in lipodystrophic mice, suggesting that adipose tissue is a major

site of PPARg insulin-sensitizing action [40]. Liver-specific PPARg deficiency in lip-

oatrophic A-ZIP/F-1 (AZIP) mice resulted in hyperlipidemia, elevated glucose and

insulin plasma levels, and TZDs were inefficient in this model [41]. However, in

mice with adipose tissue, liver-specific PPARg deficiency results in higher fasting

and postprandial triglyceride levels and increased serum glucose and insulin con-

centrations, but TZD response was normal. These observations corroborate the no-

tion that TZD action most likely occurs via adipose tissue PPARg activation [41].

However, TZDs were inefficient when liver PPARg was disrupted in AZIP mice,

also leading to worsened hyperlipidemia and muscle insulin resistance. In line

with this, adipose tissue-specific PPARg deficiency in mice led to hyperlipidemia,

steatosis, and insulin resistance at the hepatic level but whole-body insulin sensi-

tivity was maintained [42]. Muscle-specific loss of PPARg on the other hand re-

sulted in impaired whole-body insulin sensitivity even though it is still debatable
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whether or not TZD treatment improved insulin sensitivity when these mice were

challenged with a high fat diet [43, 44]. This indicates that different tissues partic-

ipate in the insulin-sensitizing action of PPARg.

9.4.2

Vascular Effects of PPAR Activation

PPARs are expressed in the different cell types of the vascular wall (i.e. ECs, vascu-

lar smooth muscle cells, monocytes/macrophages, and T lymphocytes [10]) and

regulate some aspects of their physiology, thus modulating atherosclerotic lesion

formation (Fig. 9.3).

9.4.2.1 Vascular Actions of PPARa

In ECs, PPARa interferes with other signaling pathways (i.e. NFkB or AP-1 signal-

ing) and decreases cytokine-induced expression of adhesion molecules such as

VCAM-1, thereby impeding leukocyte recruitment and adhesion to the endothe-

Fig. 9.3. Vascular effects of peroxisome

proliferator-activated receptor activation.

PPARa and PPARg regulate macrophage lipid

metabolism, promoting cholesterol efflux thus

limiting foam cell formation. PPARs reduce the

recruitment of leukocytes to the lesion by

diminishing expression of chemoattractant and

adhesion molecules. Moreover, all three PPARs

decrease vascular inflammation and may affect

plaque stability by modulating the expression

of metalloproteinase and coagulation factors.
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lium [45]. In contrast, PPARa does not appear to modify cytokine-induced expres-

sion of ICAM-1 and E-selectin [45], monocyte chemoattractant protein 1 (MCP-1)

[46] or interferon gamma (IFNg)-induced expression of the CXC-chemokines IP-

10, Mig, and I-Tac, although conflicting results have been reported [47]. Beside its

role in decreasing leukocyte recruitment to the lesion, PPARa activation has also

been shown to substantially reduce vascular inflammation. In human aortic

SMCs, PPARa activation by fibrates inhibits IL-1b-induced production of IL-6 and

prostaglandins, and cyclooxygenase-2 (COX-2) expression [48]. Furthermore, aortas

from PPARa-deficient mice displayed exacerbated response to inflammatory stim-

uli [49]. In addition, PPARa ligands decreased TNFa expression in macrophages.

PPARa activators reduce TF and MMP expression in monocytes and macrophages,

thus potentially affecting the stability and thrombogenicity of the plaque [50, 51].

Together this indicates a vascular anti-inflammatory action of PPARa. Moreover,

PPARa agonists induce endothelial nitric oxide synthase (eNOS) expression and re-

lease of the dilatation mediator nitric oxide (NO), and decrease thrombin- and

oxLDL-induced expression of endothelin-1 (ET-1) in endothelial cells, suggesting

that PPARa activators may influence vascular tone and ameliorate endothelial dys-

function [10].

The role of PPARa in monocyte/macrophage lipid homeostasis has been exten-

sively studied. Treatment with PPARa ligands was shown to increase the expres-

sion of the HDL receptor CLA-1/SRB-I and ABCA1, a membrane transporter con-

trolling apoA-I-mediated cholesterol efflux [52, 53]. In addition, PPARa regulates

macrophage intracellular cholesterol metabolism by decreasing the intracellular

cholesteryl ester:free cholesterol ratio via reduced ACAT-1 activity [54]. Moreover,

PPARa activators reduce the expression of the apoB48-remnant receptor in differ-

entiated macrophages, thereby reducing the uptake of glycated LDL and TG-rich

remnant lipoproteins [55, 56]. PPARa activation has been shown to decrease secre-

tion and activity of LPL [56] although conflicting data have also been reported [57].

PPARa ligands have also been shown to enhance the production of reactive oxy-

gen species (ROS) via the induction of NADPH oxidase expression and activity in

macrophages [58]. This results in the formation of oxLDL metabolites and may

lead to the generation of endogenous PPARa ligands. Counterbalancing a potential

pathologic effect raised by the formation of oxidized LDL, PPARa activation by

these metabolites promotes potentially compensatory anti-inflammatory actions.

In the same line, it has previously been shown that lipolysis of TG-rich lipopro-

teins generates PPARa ligands [59]. Together these data suggest a beneficial effect

of PPARa activation by increasing the free cholesterol pool available for cholesterol

efflux and promoting its removal from macrophages, and thus regulating the over-

all lipid metabolism of these cells to avoid accumulation, potentially leading to the

regression of fatty streaks.

9.4.2.2 Vascular Actions of PPARd

In ECs, PPARd activation was shown to reduce cytokine-induced VCAM-1 expres-

sion and MCP-1 release [60], which should result in a beneficial effect on leukocyte

chemotaxis and recruitment to the lesions. In addition, PPARd is likely to play a
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role in macrophage lipid homeostasis, since it increases ABCA1 gene expression

and apoA-I-mediated cholesterol efflux [22]. By contrast, PPARd may also promote

triglyceride uptake from VLDL, and cholesterol loading and storage in macro-

phages via the induction of scavenger receptors CD36 and SRA, as well as adipose

differentiation-related protein (ADRP) and fatty acid-binding protein (FABP) ex-

pression [61, 62]. However, Lee et al. reported that PPARd activation did not affect

macrophage cholesterol homeostasis [63]. The same conclusion was drawn from

studies using PPARd activator-treated peritoneal macrophage transferred in hyper-

cholesterolemic mice [64]. In addition, recent reports suggest a role for PPARd in

the control inflammation. Indeed, PPARd activators decrease lipopolysaccharide

(LPS)-induced iNOS and COX-2 expression in macrophages [65]. Although dele-

tion of the PPARd gene in macrophages results in a lower inflammatory response

due to decreased expression of IL-1b, MMP-9 and MCP-1, PPARd activation was

also shown to decrease the production of inflammatory molecules [63]. Therefore

PPARd seems to influence both inflammatory markers and macrophage lipid me-

tabolism. However, recent studies in LDL receptor-deficient mice did not reveal any

atheroprotective activity upon treatment with a selective potent PPARd agonist

[64].

9.4.2.3 Vascular Functions of PPARg

Like the other PPAR isotypes, PPARg also regulates macrophage lipid homeo-

stasis, inducing both potentially anti- and pro-atherogenic responses. On the one

hand, PPARg activators promote cholesterol removal from macrophages via the

induction of CLA-1/SRB-I, ABCA1, ABCG1, CYP27, and apoE expression [66–69]

and reduce the accumulation of intracellular cholesterol esters via decreased scav-

enger receptor A (SRA) I/II activity [70]. PPARg activators diminish glycated LDL

uptake [56] and, like PPARa, PPARg decreases macrophage apoB48 receptor ex-

pression and TG accumulation [55]. In addition, both PPARa and g also control

the expression of adiponectin receptors in macrophages, resulting in an enhanced

adiponectin-induced decrease of cholesteryl ester content [71]. On the other hand,

however, PPARg may also exert deleterious effects by increasing the expression of

the oxLDL scavenger receptor CD36 [72], which may promote foam cell formation.

Moreover, components of these modified lipoproteins are PPARg ligands leading to

the formation of a deleterious vicious circle. However, PPARg activation does not

promote lipid accumulation and transformation of macrophages into foam cells

in vitro [53], and in vivo studies suggest an overall beneficial effect of PPARg activa-

tors on fatty streak formation and atherosclerosis development (see below). Finally,

PPARg activators have been shown to normalize insulin signaling and decrease the

expression of scavenger receptors, such as CD36, in macrophages isolated from

insulin-resistant mice [73].

PPARg inhibits IFNg-induced expression of IP-10, MIG, and I-TAC, but not

MCP-1, thereby interfering with immune cell recruitment [46]. It also reduces vas-

cular inflammation by reducing macrophage cytokine (TNFa, IL-1b and IL-6) pro-

duction and expression of iNOS, SRA, and MMP-9 [74]. In ECs, PPARg inhibits

expression of ET-1 [75] and increases NO release, thus having a vasorelaxant effect.
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This was further demonstrated by in vivo results showing that TZD treatment de-

creases hypertension in hypertensive rats [76]. PPARg activators inhibit VSMC

growth, proliferation, and migration [77] and decrease the production of matrix-

degrading enzymes [78]. PPARg activation in VSMCs leads also to a diminished

expression of the angiotensin-II type 1 receptor [79]. Finally, PPARg has been pro-

posed to play a major role in lymphocytes and to shift the inflammatory response

away from Th1 (for review see Ref. [10]).

9.5

PPARs and Atherosclerosis: Insights from Animal Models

9.5.1

PPARa

The above-mentioned reports have highlighted the potential beneficial role of

PPARa in regulating lipid metabolism, limiting or preventing macrophage choles-

terol engorgement and interfering with inflammatory reactions, prompting inves-

tigators to assess the effect of PPARa activation on the development of atheroscle-

rosis in mice (Table 9.2). Surprisingly, conflicting data have been reported so far.

PPARa-deficiency in apoE�=� mice resulted in enhanced insulin sensitivity and re-

duced atherosclerotic lesion development [18]. In the same line, ciprofibrate treat-

ment was reported to aggravate atherosclerosis development in apoE-deficient mice

[80]. On the other hand, we observed that fenofibrate administration resulted in

reduced atherogenesis in the descending aortas in Western diet-fed apoE�=� mice

although lesion size at the aortic arch was not reduced [81]. Since plasma lipids did

not display major alterations, a direct vascular effect of PPARa likely contributed to

its actions on atherosclerosis development in vivo. Interestingly, fenofibrate treat-

ment led to a more pronounced effect, with a markedly decreased atherosclerotic

lesion size in the aortic sinus in apoE�=� mice overexpressing the human apoA-I

gene, suggesting that lipid improvement further enhances the beneficial effect of

PPARa activation [81]. In a recent study, Li et al. reported a strong reduction of

atherosclerotic lesion size and vascular inflammatory markers in high cholesterol-

fed LDL-R�=� mice after treatment with the synthetic PPARa agonist GW7647,

and the effect was consistently more pronounced in the descending aorta com-

pared to the aortic arch [64]. The quantitative difference between these two studies

is likely to be due to the difference in the mouse models with an absence of lipid

effects in the apoE�=� models while PPARa activation led to a reduction of insulin

levels and an improved lipid profile in LDL-R-deficient mice. Differences in PPARa

ligands may also have influenced the extent of lesion reduction.

In an attempt to further assess the effect of PPARa activation on in vivo foam cell

formation, Li et al. used peritoneal macrophage and bone marrow transplantation

experiments in LDL-R-deficient mice and found that PPARa activation inhibited

lipid accumulation in a PPARa- and LXR-dependent manner, but independent of

ABCA1. However, whether this effect on peritoneal macrophages may reflect the
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in vivo situation in the vascular wall needs to be clarified. Together these data indi-

cate a beneficial effect of PPARa activation on atherosclerosis development even

though its action on glucose homeostasis and diet-induced insulin resistance is

still to be clearly established.

9.5.2

PPARd

A few data exist with regard to the influence of PPARd activation on atheroscle-

rosis in vivo. Although PPARd activation has clearly been shown to improve

lipid profile [22, 23], transplantation of bone marrow from PPARd-deficient mice

in apoE-deficient recipient mice resulted in less atherosclerosis, suggesting a nega-

tive impact of macrophage PPARd [63]. Li et al. have recently reported the absence

of benefit from PPARd activation on the size of atherosclerotic lesions in high

cholesterol-fed LDL-R-deficient mice although the lipid profile was slightly im-

proved and the expression of vascular inflammatory markers was significantly re-

duced [64] (Table 9.2). The lack of any obvious beneficial effect on macrophage

lipid metabolism or whole-body glucose homeostasis may have impeded the posi-

tive impact of the PPARd ligand on plasma lipids.

9.5.3

PPARg

PPARg ligands have been tested in vivo with regard to their effects on atheroscler-

otic lesion development. In contrast to PPARa, PPARg activation yields more con-

sistent results with an overall protective effect of PPARg activation, though CD36

expression is generally increased [82–85]. As expected, PPARg activation led to at-

tenuated expression of vascular inflammatory markers and an improved macro-

phage cholesterol homeostasis, which might beneficially influence atherosclerosis

development [82] (Table 9.2). This was further confirmed by wild-type or PPARg-

deficient bone marrow transplantation to LDL-R-deficient recipient mice, showing

the anti-atherogenic role of PPARg in cells of the immune system, such as macro-

phages [67]. Li et al. recently reported that PPARg activation increased macrophage

ABCA1 gene expression and cholesterol efflux in vitro, but expression of ABCA1

remains unchanged in the aortas of treated LDL-R-deficient mice [64]. This study

further suggests that macrophage lipid metabolism improvement in vivo may oc-

cur in an ABCA1/LXR-independent pathway and may rather rely on ABCG1 in-

duction [64]. These results demonstrate that PPARg activation positively affects

vascular inflammation and macrophage lipid homeostasis, resulting in a reduction

of atherosclerotic lesion size in vivo.
Taken together, these studies indicate that PPARa and g activators are efficient at

reducing atherosclerosis and this benefit is likely to derive from both improvement

of whole-body lipid and glucose homeostasis, vascular anti-inflammatory action,

and inhibition of macrophage foam cell formation after PPAR activation. The po-

tential anti-atherosclerotic effect of PPARd activation, however, is still debatable but
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the improvement of lipid profile and glucose utilization, as well as a protection

against the development of obesity, are promising observations.

9.6

PPAR Ligands in Clinical Trials

9.6.1

PPARa

The relevance of PPARa as a pharmacological target has so far been highlighted

by the use of fibrates in the treatment of dyslipidemia. Several clinical trials (i.e.

the BECAIT [86], DAIS [87], and LOCAT [88] studies) have shown a reduction

of the progression of coronary atherosclerosis after fibrate treatment. A decreased

incidence of coronary artery disease (CAD) was also demonstrated in the Hel-

sinky Heart Study [89] and VA-HIT trial [90]. This benefit may be due to an

improved lipid profile (decreased TG, increased HDL-cholesterol) but also to anti-

inflammatory actions of PPARa. Indeed, fenofibrate treatment was shown to re-

duce plasma levels of C-reactive protein (CRP) and IL-6 in dyslipidemic patients

with CAD [48] and a reduction of CRP was also demonstrated in diabetic patients

after gemfibrozil administration [91]. Moreover, the DAIS study has shown a stron-

ger benefit of fibrate treatment in patients with insulin resistance, which shows a

lesser lipid response to treatment [92].

9.6.2

PPARg

Although no data are available on the effect of TZDs on clinical endpoints, several

clinical studies have demonstrated the benefit of PPARg activation on endothelial

function in a manner that may be independent of any glucose-lowering effect [93,

94]. In addition, PPARg activators inhibit inflammatory markers in humans. As

such, treatment of type 2 diabetic patients with TZDs significantly reduced serum

levels of CRP and MMP-9 [95] as well as SAA, TNFa [96] and sCD40L levels [97].

Clinical data have already shown that TZDs inhibit carotid intimal thickening [98].

TZDs also reduce neo-intimal proliferation after coronary stent implantation [99].

9.7

Therapeutic Perspective: Selective PPAR Modulators (SPPARMs) and

PPARa/g Co-agonists

The PPAR/RXR heterodimer interacts with co-activators that act as bridges with

the basal transcription machinery and play crucial roles in the transmission of

regulatory signals. Different ligands for the same nuclear receptor can induce dif-

ferent receptor conformations in a way that is unique to each ligand, leading to dif-
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ferential co-activator recruitment. This concept has been called the selective PPAR

modulator (SPPARM) concept by analogy with selective estrogen receptor modu-

lators (SERMs) and may explain differences in biological activity with different

ligands able to activate, or repress, specific genes depending on the cell type (Fig.

9.4). For instance, compared with other glitazones, troglitazone behaves as a partial

or full agonist for PPARg depending on the cellular environment and promoter

context, leading to selective PPARg modulation and differential downstream effects

on gene expression [100]. This may be of great pharmacologic interest since li-

gands may be developed having the favorable PPARg effects on glucose metabo-

lism without stimulating adipocyte differentiation.

We have recently shown that this concept pertains for PPARa also and that it

may contribute to the differential effects of fenofibrate (increase) and gemfibrozil

(no effect) on human apoA-I gene expression [101]. Indeed, whereas fenofibrate

behaves as a full agonist, gemfibrozil acts as a partial agonist due to a differential

recruitment of co-activators to the human apoA-I promoter, leading to an increase

of apoA-I gene expression after fenofibrate, but not gemfibrozil, treatment.

Since PPARa and PPARg exert both overlapping and different beneficial actions

on both the lipid profile, insulin sensitivity, and vascular inflammation and lipid

metabolism, combined PPARa/g activation might lead to complementary and/or

synergistic favorable metabolic and anti-inflammatory effects as well as attenuation

Fig. 9.4. The SPPARM concept. Different

ligands for the same nuclear receptor can

induce different receptor conformations in a

way that is unique to each ligand, leading to

different co-activator recruitment depending on

the cell type or promoter context. This results

in differential regulation of different/

overlapping genes, leading to differential

biological responses.
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of side effects such as body weight gain as seen with PPARg activators. Studies

conducted in rodents have shown that several of these dual agonists improve insu-

lin sensitivity, as well as fatty acid, glucose, and lipoprotein metabolism [102–106].

In humans, clinical data confirmed the beneficial effects of PPARa/g co-agonists

on insulin sensitivity, HDL and TG levels, and inflammatory markers even if unde-

sirable side effects are still to overcome.

9.8

Conclusions

Taken together, the studies reviewed here demonstrate an overall benefit of PPAR

activation on the lipid profile, glucose metabolism and insulin sensitivity, obesity,

and energy homeostasis, as well as a direct vascular anti-inflammatory action.

Both systemic and vascular beneficial effects of PPAR activation contribute to a

decreased risk of cardiovascular disease. Thus PPARs have emerged over the last

years as interesting pharmacological targets to correct abnormalities related to

atherosclerosis and, more generally the metabolic syndrome, and efforts are cur-

rently been made to develop new efficient (dual) agonists.
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10

Protein Synthesis and Cancer

Andreas G. Bader and Peter K. Vogt

10.1

Introduction

Differential regulation of transcription is widely considered the primary cause of

oncogenic cellular transformation and of cancer. This view is reinforced by micro-

array technology characterizing gene expression profiles of cancer cells. However,

cellular phenotypes are governed by the activity of proteins, and translation of

mRNAs into polypeptides introduces another layer of controls that is subject to

change in oncogenesis. Translation can be regulated globally or selectively; the first

mechanism involves shared components of the protein-synthesizing machinery,

the second depends on regulatory sequences encoded by a particular mRNA.

mRNAs associate with mRNA-binding proteins to form messenger ribonucleo-

protein particles (mRNPs). When actively translated, these mRNPs interact with

multiple ribosomes, also referred to as polysomes. Monosomes, however, contain

poorly translated mRNAs that remain as mRNPs and hardly associate with ribo-

somes. The polysome/monosome ratio is measurable and indicates translational

activity. It is this ratio that changes during oncogenesis, resulting in an increase

of growth-promoting proteins and a decline of growth-inhibitory proteins [1].

10.2

Translation Initiation

Translation is separated into three consecutive steps: initiation, elongation, and ter-

mination (reviewed in Refs [2, 3]). During initiation, mRNA together with eukary-

otic translational initiation factors (eIFs) and ribosomal subunits assemble a trans-

lational complex that scans the mRNA until recognition of the start codon. During

elongation, the coding sequence of the mRNA is translated into a polypeptide. Ter-

mination involves the recognition of the stop codon and the disassembly of the

mRNA/ribosome complex and its components. The 5 0 end of virtually all mRNAs

is protected by a ‘‘cap’’ with the chemical structure m7GpppN (where m7G repre-

sents 7-methylguanylate, p represents a phosphate group and N any base). Most
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eukaryotic mRNAs are translated in a cap-dependent fashion; a minority is trans-

lated by the use of internal ribosome entry sites (IRES).

The control of translation occurs usually at the initiation step of translation. In

the current model of translation initiation, the ternary complex comprising eIF-2,

GTP, and the initiator transfer RNA (Met-tRNAi) associates with the 40S ribosomal

subunit. This association is facilitated by eIFs 1, 1A, 3, and 5 (Fig. 10.1). Together,

they constitute the 43S preinitiation complex. This complex is recruited to the cap

of the mRNA by eIF-4F. eIF-4F is a trimeric complex consisting of eIF-4E, the cap-

binding protein eIF-4A, an RNA-dependent ATPase with helicase activity, and eIF-

4G, a scaffolding protein that makes direct contacts with eIF-4E, eIF-4A, and the

multisubunit factor eIF-3. eIF-4G also interacts with the poly(A)-tail-binding pro-

tein (PABP), which leads to a circularization of the message.

The interaction between eIF-4E and PABP stimulates translation and may be a

regulatory mechanism to ensure that only full-length mRNAs are translated effi-

ciently. eIF-4A is a non-processive helicase whose effectiveness in unwinding

RNA duplexes is negatively correlated with the stability of the duplex [4]. eIF-4A

Fig. 10.1. Initiation of translation. See text for explanations.

The initiator transfer RNA is symbolized by a fork. Met,

methionine; TC, ternary complex; AUG, start codon.
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is required to break secondary structures at the 5 0 terminus of the mRNA to enable

the loading of the 43S preinitiation complex [5]. The RNA-binding protein eIF-4B

stimulates the helicase activity of eIF-4A. With the support of eIFs 1, 1A, and F, the

43S complex scans the message in 5 0 to 3 0 direction until it encounters the initia-

tion codon, usually the first AUG downstream of the cap. It is unclear whether the

43S preinitiation complex leaves eIF-4F behind at the cap as illustrated in Fig. 10.1,

or whether the 43S complex stays associated with eIF-4F during the scanning

process. Once the 43S complex has recognized the start codon by making base

pair contacts between the AUG and the initiator transfer RNA of the ternary com-

plex, eIF-5 triggers the hydrolysis of eIF-2�GTP to eIF-2�GDP. The 43S unit forms a

stable complex with the mRNA that is referred to as the 48S initiation complex.

eIF-2�GDP and eIF-5 disassociate from the complex, and so do eIFs 1, 1A, and 3.

During this process, eIF-5B joins the complex in the GTP-bound form and recruits

the 60S ribosomal subunit. Binding of the 60S unit induces the hydrolysis of eIF-

5B�GTP. eIF-5B�GDP has much lower binding affinity and leaves the complex. The

final 80S initiation complex is ready to enter the elongation phase of translation.

mRNAs contain 5 0 and 3 0 untranslated regions (UTRs) harboring regulatory se-

quences that govern efficiency of translation [3, 6–8]. Cap-dependent translation

requires the cap structure at the 5 0 terminus and the poly(A) tail located at 3 0 ter-
minus of the mRNA (Fig. 10.2a). The cap structure is the attachment site for the

protein eIF-4E. The poly(A) tail has a regulatory function by recruiting PABP. Both

the cap and the poly(A) tail domains regulate mRNA stability by protecting the

mRNA from degradation. Internal mRNA sequences contribute to a more subtle

regulation of translation.

Long 5 0 UTRs and secondary structures impair loading of the 43S preinitiation

complex and the scanning process along the mRNA. Secondary start codons and

internal ribosome entry sites allow variable use of the mRNA. Translational control

elements (TCEs) facilitate the interaction with regulatory RNA-binding proteins

that either stimulate or repress translation. These structural mRNA characteristics

– and various combinations thereof – determine the individual translational activity

and constitute a roster of mRNAs with different preferences for translation.

Global control of translation takes place at the immediate early stage of transla-

tion initiation [2, 3]. One checkpoint is represented by eIF-2, a component of the

ternary complex (Fig. 10.2b). eIF-2 alternates between an active GTP-bound state

and an inactive GDP-bound form that needs to be recycled to enter a new round

of translation. The corresponding guanine nucleotide exchange factor (GEF) is

eIF-2B that catalyzes the reaction from eIF-2�GDP to eIF-2�GTP. eIF-2 consists of

the three subunits a, b, and g. Translation is negatively regulated by phosphoryla-

tion of the serine residue at position 51 in the a-subunit. Phosphorylation of

Ser51 decreases the dissociation of eIF-2 from eIF-2B and stabilizes the eIF-

2�GDP-eIF-2B complex. Since cellular eIF-2B levels are limited, eIF-2B is seques-

tered by eIF-2�GDP, and global translation is inhibited. A number of kinases are

able to phosphorylate eIF-2 at Ser51; most of them are activated during cellular

stress conditions. These include PKR (protein kinase activated by double-stranded

RNA) that is activated upon viral infections, PERK (PKR-like endoplasmic reticu-
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lum kinase) that is stimulated during endoplasmic reticulum stress, and GCN2

(general control non-repressible-2) that is activated in response to amino acid

deprivation.

A second mechanism regulating global translation involves the cap-binding pro-

tein eIF-4E (Fig. 10.2c) [2, 9]. eIF-4E is among the least abundant initiation factors

and is therefore the rate-limiting factor of cap-dependent translation. Its affinity for

the cap is very weak unless it is stabilized in a protein complex. Such stabilization

is achieved through the interaction with the scaffold protein eIF-4G. However, eIF-

4E-binding proteins (4E-BPs), a class of regulatory proteins that inhibit translation,

Fig. 10.2. Individual and global control of

translation. (a) mRNA structures that regulate

efficiency of translation: 5 0-terminally located

cap-structure (m7G) and 3 0 poly(A)-tail, long
5 0 untranslated region (5 0 UTR), secondary
mRNA structures within the 5 0 UTR,
translation control elements (TCE), internal

ribosome entry site (IRES) and secondary start

codon; CS, coding sequence; AUG, start

codon; UGA, stop codon. (b) Control of

translation by phosphorylation of eIF-2. During

initiation of translation, eIF-2 is turned over

from an active GTP-bound form to an inactive

GDP-bound form. Under normal conditions,

eIF-2 is recycled by eIF-2B to enter a new

round of translation. Under stress situations,

eIF-2 is phosphorylated at Ser51 (indicated by

p) by PRK, PERK and GCN2 which leads to a

stable eIF-2�GDP�eIF-2B complex formation

and inhibition of translation. (c) Regulation of

translation by eIF-4E-binding proteins.

Hypophosphorylated 4E-BPs interact with eIF-

4E and compete with eIF-4G for 4E-binding.

eIF-4E bound to 4E-BP is unable to assemble a

functional initiation complex and no longer

initiates translation. p indicates multiple

phosphorylation on 4E-BP.
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compete with eIF-4G for the cap-binding protein eIF-4E. Since 4E-BPs and eIF-4G

share the same eIF-4E interaction surface, 4E-BP�4E and 4G�4E complexes are

mutually exclusive. In complex with 4E-BPs, eIF-4E remains ‘‘frozen’’ on the

cap structure, unable to assemble a functional initiation complex. The availability

of free eIF-4E determines the activity of cap-dependent translation, and therefore,

the interaction between eIF-4E and 4E-BPs is tightly regulated. 4E-BPs can be

phosphorylated on multiple sites in the course of intracellular signaling, resulting

in reduced affinity for eIF-4E and subsequent dissociation from eIF-4E. In contrast,

hypophosphorylated 4E-BPs have high affinity for eIF-4E and sequester the cap-

binding protein.

10.3

Control of Translation by the Phosphoinositide 3-kinase Signaling Pathway

The phosphoinositide 3-kinase (PI3K) pathway is a major signaling cascade that

governs the fate of translational activity in the cell (Fig. 10.3). It is regulated by sig-

nals that define the state of energy levels, amino acid availability, oxygen levels, and

growth-stimulatory signals, all of which play a decisive role in determining how

much protein and which proteins are going to be made (reviewed in Refs [10,

11]). Mammalian PI3Ks constitute a protein superfamily divided into three classes

with a total of eight members [12]. We will concentrate here on class IA, specifi-

cally the catalytic subunit p110a, and its regulatory subunit p85 because most stud-

ies on the effects of PI3K with respect to protein synthesis have been carried out

with these isoforms. For simplicity, these isoforms will be referred to as PI3K.

The catalytic subunit p110a has lipid kinase activity and catalyzes the phosphoryla-

tion of phosphatidylinositol 4,5-bisphosphate (PIP2) at position D3, generating

phosphatidylinositol 3,4,5-trisphosphate (PIP3) [12]. The regulatory subunit p85

stimulates PI3K activity by transmitting signals from receptor tyrosine kinases

(RTKs) to p110a. Activated RTKs bind to p85 that consequently recruits p110a to

the plasma membrane and brings it into close proximity with its substrate. Nega-

tive regulation of PI3K signaling is mediated by the lipid phosphatase PTEN (phos-

phatase and tensin homolog deleted on chromosome 10) that antagonizes the

PI3K-catalyzed reaction [13].

PIP3 is an important cellular second messenger. It binds to the pleckstrin

homology domains of phosphoinositide-dependent kinase 1 (PDK1) and Akt, also

referred to as protein kinase B (PKB), and anchors these proteins at the plasma

membrane. This leads to a full activation of PDK1 and a partial activation of Akt.

For complete kinase activity, Akt has to be phosphorylated by PDK1 and another

kinase, termed PDK2 whose identity has been controversial. Located downstream

of Akt is the Ser/Thr kinase TOR (target of rapamycin) which becomes activated

by Akt either directly or indirectly via the tuberous sclerosis complex (TSC) and

the Ras-like protein Rheb (ras homolog enriched in brain). The TSC protein com-

plex is a heterodimer consisting of TSC-1 and TSC-2, also known as hamartin and

tuberin, respectively. Together, they function as a GTPase-activating protein (GAP)
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towards the small GTPase Rheb and ensure a rapid turn-over of the active GTP-

bound form of Rheb. Phosphorylation of TSC-2 by Akt leads to an inhibition of

GAP function and therefore provides continuous Rheb activity.

Since no GEF specific for Rheb has yet been identified, available data favor a

model in which Rheb predominantly exists in the active GTP-bound state and has

to be actively disabled by TSC to abrogate the signal [14, 15]. TSC is also regulated

by Ser/Thr kinases LKB1 and AMPK (AMP-activated protein kinase) [16]. AMPK

functions as an intracellular sensor of energy levels and becomes activated upon

high levels of AMP. AMPK activity can also be induced by LKB1-mediated phos-

phorylation. As a consequence, AMPK directly phosphorylates TSC-2, which re-

sults in an activation of TSC GAP activity. Thus, PI3K, PDK1, Akt, and Rheb are

positive regulators; PTEN, LKB1, AMPK, and TSC are negative regulators of PI3K

signaling.

The Ser/Thr kinase TOR represents the interface that connects upstream signal-

ing with downstream events regulating translation (reviewed in Refs [11, 17]).

Among its downstream targets are p70 S6 kinase (S6K), 4E-BP1, eIF-4G, and trans-

lational elongation factor 2 kinase (eEF-2K). TOR also regulates translation indi-

rectly by activating transcriptional initiation factor 1A (TIF-1A), a cofactor of RNA

polymerase I, necessary for the generation of ribosomal RNAs. TOR has been

Fig. 10.3. The PI3K signaling pathway. Proto-

oncoproteins are shadowed in gray, tumor

suppressors are indicated by white boxes. Solid

and dashed lines denote direct or indirect

interactions, respectively. Arrowheads

symbolize stimulatory regulation, bars

represent an inhibitory effect of the signal. See

text for detailed explanation of the pathway.
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placed downstream of Rheb. Recent evidence suggests that Rheb directly associates

with TOR, but only Rheb in the GTP-bound state is able to activate TOR [18]. De-

spite the enormous size of TOR (about 2440 amino acids), only few interacting

proteins have been isolated. TOR forms a complex with the novel protein raptor

(regulatory-associated protein of TOR) and LST8 (lethal with sec-thirteen, also re-

ferred to as GbL), a protein with unknown function, originally identified geneti-

cally as a mutation that is synthetically lethal together with mutation sec13 that

causes a sorting defect in the secretory pathway. TOR has autophosphorylation

activity, yet, the phosphorylation of other target proteins may be regulated indi-

rectly by protein phosphatase 2A (PP2A) – at least for a subset of TOR targets

[19]. The recent discovery of a TOR signaling (TOS) motif in S6K and 4E-BP1,

however, has refined our understanding of TOR-mediated phosphorylation [20].

The TOS motif in S6K and 4E-BP1 is a binding site for raptor and is required for

TOR-dependent phosphorylation. These observations suggest a mechanism by

which raptor bridges the association of TOR substrates with TOR, allowing the

phosphorylation of these substrates. LST8 stabilizes the TOR–raptor interaction.

Downstream effectors of TOR signaling are S6K and 4E-BP1. Phosphorylation of

4E-BP1 frees eIF-4E from 4E-BP1 and enables cap-dependent translation. Phos-

phorylation of S6K stimulates kinase activity. S6K can also be phosphorylated di-

rectly by PDK1. Activated S6K phosphorylates the ribosomal protein S6 that has

been implicated in the recruitment of 5 0 TOP mRNAs to the ribosome. 5 0 TOP
mRNAs contain a 5 0-terminal oligopyrimidine tract adjacent to the cap structure

and encode components of the translational machinery, including ribosomal pro-

teins, elongation factors, and PABP [21]. However, whether S6K is crucial for the

regulation of these mRNAs remains controversial as S6K1�=� cells that show di-

minished levels of phosphorylated S6 are not impaired in the translation of 5 0

TOP mRNAs [22]. Yet, the translation of these mRNAs is responsive to PI3K and

may therefore be controlled by an alternative branch of PI3K signaling.

Recent studies on S6K revealed a role in a negative feedback loop to PI3K. S6K

targets insulin receptor substrate 1 (IRS-1) that links signaling from the insulin re-

ceptor (InR) to the p85 subunit of PI3K. S6K-mediated phosphorylation of IRS-1

transcriptionally and functionally represses IRS-1 and thereby abrogates insulin

signaling [23]. Another S6K target is eIF-4B, an accessory protein of the helicase

eIF-4A [24]. The functional consequence of this phosphorylation remains to be

clarified.

10.4

TOR and Nutrients

Survival of all cells depends on a steady supply of intracellular metabolites. Fast

proliferating cells, including cancer cells, have a high demand for energy and pre-

cursor molecules to accommodate anabolic processes. Cells have at least two ways

to control intracellular metabolic supply. One involves the uptake of extracellular
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nutrients, such as glucose, amino acids, and fatty acids; another one is the degra-

dation of intracellular macromolecules to provide universal precursor molecules

and ATP. Prolonged nutrient deprivation results in failure to maintain basic cel-

lular functions and viability. This metabolic stress is characterized by an initial

scavenging of intracellular biomolecules, also referred to as autophagy, which ulti-

mately leads to cell death [25]. Therefore, growth factor signaling pathways and

nutrient-sensing pathways are unavoidably connected to permit cell growth and

proliferation under conditions when nutrients are abundant.

The PI3K signaling pathway and TOR in particular are critical for the regulation

of nutrient uptake. TOR, a key player in controlling protein synthesis, functions

also as a nutrient sensor and responds to both mitogenic signals and nutrients.

While the exact connection from nutrients to TOR is poorly defined, current data

demonstrate that nutrients stimulate TOR activity, and this activation might at

least in part involve TSC and Rheb through the regulation of AMPK (Fig. 10.3).

For instance, glucose, alanine, and other amino acids are catabolized to pyruvate

which is fuel for the tricarboxylic acid cycle and oxidative decarboxylation to gener-

ate ATP [26]. High ATP levels in turn inactivate AMPK and consequently lead to

stimulation of TOR activity, nutrient uptake, and metabolic processes. Since most

biomolecules, such as sugars, fatty acids, nucleotides, and amino acids can be con-

verted to ATP, high energy levels are an intracellular readout for nutrient abun-

dance and cellular welfare.

Nutrient uptake can also be regulated by growth factor signaling pathways, in-

cluding the PI3K pathway which has a profound impact on TOR activity. Inactiva-

tion of TOR or rapamycin treatment mimics nutrient deprivation in yeast, Droso-
phila, and mammalian cells [27–29]. Likewise, insulin treatment or activation of

TOR induces the transcription of metabolic enzymes and regulates the abundance

of amino acid permeases [30]. Akt blocks AMPK and directly activates the cardiac

6-phosphofructose-2-kinase, a kinase that regulates a rate-limiting step during

mammalian glycolysis [31, 32]. Akt also stimulates the expression of the glucose

transporters GLUT1 and GLUT4 and induces the translocation of GLUT4 to the

plasma membrane [33–35]. Even in the absence of growth factors – under condi-

tions when nutrient uptake is diminished and surface transporters are degraded –

constitutively active Akt maintains transporters for glucose, low-density lipoprotein

(LDL), iron, and amino acids – a phenotype which is completely inhibited by rapa-

mycin, demonstrating a key role for TOR in the regulation of nutrient uptake [36].

Thus, the activities of Akt and TOR are critical for the determination of catabolic

versus anabolic processes.

Cancer cells often show an increase in Akt activity (see below) and therefore pre-

dispose cells toward nutrient uptake. In fact, aberrant PI3K signaling uncouples

growth factor signaling from nutrient-sensing pathways and promotes anabolism

even when nutrients are low. Since Akt blocks autophagy as well as the degradation

of proteins and of fatty acids, for reasons that remain largely unexplored, these

cells are solely dependent on glucose as a source for energy supply [25]. It is this

‘‘glucose addiction’’ that may be useful in developing anticancer strategies.
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10.5

Oncogenicity of Phosphoinositide 3-kinase Signaling

Many molecular participants of the PI3K signaling pathway induce aberrant cell

growth once they have become disconnected from normal controls (Fig. 10.3).

While constitutively active forms of PI3K and Akt have oncogenic activity, PTEN,

TSC, and LKB1 function as tumor suppressors by antagonizing PI3K and Akt.

P3k, a homolog of p110a, was identified as the oncogenic component of the avian

sarcoma virus ASV16 that readily causes hemangiosarcomas in chickens [37]. Sim-

ilarly, Akt is the oncogenic effector of AKT8, a murine retrovirus originally isolated

from a spontaneous thymoma [38–40]. When overexpressed from an avian helper

virus, retroviral Akt induces the formation of aggressive hemangiosarcomas in

chickens indistinguishable from those caused by P3k [41]. Both oncoproteins are

the result of gain-of-function mutations that lead to a continuous activation of the

PI3K signaling pathway. P3k and Akt oncogenicity requires an intact kinase do-

main and a constitutive membrane address, such as a myristylation or farnesyla-

tion signal, or in the case of P3k a fusion with the retroviral Gag protein [41, 42].

A gain-of-function mutation in the pleckstrin homology domain of Akt is also ef-

fective [41].

Expression of a dominant-negative form of Akt in chicken embryo fibroblasts

(CEF) interferes with oncogenic transformation by P3k, demonstrating that Akt

function is critical for P3k-mediated oncogenesis [41]. Since there are no reports

showing transforming activities of Rheb or TOR, other Akt targets are likely to

play an essential role in transformation by P3k and Akt. Proteins that are directly

phosphorylated and inactivated by Akt include negative regulators of survival and

anti-apoptotic pathways (reviewed in Refs [43, 44]). Examples are caspase 9 and

BAD, both of which are activated during apoptosis; GSK3b (glycogen synthase

kinase 3b) that targets cyclin D1 for proteasomal degradation; MDM2 (murine

double minute 2), a nuclear–cytoplasmic shuttling protein disabling p53 function;

and the forkhead transcription factors FOXO1, FOXO3a, and FOXO4.

Signaling molecules that are located upstream of PI3K also have oncogenic

potential (Fig. 10.3). Examples are receptor tyrosine kinases (RTKs), a class of inte-

gral membrane proteins that respond to extracellular signals. Binding of ligand in-

duces autophosphorylation of an intracellular RTK domain that interacts with the

regulatory subunit p85. RTKs that stimulate PI3K include estrogen receptor (ER),

epidermal growth factor receptors (EGFRs), and insulin receptor (InR) that inter-

acts with p85 indirectly through insulin receptor substrate 1 and 2 (IRS1, IRS2)

[45–47]. A homolog of EGFR functions as a retroviral oncoprotein [48]. The Ras

and Src proto-oncoproteins are also able to activate PI3K [12, 45]. While Src binds

to p85, Ras stimulates PI3K activity by directly binding to the catalytic subunit

p110a.

The strong transforming potential of Src and Ras may be explained by the

fact that they are able to fire into two major signaling pathways: one mediated by

mitogen-activated protein kinases (MAPKs) and another by PI3K. The PI3K

pathway is of particular importance as a dominant-negative form of PI3K blocks
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transformation by Ras [49]. The PI3K inhibitor LY294002 weakens Src-dependent

transformation and – when applied in conjunction with an inhibitor of the MAPK

pathway – results in complete inhibition of transformation [50].

The role of translation in P3k-induced transformation became evident by studies

with the immunosuppressant rapamycin. Rapamycin is a macrolide antibiotic de-

rived from Streptomyces hygroscopicus [51, 52]. In complex with the cellular protein

FKBP12 (FK506-binding protein), rapamycin binds to TOR and blocks TOR-

dependent signaling (Fig. 10.3). While autophosphorylation activity of TOR re-

mains unaffected, the rapamycin/FKBP12 complex interferes with the TOR–raptor

interaction, inhibiting the phosphorylation of TOR substrates [53]. In chicken em-

bryo fibroblasts, minimal amounts of rapamycin (1 ng/ml) are sufficient to com-

pletely inhibit oncogenic transformation by P3k or Akt [54]. This resistance to

transformation is correlated with a constitutive downregulation of S6K and 4E-

BP1. Rapamycin also induces reversion of P3k and Akt-transformed CEF to nor-

mal cell morphology. The effect of rapamycin on oncogenic transformation is also

evident in PTEN-null mice or mice that are heterozygous for an inactivating muta-

tion of PTEN [55, 56]. These PTEN-deficient mice develop tumors of the uterus

and the adrenal medulla. Treatment with the rapamycin analog CCI-779 reduces

neoplastic cell transformation and tumor size without affecting aberrant signaling

upstream of TOR.

TOR does not directly function at the level of protein synthesis, yet there are

emerging data that closely correlate oncogenesis with deregulated translation.

Overexpression of the cap-binding protein eIF-4E transforms NIH-3T3 cells,

causes tumors in nude mice and cooperates with c-Myc in the development of

lymphomas in mice [57, 58]. The scaffold protein eIF-4G is similarly transforming

[59]. A constitutively active form of 4E-BP1 that cannot be phosphorylated inter-

feres with c-Myc-induced cell transformation [60]. Further evidence for an essential

role of translation during oncogenic cell transformation is provided by the transla-

tional regulators Pdcd4 (programmed cell death 4) and the Y box-binding protein 1

(YB-1). Pdcd4 is a tumor suppressor that interferes with tetradecanoyl phorbol

acetate-induced transformation in susceptible JB6 cells by inhibiting the helicase

activity of eIF-4A [61]. YB-1 is a universal mRNA-binding protein that is transcrip-

tionally repressed in P3k and Akt transformed CEF and, when overexpressed,

specifically blocks cellular transformation by P3k or Akt [62]. The anti-oncogenic

activity of YB-1 can be explained by inhibition of translation [63]. YB-1 inhibits

translation at the initiation stage of translation [64]. However, the molecular mech-

anism of that inhibition is still unknown.

10.6

Aberrant Phosphoinositide 3-kinase Signaling in Human Cancer

The PI3K pathway is commonly deregulated in human cancer (reviewed in Refs

[13, 16, 65, 66]). The catalytic subunit p110a of PI3K is overexpressed in ovarian

and cervical carcinoma, and the corresponding gene, PIK3CA, is frequently mu-
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tated in solid tumors [67, 68]. The mutations are not random but occur on specific

sites within the PIK3CA gene. Mutations at these sites result in a gain-of-function

and render the protein oncogenic [69]. Akt is amplified and overexpressed in a

large variety of cancers, including gastric, breast, ovarian, pancreatic, and prostate

cancer. High eIF-4E levels are common for most carcinomas. eIF-4E is over-

expressed in various lymphomas, cancers of the head and the neck, and in breast,

gastrointestinal, and thyroid carcinomas. Increased eIF-4G levels are found in squ-

amous cell carcinoma of the lung. eIF-2a is overexpressed in non-Hodgkin’s lym-

phoma, thyroid carcinoma, and bronchioalveolar carcinoma of the lung.

More evidence for deregulated PI3K signaling in human cancer is provided by

the tumor suppressor PTEN. PTEN is one of the most frequent targets of mutation

in human cancers. It is inactivated in glioblastoma, prostate cancer, melanoma,

endometrial carcinomas, and breast cancer. Loss of PTEN function has also been

observed in other abnormalities, including Cowden’s disease, Bannayan–Riley–

Ruvalcaba syndrome, Proteus syndrome and Lhermitte–Duclos disease. These tu-

mors are of benign nature and are broadly classified as hamartomas. Histologically

similar tumors are also induced upon inactivating mutations of either TSC gene or

LKB1 that causes the Peutz–Jeghers syndrome.

There is no evidence demonstrating that TOR may be directly involved in tumor

development, and yet, inhibition of TOR function by rapamycin reduces aberrant

cell growth of various human cancer cell lines. Rapamycin showed promising re-

sults in the treatment of transplantable human tumors [70, 71]. However, its poor

aqueous solubility and chemical instability limited its use as a powerful anticancer

drug. Consequently, rapamycin-derivatives with more favorable pharmacological

kinetics were developed, such as CCI-779 (temsirolimus), Rad001 (everolimus),

and AP23573 (reviewed in Refs [65, 72, 73]). CCI-779 is designed for oral and in-

travenous administration; Rad001 is for oral use only. Both drugs have shown

promising antitumor activity in phase I trials and progressed to phase III evalua-

tion. AP23573 has recently entered phase I trials. Updated information about these

drugs in clinical trials is available online at the US National Cancer Institute clini-

cal trial website http://www.cancer.gov.

Our current knowledge on PI3K signaling is fundamental for the design of

new anticancer strategies. The development of small molecule inhibitors against

targets that show a gain of function in the PI3K pathway will be an achievable

goal. Candidate targets for small molecule drugs include p110a, Akt, eIF-4E, eIF-

4G, 4E-BP1, and eIF-2a. Future drugs will be effective at a low molar range and

will have a narrow-band target specificity. Consequently, these drugs will efficiently

treat cancers with minimal adverse events.
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11

Mutations in the PPARg Gene Relevant for

Diabetes and the Metabolic Syndrome

Markku Laakso

11.1

Introduction

Within the next 10–15 years health care systems worldwide will face an epidemic

of obesity, type 2 diabetes, and metabolic syndrome, a clustering of atherogenic

risk factors. The reasons for this epidemic are high energy intake, sedentary life-

style, lack of exercise, and poor diet. The development of insulin resistance is a

critical step in this evolution. An epidemic of cardiovascular disease, particularly

coronary heart disease, will follow in due course. Although lifestyle changes and

environment are major triggers for this development, genetic factors play an im-

portant role. Type 2 diabetes and metabolic syndrome are likely to develop only in

individuals genetically prone to these diseases. Major genes for type 2 diabetes and

the metabolic syndrome, however, have not yet been identified.

The ability to maintain metabolic homeostasis in varying nutritional and envi-

ronmental states is essential for adaptation and survival. To accomplish this,

control mechanisms are needed, for example the transcriptional control through

nuclear receptors. The peroxisome proliferator-activated receptors (PPARs) com-

prise a subfamily of the nuclear hormone receptor superfamily, the largest family

of transcription factors [1] (see chapter 2). These ligand-activated transcription fac-

tors control energy, glucose, and lipid homeostasis, governing adipogenesis and

body fat mass formation (see chapters 4, 12 and 17).

The PPAR family consists of three distinct members PPARa, PPARb=d, and

PPARg. All of these are activated by naturally occurring fatty acids or fatty acid de-

rivatives. The first PPAR identified was mouse PPARa, characterized as the nu-

clear receptor activated by peroxisome proliferators [2]. PPARa is highly expressed

in the liver, skeletal muscle, and the heart, PPARb=d is ubiquitously expressed hav-

ing the highest expression in skin and skeletal muscle, whereas PPARg is predom-

inantly expressed in adipose tissue [3]. Upon binding the ligands, PPARg under-

goes a conformational change and heterodimerizes with the retinoid X receptor

(RXR). This leads to the recruitment of cofactors, and regulation of the transcrip-

tion of target genes through the binding to specific response elements (PPAR re-
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sponse elements, PPREs), which consist of a direct repeat of the nuclear hexameric

DNA core recognition motif spaced by one nucleotide [4].

The activity of PPARg is regulated by the binding of endogenous or synthetic

ligands. Endogenous ligands include small lipophilic ligands, mainly fatty acids,

derived from nutrition or metabolism. Activation of PPARg leads to adipocyte dif-

ferentiation and fatty acid storage. Synthetic ligands include, for example, thiozoli-

dinediones, drugs used in the treatment of type 2 diabetes.

11.2

Peroxisome Proliferator-activated Receptor Gamma: Gene Structure and Function

The human PPARg gene is located on chromosome 3p25–p24 [5], and is com-

posed of nine exons spanning more than 100 kb of genomic DNA [6]. There are

four human PPARg isoforms, PPARg1–g4, generated by alternative splicing and

alternative promoter use [7]. PPARg1 and g3–g4 mRNAs give rise to an identical

protein product, whereas PPARg2 mRNA is translated from exon B, yielding a

protein with 28 additional amino acids in its N-terminus. Exons 1–6 of the PPARg

gene are shared by all four mRNA isoforms. PPARg1 mRNA contains the untrans-

lated exons A1 and A2, PPARg3 contains the untranslated exon A2, and PPARg4

mRNA initiates at exon 1.

The PPARg gene consists of several functional domains (Fig. 11.1) [4, 8]: the N-

terminal A/B domain harboring a ligand-independent transcriptional activation

function (AF-1), the C region, comprising two zinc fingers and containing the

DNA-binding domain (DBD); the D hinge region important for cofactor docking,

and the C-terminal region (E) containing the ligand-binding domain (LBD) and

the ligand-dependent activation domain AF-2, which is involved in the generation

of the co-activator binding pocket [4, 8].

Co-activators play an important role in determining the genes targeted by

PPARg. Perhaps the most important co-activator of PPARg is PPARg co-activator

1a (PGC-1a) which is involved in the regulation of energy metabolism [9].

PPARg regulates adipocyte differentiation and energy storage. It increases the

expression of genes that promote fatty acid storage and represses genes inducing

Fig. 11.1. Structural and functional

organization of the PPARg gene (modified from

Ref. [4]). The AF-1 is a constitutively activated

ligand-independent transactivation function.

The C domain contains the DNA-binding

domain (DBD). The D domain constitutes a

cofactor-docking region. The C-terminal

portion (E) encompasses the ligand-binding

domain (LBD), a dimerization interface and

the ligand-dependent activation domain AF-2.

AD, activation domain.
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lipolysis in adipocytes [10]. White adipose tissue is needed for proper glucose

homeostasis as shown by lipodystrophy, which is associated with severe insulin

resistance [11]. PPARg agonists increase fat mass and improve glycemic control,

indicating that white adipose tissue is a central tissue for glucose homeostasis. Fur-

thermore, PPARg agonists reduce free fatty acid levels, and induce adipogenesis

and decrease glucose and triglyceride levels [10]. PPARg also modulates the expres-

sion and action of adipokines (adipocyte-derived signaling molecules), tumor ne-

crosis factor a, leptin, resistin, and adiponectin.

PPARg may also play an important role in the pathogenesis of atherosclerosis,

and it can directly modulate macrophage function and foam cell formation [12]

(see also chapter 9). PPARg is highly expressed in foam cells of early atheroscler-

otic lesions. On the other hand, PPARg ligands reduce inflammatory cytokine pro-

duction by macrophages, and inhibit atherosclerosis in mouse models [8].

11.3

Rare Mutations in the PPARg Gene

Genetic studies have revealed several dominant-negative mutations in the PPARg

gene [13]. Figure 11.2 [8] shows mutations found in the ligand-independent activa-

tion domain and in the ligand binding domain.

11.3.1

Dominant-negative Mutations

Pro467Leu and Val290Met are the best characterized dominant-negative mutations

of PPARg (Fig. 11.2). The Pro467Leu mutation is located in helix 12 of the AF-2

Fig. 11.2. Mutations in the PPARg gene located in the ligand-

independent activation domain and in the ligand-binding

domain (modified from Ref. [8]). All the dominant-negative

mutations are found in the ligand-binding domain.
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motif of the LBD of PPARg that is critical for mediating ligand-independent tran-

scription and co-activator recruitment [14]. Mutation carriers had insulin resis-

tance, a loss of limb and buttock subcutaneous adipose tissue and hepatic steatosis,

and preserved abdominal subcutaneous and visceral adipose tissue. Plasma adipo-

nectin levels were severely reduced, and these individuals had hypertension.

The Val290Met mutation is more proximally located within the LBD on helix 3.

The net effect of this mutation, similar to Pro467Leu, is to disrupt the orientation

of helix 12, which is important for the interaction of PPARg with ligands and co-

activators. In vitro studies have demonstrated that both Val290Met and Pro467Leu

affect PPARg signaling because both mutants exhibit a markedly impaired re-

sponse to PPARg agonist-mediated transcriptional transactivation.

The Arg395Cys substitution, also located in the LBD, results in impaired ligand

binding and/or heterodimerization with RXRa. Data on the effect of this mutation

on PPARg transcriptional activity in vitro is missing.

11.3.2

Gain-of-function Mutations

A rare human PPARg mutation, Pro115Gln, mapping to the N-terminal ligand-

independent activation domain, prevents serine 112 phosphorylation and results in

accelerated adipocyte differentiation and cellular triglyceride accumulation in vitro
[15]. Mutation carriers were markedly obese, but had low levels of insulin as an

indication of high insulin sensitivity. However, this has not been a consistent find-

ing. A Ser122Ala mutation also inhibiting PPARg phosphorylation in mice did not

result in obesity, but improved insulin sensitivity with diet-induced obesity [16].

11.3.3

Other Mutations

A silent polymorphism in exon 6 of the PPARg2 gene, C161T, is quite common in

Western populations [8]. It is in strong linkage disequilibrium with the Pro12Ala

variant (see below). The T allele has been associated with obesity, particularly in

combination with the Ala allele of the Pro12Ala polymorphism of PPARg2 [17].

Several variants in the promoter region of PPARg2 have been described, but their

association with insulin sensitivity remains to be determined.

11.4

Effect of the Pro12Ala Polymorphism on Clinical Features of the Metabolic Syndrome

The CCA to GCA substitution in exon B at codon 12 of the PPARg2 gene leads to

the Pro12Ala polymorphism [18]. This mutation is the most prevalent human

PPARg mutation. The frequency of this polymorphism varies between populations

and ethnic groups, being relatively high (15%) in Caucasian populations, but low
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in African and Asian populations (1–3%) [8]. PPARg2 has an extension of 28

amino acids at its N-terminus that renders its ligand-independent activation do-

main 5- to 10-fold more effective than that of PPARg1. Whereas the effect of the

Ala substitution on the structure of PPARg2 remains unknown, the Ala allele

shows decreased binding affinity to the cognate promoter element and reduced

ability to transactivate responsive promoters [18]. These observations are in agree-

ment with studies showing that heterozygous PPARg mice exhibit increased insu-

lin sensitivity compared with their wild-type littermates [13]. Furthermore, tran-

scription of PPARg target genes is less efficient in cells overexpressing the Ala

allele of the PPARg2 gene compared with the wild type, and in the presence of

the Ala allele the ability to mediate thiazolidinedione-induced adipogenesis is

reduced.

The Pro12Ala polymorphism of PPARg influences body weight, insulin sensitiv-

ity, and glucose metabolism as well as lipid metabolism and the risk of atheroscle-

rosis. In the following, these aspects are discussed separately.

11.4.1

Body Weight Regulation

PPARg2 regulates adipocyte differentiation, and therefore it is expected that the

Pro12Ala polymorphism has an impact on body weight regulation. A recent meta-

analysis including data from 30 studies having 19 136 subjects showed that the Ala

allele was associated with higher body mass index (BMI) in obese subjects (mean

BMI > 27 kg/m2) [19]. In contrast, no association was found in normal weight

subjects (BMI < 27 kg/m2). When the data analysis was done separately among

all three genotypes, subjects with the Ala12Ala genotype had significantly higher

BMI than subjects with the Pro12Ala or Pro12Pro genotypes. This indicates that

in overweight subjects the Ala allele is associated with higher BMI under a reces-

sive model.

There are only a few data from prospective population-based studies on the asso-

ciation of the Pro12Ala polymorphism and weight changes. In our prospective

cohort of 119 non-diabetic subjects followed up to 10 years, subjects with the

Pro12Ala or Ala12Ala genotypes gained significantly more weight than subjects

with the Pro12Pro genotype (change in weight 5.6 versus 1.8%, respectively,

P ¼ 0:013) [20]. The mechanisms for these weight changes remain unknown but

are in agreement with the hypothesis that high insulin sensitivity predisposes to

weight gain. Taken together, these observations suggest that the effects of the

Pro12Ala substitution on fat mass and BMI are subtle, and subject to modification

by other genetic and environmental factors.

Because the Ala allele seems to be associated with weight gain in adulthood, we

investigated the effects of the Pro12Ala polymorphism on weight at birth, 7 years,

20 years, and 41 years [21]. Our study indicated that the Ala allele was associated

with high weight at birth and weight gain and high waist circumference in adult-

hood. In a separate Finnish cohort we also demonstrated that small body size at

11.4 Effect of the Pro12Ala Polymorphism on Clinical Features of the Metabolic Syndrome 199



birth and insulin resistance was seen only in individuals with the Pro12Pro geno-

type [22].

11.4.2

Insulin Sensitivity and Type 2 Diabetes

The first study demonstrating that the 12Ala allele of PPARg2 is associated with

insulin sensitivity was published in 1998 [18]. Although the mechanisms behind

this association remain speculative, lower transactivation capacity of the Ala variant

may lead to less efficient stimulation of PPARg target gene expression and predis-

pose to lower levels of adipose tissue mass accumulation, which in turn may be

responsible for improved insulin sensitivity. However, the association of the Ala al-

lele and insulin sensitivity disappeared when adjusted for BMI, suggesting that the

primary effect of this allele could be on body fat mass. Since 1998 several other

studies, but not all, have confirmed our original findings. The Pro12Ala poly-

morphism does not modulate the response to thiazolidinedione treatment [23].

The relationship between PPARg activity and insulin sensitivity seems to be a com-

plex U-shaped curve. A modest reduction in receptor function and adipogenesis

(Pro12Ala or heterozygous null mice) improves insulin sensitivity, whereas a mod-

est increase in receptor activity (human Pro115Gln) may predispose to insulin re-

sistance through promoting obesity [13].

Previously published studies on the relationship of insulin sensitivity with

Pro12Ala polymorphism have been based on fasting insulin, insulin sensitivity

index, or the measurement of whole-body insulin sensitivity using the euglycemic

clamp technique. Because PPARg2 expression is predominantly in the adipose

tissue, the measurement of tissue-specific insulin sensitivity is necessary for the

understanding of the mechanisms related to the effects of the Pro12Ala polymor-

phism. Indeed, using positron emission tomography we have been able to quantify

insulin sensitivity in skeletal muscle and adipose tissue. Our study demonstrated

that the Ala allele was associated with high insulin sensitivity in skeletal muscle

[24]. This study implies that although PPARg2 expression is <5% in skeletal mus-

cle compared with adipose tissue, the association of high insulin sensitivity with

the Ala allele is explained by elevated glucose uptake in skeletal muscle.

Several studies, including our original report [18], have indicated that the Pro12-

Pro genotype is a genetic risk factor for the development of type 2 diabetes. Altsh-

uler et al. [25] evaluated 16 published genetic associations to type 2 diabetes and

related subphenotypes using a family-based design to control for population strati-

fication, and replication samples to increase power. Only one association (i.e. that

of the Pro12Ala polymorphism with type 2 diabetes) was found by analyzing more

than 3000 individuals. There was a modest (1.25-fold) but significant (P ¼ 0:002)

increase in diabetes risk associated with the more common Pro allele (frequency

of about 85%). Because the risk allele occurs at such high frequency, its modest ef-

fect translates into a large population attributable risk, and could influence as

much as 25% of type 2 diabetes in the general population. It is generally accepted
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that the Pro12Pro genotype is the most important risk genotype for type 2 diabetes

so far published.

11.4.3

Lipids and Lipoproteins

The effect of the Pro12Ala polymorphism on lipid and lipoprotein levels varied

among the studies published. In our study, including almost 1000 non-diabetic in-

dividuals, the Ala allele was associated with low triglyceride and high high-density

lipoprotein (HDL) levels [18], but several other studies have not reported these

findings. In some studies elevated total and/or low-density lipoprotein (LDL)-

cholesterol levels were found in carriers of the Ala allele. It remains to be proven

that the Pro12Ala polymorphism has a major impact on lipid and lipoprotein levels.

With respect to uncommon mutations in the LBD of the PPARg gene, hypertri-

glyceridemia and low HDL-cholesterol has been reported [13].

11.4.4

Elevated Blood Pressure

Elevated blood pressure is often found in subjects with type 2 diabetes and meta-

bolic syndrome. Its pathophysiology is complex but may be in part related to insu-

lin resistance. Early-onset hypertension has been found in individuals with the

Pro467Leu, Val290Met, and Arg395Cys mutations of PPARg2. In contrast, in car-

riers of the Phe358Leu mutation hypertension has not been always detected. There

are no reliable data indicating whether or not the Pro12Ala substitution is associ-

ated with elevated blood pressure.

11.4.5

Atherosclerosis

Subjects with the Ala allele reportedly have significantly lower intima media thick-

ness compared with carriers of the Pro12Pro genotype [26]. Our study provided evi-

dence that PPARg2 is expressed in atherosclerotic lesions and macrophages, indi-

cating that the Pro12Ala polymorphism could potentially regulate atherosclerosis

[26]. With respect to cardiovascular disease events, the Ala allele has been associ-

ated with lower incidence of myocardial infarction [27], but this findings has not

been confirmed in all studies. Thiazolidinediones, ameliorating insulin resistance,

hyperlipidemia, and hypertension have been demonstrated to reduce intima media

thickness in subjects with type 2 diabetes [28]. Furthermore, these drugs have

other anti-atherogenic effects, such as reduction of the release of inflammatory cy-

tokines (tumor necrosis factor a, interleukin 6) from macrophages, and increase of

the level of adiponectin. However, no definitive conclusions can be made on the

association of the Pro12Ala polymorphism with adipocyte-derived hormones on

the basis of published studies.
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11.5

Interaction of the Pro12Ala Polymorphism with Other Genes

11.5.1

Insulin Receptor Substrate 1

In German normoglycemic subjects a gene–gene interaction was studied between

the Pro12Ala polymorphism and the Gly972Arg polymorphism of insulin receptor

substrate 1 (IRS-1) [29]. In that study insulin sensitivity was not different between

the Pro12Pro and 12Ala allele carriers. However, insulin sensitivity was signifi-

cantly higher in carriers of X12Ala (PPARg2)þ X972Arg (IRS-1) than in carriers

of Pro12Proþ X972Arg. These results show that the Arg972 (IRS-1) background

produced a marked difference in insulin sensitivity between X12Ala and Pro12Pro

that was not present in the whole population or against the Gly972 background.

Therefore, the Ala allele becomes particularly advantageous against the back-

ground of an additional, possibly disadvantageous genetic polymorphism.

We have recently demonstrated that serum adiponectin concentrations were sig-

nificantly higher among non-diabetic subjects who simultaneously were carriers of

the Ala12Ala and the Gly972Gly genotype, compared with other genotype combi-

nations [30].

11.5.2

Peroxisome Proliferated-activated Receptor Co-activator 1 (PGC-1)

PGC-1a co-activates a series of nuclear receptors including PPARg, and controls

transcription of genes involved in adaptive thermogenesis, adipogenesis and oxida-

tive metabolism [31]. We screened the Gly482Ser variant of the PGC-1a gene,

which has been reported to be associated with type 2 in previous studies. Alto-

gether 770 subjects with impaired glucose tolerance participating in the STOP-

NIDDM trial [32], aiming to investigate the effect of acarbose on the prevention

of diabetes, were included in data analyses. The 482Ser allele was associated with

a 1.6-fold higher risk for type 2 diabetes compared with the Gly482Gly genotype in

the placebo group. Subjects having both the Pro12Pro genotype of PPARg2 and the

482Ser allele of PGC-1a had even higher risk of developing type 2 diabetes, al-

though the interaction between these genes was not statistically significant [32].

11.6

Interaction of the Pro12Ala Polymorphism with Lifestyle Factors

11.6.1

Dietary Factors

Luen et al. [33] studied 592 non-diabetic participants who were genotyped for the

Pro12Ala polymorphism. No difference in fasting insulin concentration or BMI
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between the Ala allele carriers and Pro homozygotes was found, but a strong inter-

action was evident between the ratio of dietary polysaturated fat to saturated fat

(P:S ratio) for both BMI (P ¼ 0:0038) and fasting insulin (P ¼ 0:0097). When the

dietary P:S ratio was low, the BMI in Ala carriers was greater than that in Pro ho-

mozygotes, but when the dietary P:S ratio was high, the opposite was observed.

Therefore, a strong gene–diet interaction was found between the Pro12Ala poly-

morphism and dietary patterns of fatty acid intake. However, subsequent publica-

tions have failed to confirm an interaction between the P:S ratio and the Pro12Ala

polymorphism in modulating BMI.

We studied the effect of the Pro12Ala polymorphism on serum lipid and lipopro-

tein responses to n-3 fatty acid supplementation (fish oil). After the three-month

study period, carriers of the Ala allele presented a greater decrease in serum triacyl-

glycerol concentration in response to n-3 fatty acid supplementation than did sub-

jects with the Pro12Pro genotype when the total dietary fat intake or the intake of

saturated fatty acids was low [34]. Therefore, the Pro12Ala polymorphism may

modify the inter-individual variability in serum triacylglycerol response to n-3 fatty

acid supplementation.

11.6.2

Weight Loss and Physical Exercise

The association of the Pro12Ala polymorphism of the PPARg2 gene with the inci-

dence of type 2 diabetes was investigated in 522 subjects with impaired glucose tol-

erance in the Finnish Diabetes Prevention Study [35]. Subjects were randomized to

either an intensive diet and exercise group or a control group. The risk for type 2

diabetes increased in subjects who gained weight or belonged to the control group.

In the intervention group, subjects with the Ala12Ala genotype lost more weight

during the follow-up than did subjects with other genotypes. None of subjects

with the Ala12Ala genotype developed type 2 diabetes in this group. Therefore,

this study shows that in carriers of the Ala12Ala genotype, beneficial changes in

diet, increases in physical activity, and weight loss are particularly effective means

to prevent type 2 diabetes. The evidence that the Ala allele can modulate weight

changes is supported also by another study showing that after weight loss, weight

regain was greater in women with the Ala allele compared with women with the

Pro12Pro genotype [36].

A recent study has shown that sedentary men with the Pro12Ala variant have

lower insulin action, but were particularly responsive to the improvement in insu-

lin action by endurance training [37].

11.7

Concluding Remarks

Both genetic and pharmacological evidence supports the relationship of PPARg

with adipogenesis and insulin sensitivity. PPARg activity in humans corresponds
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directly to adipose tissue mass and not necessarily to insulin sensitivity as shown

in Fig. 11.3 [38]. Insulin sensitivity can be achieved by the inhibition of PPARg,

either by loss-of-function mutations or PPARg antagonists, or by activation of

PPARg, either by gain-of-function mutations or full agonists.

From the genetic point of view the Pro12Ala polymorphism of the PPARg2 gene

is still the most promising candidate gene for type 2 diabetes. Although previous

studies indicate that the presence of the Ala allele protects against environmental

influences, such as high-fat diet and lack of exercise, and the Pro12Pro genotype is

an important risk genotype for type 2 diabetes, further studies are needed, focusing

particularly on gene–gene and gene–lifestyle/diet interactions. Although very un-

common, mutations in the PPARg gene have been valuable for the understanding

of the activation and inhibition of the PPAR system.

Genetic association studies published so far have often been based on a small

sample size, subgroup analyses, and heterogeneous study populations. Further-

more, publication bias favoring the reporting of positive findings, and true differ-

ences between populations and ethnic group may have caused contradictory find-

ings on the association of the Pro12Ala polymorphism and several features of the

metabolic syndrome. Therefore, in order to clarify the role of the Pro12Ala poly-

morphism in the etiology and pathophysiology of type 2 diabetes and the metabolic

syndrome further studies should include large population-based samples, careful

phenotyping of study subjects and prospective study design.

Fig. 11.3. The association of PPARg activity with adipogenesis

and insulin sensitivity (modified from Ref. [38]).
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12

Regulation of Lipogenic Genes in Obesity

Stéphane Mandard and Sander Kersten

Lipogenesis describes the process of fatty acid and triglyceride synthesis. It mainly

occurs in liver and fat tissue and is under the coordinated control of hormonal, nu-

tritional, and transcription factors. Several transcription factors have been identi-

fied as critical regulators that mediate the effect of hormones and nutrients on

gene transcription. These include sterol regulatory element-binding protein 1c

(SREBP-1c), CCAAT/enhancer-binding protein alpha (C/EBPa), and the nuclear

hormone receptors liver X receptor (LXR), peroxisome proliferator-activated recep-

tors gamma and alpha (PPARg and PPARa), and estrogen-related receptor alpha

(ERRa). The role of these transcription factors in these processes is reviewed and

discussed in this chapter. Although lipogenesis may appear to be an attractive

target for pharmacological treatment of obesity, recent insights into the metabolic

consequences of non-adipose triglyceride storage has shifted attention to alterna-

tive targets.

12.1

Introduction

The growing prevalence of obesity worldwide has become an immediate public

health concern. Nowadays, obesity occurs at a progressively younger age, which

calls for urgent action to prevent a future epidemic of type 2 diabetes. The com-

plexity of obesity as a metabolic disorder, often being associated with insulin resis-

tance, dyslipidemia, and hypertension, and the poor response of this disease to

treatment belie the notion that it is caused by a simple imbalance between energy

consumption and energy expenditure. Accordingly, strategies aimed at reducing

obesity should consider not only the complexity of regulation of energy storage

and utilization, but also take into account the powerful evolutionary mechanisms

that resist long-term weight loss.

Lipogenesis describes the process of fatty acid and triglyceride synthesis and is

obviously of great relevance to obesity. An increase in lipogenesis will inevitably

lead to fat accumulation if it is not associated with elevated fat utilization. Thus, it
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appears that in principle the process of lipogenesis is an attractive nutritional and

pharmacological target for obesity. This paper will review the most recent infor-

mation on the molecular regulation of lipogenesis, with emphasis on the role of

nuclear hormone and nutrient receptors as well as other transcription factors.

12.2

Transcriptional Regulation of Lipogenesis in Adipose Tissue

The effects of various nutrients and hormones on the expression of lipogenic

genes in adipose tissue are mediated by a small number of transcription fac-

tors, including SREBP-1c. SREBP-1c (also known as adipocyte determination and

differentiation-1) belongs to the basic helix-loop-helix leucine zipper (bHLH-LZ)

family of transcription factors. It was initially discovered as a key player of adipo-

cyte differentiation [1]. In addition, SREBP-1c plays a critical role in lipogenesis

[2]. SREBP-1c is first synthesized as a precursor form (110 kDa) anchored in the

endoplasmic reticulum, which then undergoes a proteolytic cleavage to generate

the mature active form of SREBP-1c (50 kDa). In the nucleus, the mature form of

SREBP-1c is able to bind to specific sequences (sterol-regulatory elements (SREs)

and E-boxes) located in the promoter gene of SREBP target genes (Fig. 12.1).

SREBP-1c probably works in tandem with the adipogenic transcription factor

PPARg, which is a direct target of SREBP-1c in adipocytes and contains a sterol

response element in its promoter [3]. It has been proposed that besides upregulat-

ing of PPARg expression, SREBP-1c is able to induce PPARg activity by increasing

the production of an endogenous ligand, leading to the stimulation of adipogenesis

and lipogenesis [4]. Next to PPARg, important lipogenic genes such as acetyl-CoA

carboxylase-1 and -2 (ACC), fatty acid synthase (FAS), stearoyl-CoA desaturase-1

(SCD-1), glycerol-3-phosphate acyltransferase (GPAT), and low-density lipoprotein

receptor (LDL-R) have been identified as direct targets of SREBP-1c in mature

3T3-L1 adipocytes [5]. An interesting SREBP-1c target in adipocytes is insulin-

induced gene 1 (INSIG-1), which is one of two recently discovered polytopic mem-

brane proteins of the endoplasmic reticulum [6–8]. In the presence of sterols,

INSIGs bind to the SREBP cleavage-activating protein (SCAP), a critical escort pro-

tein required for the cleavage and activation of the SREBP family of membrane-

bound transcription factors. It appears that INSIG tethers the SCAP/SREBP com-

plex to the endoplasmic reticulum. Recent in vitro studies have shown that stable

overexpression of INSIG-1 in 3T3-L1 preadipocytes results in defective adipocyte

differentiation, which is likely due to impaired fatty acid and triglyceride synthesis

[9]. Although the relevance of the SREBP-1c-mediated upregulation of INSIG-1 in

adipose tissue remains to be demonstrated, it can be speculated that it provides a

feedback mechanism by which nuclear SREBP-1c can modulate its maturation

and, by limiting the processing of SREBPs precursors, maintain a check on

lipogenesis.

Apart from SREBP, several other nuclear factors play a critical role in the tran-

scriptional control of lipogenesis in adipose tissue. Numerous loss- and gain-of-
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function experiments have shown that the nuclear hormone receptor PPARg is es-

sential for in adipocyte differentiation (reviewed in Ref. [10]), and also stimulates

lipogenesis. Several lipo- and/or adipogenic genes have already been identified as

direct PPARg targets, including lipoprotein lipase, the scavenger receptor CD36/

fatty acid translocase (FAT), adipocyte lipid-binding protein, and cytosolic glycerol-

3-phosphate dehydrogenase. Recently, INSIG1 was reported as a novel PPARg

Fig. 12.1. Regulation of lipogenic gene

expression in adipocytes. Schematic

representation of regulation of genes involved

in de novo fatty acid biosynthesis in adipocytes

by nuclear hormone and nutrient receptors.

Nuclear hormone and nutrient receptors are

shown in italics. Genes under transcriptional

control of nuclear hormone and nutrient

receptors are shown in bold. ACBP, acyl-CoA-

binding protein; ACC, acetyl-CoA carboxylase;

ALBP, adipocyte lipid-binding protein; ERRa,

estrogen related receptor a; FAS, fatty acid

synthase; CD36/FAT, fatty acid translocase;

glycerol 3-P, glycerol-3-phosphate; GPDH,

glycerol 3-phosphate dehydrogenase; GPAT,

glycerol-3-phosphate acyltransferase; INSIG-1,

insulin-induced gene 1; (LC)ACS, (long-chain)

acyl-CoA synthetase; LCE, long-chain fatty acid

elongase; LDL-R, low-density lipoprotein

receptor; LXRa, liver-X-receptor a; PPARg,

peroxisome proliferator-activated receptor g;

SCD-1, stearoyl-CoA desaturase-1; SREBP-1c,

sterol responsive element-binding protein-1c;

TG, triglycerides.
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target gene as well (Fig. 12.1) [6]. Considering that INSIG-1 appears to inhibit lipo-

and adipogenesis, it is hard to reconcile this observation with the pro-adipogenic

role of PPARg [9]. Likely, fine-tuning of adipogenesis is achieved by the balanced

expression of several opposing factors that include PPARg, SREBP-1c, and INSIG.

A recently identified direct target gene of PPARg in adipocytes is acyl-CoA-

binding protein (ACBP) [11]. It was proposed that ACBP would repress PPARg-

mediated trans-activation induced by exogenous fatty acids, thereby inhibiting

3T3-L1 adipogenesis. However, additional research is necessary to establish the

potential effects of ACBP on PPARg trans-activation.
Supporting a role of PPARg in lipid storage in mature fat cells, it has been

observed that both heterozygous PPARg mutant mice and adipose-specific PPARg-

deficient mice exhibit smaller fat stores on a high fat diet [12–14]. In adipose-

specific PPARg-deficient mice, mRNA expression of genes involved in both lipo-

genesis and adipogenesis were strongly downregulated, illustrating a requirement

for PPARg [14, 15]. Fibrosis, macrophage infiltration, and hypertrophy, implying

loss of more than 80% of adipocytes, were evident in mutant fat. Thus, PPARg is

not only essential for the early steps of the adipogenesis program but also for post-

differentiation and survival of mature white adipocytes in vivo [14, 16].
While it is clear that SREBP-1c and PPARg are extremely important regulators

of adipo- and lipogenesis, recent studies have drawn attention to other nuclear

hormone receptors. One of these receptors is the estrogen-related receptor alpha

(ERRa). Deletion of ERRa in mice reduces body weight and peripheral fat storage,

while food consumption and energy expenditure are unaffected [17]. At the gene

level, expression of several enzymes involved in lipogenesis was downregulated

in white adipose tissue. In line with this, de novo lipogenesis was shown to be re-

duced in the mutant animals, suggesting a stimulatory role of ERRa in lipogenesis.

These data suggest that ERRa functions as a metabolic regulator with an important

effect on fat synthesis.

12.3

Transcriptional Regulation of Hepatic Lipogenesis

Consumption of large amounts of carbohydrates stimulates the conversion of glu-

cose to fatty acids in liver by upregulating glycolytic and lipogenic enzymes. The

effects of carbohydrate feeding are mediated by insulin and glucose, which activate

distinct signalling pathways. Upregulation of lipogenic enzymes by insulin par-

tially occurs via the upstream stimulatory factor (USF). USFs are ubiquitous

bHLH-LZ transcription factors that are able to form homo- and/or heterodimers.

They modulate expression of genes such as FAS and ACC by direct binding to pro-

moter gene sequences called E-boxes.

Studies with mice lacking USF1 and/or USF2 have provided compelling evi-

dence for their role in the stimulatory effect of insulin and glucose on lipogenesis.

In USF1�=� or USF2�=� mice, FAS expression in liver was strongly impaired after

a fasting/refeeding cycle, demonstrating that USFs are critical factors for the tran-
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scriptional activation of FAS by diet [18]. At the molecular level, USFs exert their

stimulatory effect on FAS transcription via an E-box motif located in the promoter

of the FAS gene. This motif is likely shared with SREBP-1, which also is a potent

activator of FAS gene expression. Studies with mice lacking or overexpressing

SREBP-1c have indicated that this transcription factor is responsible for the coordi-

nate induction of numerous lipogenic genes in liver, including ACC1 and 2, FAS,

SCD-1, GPAT, ACL, malic enzyme, and long fatty acid elongase (LCE) (Fig. 12.2).

Accordingly, overexpression SREBP-1c is associated with a dramatic build-up of

Fig. 12.2. Regulation of lipogenic gene

expression in hepatocytes. Genes involved in

de novo fatty acid biosynthesis in hepatocytes

and regulated at the transcription level by

nuclear hormone and nutrient receptors are

listed. Nuclear hormone and nutrient receptors

are shown in italics. Genes under tran-

scriptional control of nuclear hormone and

nutrient receptors are shown in bold. ACBP,

acyl-CoA-binding protein; ACC, acetyl-CoA

carboxylase; ACL, ATP citrate lyase; C/EBPa,

CCAAT/enhancer-binding protein alpha;

ChREBP, carbohydrate response element-

binding protein; D5, delta-5 desaturase; D6,

delta-6 desaturase; FAS, fatty acid synthase;

GPAT, glycerol-3-phosphate acyltransferase;

INSIG-2, insulin-induced gene 2; KAR,

microsomal 3-keto acyl-CoA reductase;

(LC)ACS, (long-chain) acyl-CoA synthetase;

LCE, long-chain fatty acid elongase; LXRa: liver

X receptor a; ME, malic enzyme; PPARa,

peroxisome proliferator-activated receptor a;

SCD-1, stearoyl-CoA desaturase-1; SREBP-1c,

sterol responsive element-binding protein-1c.

TER, trans-2,3-enoyl-CoA reductase; USF,

upstream stimulatory factor.
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hepatic triglycerides [19]. At the present time, SREs have been identified in the

promoters of FAS [20], ACC [21], ACL [22], GPAT [23], Spot 14 (24), SCD-1 [25],

and ACBP [26]. The last gene encodes a small intracellular protein that is able to

bind long-chain fatty acyl-CoAs. Although the role of ACBP in vivo is not very clear,
it can be speculated that ACBP participates in de novo fatty acid biosynthesis. In-

deed, high expression levels of ACBP have been observed in both hepatocytes and

adipocytes and in liver ACBP expression is stimulated by insulin and repressed by

fasting.

The expression of many lipogenic enzymes is enhanced by insulin, yet optimal

transcription of most lipogenic genes requires high carbohydrate levels as well. In

concordance with this observation, glucose has been identified as a potent activator

of lipogenesis not only by acting as substrate, but also as an important regulatory

molecule. Recent data indicate that increased glucose metabolism activates an

intracellular signaling pathway, probably involving xylulose 5-phosphate, that

transcriptionally regulates genes encoding lipogenic enzymes via the carbohydrate

response element-binding protein (ChREBP), a bHLH-LZ transcription factor.

ChREBP was identified and purified by taking advantage of its binding to the car-

bohydrate response element (ChRE) within the promoter of the l-type pyruvate

kinase gene. ChREBP is stimulated by high concentrations of glucose that promote

both translocation of ChREBP from the cytosol to the nucleus coupled with bind-

ing of ChREBP to a ChRE [27]. Importantly, ChREBP becomes active in response

to high glucose concentrations in liver independently of the insulin level. Mice

with a targeted disruption of the ChREBP gene were recently generated, showing

reduced expression of several glycolytic genes [28]. In addition, the mRNA levels of

ACC1, ACC2, LCE, malic enzyme, SCD-1, and FAS were significantly lower in the

ChREBP�=� mice compared with wild-type mice. Follow-up studies indicated that

FAS and ACC are direct targets of ChREBP with a ChRE present in their pro-

moters [29, 30]. These results suggest that ChREBP, apart from its predictable

role in glucose utilization, is also of importance for fatty acid biosynthesis.

Knockout mice have also turned out to be an invaluable tool to demonstrate a

critical role for C/EBPa in hepatic lipogenesis. Deletion of C/EBPa in combination

with leptin deficiency caused diminished lipogenic gene expression and was asso-

ciated with a significant decrease in hepatic triglyceride content [31]. Development

of the fatty liver was exacerbated by high-fat feeding but much less so in liver-

specific C/EBPa-null mice. Thus, in addition to its functional role in adipogenesis,

C/EBPa stimulates hepatic lipogenesis (reviewed in Ref. [32]).

The liver X receptor (LXR) is a nuclear hormone receptor that is highly expressed

in liver and that is activated by oxysterols. It was first shown to play an important

role in the feed-forward control of bile acid synthesis from cholesterol by upregu-

lating cholesterol 7-alpha hydroxylase expression. More recent studies indicate that

LXRs are also potent stimulators of lipogenesis in liver in mice. Functional LXR

response elements were identified in the promoters of the PPARg, SREBP-1c, and

FAS genes [33, 34]. Accordingly, activation of LXRs by synthetic agonists leads to a

marked induction of lipogenic genes that is translated into an increase of both

plasma triglyceride and phospholipid levels [34]. Studies with LXRs mutant null
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mice further established LXRs as key factors that mediate the effect of insulin on

lipogenesis [35]. In cultured primary hepatocytes insulin increases the half-life of

LXRa mRNA, which in turn increases LXRa protein.

While both insulin and LXRa stimulate SREBP-1c protein levels, they do so by

different pathways. According to Hegarty et al. LXRa activation stimulates the pro-

duction of the precursor SREBP-1c protein, which, however, is poorly transformed

into the mature nuclear form [36]. In contrast, insulin was shown to efficiently and

rapidly stimulate the cleavage and maturation of the precursor SREBP-1c form.

The molecular explanation for this differential effect may lie with INSIG-2, which

is upregulated by LXRa. According to this scenario, INSIG-2 retains the mature

form of SREBP-1c in the endoplasmic reticulum, which thus escapes the matura-

tion process.

The nuclear receptor PPARa plays a pivotal role in the adaptive response to fast-

ing by upregulating many genes involved in hepatic fatty acid oxidation, ketogene-

sis, and gluconeogenesis. In this context, it is remarkable that PPARa upregulates

several genes involved in fatty acid elongation and desaturation, including SCD-1,

SCD-2, delta-5 desaturase, delta-6 desaturase, LCE, trans-2,3-enoyl-CoA reductase

(TER) and microsomal 3-keto acyl-CoA reductase (KAR) (reviewed in Refs [37, 38]

and unpublished data). The enzymes SCD-1 and SCD-2 catalyze the conversion of

stearic acid into oleic acid and accordingly are essential for the synthesis of mono-

and polyunsaturated fatty acids. An important question that arises is why a single

factor such as PPARa would stimulate both fatty acid oxidation and fatty acid elon-

gation/desaturation. It has been proposed that upregulation of desaturase expres-

sion by PPARa may generate unsaturated fatty acids, which are agonists for

PPARa. Alternatively, it is possible that the high turnover of plasmatic membrane

phospholipids requires a constant level of (unsaturated) free fatty acids to prevent

cell death. The story is even more complex, since delta-5, -6, and -9 desaturase ex-

pression is also under the transcriptional control of SREBP-1c, which is generally

considered to have a function completely opposite to that of PPARa [39].

PPARa mediates the stimulatory effect of polyunsaturated fatty acids (PUFAs)

on hepatic fatty acid oxidation. However, PUFAs also inhibit hepatic lipogenesis

by a process that is PPARa independent. Studies by a variety of groups have shown

that PUFAs suppress lipogenesis by inhibiting expression of SREBP-1c [40–43]. At

the molecular level, it has been reported that PUFAs are able to act as competitive

LXRa antagonists, which would result in the downregulation of SREBP-1c and other

lipogenic genes [44, 45]. However, others have argued that downregulation of

SREBP-1c by PUFAs is independent of LXRa [46]. Further studies are required to

determine the precise molecular mechanisms responsible for this discrepancy.

12.4

Hepatic Lipogenesis in Steatosis

A major metabolic consequence of obesity is insulin resistance, which is usually

accompanied by storage of triglycerides in the liver. It is believed that the excess
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release of free fatty acids from adipose tissue lipolysis accounts for the triglyceride

accumulation in liver. While PPARg is barely expressed in liver under basal condi-

tions, its expression is markedly increased in animal models of insulin resistance

and fatty liver, suggesting a role for PPARg in hepatic steatosis [47]. Indeed, spe-

cific deletion of hepatic PPARg improves fatty liver in two mouse models of hepatic

steatosis (ob/ob and AZIP), yet worsens hyperglycemia and insulin resistance [48,

49]. In addition, forced expression of PPARg1 in liver of PPARa-deficient mice

using adenovirus leads to the strong induction of both lipogenic and adipogenic

genes (including adipocyte fatty acid-binding protein A (FABP)/aP2, adipsin (see

below), LPL, CD36, FAS, SCD-1), indicating transformation of hepatocytes towards

adipocyte-like cells [50]. Similarly, forced expression of PPARg2 in hepatocytes was

shown to lead to both hepatic lipid accumulation and induction of lipogenic and

adipogenic gene expression [51]. Thus, overexpression of PPARg appears to be

both necessary and sufficient for hepatic steatosis. Thus, in certain pathological

conditions, overexpression of PPARg in liver may contribute to steatosis.

12.5

Nuclear Hormone Receptors and the Control of Adipocytokine Gene Expression

In the past few years it has become clear that fat tissue is not merely a storage

depot for excess fat but also is an active endocrine tissue, which secretes a number

of biologically active proteins with putative roles in metabolic syndrome. Several

proteins secreted by adipocytes that affect satiety and/or energy homeostasis

have been identified. These so-called adipocytokines include resistin, adiponectin,

acylation-stimulating protein, fasting-induced adipose factor (FIAF), visfatin, leptin,

adipsin, plasminogen activator inhibitor-1, renin angiotensin system, metallothio-

neins, and the inflammatory cytokines interleukin 6, tumor necrosis factor alpha

(TNFa), and transforming growth factor beta. These molecules have been linked

to a wide range of clinical abnormalities such as obesity, atherosclerosis, insulin re-

sistance, and type 2 diabetes mellitus (reviewed in Ref. [52]). For example, adipose

TNFa mRNA levels are increased in several animal models of genetically induced

obesity and the same is true for the plasma resistin level. Both proteins seem to

play a role in obesity-induced insulin resistance, at least in mice. While resistin

and TNFa diminish insulin sensitivity, a large body of evidence in mice and human

indicates that adiponectin improves insulin sensitivity. Indeed, plasma levels of

adiponectin were found to be decreased in obese patients and were positively corre-

lated with insulin resistance [53, 54].

An adipocytokine that has major effects on triglyceride synthesis in adipocytes is

acylation-stimulating protein (ASP) [55]. The uptake and re-esterification of non-

esterified fatty acids by adipose tissue is enhanced by ASP, probably by stimulating

the activity of diacylglycerol acyltransferase (DGAT), a key enzyme in triglyceride

synthesis. Moreover, ASP stimulates glucose uptake and transport in human adi-

pocytes, thereby providing the substrates for further triglyceride synthesis.

An interesting newly (re)discovered adipocytokine is visfatin [56]. Injection of
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recombinant visfatin was shown to decrease blood glucose in insulin-resistant or

-deficient mice. Furthermore, like insulin, visfatin stimulated glucose uptake by

cultured adipocyte and muscle cells and decreased glucose output by hepatocytes.

In adipocytes, visfatin was found to stimulate triglyceride synthesis and accumula-

tion to a similar extent as insulin. The precise molecular mechanism behind these

observations is unclear but is likely linked to the insulin pathway, since visfatin

was shown to bind the insulin receptor.

Thiazolidinediones (TZDs), which are insulin-sensitizing drugs used in the

treatment of type 2 diabetes, influence the expression of many of these adipocyto-

kines both positively and negatively. Leptin, TNFa, and resistin are negative targets

of TZDs [57]. Resistin might mediate the effect of TZD on insulin sensitivity, at

least in mice. Adiponectin, in contrast, is a direct positive target gene of PPARg

[58], which provides a molecular explanation for the induction of adiponectin

gene expression by TZDs. FIAF/ANGPTL4 is also a direct positive target of PPARg,

expression of which is upregulated by TZDs in both mouse and human adipocytes

[59]. Visfatin might be regulated by PPARg ligands as well, although this remains

to be demonstrated. The possible stimulatory role of PPARg on visfatin gene ex-

pression would be of interest in the context of type 2 diabetes, since recombinant

visfatin protein was shown to promote glucose uptake by adipocytes and to sup-

press glucose release by hepatocytes [56]. In summary, PPARg not only has a role

in adipose lipogenesis and adipogenesis but also controls different endocrine path-

ways that are critical for whole-body energy homeostasis.

12.6

Targeting Lipogenesis for Obesity?

In principle, the process of lipogenesis appears as an attractive target for the treat-

ment of obesity. However, two major issues may impose restrictions on the appli-

cability of lipogenesis inhibitors in obesity management. First, it has long been be-

lieved that conversion of carbohydrates and amino acids to fatty acids is of minor

significance in human individuals consuming a regular diet that is high in fat,

which is in contrast to the situation in mice. According to this notion, inhibiting

an enzyme such as FAS in liver and adipose tissue is unlikely to have major con-

sequences in humans. However, recent studies suggests that de novo lipogenesis is
more relevant than previously estimated and is especially important in patients

with non-alcoholic fatty liver disease [60]. In normal subjects, de novo lipogenesis

becomes much more important postprandially than in the fasted state [61]. These

novel data suggest that lipogenesis may be an attractive target for obesity manage-

ment after all. The second issue that questions the usefulness of targeting lipogen-

esis is that inhibition of triglyceride synthesis in fat tissue, without concomitantly

activating energy expenditure, will merely cause a redistribution of fat storage from

adipose tissue to other tissues such as liver and pancreas, a process which is now

considered highly undesirable. Indeed, it seems that the effectiveness of thiazolidi-

nediones toward improving insulin resistance is positively correlated with their ef-
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fect on subcutaneous fat gain, suggesting that at least for diabetes management

strategies should promote preferential storage of fat in subcutaneous stores.

12.7

Conclusions and Perspectives

In conclusion, lipogenesis is tightly controlled by nutritional, hormonal, and tran-

scription factors. In the last few years, major advances have been made to identify

the complex regulatory networks involved in the regulation of lipogenesis. One of

the most pressing challenges that researchers will have to deal with is to extend

their findings from rodents to humans. Finally, although lipogenesis may appear

as an attractive target for the pharmacological treatment and dietary prevention of

obesity, it has become increasingly clear that inhibiting triglyceride storage in sub-

cutaneous fat tissue is more likely to do harm than any good.
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The Genetics of Type 2 Diabetes

Catherine Stevenson, Inês Barroso, and Nicholas Wareham

13.1

Evidence for Genetic Factors

This chapter describes the evidence supporting the notion that type 2 diabetes is

caused, at least in part, by genetic factors and reviews the ever-increasing volume

of literature that has been produced from studies aimed at identifying what those

genetic factors are. The pace of development in this field is such that only real-time

reviews can capture the current state-of-the-art. However, we review published find-

ings as at the beginning of 2005 and present some pointers as to how this field

might develop in the future and where further advances are likely.

Overall there is considerable consensus that lifestyle factors such as diet and

physical inactivity are critical to the development of type 2 diabetes, but that ge-

netic factors clearly play a role in underlying susceptibility to the disease. Evidence

for this comes from several sources: differences in disease prevalence between eth-

nic groups, segregation of the disease within families, and twin studies. This is

supported by the identification of genes and chromosome regions contributing to

diabetes risk.

13.1.1

Differences between Ethnic Groups

The prevalence of type 2 diabetes varies widely around the world, from the very low

levels of about 1% seen in populations such as tribes of Mapuche Indian or the

mainland Chinese population, to extremely high levels of over 50% in the Nauru

and the Pima Indians in Arizona (Fig. 13.1). Part of the variability observed is

clearly due to differences in environmental factors, but studies in admixed popula-

tions, where interbreeding has occurred between distinct ethnic groups, have pro-

vided additional evidence that ethnic-specific prevalence has a genetic basis. The

prevalence of type 2 diabetes in the Pima Indians is inversely related to the extent

of interbreeding with the European Americans [2]. Similarly, in studies of Pacific

Islanders the prevalence of type 2 diabetes is higher in full-blooded Nauruans

than in those with admixture [3].
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Copyright 8 2006 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-31294-3

223



The prevalence of type 2 diabetes varies between ethnic groups living in similar

environments, which may suggest an unequal distribution of susceptibility genes.

In the United States, the prevalence of diabetes varies considerably, being lowest in

individuals of European ancestry (5%), 10% in African-Americans, 16% in Cubans,

24% in Mexican-Americans, 26% in Puerto Ricans, and over 50% in some Native

American tribes such as the Pima Indians of Arizona [4]. The ‘‘thrifty genotype’’

hypothesis [5] provides one possible explanation for the very high prevalence of

obesity and type 2 diabetes observed in the American Pima Indians, Australian

Aborigines, and Pacific Islanders. The basis for the susceptibility to diabetes and

obesity could be the result of an evolutionary advantageous thrifty genotype that

promoted fat deposition and storage of calories in times of plenty, allowing survival

in times of fast. With Westernization, these populations gained access to excess

food, in particular, foods rich in fat and processed carbohydrates. This, accompa-

nied by a move away from traditional ways of life and the acquisition of sedentary

lifestyles, may have turned the previously advantageous metabolic profile into a

disadvantage [6].

13.1.2

Segregation in Families

Family studies compare the degree of aggregation of the disease in relatives of pro-

bands with expected rates from the general population. In type 2 diabetes, it has

been estimated that individuals who have a first-degree relative with the disease

have a 3.5-fold greater risk of developing diabetes than those without [7].

This familial aggregation has been conclusively demonstrated in populations

from North America [8–11], South America [12], Europe [13, 14], Asia [15, 16], Af-

Fig. 13.1. Prevalence of diabetes in different countries and

various ethnic groups. Adapted from Ref. [1].
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rica [17], and Oceania [18]. Younger-age onset diabetes appears to be more familial

than diabetes that occurs at older ages [19–22]. Among the Pima Indians, the pre-

valence of diabetes is highest amongst individuals whose parents both developed

the disease before the age of 45, while it is lowest in people with non-diabetic

parents [22]. Similar findings have been reported in southern Asian Indians by

Viswanathan et al. [16]. The lifetime risk of developing type 2 diabetes is ap-

proximately 40% in offspring of diabetic parents [23]. If both parents had type 2

diabetes, the risk may be as high as 70% [23]. In the Framingham Offspring Study,

the risk of type 2 diabetes in the offspring was 3.4- to 3.5-fold higher if either par-

ent had diabetes, but was 6.1-fold if both parents were affected [24].

13.1.3

Parent-specific Effects

Parent-specific effects provide further evidence for genetic contributions. It has

been demonstrated that the risk of diabetes associated with low birth weight is

strongly related to paternal diabetes [25]. Generally, however, there is an excess of

maternal transmission of diabetes, although in most populations the difference is

small [9, 21, 26, 27]. It is not known to what extent this excess maternal transmis-

sion is due to mitochondrial variants or genomic imprinting, and to what extent

it can be explained by non-genetic factors such as in utero exposure to maternal

diabetes.

Mitochondria are subcellular organelles that provide energy in the form of ATP.

They are inherited solely from the mother and have a semi-autonomous genetic

system which is partly under the control of the cell nucleus. Variation in the mito-

chondrial DNA (mtDNA) has been identified as the cause of several disorders

including rare syndromic forms of diabetes, often associated with hearing loss

[28–31]. Type 2 diabetes has been linked to over 40 mitochondrial variants and mu-

tations, including a common T16189C variant [32], an adenine-to-guanine muta-

tion in the gene coding for the leucine transfer RNA [33], and a reduction in

mtDNA copy number [33].

However, not all transmission of diabetes from mother to child is by genetic

means. Environmental exposure to diabetes in utero is known to increase the risk

of developing diabetes. Among Pima Indians the prevalence of diabetes is higher

in individuals whose mothers had diabetes during the pregnancy than in those

whose mothers developed diabetes after giving birth [34], and individuals born

after the mother developed diabetes were at higher risk of developing the disease

themselves than the siblings who were born before the mother developed diabetes.

The same effect is not seen with the onset of paternal diabetes [35].

Matters are further complicated by survival bias. This is due to the fact that

women, on average, live longer than men, and so are more likely at some point in

their lives to develop a late-onset disease such as type 2 diabetes. Questioning

adults about whether their parents ever developed diabetes in order to determine

disease inheritance patterns may therefore result in a natural excess of maternal

diabetes.
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13.1.4

Twin Studies

Although there is substantial evidence of aggregation of type 2 diabetes in families,

this alone is not conclusive evidence that there is a genetic component to the

disease. Families share many other factors including environments, culture, and

habits. In twin studies, the extent to which familial aggregation of disease can be

accounted for by inherited genetic factors can be assessed. In these studies the con-

cordance rates for the disease under investigation are compared in monozygotic

(MZ) and dizygotic (DZ) twins. MZ twins are genetically identical while DZ twins

share on average only half their genes. As both types of twins have shared environ-

mental factors, increased concordance rates for disease in MZ twins compared

with DZ twins are indicative of genetic factors. Results from twin studies in type

2 diabetes are summarized in Table 13.1. Concordance rates were found to be

higher in MZ twins than in DZ, and this difference is statistically significant in

all studies except for the Danish study. This study was too small, however, to allow

for precise estimation of genetic predisposition.

Despite the consistency of the results, there may be valid additional interpreta-

tions. The higher concordance observed in MZ twins could also reflect a correla-

tion of intrauterine environment rather than just increased sharing of genotypes,

as MZ twins frequently share a common placenta while DZ twins do not [36]. It

might also be influenced by increased sharing of environmental risk factors

postnatally, since identical twins behave much more similarly than non-identical

twins [37]. Whether this concordance in behavior is itself genetically determined,

Table 13.1. Studies on the concordance of type 2 diabetes in twins

Reference Country Ascertainment MZ

concordance

DZ

concordance

P-value

Barnett et al., 1981 [40] UK Proband 0.91 – –

Newman et al., 1987a [41] USA Population-based 0.41 0.10 <0.01

Japan Diabetes Society,

1988 [42]

Japan Proband 0.83 0.40 <0.01

Kaprio et al., 1992 [43] Finland Population-based 0.20 0.09 <0.01

Matsuda and Kuzuya

1994 [44]

Japan Proband 0.87 0.43 <0.01

Poulsen et al., 1999 [45] Denmark Population-based 0.33 0.23 0.40

P-values are for the null hypothesis that MZ and DZ concordance rates

are equal using Fisher’s exact test.
aConcordance rates for a second examination were reported.
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or is due to factors such as gender and outward appearance, still remains to be

investigated.

Type 2 diabetes is a disease with variable age of onset but most study designs

have not taken this into consideration. It is possible that many discordant twin

pairs would be concordant for disease later on in life. In one study 76% of MZ

twins that were initially selected as being discordant for disease became concordant

after a 15-year follow-up [38]. Ghosh and Schork suggest that the age-adjusted con-

cordance rate in MZ twins may be as high as 70–80% [39].

13.2

Approaches to Gene Identification

There are two main approaches used to identify disease-causing genes: linkage

analysis and association studies. Linkage analysis identifies regions of the genome

inherited with the disease by mapping the inheritance patterns of genetic markers

in families. Until recently this approach was the main route to the discovery of new

genes that could plausibly be linked to disease. Association studies quantify the

relationship of variants with disease by investigating whether specific genetic

variants are more common in people with the disease than in those without. These

studies tend to be carried out on unrelated populations, but are sometimes under-

taken within families. Most association studies so far have focused on candidate

genes, where involvement in the disease process is hypothesized from prior knowl-

edge, but there is currently a shift to broaden this approach into whole genome as-

sociation studies. These studies test variants throughout the genome, regardless of

biological plausibility. This change in focus is largely being led by advances in tech-

nology, as previously it was simply not feasible to type a sufficiently large number

of variants in substantial populations.

13.2.1

Linkage Analysis

Linkage studies take advantage of recombination – the exchange of segments of

DNA between homologous chromosomes during gamete production [46, 47].

This process means that the further apart two loci are on a chromosome, the less

likely they are to be inherited together. Family members are typed for many differ-

ent genetic markers, usually highly polymorphic microsatellites, which are simply

used to identify physical locations in the genome without any assumption of in-

volvement in the disease process. The inheritance patterns of the markers are com-

pared with that of the disease. This is quantified by calculating a score for each

marker that describes the likelihood that it is co-inherited with the disease locus,

the logarithm of odds (LOD) score. A LOD greater than 2.2 is considered sugges-

tive evidence for linkage, while 3.6 is currently recognized as the threshold for sig-

nificance [48].

Early studies focused on regions identified as likely candidates for diabetogenic
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loci, but most groups now use markers spanning the entire genome at regular in-

tervals (usually 5–10 cM). Once a given chromosomal interval has been identified

as being inherited with the disease, linkage disequilibrium studies or fine mapping

must follow. These techniques are required to narrow the region in order to iden-

tify the underlying gene and mutation as the initial linkage interval is usually large

and will contain many genes.

One of the advantages of this type of study is that they are hypothesis-free and

allow for the discovery of new, previously unthought-of, disease genes, and so can

lead to the identification of novel pathways and disease mechanisms. The only re-

quirement is that the genetic locus has a sufficient impact on the disease suscepti-

bility to be detectable through an observed increase in segregation of the chromo-

somal region among family members with type 2 diabetes relative to that expected

from chance alone.

There are two types of linkage study: parametric and non-parametric.

13.2.1.1 Parametric Studies

Parametric studies build a theoretical model of how the disease segregates from

estimates of factors – or parameters – which affect the inheritance, such as the

mode of inheritance, allele frequencies, and penetrance. The pedigree under scru-

tiny is then analyzed to see whether any of the polymorphic markers are inherited

in the pattern described by the model. If they do, this is taken as evidence that the

disease-causing gene is physically close to that marker. This has historically worked

well for genetically simple diseases such as Huntingdon’s, but is not a robust

method for analysing complex diseases as inaccuracies in estimating parameters

can considerably affect the results. In the case of type 2 diabetes, these factors are

almost impossible to measure precisely.

Early linkage studies in type 2 diabetes used the parametric methods and few ge-

netic markers available at the time. These studies used large multigenerational

families and were based on the improbable assumption that all illness was caused

by one or a very small number of genes, each with large effects. Problems with a

parametric analysis of diabetes have been largely caused by the following factors:

� Lack of a Mendelian inheritance pattern. This means that at the outset it is im-

possible to estimate the parameters required for this type of linkage analysis, as

discussed above.
� The high mean age at diagnosis of 60 years. It is very difficult to ascertain multi-

generational families for study as often parents are no longer available for study,

while offspring may not yet have developed the disease.
� Only affected subjects can be used for linkage studies. This is due to the variable

age of onset and age-related reduced penetrance, and so unaffected subjects in

a family provide only limited information since their disease status cannot be

clearly known.
� The presence of many phenocopies. Mutations or polymorphisms in any one of

several genes may result in an identical phenotype and any given contributing

chromosomal region may co-segregate with the disease in only a subset of the
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families being studied. This reduces the signal from linkage and reduces power

to find the predisposing gene locations. In addition, phenocopies due to environ-

mental causes are not uncommon, further complicating the analysis.

For these reasons, the development of non-parametric methods was a crucial

breakthrough in the genetic analysis of diabetes.

13.2.1.2 Non-parametric Studies

Most of the more recent genome scans in type 2 diabetes have tended to employ

non-parametric, or ‘‘model-free’’ methods, which do not require any knowledge of

inheritance mechanisms. The most common non-parametric method used in map-

ping studies is the affected sib-pair analysis (ASP), as it only requires pairs of

affected siblings [49–52]. The basis of ASP analysis is the theory that siblings con-

cordant for the disease should share marker alleles that are linked to the disease

more often than expected by chance. If the marker is not linked to the disease

locus, then it would be expected to be shared on average 50% of the time. Polymor-

phic markers are typed throughout the genome as described above, and allele shar-

ing between affected siblings is analyzed at each locus using software packages

such as GENEHUNTER. Above-average sharing of a marker allele should, in

theory, be an indication of linkage to a disease locus.

13.2.1.3 Results of Linkage Studies

Many genome scans for type 2 diabetes have been carried out in a range of ethnic

groups (recently reviewed in Refs [53, 54]), and numerous chromosome regions

have demonstrated evidence suggestive of linkage. However, only a few regions

have reached the classical threshold for significance, and fewer still have been re-

plicated in multiple studies. Linkage studies in type 2 diabetes have been plagued

by the same problems encountered in other complex diseases, namely a lack of

replication of peaks of linkage, and difficulty in identifying the underlying genes.

This is likely to be largely due to differences in the etiology of diabetes between

sampled groups, further complicated by variations in study design and analytical

technique.

Despite these challenges, progress has been made in identifying promising re-

gions of linkage. Those that are most relevant are discussed below, and a summary

of current results is given in Table 13.2.

Chromosome 2q: calpain 10 The identification of calpain 10 as a susceptibility

gene for polygenic type 2 diabetes has been hailed as proof-of-concept for the link-

age analysis approach. The locus on chromosome 2q was mapped by a genome

scan in a Mexican-American population and labelled NIDDM1 by Hanis et al. in
1996 [55]. Four years later, Horikawa et al. identified the source of the linkage as

the gene calpain 10 (CAPN10), a ubiquitously expressed cysteine protease, and an

entirely novel candidate gene for diabetes [56]. Subsequent studies in Old Order

Amish [57], French [58], and Indo-Mauritian [59] populations have provided fur-

ther evidence of linkage at the locus. A meta-analysis supported these findings
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with an overall odds ratio of 1.2 (1.1–1.4) for the variant identified as the likely

cause of the linkage (SNP44) [60]. However, other studies in similar populations

have failed to replicate the findings [61–63], and those that have replicated the

area did so using different analytical techniques and subgroups of the population.

The inconsistent results of attempts to replicate the original findings with CAPN10
in other populations is a striking example of the daunting nature of the task of

identifying true diabetes polygenes with confidence.

Chromosome 1q21–24 Genome scans in at least seven populations including

Pima Indians [64], Chinese [65, 66], and several distinct Caucasian populations

[57, 67–69] have all identified chromosome 1q21–24 as a likely diabetogenic re-

gion. Support also comes from localization of familial combined hyperlipidemia

to the same area [70] and identification of a diabetes locus in the GK rat in an

equivalent position in the rat genome [71].

Chromosome 12q21–25 Initial evidence for linkage on chromosome 12q21–25

came from a study by Mahtani et al. [72]. Detection of suggestive linkage at the

same locus by another three groups [73–75] has maintained interest in the region,

supported by recent evidence for linkage of age-of-onset effects at the same locus

[76].

Chromosome 20q11–13 Three reports published in 1997 provided evidence for

linkage in chromosome 20q in Caucasian populations [73, 77, 78]. Stronger evi-

dence followed from studies in two more Caucasian populations [79, 80] and

Ashkenazi Jews [81], and an international collaboration carried out a combined

analysis of genotypic data from nearly 2000 families, which provided additional

support for an association. There has since been further replication from Chinese

[82] and Japanese [83] groups.

13.2.1.4 Linkage Analysis – Where Next?

Currently many collaborative groups are undertaking fine mapping and linkage

disequilibrium (LD) studies in the most promising regions identified above. These

techniques aim to narrow the linkage region to a number of genes that can feasibly

be investigated with association studies, to identify the cause of the linkage.

One additional approach for uncovering the genetic etiology of complex diseases

is to study the intermediate phenotypes that characterize the early disease pro-

cesses rather than studying the final disease endpoint itself. This approach has

led to the mapping of many additional loci for quantitative, continuous traits that

relate to type 2 diabetes in families with high levels of diabetes [93–96]. Examples

of traits investigated are fasting and post-glucose challenge insulin, glucose and

triglyceride levels. With few exceptions, these traits have not mapped to the same

locations as the putative type 2 diabetes loci. It remains to be seen whether the

genes affecting intermediate traits are genuinely different to those underlying

diabetes.

236 13 The Genetics of Type 2 Diabetes



Attempts have also been made to evaluate gene–gene interactions through link-

age results. It is known that these effects play an important role in diabetes pathol-

ogy, and several groups have attempted to analyze joint effects of loci mapping to

different chromosome intervals [75, 89, 97].

13.2.2

Association Studies

Association studies aim to determine whether a specific genetic variant is more

common in people with the disorder than in those without. Most association

studies employ the traditional case–control design in which the prevalence of the

putative disease variant among people with the disorder (cases) is compared with

that in people without the disorder (controls), although more recently developed

methods are described below. This type of study may either be population or family

based.

13.2.2.1 Population-based Studies

Population-based association studies compare unrelated cases and controls, and

although they can be quite powerful for detection of genetic effects, they can lead

to false-positive results due to population stratification which can be difficult to

detect. However, if the cases and controls are adequately matched for potential

confounders such as age, gender, ethnicity, or geographical origin, as well as other

disease-specific confounders, then it is reasonable to assume that population strat-

ification will not be sufficient to explain the observed associations [98]. In addition,

new methods that control for population stratification may be used [99, 100].

13.2.2.2 Family-based Studies

Several family-based methods have been put forward as alternative ways to control

for population stratification. Some groups have proposed that unaffected siblings

be used as controls despite the problems with variable age of onset of diabetes

discussed earlier [101–103]. Another method is to use the transmission distortion/

disequilibrium test (TDT), in which control genotypes are constructed from paren-

tal alleles that are not transmitted to affected offspring [104]. This has been further

developed into a test requiring only siblings, the ‘‘sib TDT’’, to overcome the prob-

lem that parents are frequently not available for analysis in late-onset diseases such

as type 2 diabetes [103].

These family-based analyses only produce positive results if the marker is both

linked and associated with the disease. This robustness comes at additional finan-

cial cost compared to population-based case–control studies. In order to obtain

similar power to detect an association, approximately the same number of trios as

the number of cases in a population-based case control study (assuming a 1:1

ratio of cases to controls) are required. This carries a higher expenditure given the

requirement to genotype three rather than two individuals for the same power

[105], and the increased difficulty in recruiting families for studying complex

diseases.
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13.2.2.3 Results from Association Studies

Genes are selected for association studies either through positional cloning, as dis-

cussed above, or because prior knowledge suggests that it may be a good candidate.

This can either be from an understanding of how the function of the gene may im-

pact on the molecular pathogenesis of the disease, or from the gene being impli-

cated in related disorders. In type 2 diabetes most association studies so far have

been of the candidate gene type, and given that mechanisms influencing insulin

secretion and action both predate and predict the development of type 2 diabetes,

most groups have focused on these pathways. In particular, evidence has been

found for associations with diabetes in genes that encode proteins involved in in-

sulin secretion, insulin-induced glucose uptake in muscle and fat, and insulin

regulation of gluconeogenic pathways. The genes described below are those which

currently have the most consistent evidence for association with type 2 diabetes.

KCNJ11 and ABCC8 Glucose-stimulated insulin release by pancreatic b-cells is

controlled by ATP-sensitive potassium channels. These consist of two subunits,

Kir6.2 and SUR1, encoded by genes KCNJ11 and ABCC8 respectively. Their status

as candidate genes does not only come from their central role in insulin secretion,

but is supported by the fact that the SUR1 protein is the target for the sulfonylurea

family of diabetes drugs – evidence that modifying the channel function does in-

deed impact on glycemic levels. Polymorphisms in both genes have been investi-

gated for evidence of association with diabetes. The evidence has been conflicting,

but this may have largely been due to the small sizes of the early studies. Analysis

of these two genes is complicated by the fact that they lie adjacent to one another

on chromosome 11 in a region of high linkage disequilibrium, so identifying

which variant is the cause of the association is not easy [106].

Recent large studies have highlighted the E23K polymorphism in Kir6.2 as the

most likely functional variant [107–110], and a recent meta-analysis calculated an

odds ratio for a recessive effect of 1.5 (95% confidence interval (CI) 1.2–1.8) [110].

As 10–20% of people in Caucasian populations have the risk-carrying KK genotype

[111], this translates into a significant contribution to population risk. The E23K K

allele has also been linked to the diabetes-related traits of obesity [110] and reduced

insulin secretion [112], although both these observations have been contradicted

[113].

Peroxisome proliferator-activated receptor gamma Peroxisome proliferator-activated

receptor gamma (PPARg) is one of the PPAR family of hormone nuclear receptors

that is important in adipose tissue development and function, and is the receptor

for the thiazolidinedione group of antidiabetes drugs. Several variants within

the gene have been investigated for association with diabetes, although only the

Pro12Ala variant has been replicated in a number of studies (see also chapter 11).

There is now strong evidence that the common Pro12 allele is associated with an

increased risk of type 2 diabetes [114–116]. A meta-analysis of over 3000 individuals

suggested that many of the conflicting negative results may have been due to

underpowered studies, and estimated that the rare Ala12 allele provides a protec-
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tive effect with an odds ratio for developing diabetes of 0.8 (95% CI 0.7–0.9) [114].

As the Pro allele is very common (83–87% in Caucasian populations) this small

effect at the individual level will have a significant impact on population risk

[114]. The Ala12 allele has been linked to beneficial intermediate metabolic traits

such as higher high-density lipoprotein (HDL)-cholesterol [117, 118] and lower tri-

glycerides [118, 119], although also, surprisingly, obesity [120, 121]. However, the

evidence for these associations is conflicting [114, 115].

Insulin receptor substrate 1 Insulin receptor substrate 1 (IRS1) mediates down-

stream signalling from the insulin receptor. As such, it is a highly plausible candi-

date gene, and several studies have found associations with the Gly972Arg poly-

morphism (Table 13.3). Evaluation of the combined data through meta-analysis

supported the link, with a summary odds ratio of 1.3 (95% CI 1.1–1.5) [122], al-

though this has subsequently been contradicted by a large follow-up study in 9000

people which failed to find any association [123]. This polymorphism has been im-

plicated in the development of insulin resistance in obesity [124, 125], and in vitro
work indicates that the mutation interferes with insulin-stimulated signalling

[126]. The rare allele frequency is 8–11%, but due to the recessive nature of this

variant the contribution to population risk is quite small (2%) [122].

13.2.2.4 Association Studies – Where Next?

Many of the early studies were fraught with problems related to suboptimal study

designs, and this continues to be an important issue. Common problems include

poor matching of cases and controls and a wide usage of convenience samples, the

testing of a very limited number of markers per gene, and small sizes of studies

with consequently little power to detect genuine effects. As a result, few associa-

tions have been replicated in additional populations. Currently the focus is on

better and larger study designs with well-defined and matched samples, and it is

hoped that this will lead to greater consistency in results [188, 294]. In addition,

the use of meta-analysis to accurately combine results from diverse studies has be-

come more prominent and has successfully identified diabetes risk alleles [60, 107,

109, 110, 114].

It is clear that the size of gene effects for complex diseases will be small, and

much larger and better-characterized populations will be required to detect the as-

sociations [188, 295]. Many population samples with several thousands of partici-

pants are currently being collected for this purpose. It is expected that these, in

conjunction with a reduction in the price of genotyping, will lead to whole-genome

association studies becoming a reality [296]. It is hoped that this new generation of

studies will identify associations with higher confidence and will additionally be

able to conclusively rule out irrelevant genes. This shift in focus will bring new

challenges, not least in the arena of data analysis. Better statistical methods will

be required to appropriately correct for the multiple non-independent tests that

will be done.

The feasibility of whole-genome association studies has generated much contro-

versy in the past [297–301]. However, the number of single-nucleotide polymor-
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phisms (SNPs) required to perform such studies has been drastically reduced by

the HapMap project (www.hapmap.org), which is working to identify the most

common haplotypes (clusters of alleles inherited together) in four distinct popula-

tions. At the time of writing, the first genome-wide haplotype map has just been

completed, and work has begun on a more detailed second phase. The first

whole-genome association studies have been published, and a number of compa-

nies now have access to their own haplotype tagging SNPs [302]. Early results are

showing promise in the identification of novel genes involved in complex disease

predisposition [303–305].

13.3

The Success Story of Maturity-onset Diabetes of the Young

Despite the almost overwhelming problems discussed above stemming from in-

consistent results and lack of replication, the world of diabetes genetics has had

some notable successes. In the 1960s an unusual familial form of type 2 diabetes

was recognized, with onset usually occurring before the age of 25 [312]. In the

1970s it was documented that familial transmission of the disease followed au-

tosomal dominant inheritance [313, 314]. This clinical group of heterogeneous

disorders was called maturity-onset diabetes of the young (MODY) and was charac-

terized by early age of onset, autosomal dominant inheritance and non-ketotic dia-

betes with a primary defect in the b-cells of the pancreas. Genetic linkage studies

successfully identified loci on chromosome 20q (MODY1) in a portion of a single

large American pedigree [315], on chromosome 7p (MODY2) near the glucokinase

gene (GCK) [316] in French families and on chromosome 12q (MODY3) [317].

Glucokinase functions as the glucose sensor in the pancreatic b-cell, controlling

the rate of entry of glucose into the glycolytic pathway. In the liver, it plays a role

in the storage of glucose as glycogen. It was an obvious candidate gene to study,

and mutations in this gene were shown to be responsible for the linkage on chro-

mosome 7. Further work on chromosome 12 led to the identification of missense

and nonsense mutations in hepatocyte nuclear factor 1 alpha (HNF1A), a tran-

scription factor that regulates many liver-specific genes but which had not previ-

ously been considered a candidate gene for diabetes. This led to a very similar

gene, HNF4A, to be considered a candidate gene for MODY1. Mutations in

HNF4A were subsequently shown to cause MODY1. To date, six genes responsible

for MODY have been described (Table 13.4).

All of these genes are expressed in the pancreatic b-cells, and mutation in any of

them leads to b-cell dysfunction and diabetes mellitus.

The identification of the MODY genes rapidly stimulated research into links

between them and late-onset type 2 diabetes, but the early results suggested that

there was no connection [199, 205, 318–320]. Later studies, however, have demon-

strated significant associations (Table 13.3). Although the precise role of these
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genes in forms of diabetes other than MODY is still open to debate, work on

MODY has already improved our understanding of the genetic causes of b-cell

dysfunction and genetic pathways in glucose homeostasis.

13.4

The Impact of Identifying Diabetes Polygenes

It is not possible to predict fully how clinical practice will be affected by the under-

standing of how genes control type 2 diabetes, as it will depend on the structural

protein class encoded by each gene and the impact of each on disease risk. The

finding of a diabetes gene with a ‘‘major’’ effect would be tremendously valuable,

but is, perhaps, unlikely. If such a gene existed it would probably already be

known. Nevertheless, even if each of the genes identified imparts only a small

increase in risk, the information could be used to improve disease prognosis and

treatment, and prevention of the serious consequences of diabetes.

The identification of new targets for drugs is a high priority, and there is the po-

tential that a number of novel type 2 diabetes genes will code for proteins suitable

for drug development. It is also possible that even if new genes are not tractable

targets in themselves, they will identify new potential pathways for therapeutic in-

tervention. Even if only a subset of the patients carry the predisposing genotype or

if the risk imparted by that genotype is low, pharmacological intervention in the

function of that gene may be beneficial for most patients, including those that do

not carry the risk variant.

One of the most promising areas of progress is in understanding the variation

in responses to drug therapies. There are currently several diabetes drugs on the

market, but few methods for predicting which will be the most successful for a

specific individual. An understanding of the genetic causes of the disease and of

the variation in response to treatment may allow clinicians to identify the optimal

treatment for each patient from the outset. There are already clear examples of this

in sulfonylurea treatment of diabetes: people with MODY caused by mutations in

Table 13.4. Summary of mature-onset diabetes of the young (MODY) genes

MODY Location Gene Reference

MODY1 20q HNF4A 306

MODY2 7p GCK 307

MODY3 12q HNF1A 308

MODY4 13q IPF1 309

MODY5 17q HNF1B 310

MODY6 2q NEUROD1 311
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HNF1a respond better to sulfonylureas than other treatments [321], while those

carrying the IRS1 variant Arg972 have twice the normal risk of failing to respond

to sulfonylurea treatment [322].

It may be that diabetes from certain genetic causes has a different prognosis. A

greater understanding of this would allow health care to be focused on those with

the greatest treatment requirement and response, and the identification of those

most at risk from specific environmental risk factors. A good example of this is

women who develop diabetes during pregnancy; diabetes in pregnancy due to

GCK mutations is stable and does not require further treatment after delivery,

while non-GCK gestational diabetes commonly progresses to full-blown type 2 dia-

betes over the following 10–20 years [323].

Regardless of the ultimate characteristics of the collective set of diabetes genes,

their identification will play an important role in the development of new therapies

and treatment regimes to reduce the impact of this serious disease.

13.5

Gene–Environment Interactions

When analyzing the genetics of a disease, gene–environment interactions are usu-

ally left unstudied until the disease-causing/predisposing loci have been identified.

However, when working with a disorder such as diabetes, the effect of some impor-

tant genetic variants may only be observed under specific environmental expo-

sures. Ignoring the effects of environment can result in failure to identify impor-

tant genetic contributions [324]. Precise measurement of exposure to lifestyle

factors such as diet and exercise is challenging, but precision is crucial to allow

the detection of the small effects involved.

Unsurprisingly, progress in unravelling this problem has been slow, but evi-

dence is beginning to accumulate. Work in this field has focused on interactions

between specific genes and environmental exposures and their effects on interme-

diate traits, rather than tackling head-on the enormous and complex problem of

the contribution of gene–environment interactions to diabetes. Diet and genes

have been shown to measurably affect each other: changes in diet have been shown

to modify gene expression [325], and gene variants have been linked to differences

in response to diet. For example, plasma low-density lipoprotein (LDL)-cholesterol

concentration responds to changes in dietary fat, and this change in concentration

is modified by polymorphisms in the genes coding for apolipoproteins (a family of

proteins important in fat absorption) [326–328]. Interactions between exercise and

genetic factors have also been identified; physical activity modifies the effect of

polymorphisms in the b-adrenergic receptor on the concentration of non-esterified

fatty acids in the blood [329]. The effects of diet and exercise are additive, as shown

by Franks et al. [330] in a study that demonstrated interactions between the ratio of

polyunsaturated:saturated fats in the diet, physical activity, and PPARg Pro12Ala

genotype on fasting insulin levels [330].

Although work on gene–environment interactions suffers from the same prob-
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lems seen in association studies, such as lack of replication, it is promising that

techniques are being developed which are capable of measuring these elusive

effects.

13.6

Conclusion

Type 2 diabetes is a serious illness, both for the individual and the population. A

better understanding of the mechanisms of the disease will be required to produce

novel preventions and cures, and due to the complex nature of the disorder this

will be a challenging task. This will require the cooperation of researchers from

many different fields, and it is only with the combined evidence from many differ-

ent study designs that progress will be made.
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14

Gene Variants and Obesity

Günter Brönner, A. Hinney, K. Reichwald, A.-K. Wermter,

A. Scherag, S. Friedel, and Johannes Hebebrand

The molecular genetic basis of body weight regulation has been thoroughly ana-

lyzed in the past decade. Genetic studies were mainly triggered by the identifica-

tion of the leptin gene in 1994. Candidate genes for obesity can be derived from

different sources: (a) molecular genetic studies in humans, including syndromal

forms of obesity; (b) animal models; (c) physiological considerations; and (d)

genome-wide scans.

Single (extremely) rare monogenic forms of obesity have been elucidated; these

forms are additionally associated with distinct endocrinological abnormalities. Obe-

sity due to a mutation in the melanocortin-4 receptor gene (MC4R) represents an

exception; functionally relevant mutations in MC4R occur in approximately 2–4%

of extremely obese individuals who do not show additional phenotypic alterations

(‘‘common’’ obesity). This gene is currently regarded as the most relevant ‘‘obesity

gene.’’ The number of positive association studies pertaining to obesity has in-

creased steadily; unfortunately only a few of these results have been confirmed in

independent studies or remained positive in meta-analyses. Hence, it remains

largely unclear which of the studies represent true positive findings. More than 30

genome-wide scans pertaining to obesity and associated phenotypes have been per-

formed; few linkage peaks at specific chromosomal regions have repeatedly been

observed. Recently, two underlying candidate genes had been described. Whereas

independent confirmation was shown for one of these genes non-confirmation

was recently described for the other gene. Hopefully, the recent completion of the

Human Genome Project and the ever improving large-scale chip technology will

accelerate the search for obesity genes.

14.1

Introduction

Despite intensive efforts biomedical research has not been able to exactly pinpoint

the reasons underlying the obesity epidemic. An altered environment is commonly
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assumed to underlie the secular trend; both an increased energy intake and a re-

duced energy expenditure figure as the two prominent factors in this discussion

[1]. The reasons inherent to the difficulties in pinpointing the exact factors are pre-

sumably of physiological nature. Thus, energy intake needs to only minimally ex-

ceed energy expenditure on a daily basis; such a slight degree of overeating cannot

be detected using available technology. In addition, several factors work in concert,

each factor in itself making only a minute contribution. Palatability, availability,

and low price of food, portion size, TV and media consumption, and decreased

levels of manual work and physical activity are relevant in this context.

An attempt to explain a genetic predisposition for obesity was made in the

‘‘thrifty genotype hypothesis’’ originally postulated by Neel in 1962 for diabetes

mellitus (see Ref. [2]). According to this hypothesis genetic variations favoring en-

ergy storage have been fixed during evolution, thus increasing the probability of

survival during periods of famine. Accordingly, both in humans and animals al-

leles predisposing to an elevated body weight and thus obesity should be more

common than alleles that do not favor energy storage. Whereas this hypothesis

intuitively makes sense, it has not been convincingly demonstrated to apply to

obesity.

14.1.1

Heritability Estimates

Twin studies have produced the most consistent and highest heritability estimates

with values in the range of 0.6–0.9 for body mass index (BMI; kg/m2). Heritability

estimates of this magnitude indicate that the genetic component for body weight is

almost as high as that for height (0.8). These high estimates apply to twins reared

both together and apart. Except for the newborn period, age does not affect herit-

ability estimates to a substantial degree. Heritability of BMI is maximal (up to 0.9)

during late childhood and adolescence. In comparison to twin studies adoption

and family studies have mostly resulted in lower heritability estimates. However,

large and more recent family studies have also come up with heritability estimates

of approx. 0.7. The genes relevant for weight regulation in childhood presumably

only partially overlap with those operative in adulthood [3].

14.1.2

Syndromal Obesity

Obesity is a frequent feature in many syndromes. Pre-eminent among these is the

Prader–Labhardt–Willi syndrome (PWS) characterized by neonatal hypotonia and

feeding problems in infancy, short stature, a reduced intelligence quotient, behav-

ior problems, and hyperphagia leading to severe obesity (incidence: 1/10 000). PWS

is a complex genetic disorder caused by the loss of function of imprinted genes on

chromosome 15q11–q13 [4] as the result of one of three genetic lesions: paternal

deletion, maternal uniparental disomy, and imprinting defect. Although all the

genes within the critical region are known, it is unclear which of them are causally
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involved in hyperphagia. A number of patients with features partly mimicking

PWS have chromosomal aberrations that do not involve the critical PWS region

(for example, del (6)(q22.2–q23.1, dup (6)(q24–q27), del 10 (q26.3), del X (pter–

q26.1), dup X (q23–q25)). Other syndromes associated with obesity include Cohen

syndrome, Bardet–Biedl syndrome, Ohdo-like blepharophimosis, and Albright

syndrome. Among these the Bardet–Biedl syndrome has been studied intensively;

triallelic inheritance has been reported in some cases [5, 6].

14.1.3

Association Studies

A widely used approach to find genes involved in ‘‘common’’ obesity are associa-

tion studies. A vast number of such studies have been performed for obesity-

related traits (Human Obesity Gene Map; http://www.obesity.chair.ulaval.ca/genes.

html). Whereas many associations have been reported, it is largely unclear which

of these represent true positive findings. False-positive findings often result from

not correcting for multiple testing, particularly if multiple (endo)phenotypes are

analyzed [3]. On the other hand, many of these studies are underpowered for the

detection of minor gene effects. Based on large-scale studies incorporated into a

meta-analysis encompassing more than 7000 individuals, Geller et al. identified
for the first time a polygenic influence in body weight regulation. Thus, the V103I

polymorphism in MC4R is negatively associated with obesity (odds ratio 0.69); a

finding that has recently been confirmed in approximately 8000 individuals from

an epidemiologic study group [7].

In this chapter we present an overview describing different modules accounting

for the current research in the genetics of obesity. Completion of the genome se-

quences of human and many animal species was a prerequisite for many novel

technological advances accelerating and transforming genetic research. Genetic

and physiological studies in animal models form the basis for many discoveries

that are later applied to the human situation. We describe some of the known

human obesity genes and recent discoveries on gene variants that influence body

weight in the common population. Finally, we focus on approaches used to map

complex traits and give an outlook on emerging novel strategies.

14.2

The Human Genome Project

As outlined above, elucidation of genetic components that underly complex pheno-

types such as obesity is one of the greatest challenges in current biomedical re-

search. The recently completed sequence of the human genome [8] and large ef-

forts to identify the full set of human genes will provide one means to tackle the

task. This data, complemented with information about genetic variation, regulatory

segments, epigenetic modifications, protein–protein interactions, etc., will contin-

ually improve our understanding of how genes and environment interact and cu-
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mulate in a phenotype. Eventually, this knowledge will lead to the identification of

the large number of genetic loci likely to be involved in common obesity. In this

respect, we will briefly outline the history, outcome, and benefits of the Human

Genome Project (HGP).

The project was launched in the late 1980s in the United States [9] and in 1990

became an international initiative with the joining in of the UK, France, and Japan;

in 1995 Germany and in 1998 China followed. The coordinating scientific body of

the HGP was provided by the Human Genome Organization (HUGO, www.hugo-

international.org). The project was run in three stages: a pilot (1996–1999), data

production (1999–2000), and finishing phase (2001–2004). Preceding work focused

on establishing genetic and physical maps of both the human and mouse ge-

nomes. Large-insert clones formed the basis of these maps and, once ordered

along chromosomes, also defined the basis of the hierarchical shotgun sequencing

strategy [10] adopted by the HGP. These clone maps were also essential for posi-

tional gene cloning and the study of inherited disease. For example, both the

human and murine leptin genes were identified by a positional cloning approach

[11] and subsequently rare genetic variations causing extreme obesity in humans

were detected [12, 13].

In the pilot phase, HGP researchers committed themselves to making sequence

data immediately and freely available to the public [14, 15] and the International

Human Genome Sequencing Consortium (IHGSC) was formed by researchers of

20 groups in six countries (USA, UK, Japan, France, Germany, and China). Pilot

sequencing was completed in 1999 with 15% of the human genome provided as

finished sequence of highest quality (99.99% accuracy, gap-free). Fueled by compe-

tition from the private sector, the idea in the following production phase was to

generate a draft sequence covering about 90% of the genome with less accuracy

(99.9%). This way a genome sequence could be generated more rapidly and would,

although not complete, allow researchers to extract main information as well as

gain insights on global genome features. Quality and genome coverage of the draft

sequences published in 2001 by the IHGSC [10] and the private company Celera

Genomics [16] granted identification of genes, regulatory regions, repetitive ele-

ments, and other genomic features on a global scale. Most striking was the small

number of genes identified in the draft sequence: 30 000–40 000 [10]. Also, it be-

came apparent that no more than @1.5% of the human genome contains coding

information. About@50% is composed of repetitive elements. Conceivably, human

complexity, in addition to culturally derived influences, is built on diversity and

finely tuned interaction of gene products such as RNA and proteins rather than

gene numbers. Consistent with this,@50% of human protein coding genes exhibit

alternative splicing [17–19] creating a proteome of more than 90 000 proteins [20],

and gene expression is regulated by the complex interaction of a wide variety of

transcription factors [21, 22].

With respect to identifying disease genes, a most important achievement poten-

tiated by the HGP was the construction of a (first) map of naturally occurring poly-

morphisms in which@2–4 unique single-nucleotide polymorphisms (SNPs) were

placed per human gene [23]. The data set allowed linkage disequilibrium mapping
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(LD: the co-occurrence of a specific DNA marker and a second marker relevant for

disease at a higher frequency than would be predicted by random chance). LD ex-

tends on average 60 kb from common alleles, and although this figure varies con-

siderably between loci and human populations, the number of genotyped markers

needed to map a disease gene allele might potentially be drastically reduced [24].

Furthermore, identification of haplotype blocks (sizeable regions over which there

is little evidence for historical recombination and within which only a few common

haplotypes are observed) became feasible [25, 26]. Both availability of SNPs and

information on haplotype structures facilitates comprehensive genetic studies of

human disease [27]. Presently, oligonucleotide microarrays containing @10 000

SNPs evenly spaced across the genome are widely used for SNP-based linkage

analysis to identify disease gene loci [28, 29]. To perform genome-wide association

studies, an even higher SNP coverage (100 000–500 000 SNPs) is essential.

In the last phase of the HGP, IHGSC worked on converting the draft into a

highly accurate and complete human genome sequence. In April 2003, in the

50th anniversary year of the discovery of the double-helical structure of DNA, the

work was completed. The finished sequence represents@99% of the euchromatic

portion of the human genome (2.85 Gb) with 99,999% accuracy, that is one error

per 100 000 nucleotides [8]. While there were@150 000 gaps in the draft version,

only 341 gaps are left in the finished sequence, of which 308 (euchromatic gaps)

are associated with segmental duplications which cannot be resolved with current

technology.

Detailed analyses requiring highest sequence accuracy and completion are now

possible. Of major interest is the identification of all genes and a comprehensive

genome annotation. Currently, 24 194 genes (including 1978 pseudogenes) are

listed in the human gene catalogue (Ensemble Release 29.35b). The total number

of protein coding genes is now estimated at 20 000–25 000 which is consistent with

data from cross-species comparison [30, 31]. Interspecies comparison will also be

essential to identify regulatory regions and functional motifs, and so sequencing of

many prokaryotic as well as eukaryotic organisms including mammals (mouse, rat,

cat, chimpanzee, cow, dog) is completed or well under way.

Coordinated efforts are neccessary and already put into effect to meet the chal-

lenge ‘‘to translate genomic information into health benefits’’ [32]. For example,

to systematically identify all genetic variations in the human population, the Inter-

national HapMap Project was initiated in 2002 (www.hapmap.org/index.html.en).

Populations with African, Asian, and European ancestry are studied to identify and

catalogue genetic similarities and differences in humans. Currently, there are @8

million SNPs known, placing on average one SNP per 0.5 kb. Genotyping a SNP

subset in the four populations will provide an invaluable resource for discovering

genes related to complex disease. Another international project aimed at better un-

derstanding disease state is the Human Epigenome Project (www.epigenome.org)

in which genome-wide DNA methylation patterns are studied. DNA methylation is

a natural modification of the nucleotide cytosine by which gene expression is con-

trolled. It is tissue specific, changes over time, and in response to environmental

factors. In this respect, DNA methylation represents a direct link between environ-
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ment and an individual’s state of health. There are many more projects, such as the

international Human Brain Proteome Project which is concerned with the brain

proteome in health, aging, and neurodiseases (www.hbpp.org/5602.html) and the

ENCODE project aimed at identifying all functional elements in the human ge-

nome (www.genome.gov/1), both launched in 2003. Together with the initiatives

emerged and more to foresee, the HGP demonstrates the immense power lying

in coordinated efforts to provide a foundation of biological and biomedical research

at a new level. For identifying and mapping of candidate genes for complex dis-

orders, which in the case of obesity likely exert a truly small effect, this way of

combining resources and data (as has recently been done through meta-analysis,

e.g. Ref. [33]) across laboratories will be crucial.

14.3

Genetic Studies in Different Animal Species

Before the Human Genome Project was completed, the full sequences of some

animal genomes had became available. This increased the attractiveness of the

respective animal models considerably. Animals offer unique research possibilities

either by their technical or procedural amenability or by economy of time and cost.

Furthermore, animals can be reared under constant environmental conditions

from birth on. This is important since human obesity is a complex multifactorial

condition. Many interacting factors such as ethnicity, food intake, food preference,

energy expenditure, age, gender, educational level, smoking status, etc. likely con-

tribute to obesity and may make the identification of the impact of a single gene

variation very difficult. The possibility of limiting confounding environmental

parameters in laboratory animals will in many cases increase the likelihood of de-

tecting weak genetic inputs but may also lead to an overestimation of the impor-

tance of a genetic contribution. Another caveat upon the use of animal models is

the risk that evolutionary differences between species narrow the transferability of

findings to the human situation. Therefore, it is important to carefully select the

animal model considering both its strengths and weaknesses.

Here we present some examples of animal models that are used for metabolic

research. We give a short summary of their respective characteristics that we

deem important.

14.3.1

Caenorhabditis elegans

Caenorhabditis elegans is a small (about 1 mm long) soil nematode. In the 1960s

Sydney Brenner began using it to study the genetics of development and neurobiol-

ogy. Adult C. elegans are usually self-fertilizing hermaphrodites, thus it is easy to

generate homozygous mutant stocks. C. elegans is diploid and has five pairs of auto-

somal chromosomes (named I, II, III, IV, and V) and a pair of sex chromosomes (X).

It was the first animal with a completely sequenced genome [34]. The genome com-
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prises approximately 100 megabases (Mb), containing 18 000–20 000 protein-coding

genes; in comparison, the human genome comprises approximately 3300 Mb, and

the gene count is currently 20 000–25 000 genes. The C. elegans genome data

are collated into the databases ACeDB (http://nema.cap.ed.ac.uk/Caenorhabditis/

C_elegans_genome/acedb.html) and Wormbase (www.wormbase.org).

An advantage of C. elegans is that it is possible to freeze worms and recover living

animals years and even decades later. This facilitates the systematic generation of

knockout lines (e.g. in the C. elegans Gene Knockout Consortium), which can be

stored frozen and distributed to interested scientists. Another feature of worms is

the very good response to gene silencing by RNA interference [35]. The small size

of the worms and availability of RNAi libraries representing most of the worm

genes, allows for high-throughput silencing experiments (e.g. in microtiter plates)

and the study of the phenotypic consequences.

This approach has been used to identify genes that affect fat storage in worms

[36]. Lipid droplets accumulate in intestinal cells, the principal site of fat storage

in C. elegans. Feeding worms with the lipophilic dye Nile Red stains the lipid drop-

lets that can be observed in the transparent animals. After silencing of genes by

RNAi treatment (by feeding RNAi-expressing bacteria), the size and distribution

of stained droplets can be estimated to judge a gene’s effect on fat storage. Of

16 757 tested genes, 0.7% (112 genes) resulted in increased fat storage or droplet

size, and 1.8% (305 genes) caused reduced fat or distorted droplet deposition pat-

tern. Despite some concerns about technical aspects (e.g. effectiveness of RNAi si-

lencing, stability of Nile Red staining, and indirect effects on fat storage by a poten-

tial dysfunction of intestinal cells, which are the prime target tissue of RNAi

application), the work shows that a relatively high number of genes may have an

impact on fat storage. Even if these experiments cannot answer the question of

how ‘‘polygenic’’ human obesity really is, these results should be kept in mind.

14.3.2

Drosophila melanogaster

The fruitfly Drosophila melanogaster is a small insect (about 3 mm long) and be-

longs to the family of flies that like to accumulate around rotting fruit. D. mela-
nogaster is the classical geneticist’s pet. A hundred years of research has accumu-

lated extensive knowledge about its biology and numerous genetic research tools.

Mutant lines with defects in thousands of genes are available from the stock cen-

ters. D. melanogaster has four pairs of chromosomes: the X/Y sex chromosomes

and the autosomes 2, 3, and 4. The size of the genome is about 160 Mb and con-

tains an estimated 14 000 protein-coding genes. The genome was (almost) com-

pletely sequenced in 2000. Genome data are collected in the databases BDGP

(www.fruitfly.org) and Flybase (www.flybase.org).

The prime site of fat storage in Drosophila is called the fatbody. Probably the first

mutation describing an obesity-like phenotype with increased lipid storage in the

fatbody was adipose (adp), derived from a natural population in Nigeria [37]. Well-

fed adp mutant flies can store more than twice as much triglycerides as wild-type
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flies and outlive the leaner flies under starvation conditions. The occurrence of the

mutation in a natural population suggests that mutant animals may have a survival

advantage under certain environmental conditions, outbalancing disadvantages of

the mutation like reduced physical fitness and reduced fecundity [38]. Encouraged

by the interesting phenotype of the adp mutation and the high degree of homology

between the Drosophila and human adp homologs, scientists at the biotech com-

pany DeveloGen (www.develogen.com) started a systematic mutation screen for

metabolic phenotypes including obesity. A transposon was used as mutagenic

agent, which allows for fast identification of the mutated gene by inverse polymer-

ase chain reaction (PCR). In addition, the transposon was engineered to facilitate

overexpression of neighboring genes in a tissue of choice (e.g. fatbody or nervous

system) [39]. That way loss-of-function mutations (by integration of the transposon

into essential regions of a gene) or gain-of-function mutations (by activation of the

overexpression system) were induced and the resulting phenotype (e.g. triglyceride

storage) recorded. No detailed list of the identified genes is currently publicly avail-

able. However, again a relatively high percentage of the mutated genes produced

a fat storage phenotype, comparable to the percentage obtained in the C. elegans
screen [40]. The considerable degree of homology of metabolic pathways in Droso-
phila and humans (www.genome.jp/kegg/pathway) and the existence of many

‘‘proof of concept’’ genes with similar metabolic functions in both species [41] sug-

gest that many of the genes identified in the mutation screen will have a relevant

function in the control of fat storage in humans as well.

14.3.3

Rodents

Several rodent species, such as mouse, rat, Siberian hamster, and Israeli sand rat

(Psammomys obesus), have been used for obesity research. In the eyes of the geneti-

cist, Mus musculus is certainly the most interesting rodent model system. The

mouse genome is approximately 3000 Mb in size, consisting of 20 pairs of auto-

somes and the X/Y sex chromosomes. The gene number is quite similar to the

human gene number. Mice reach sexual maturity only four weeks after birth, mak-

ing genetic experiments spanning several generations feasible in this mammal. An

important advantage of mouse genetics is the availability of a vast array of tech-

niques. For example, generation of transgenic animals, knockout animals, or con-

ditional knockouts is possible.

Historically, the domain of mice in obesity research has been the field of mono-

genic obesity models. Several single-gene mutations were discovered, leading to se-

vere obesity in certain mouse strains. While monogenic causes of obesity are rare

both in mice and in the human population, these animals are nevertheless of out-

standing value for unravelling genetic pathways and physiologic mechanisms con-

trolling energy homeostasis. The most noted mutant is the obese (ob) mouse lack-

ing the product of the hormone/cytokine-encoding gene leptin (Lepob). This mutant

was discovered at the Jackson Laboratories in 1949 [42]. Another spontaneous mu-

tation discovered at Jackson Labs is the diabetes mutation (db) lacking the long
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form of the leptin receptor (Lepr db) [43]. Parabiosis experiments with joined circu-

latory systems of Lepob and Lepr db mice suggested that ob mice lack a secreted fac-

tor, while in db mice the receptor is missing [44]. In 1994 and 1995 the correspond-

ing genes were cloned, confirming this assumption [11, 45, 46]. Complete failure

of leptin signaling results in severe obesity. In humans, rare recessive mutations in

the LEP gene have been discovered, resulting in extreme early-onset obesity [12,

47] that can be cured by leptin treatment [13, 48, 49]. This approach marks the first

pharmacological treatment of a monogenic form of obesity in humans based on

knowledge of the underlying biological mechanism.

Another obese mouse model is the agouti Yellow (Ay) mouse [50]. Yellow mice

have been known for 200 years; they show a yellow coat color and obesity. Over-

expression of the agouti peptide in the skin blocks a-melanocyte-stimulating hor-

mone (a-MSH) signaling at melanocortin-1 receptors in the hair follicle, resulting

in the production of yellow pigments (pheomelanin). In the Ay mouse agouti pro-

tein is ectopically expressed in all somatic cells [51]. Therefore, overexpression of

agouti in the brain also antagonizes the anorectic action of a-MSH signaling at

the melanocortin-4 receptor (MC4R), causing hyperphagia and subsequently obe-

sity. a-MSH is produced by proteolytic cleavage of a prohormone by carboxypepti-

dase E (CPE) [52]. Mutated CPE leads to the fat mouse, another obese mouse

model discovered at Jackson Labs [53].

In addition to the aforementioned spontaneous mutations, knockout and trans-

genic rodent models have proved successful in revealing and resolving gene func-

tion. They are the most straightforward way of doing reverse genetics (i.e. going

from gene to phenotype). Several thousand knockout and transgenic models have

been generated and many of them show evidence that the targeted gene is involved

in processes of body weight regulation. Currently (version 11), the Obesity Gene

Map Database (www.obesity.chair.ulaval.ca/genes.html) lists a selection of 164

knockouts and transgenics with obesity related phenotypes. An example that will

be discussed later in this chapter is the MC4R-knockout mouse [54] (see also

Fig. 14.1). Inactivation of this receptor results in mice that develop maturity-onset

obesity. Heterozygous mice show an intermediate phenotype, suggesting that

MC4R gene dosage is important. Not surprisingly pro-opiomelanocortin (POMC)-

knockout mice that lack the MC4R agonist a-MSH are obese as well [55]. Accord-

ingly, transgenic overexpression of the MC4R antagonist agouti-related protein

(AGRP) causes obesity in mice [56]. Analyses of such mouse models generated not

only a better understanding of the function of the leptinergic–melanocortinergic

system in energy homeostasis, but also ignited progress in analyses of genetic

mechanisms in human obesity. For example, studies of the human MC4R gene re-

vealed that functionally relevant mutations are currently the most prevalent cause

for monogenic human obesity [57].

14.3.3.1 Rodent Models of Polygenic Obesity

Mice (and other animal models) can also be used to investigate polygenic control of

energy homeostasis directly. Strain-related differences in fat mass, diet-induced

obesity, or other obesity-related phenotypes can be mapped by phenotyping the F2
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offspring of interstrain crosses. An example is a back-cross model of New Zealand

obese (NZO) mouse with the lean Swiss Jackson Laboratory (SJL) strain [58, 59]. In

such quantitative trait loci (QTL) mapping experiments, two parental lines differ-

ing for the obese phenotype are crossed, and the F1 generation is intercrossed or

backcrossed to produce an F2 or a backcross generation. These offspring popula-

tions are analyzed using molecular markers across the genome to search for obe-

sity QTL. For example, more than 100 obesity-related QTL have been mapped in

mice [60, 61]. Usually, the loci identified in different strain pairs show little over-

lap. This indicates that mapping experiments for obesity QTL are far from satura-

tion and, presumably, a great many genes can account for differences in body

weight between strains. Many of the identified loci correspond to syntenic human

chromosomal regions, which have also been identified in obesity-related linkage

studies. Such QTL indicate regions which appear most interesting in terms of the

search for candidate genes.

14.3.4

Livestock: Pig as a Valuable Animal Model

The pig (Sus scrofa) is one of the most important livestock worldwide. Therefore,

there is a great interest in elucidating the genetic basis of economically important

performance traits such as backfat thickness, fat content of the muscle, growth

rate, and food intake and utilization. In addition, the pig is an important model or-

ganism for health issues such as obesity, cardiovascular disease, and organ trans-

plantation [62]. The anatomical, physiological, and genetic similarities between hu-

mans and pigs are especially pronounced and exceed those of the species discussed

above. Comparative genetic studies have found that there is more similarity be-

tween the organization of the genomes of humans and pigs than there is be-

tween either humans and mice or pigs and mice (comparative map: www.toulouse.

inra.fr/lgc/pig/compare/compare.html) [63]. The medium length of conserved

syntenic regions between humans and pigs is approximately twice as long as the

corresponding regions between mice and humans [64, 65]. The pig genome com-

prises 18 autosomes, with X and Y sex chromosomes. The genome size is similar

to that of humans and is estimated at 2700 Mb.

In the last decade efforts to unravel the pig genome have progressed quickly

(currently there are about 1600 genes and about 2500 markers in the public data-

base (www.thearkdb.org/browser?species=pig) of the Roslin Institute, Scotland)

[66, 62]. A large number of genome-wide QTL scans for traits of economic interest

have been published [60]. The pig QTL database (pig quantitative trait loci (QTL)

database; PigQTLdb; http://www.animalgenome.org/QTLdb/) comprises all pig

QTL data published during the last 10 years or so. To date, 990 QTL affecting 233

different traits were fed into the database. Most QTL (n ¼ 219) were identified for

the trait type ‘‘fatness.’’ For the trait ‘‘average backfat thickness’’ 48 QTL were

found, and those explaining most of the phenotypic variance were located on the

porcine chromosomes 1, 2, 4, 7, and X [67]. Obesity-relevant QTL were identified

mainly on the porcine chromosomes 1, 2, 4–7, 13, 14, and X [68–93].
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Several positional candidate genes have been examined [66, 94, 95]. As QTL ex-

periments are expanded and the comparative map improves, it is likely that addi-

tional positional candidates will be identified and the causative quantitative trait

nucleotide (QTN) discovered [66]. However, there are several difficulties. Only a

few significant associations for positional candidate genes have been published

[67]. The still incomplete sequence of the pig genome complicates the search for

candidate genes in QTL areas. Additionally, unravelling the genes that underlie de-

tected QTLs for multifactorial traits appears to be a great challenge [96]. One of the

complicating factors, reviewed by Andersson and Georges [96] is that individual

QTL only account for part of the phenotypic variance, whereas the rest is due to

environmental factors as well as other QTL. The authors note further complicating

factors such as mild phenotypic effects and the possibility of underlying regulatory

mutations that are poorly detectable at present. Nonetheless, there are a few exam-

ples for which mutations that underlie mapped QTL have been identified in do-

mestic animals, such as for RYRI (ryanodine receptor 1; SSC6; HSA19q13) [97],

PRKAG3 (protein kinase, AMP-activated, gamma 3 non-catalytic subunit) [83],

and IGF2 (insulin-like growth factor 2; SSC2; HSA11p15.5) [98]. In the future,

additional methods like high-resolution identical by descent (IBD) mapping and

functional genomic analyses will accelerate the (more accurate) detection of further

positional and physiological candidate genes [96, 62].

14.3.5

Concluding Remarks on Animal Models

Ideally, an animal model should resemble the human situation in as many behav-

ioral and physical features as possible, for example, in neuroendocrine mecha-

nisms, adipocyte physiology, structure of the alimentary tract, or social aspects of

food intake. Therefore, it seems that primates would be the ideal animal model

[99, 100]. However, other aspects such as ethical concerns, economic constraints,

and practical reasons make ‘‘lower’’ animal species in many cases more attractive.

Therefore, it is important to have profound knowledge of the characteristics of an

animal model and to be aware of possible pitfalls in order to plan experiments

properly. For example, somebody interested in modeling vomiting would not con-

sider mice or rats as their animal model. On the other hand, energy homeostasis is

an essential feature of all multicellular, free-living animals. It is likely that funda-

mental mechanisms controlling energy homeostasis are conserved even in lower

animal species. Not all factors and mechanisms important for humans may be

present in animals. But biological functions discovered in animals have a good

chance of being relevant in humans, too.

14.4

Candidate Gene Analyses in Humans

Two major avenues for a candidate gene approach can be envisaged in humans,

both of which can be applied at the same time: (1) Genome-wide scans depict chro-
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mosomal regions harboring candidate genes for obesity and related disorders; fine

mapping leads to a narrowed region, allowing candidate gene analyses. These tech-

niques will be outlined in the next section of this chapter. (2) Some genes will be

considered because they are involved in relevant central or peripheral pathways as

shown in animal models or via other evidence. This approach should not be viewed

as an alternative to the identification of the genes contributing to linkage peaks.

Instead such studies are complementary because linkage studies cannot readily

lead to the detection of minor gene effects or infrequent major gene effects.

The conservation of hypothalamic and metabolic pathways between rodents and

humans has led to successful candidate gene analyses [11, 12, 47, 54, 101–103].

Most human candidate genes have been derived from animal models. All sponta-

neous mutations leading to obesity in mice [11, 46, 104–106] either led to the iden-

tification of mutations within the same genes in humans [12, 107] or have led to

the identification of a system/pathway in which other genes were found to be mu-

tated in humans (e.g. carboxypeptidase mutations in mice [52] and human prohor-

mone convertase 1 gene mutations [108]). Most of the mutations in humans have

been detected via specific endocrinologic findings such as elevated pro-insulin

levels [108] or hypoleptinemia that led to the screen of a specific gene in thus iden-

tified individuals. These analyses were hypothesis driven. Some of the candidate

gene screens will be depicted in more detail:

14.4.1

Leptinergic–Melanocortinergic Pathway

One of the pathways that are currently regarded as the most relevant central cir-

cuits involved in body weight regulation is the leptinergic–melanocortinergic path-

way (Fig. 14.1). Initially, the cloning of the five spontaneous mutations that led to

the monogenic forms of obesity in rodents (for review see Ref. [60]) aided the dis-

covery of critical checkpoints in this feedback mechanism. Mutations in the homol-

ogous genes in humans showed that the same mechanisms seemingly work here

as well. An autosomal recessive mode of inheritance has been described for obesity

due to mutations in the leptin gene in single individuals worldwide [12, 48, 109]

who all stem from inbred families. Their detection was made possible by the

groundbreaking cloning of the leptin gene via a positional cloning approach based

on the obese mouse [11]. The cardinal features of the obese mouse encompass hy-

perphagia, extreme obesity, hypothermia, and infertility. The symptoms in leptin-

deficient humans are similar for the core phenotype except that they have a normal

body temperature. Treatment of affected children and adults with recombinant

leptin initially resulted in a striking and rapid normalization of their eating behav-

ior [48, 49, 110]. Long-term treatment has led to a near normal body weight in both

young and older patients [49, 109]. It has been shown that leptin can have substan-

tial effects on tissue composition in the human brain. The potential spectrum of

the role of leptin seems to broaden beyond feeding behavior and endocrine func-

tion [111].
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The leptin signal is centrally received by the leptin receptor. Recessive mutations

in the leptin receptor gene in humans were shown to lead to extreme early-onset

obesity [107]. Neurons expressing the leptin receptor project to neurons that

express the melanocortin-4 receptor (MC4R). a-Melanocyte-stimulating hormone

(a-MSH, a cleavage product of pro-opiomelanocortin (POMC)) is a potent agonist

at the MC4R and induces satiety. Agouti-related protein (AgRP) is an inverse

agonist at the MC4R [112, 113]. A single study showed that a polymorphism in

the human AGRP was involved in the etiology of anorexia nervosa [114]; recently

Fig. 14.1. Interactions among hormonal and

neural pathways that regulate food intake and

body fat mass (adapted from Ref. [179]). In

this schematic diagram, the dashed lines

indicate hormonal inhibitory effects and the

solid lines indicate stimulatory effects. The

paraventricular and arcuate nuclei each contain

neurons that are capable of stimulating or

inhibiting food intake. Y1R, neuropeptide Y

(NPY) receptor 1; Y2R, NPY receptor 2; MC4R,

melanocortin-4 receptor; PYY, peptide YY3a36;

GHsR, growth hormone secretagogue receptor;

AgRP, agouti-related protein; POMC,

proopiomelanocortin; a-MSH, a-melanocyte-

stimulating protein; LEPR, leptin receptor;

INSR, insulin receptor; BDNF, brain-derived

neurotrophic factor; NTRK2, neurotrophic

tyrosine kinase receptor type 2.
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the same polymorphism was also associated with lower body weight in humans

[115].

A mouse model showed that transgenic expression of syndecan-1, a cell surface

heparan sulfate proteoglycan (HSPG) and modulator of ligand–receptor interac-

tions, in the hypothalamus produces mice with hyperphagia and maturity-onset

obesity thereby resembling mice with reduced action of a-MSH [116]. Syndecans

presumably potentiate the action of AgRP and agouti-signaling protein. In wild-

type mice the predominantly neural syndecan (syndecan-3) is ectopically expressed

in hypothalamic regions that control energy balance. Syndecan-3-null mice re-

spond to food deprivation with markedly reduced reflex hyperphagia [116]. It was

proposed that oscillation of hypothalamic syndecan-3 levels physiologically modu-

lates feeding behavior [116]. Surprisingly, a mutation screen of the syndecan 3 ho-

molog in humans has not been reported yet.

The POMC gene is located within a chromosomal region for which linkage of

serum leptin levels, fat mass, and saturated fat intake have been shown [117–

119]. Fine mapping of the region increased the LOD scores considerably [118].

Hence, the POMC gene has been regarded as the most obvious candidate gene un-

derlying the linkage peak. However, although more than 8 years of hard molecular

genetic work have passed since the original publication [117], evidence is lacking

so far that variation(s) in the POMC gene can readily explain the linkage peak.

Variation of leptin levels has been associated with POMC polymorphisms [118].

Mutations in the POMC gene have been identified in patients with early-onset obe-

sity, adrenal insufficiency due to adrenocorticotropic hormone (ACTH) deficiency

(ACTH is also a cleavage product of POMC), and red hair [120, 121]. Relevant

POMC mutations have been detected only very infrequently; the syndrome is due

to either compound heterozygosity or homozygosity. Hyperphagia and obesity re-

sult from a lack of a-MSH. A mutation at the C-terminus was reported that affects

the dibasic cleavage site necessary for b-MSH generation. A dominant-negative ef-

fect, rather than a loss of function resulting in haplo-insufficiency, was implied, as

the resulting fusion peptide showed preserved MC4R binding but loss of signal

transduction [122].

The transference of results obtained in animal models to humans has not only

proven to be successful for rare syndromal monogenic forms (e.g. pertaining to

mutations in the POMC, leptin, and leptin receptor) of obesity. Mutation screens in

large samples are required to identify alleles involved in obesity not readily associ-

ated with a specific endocrinologic or behavioral phenotype. The occurrence of obe-

sity in Mc4r�=� mice [54] led to the detection of mutations in the human MC4R
marking the first time a major gene effect has been detected in non-syndromal

obesity. Obesity due to functionally relevant MC4R mutations is not readily distin-

guishable from ‘‘common’’ obesity; the mode of inheritance is semi-dominant.

Originally, Yeo et al. [102] and Vaisse et al. [101] each detected a single mutation

segregating with obesity in small pedigrees. Shortly thereafter, Hinney et al. [103]
described a total of nine mutations in 306 obese children and adolescents includ-

ing frameshift, nonsense, and missense mutations. Individuals with MC4R muta-

tions have exert for obesity no readily recognizable phenotype.
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14.4.2

Evaluation of Mutations/Polymorphisms with a Known Effect on Body Weight

Until now approximately 70 different infrequent missense, nonsense, and frame-

shift mutations in the MC4R have been described in (extremely) obese individuals

(see Ref. [123]). Most of the mutations were shown to lead to total or partial loss of

function in in vitro assays. Combined frequencies for all functionally relevant mu-

tations typically range from 2–3% in extremely obese individuals [124, 123]. The

quantitative effect of functionally relevant human MC4R mutations on body weight

was recently determined in a family-based setting [124]. Carriers of these muta-

tions had a significantly higher current BMI than their wild-type relatives. The

observed effect was about twice as strong in women as in men. BMI differences

between mutation carriers and their family members harboring the wild-type gen-

otype were approximately 2.5 and 1.3 standard deviations, equivalent to 9.5 and 4

kg/m2 in middle-aged women and men, respectively. The fact that relatives of ex-

tremely obese mutation carriers that harbor wild-type alleles are often also obese

further complicated the assessment of the effect size of MC4R mutations. Seem-

ingly additional genetic and/or environmental factors are operating in these fami-

lies, which accordingly could also contribute to the obesity of the index cases

[124].

14.4.3

V103I Polymorphism in the Melanocortin-4 Receptor Gene

The MC4R polymorphism V103I (rs2229616) has been detected by several groups

(see Refs [103, 57]). Because both association and functional studies had been neg-

ative, this polymorphism had been considered as irrelevant for body weight regula-

tion. However, a transmission disequilibrium test (TDT) revealed transmission dis-

equilibrium for the I103 allele in 520 trios ascertained via an obese offspring (10

transmissions, 25 non-transmissions; P-value ¼ 0:02). This finding led to a meta-

analysis. Most groups had reported a higher frequency of the I103 allele in controls

in comparison with obese cases. A meta-analysis considering newly generated data

(including 2334 subjects of the epidemiologic KORA S2000 sample, which is rep-

resentative of the Augsburg region) and all previously published reports (7937 pro-

bands in total) provided clear evidence for a negative association of the I103 allele

with obesity (odds ratio 0.69; 95% confidence interval 0.59–0.99). In light of the

previous negative functional findings the two receptor variants were again com-

pared in in vitro assays. Again, no differences were found although minor func-

tional differences cannot be excluded via these assays. Additionally, the 5 0 and 3 0

regions of the MC4R were sequenced and four other SNPs were detected, three of

which were in total linkage disequilibrium with the original polymorphism. None

of these readily explained the negative association with obesity in functional terms

[33]. However, the negative association with obesity was recently reconfirmed in a

large epidemiologic study group (extension of the original KORA S2000 cohort)

[7].
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14.4.4

Signals Downstream of the Melanocortin-4 Receptor

There are molecules downstream of the MC4R that are also involved in body

weight regulation. Several lines of evidence indicate an involvement of brain-

derived neurotrophic factor (BDNF) in body weight regulation and activity: (1) het-

erozygous Bdnf -knockout mice (Bdnf þ=�) are hyperphagic, obese, and hyperactive;

(2) central infusion of BDNF leads to severe, dose-dependent appetite suppression

and weight loss in rats; (3) BDNF infusion into the brain suppresses the hyperpha-

gia and excessive weight gain observed on higher fat diets in mice with deficient

MC4R signaling. These results showed that MC4R signaling controls BDNF ex-

pression in the ventro-medial hypothalamus and support the hypothesis that

BDNF is an important effector through which MC4R signaling controls energy

balance [125]. However, a recent mutation screen did not detect an association be-

tween variations in BDNF (p.V66M, c.–46C ! T) and obesity in humans [126].

The BDNF receptor (TRKB) is also a relevant candidate for body weight regula-

tion. Mouse mutants expressing TrkB at a severely reduced amount showed hyper-

phagia and excessive weight gain on higher fat diet [127]. Recently, an 8-year-old

boy with severe obesity and a complex developmental syndrome was shown to be

heterozygous for a de novo missense mutation resulting in a Y722C substitution in

the neurotrophin receptor TRKB. The mutated TRKB led to markedly impaired

receptor autophosphorylation and to reduced signaling to MAP kinase. Mutations

of NTRK2, the gene encoding TRKB, seem to result in a unique human syndrome

including hyperphagic obesity. The associated impairment in memory, learning,

and nociception seen in the proband reflects the crucial role of TRKB in the hu-

man nervous system [128]. Again, mutations in this gene seem to be (very) rare

and cannot explain a substantial proportion of the obesity epidemic.

14.4.5

Validation of an Obesity Gene

The MC4R V103I polymorphism suggests that it will be especially difficult to pin-

point the effect of gene variants that exert only a minor influence on body weight.

In association studies large case numbers will be required to firmly establish a

role of the respective variants; stratification according to weight class appears rea-

sonable. Probands could hence be categorized as underweight, normal weight,

overweight, and obese; allele frequencies would accordingly be expected to system-

atically increase. However, as gene variations predisposing to leanness might be

non-allelic to variations predisposing to overweight/obesity this systematic increase

is probable but not a prerequisite. For every particular candidate gene it needs to be

devised how to confirm that a specific allele indeed predisposes to obesity irrespec-

tive of the approach leading to the gene identification [129]. A vast amount of pos-

itive association studies has been published so far; only some of these have been

followed up [60]. One has to bear in mind that most of the positive studies have

resulted after multiple tests; hence the ‘‘significant’’ finding has to be viewed criti-
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cally and should not be taken for granted until confirmed independently in a suffi-

ciently powered study. On the other hand it is crucial that negative findings are

also published to avoid publication bias. Not to discourage other scientists from

conducting studies, high standards should be set for publication of such negative

findings. To allow a better interpretation of negative findings, the power of the

study for a given (previously reported) effect should be stated. To be sure whether

or not an identified allele/gene is involved in the phenotype, positive findings need

to be followed up in a systematic fashion so that the scientific community can get a

balanced opinion. To pursue this purpose, defined (epidemiologic) population sam-

ples could be referred to in addition to large trio samples to allow for TDTs [130];

as soon as a sufficient number of studies become available meta-analyses are pos-

sible and should prove helpful. A decision needs to be reached at some point as to

whether current evidence is sufficient to unequivocally conclude that a particular

allele(s) is relevant for the phenotype. The decision should be best based on epide-

miologic studies and on an appropriate meta-analysis of all available studies.

As a general rule medical, epidemiologic and functional studies only appear

warranted if an initial association finding can be confirmed. Otherwise the risk of

pursuing false-positive findings is too large.

14.5

Current Approaches for the Genetic Mapping of Complex Traits in Humans

As depicted above, for most candidate genes it turned out to be difficult or impos-

sible to pinpoint a clear function in common human obesity. Complex traits such

as obesity do not conform to Mendelian patterns of segregation and are thought to

result from the combined effects of single genes (oligogenic) to many genes (poly-

genic). It is assumed that each gene has only a small effect on the development of

the respective phenotype/disorder. Here we provide a current overview of the two

major approaches (linkage analysis and association/linkage disequilibrium tests)

that are used to identify genes/alleles that contribute to complex traits. Novel devel-

opments, such as high-density oligonucleotide chips and adapted statistical meth-

ods will increase the possibility of dissecting complex traits.

14.5.1

Genetic Linkage Analysis

Segments of DNA closely positioned along a chromosome segregate together and

are therefore inherited together. Genetic linkage studies take advantage of this fact.

The closer the loci, the lower the probability that they will be separated at meiosis,

and hence the greater the probability that they will be inherited together. By analyz-

ing meiotic recombination frequencies between specific loci, genetic linkage analy-

sis can be used to localize susceptibility genes within a framework map of genetic

markers with known positions in the genome. Instead of focusing on large, multi-

ply affected families, in more recent linkage studies sibling pairs and small nuclear
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families have been analyzed [131]. Pairs of siblings affected with the same disorder

or concordant for the same phenotype are likely to share susceptibility genes inher-

ited from the same parent. Where affected siblings share parental alleles more

often than expected by chance, this indicates linkage between a susceptibility gene

locus and the analyzed phenotype. As no assumptions are required about the un-

derlying mode of inheritance these studies are often termed model-free.

14.5.2

Linkage Disequilibrium Analysis

Linkage disequilibrium (LD) or population allelic association describes the phe-

nomenon whereby two alleles at different loci (haplotypes) co-occur more fre-

quently than can be expected from their allele frequencies. Alleles associated in

such a way may reflect fragments of ancestral chromosomes that did not undergo

recombination despite many meiotic events over multiple generations and there-

fore appear to be associated even in individuals from different families. Risch and

Merikangas [132] showed that this characteristic can be used for study designs that

are more powerful for the detection of small genetic effects than genetic linkage

designs.

14.5.3

Genome Scans

To date more than 30 genome scans pertaining to obesity and related phenotypes

have been performed (Fig. 14.2). Genome scans published for obesity, related

traits, and BMI [133–163] have resulted in some coinciding regions. Analyses at

Fig. 14.2. Human obesity gene map. Chromosomal regions

that were identified by linkage studies for the phenotype BMI

(status: 2/2005). Each bar represents one positive linkage

finding. Own results [158].
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human chromosomes 1p, 3q, 6q, 11q, and 16q especially have shown repeated

evidence of linkage.

The upcoming years will reveal to what extent single mutations or SNPs and

haplotypes underlie these peaks. Furthermore, it seems possible that some of the

peaks actually represent the combined effect of SNPs or haplotypes at more than

one locus. In two very recent studies genes potentially underlying linkage peaks

have for the first time been identified via fine mapping and the candidate gene

approach. A glutamate decarboxylase 2 gene (GAD2) haplotype comprising three

SNPs located in the linkage region on chromosome 10p was found to predispose

to obesity [164]. However, this finding could not be confirmed in large study

groups comprising children, adolescents, and adults [180]. In contrast, a second

locus could be confirmed. A SNP in the gene encoding amino acid transporter

solute carrier family 6 (neurotransmitter transporter) member 14 (SLC6A14)
located within a peak region on chromosome Xp was associated and linked with

obesity [165]. Durand et al. [166] were able to confirm the association of SLC6A14
with obesity.

14.5.4

Current Developments in Biostatistical/Biometrical Analyses

In most cases, association approaches have been used for fine mapping or candi-

date genes analyses. Compared with genetic linkage studies, genome-wide associa-

tion approaches are still rarely applied (e.g. Ref. [167]) as until recently technologi-

cal constraints posed a major limitation. Genome-wide association studies based

on linkage disequilibrium mapping with SNP markers are expected to allow for a

more extensive and faster identification of genes that underlie complex disorders.

Since linkage disequilibrium is known, for example, to decrease quickly with phys-

ical distance [168], hundreds of thousands of these markers will be required for

comprehensive genome-wide association studies. As a consequence, both the

genotyping strategy as well as the development of new, refined statistical methods

becomes more and more important. Concepts like DNA pooling, haplotype-tagging

SNPs, the identification of regions with reduced LD, haplotype analyses, staged or

data adaptive study designs – to name a few – have been suggested to improve the

efficiency of these studies (e.g. Refs [169, 170, 171]). Excellent overviews of impor-

tant issues in the development of statistical methods are given by Terwilliger and

Göring [172] or more recently by Freimer and Sabatti [173]. Articles by Schadt et al.
[174]; or van Steen et al. [175] may serve as examples of the latest suggestions for

dealing with the problem of multiple testing, for example. Finally, as association

studies have unfortunately yielded a number of contradictory results, attention

has to be paid to issues like differences in phenotype definition, study populations,

or inadequate sample sizes for the assumed small effects (e.g. Ref. [176]). In our

view, reliable result can only be achieved if investigators cooperate in networks

which operate on the basis of appropriate and explicit decision rules. In addition,

these networks should commit themselves to the idea of confirmation and replica-

tion [177, 178] instead of publishing premature findings.
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15

Gene Polymorphisms, Nutrition, and

the Inflammatory Response

Robert F. Grimble

The study of the influence of genomic factors on the responsiveness to nutrient in-

take is a newly developed field of research. There is growing interest in determin-

ing the interactions between nutrition, inflammation, and aging and the possible

impact of these factors, and the interaction between them, on lifespan and disease

development.

Inflammation adversely affects health in many diseases that have an overt in-

flammatory basis, such as infection, and in those that have a covert inflammatory

basis, such as atherosclerosis and type 2 diabetes mellitus. Furthermore new in-

sights into obesity indicate that adipose tissue exerts an inflammatory influence

on the body. It has been shown that inflammation also plays a part in the pathol-

ogy of obesity.

The metabolic effects of inflammation are mediated by proinflammatory cyto-

kines. Metabolic effects include insulin insensitivity, hyperlipidemia, muscle pro-

tein loss, hepatic acute phase protein synthesis, and oxidant stress. It is becoming

increasingly apparent that inflammation, changes in the mass of adipose tissue

and in blood lipids are interlinked. Furthermore dietary manipulation may have

linked influences on all three components of this interaction. Aging is also charac-

terized by an increase in inflammatory stress and contains some of the hallmarks

of inflammatory disease. It is also noted that inflammatory diseases rise in inci-

dence with increasing age.

Evidence is accumulating that the individual level of production of cytokines and

other molecules intimately linked to the inflammatory process is influenced by

single-nucleotide polymorphisms (SNPs). The combination of SNPs in an individ-

ual might control the relative level of inflammatory stress in response to inflamma-

tory stimuli and disease. These genomic characteristics might therefore influence

lifespan, morbidity, and mortality in diseases with an infectious or inflammatory

basis and the course of chronic inflammatory disease.

Certain nutrients, such as polyunsaturated fatty acids and antioxidants, decrease

the strength of the inflammatory response. Recent studies show that the extent

of the anti-inflammatory effects of these nutrients is modulated by SNPs. In addi-
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tion, the effects of polyunsaturated fats on plasma lipids are also modulated by

genotype.

A better understanding of this aspect of nutrient–gene interactions and of the

genomic factors that influence the intensity of inflammation in diseases will help

in the targeting of nutritional therapy.

15.1

Introduction

In 2001 the details of the structure of the human genome became available to the

scientific community. These findings from the study of the human genome shed

new light on the interaction of nutrients with the immune system, and health

and disease processes within individuals. They have indicated the direction in

which clinical nutrition and public health strategy might profitably travel if

immune function is to be optimized, chronic inflammatory disease successfully

treated, and healthy lifespan maximized.

The Human Genome Project indicated that small base changes, termed single-

nucleotide polymorphisms (SNPs), occur in genes. These differences in genotype

alter either the function or the amount of product produced following activation

of the gene. The parts of the genome that control the functioning of the immune

system are particularly rich in SNPs [1].

An increasing body of research clearly demonstrates that SNPs not only influ-

ence the level of cytokine production in an individual but are closely associated

with mortality and morbidity in a wide range of diseases [2].

15.2

Involvement of Inflammation in Life and Disease Processes

Inflammation is an essential part of the response of the body to infection, surgery,

and injury. It fulfils an important role in killing pathogens. This outcome is

achieved by the creation of a hostile tissue environment through production of

oxidant molecules and activation of T and B lymphocytes. From the evolutionary

perspective it is the most primitive of the responses of complex organisms to inva-

sion by potential pathogens. Unlike the components of the mammalian immune

response that belong to the category of acquired immunity, inflammation is associ-

ated with wide-ranging and profound metabolic changes that are triggered by four

proinflammatory cytokines: interleukins 1a and 1b (IL-1), interleukin 6 (IL-6), and

tumor necrosis factor alpha (TNFa) [3]. These cytokines have hormone-like proper-

ties. Although produced by a wide range of cells, including fixed and circulating

phagocytes, lymphocytes, T helper cells, mast cells, and fibroblasts, in evolutionary

terms cytokine production is a key property of phagocytic cells. Examples of cyto-

kine production by phagocytic cells can be found in a number of species. Pro-
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inflammatory interleukins have been cloned in birds, fish, and amphibians, but

not reptiles; monoclonal antibody studies also suggest that an IL-6-like factor exists

in starfish [4].

Of prime importance among the actions of proinflammatory cytokines is their

ability to make substrate available from endogenous sources to support the activity

of T and B lymphocytes in destruction of invading microorganisms. The nutrients

also enhance antioxidant defenses, so that healthy tissue may be protected from

the potent mediators released during inflammation [3] (Fig. 15.1). Under the influ-

ence of cytokines, blood lipids are raised, gluconeogenesis is enhanced, muscle

protein is lost, catabolic hormones are produced in increased amounts, and de-

creased insulin sensitivity occurs [3, 5]. Evidence for the production of proinflam-

matory cytokines can be found in the response of the body to infection and injury.

Likewise, cytokine production occurs in diseases that have an overt inflammatory

basis, such as rheumatoid arthritis and Crohn’s disease, as well as in diseases

with a covert inflammatory basis, such as atherosclerosis, type 2 diabetes mellitus,

and obesity [5] (Fig. 15.2). In the diseases with an inflammatory basis, the changes

do not have a purposeful nature and contribute to pathology. From the evolutionary

perspective the inflammatory response is designed to ensure the survival of the

mammalian species rather than survival of individual members of the species.

Proinflammatory cytokine production is also associated with a number of life

processes. Cytokine production occurs at ovulation, in response to vigorous pro-

longed exercise, and during the process of aging [6–8]. Brain function is influ-

enced by proinflammatory cytokine production. Not only do cytokines have som-

nambulistic properties but sleep deprivation will increase plasma IL-6 production

and the ability of peripheral blood mononuclear cells (PBMCs) to produce IL-1

Fig. 15.1. Key aspects of the cytokine-mediated and

coordinated response to infection and injury.
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when stimulated with endotoxin. In patients with obstructive sleep apnea there

was a significant, positive correlation between blood levels of IL-6 and TNFa and

the percentage of time of apnea and hypopnea [9]. It is well known that sleep

deprivation lowers the resistance of the body to infections but it is unclear how

the increased level of inflammatory stress associated with lack of sleep contributes

to this phenomenon.

15.3

Genetic Effects on the Intensity of the Inflammatory Process

One of the earliest indications that mediators of inflammation came under ge-

nomic influence arose in in vitro studies on the production of TNFa, by PBMCs,

from healthy and diseased subjects. The cells were stimulated with inflammatory

agents and showed a remarkable constancy in TNFa production in male and post-

menopausal female subjects [10]. This individual constancy suggested that genetic

factors exert a strong influence. Over the last 15 years the complexity of the inter-

action between genotype and inflammation has become increasingly apparent.

SNPs in the genes responsible for producing the molecules involved in the in-

flammatory process exert a modulatory effect on the intensity of inflammation.

Polymorphisms occur in genes that control events at all levels in the inflamma-

tory process, influencing the receptors that bind bacterial endotoxin, pro- and

anti-inflammatory cytokine production, transcription factor activation, and eicosa-

noid production.

The largest amount of information is available for genomic influences on cyto-

kine production. The earliest studies showed that SNPs in the promoter regions

for the TNF and lymphotoxin a (LT-a) genes are associated with differential TNF

production [11–13]. The SNP site located at base 308 of the promoter, TNFa�308,

Fig. 15.2. Linkage between cytokine-mediated mechanisms for

pathogen killing and diseases with an overt or covert

inflammatory basis.
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has been shown to influence TNFa expression in a number of studies [12–14]. In

addition, a polymorphism in the first intron of the LT-a gene (LTAþ252AA) is

closely linked to TNFa production, and found in linkage disequilibrium with

HLA-A1, B8, DR3 [11, 12]. This genotype has also been reported to define a TNF

‘‘high expresser’’ haplotype [15], in addition to modifying expression of LT-a itself

[11]. Subsequently a large body of research indicated that SNPs occur in the up-

stream regulatory (promoter) regions of many cytokine genes [16, 17]. Many of

these genetic variations influence the level of expression of genes. Both pro- and

anti-inflammatory cytokines are influenced by the differences in genotype [2]. A

number of SNPs that have been implicated in the outcome to inflammatory stress

are shown in Table 15.1.

Endotoxin (lipopolysaccharide (LPS)) from the bacterial cell wall is a major stim-

ulator of the inflammatory process that follows invasion of the body by microor-

ganisms. Upstream of cytokine production, endotoxin binds to LPS-binding pro-

tein, which interacts with receptors in the cell membrane of macrophages and

other immune cells. There are polymorphisms in these receptors (Toll-like recep-

tors (TLR)), which influence the intensity and outcome of the inflammatory

process. TLR4 is an important receptor in triggering an inflammatory response to

bacteria [18]. A polymorphism occurs at position 299, resulting in a substitution of

Table 15.1. Single-nucleotide polymorphisms (SNPs) in

cytokine genes and genotypes associated with altered levels

of cytokine production. The location of the polymorphism is

indicated by the nucleotide position in the promoter region

Gene and location

of polymorphism

in promoter region

Base change involved

in creation of variant allele

Resultant genotype

associated with raised

cytokine production

and/or altered clinical

outcome to inflammationa

Proinflammatory cytokines

TNFa�308 G ! A (TNF1 ! TNF2) A (TNF2) allele

LT-aþ252 G ! A (TNFB1 ! TNFB2) AA (TNFB2:2)

IL-1b�511 C ! T CT or TT

IL-6�174 C ! G G allele

Anti-inflammatory cytokines

IL-10�1082y A ! G GG

TGF-1bþ915

(Arg25-Pro)

G ! C GG

aIn the case of proinflammatory cytokines outcome worsens, in the

case of anti-inflammatory cytokines outcome improves with the

genotype indicated in the right-hand column.

TNF, tumor necrosis factor; LT, lymphotoxin; IL, interleukin; TGF-1,

transforming growth factor 1; C, cytosine; G, guanosine; T, thymidine.
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glycine for aspartic acid and a decrease in the intensity of inflammation. This

change is associated with a reduced risk of carotid artery atherosclerosis and acute

coronary events, lower plasma concentrations of IL-6 and an increased risk of

Gram-negative infections [18].

An increase in the production of oxidant molecules follows from activation of

the immune system. In addition to being part of the inflammatory response, the

oxidants may upregulate inflammation. The nuclear factor kappa-B (NFkB) is acti-

vated by oxidants and switches on many of the genes involved in the inflammatory

response (cytokines, adhesion molecules, and acute phase proteins). Enhancement

of antioxidant defenses is important in protecting healthy tissues and in preventing

excessive activation of NFkB by the oxidative cellular environment during inflam-

mation [19] (Fig. 15.3). The upregulation of inflammation, caused by activation of

NFkB, increases the risk of host damage [20]. Genetic factors influence the pro-

pensity of individuals to produce oxidant molecules and thereby influence NFkB

activation. Natural resistance-associated macrophage protein 1 (NRAMP1) modu-

lates many macrophage functions, including TNFa production and activation of

inducible nitric oxide synthase (iNOS), which occurs by cooperation between the

NRAMP1, TNFa, and LT-a genes [21, 22].

There are four variations in the NRAMP1 gene, resulting in different basal levels

of activity and differential sensitivity to stimulation by inflammatory agents. Alleles

1, 2, and 4 are poor promoters, while allele 3 causes high gene expression. Hyper-

Fig. 15.3. The interaction between oxidant stress, antioxidant

defenses, nuclear factor kappa-B activation during the

inflammatory response to infection, injury and during chronic

inflammatory disease.
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activity of macrophages, associated with allele 3, is linked to autoimmune disease

susceptibility and high resistance to infection, while allele 2 increases susceptibility

to infection and protects against autoimmune disease [22].

Many symptoms of inflammation (fever, muscle proteolysis, chemotaxis) are

mediated by eicosanoids (prostaglandins (PGs) and leukotrienes (LTs)). These are

formed, together with many other types of lipid mediator (e.g. platelet-activating

factor), after the liberation of long-chain polyunsaturated fatty acids from phospho-

lipids in cell membranes by phospholipases. The latter enzymes are activated by

proinflammatory cytokines. Recent studies have shown that there are a number of

variants in the promoter of the gene for 5-lipoxygenase (a key enzyme in LT forma-

tion), which alter the intensity of the atherosclerotic process [23]. The variants

showed differences in the number of tandem Sp1-binding motifs (5 0GGGCGG3 0)
in the promoter region of the gene for the enzyme. Middle-aged men and women

carrying the variant gene have a greater degree of atherosclerosis (assessed by mea-

suring intima-media thickness) and a higher level of chronic inflammation (as-

sessed by plasma C-reactive protein (CRP) concentrations) than individuals carry-

ing the wild type of the gene.

A number of molecules suppress production of proinflammatory cytokines and

exert an anti-inflammatory influence. These include antioxidant defenses (via mod-

ulation of NFkB activation) and interleukin 10 (IL-10) and transforming growth

factor 1b (TGFb) [24, 25]. There are at least three polymorphic sites (�1082,

�819, �592) in the IL-10 promoter that influence production [26]. SNPs also occur

in genes encoding enzymatic components of antioxidant defenses, such as cata-

lase, superoxide dismutase (SOD), and glutathione peroxidase-1, which influence

levels of activity [27–29].

Despite the complexity of the interactions between genotype and the inflamma-

tory process a biological framework for these interactions is starting to emerge.

Each individual possesses combinations of SNPs in the genes associated with

inflammation, resulting in an ‘‘inflammatory drive’’ within the body. Individual

genotype will determine the level of the inflammatory drive. Currently the critical

genes which fully define the strength of the inflammatory drive remain to be fully

defined but certain SNPs appear to exert a strong influence on the prognosis of

inflammation. At an individual level the inflammatory drive may express itself as

differing degrees of morbidity and mortality (Fig. 15.4). The strength of the ge-

nomic influence on the inflammatory process may affect the chances of an individ-

ual developing inflammatory disease, or succumbing to the potentially adverse ef-

fects of the inflammatory process on host tissues, particularly if their antioxidant

defenses are poor.

15.4

Sex-linked Differences in the Interaction of Genotype with Inflammatory Processes

In general, men are more sensitive to genomic influences on the strength of the

inflammatory process than women. In a study on LT genotype and mortality from
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sepsis it was found that men with a TNFB22 (LTAþ252AA) genotype had a 72%

mortality rate compared with men who were TNFB11 (LTAþ252GG), who had a

42% mortality rate. In female patients the mortalities for the two genotypes were

53% and 33% respectively [30]. In a study on patients undergoing surgery for

gastrointestinal cancer it was found that postoperative C-reactive protein and IL-6

concentrations were higher in men than in women and that in multivariate analy-

sis, males possessing the TNF2 allele had greater responses than men without

it. The genomic influence was not seen in women (Table 15.2) [31]. In a study on

hospitalized geriatric care patients, men possessing the TNFB22 or IL1�511CT or

TT genotype had lower three-year survival rates than men possessing the TNFB11
or B12, or IL1�511CC genotype. Furthermore possession of the IL1�511T allele

was associated with a 48% greater length of stay in hospital in men (Table 15.3)

[32, 33]. In women, proinflammatory genotypes (IL6�174GG and TNF�308A al-

lele) were associated with longer survival times. Thus genotypes associated with

enhanced cytokine production adversely effect men but offer a ‘‘survival advan-

tage’’ to women. The mechanisms underlying these gender differences in genomic

effects on inflammation are yet to be investigated.

15.5

Genotype, Gender, Inflammation, and Longevity

15.5.1

Longevity and the Metabolic Effects of Aging

Aging is associated with an increase in the incidence of both overt and covert in-

flammatory diseases. A further feature of the aging process is a decrease in insulin

sensitivity and increased incidence in obesity. Aging also contains a number of fea-

Fig. 15.4. Resultant effects of the interaction of single-

nucleotide polymorphisms in genes controlling production of

inflammatory mediators.
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Table 15.2. Influence of TNFa�308 polymorphism and gender

on the inflammatory response to surgery in gastrointestinal

cancer patients

Males (nF 65) Females (nF 56)

Duration of operation (min) 214G 125 (65) 172G 76 (56)

Blood loss (ml) 473G 521 (65) 258G 348 (54)

Peak CRP concentration (mg/ml)a 150G 81(45) 126G 48 (38)

TNFa�308 without 2 allele 132G 46 (33) 128G 57 (25)

with 2 allele 193G 116(12)z 121G 37 (13)

Peak IL-6 concentration (pg/ml)b 467G 411 (31) 342G 310 (20)

TNFa�308 without 2 allele 439G 402 (24) 362G 376 (15)

with 2 allele 676G 544 (7)z 315G 147 (5)

aTwo days postoperatively; bone day postoperatively.

zSignificantly different from females with same genotype by

multivariate analysis allowing for longer operation time and greater

blood loss P ¼ 0:013 and P ¼ 0:027 for CRP and IL-6, respectively.

MeansGSD, values in brackets are the number of assays.

TNF, tumor necrosis factor. IL, interleukin. CRP, C-reactive protein.

Table 15.3. Influence of genotype and gender on hospital

length of stay and survival in geriatric care patients (mean age

83G 7 years). The location of the polymorphism is indicated by

the nucleotide position in the IL-1b and LT-a genes, TNFB11,

TNFB12, TNFB22

Males (nF 50) Females (nF 39)

Hospital length of stay (days)

Patients with IL-1b�511 CC genotype 9G 11 (9) 15G 7 (26)

Patients with IL-1b�511 CT or TT genotype 14G 6 (13)z 14G 12 (28)

Survival post-hospitalization (months)

Patients with TNFB11 or 12 genotype 21G 12 (11) 21G 15 (19)

Patients with TNFB22 genotype 10G 12 (10)z 22G 15 (28)

Patients with IL-1b�511 CC genotype 27G 13 (9) 19G 15 (26)

Patients with IL-1b�511 CT or TT genotype 14G 13 (16)z 25G 14 (28)

TNF, tumor necrosis factor; IL, interleukin. C, cytosine, T, thymidine.

zSignificantly different from value for same sex possessing the other

genotype.

P < 0:05 Mann–Whitney test.

MeansGSD, values in brackets are the number of patients.
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tures of the chronic inflammatory response, such as a decrease in muscle protein

and a rise in plasma acute phase protein and cytokine concentrations [34, 35].

Antioxidant status may decline with age [36] and may thus be linked to increased

TNFa production [37, 38]. Chronic inflammatory diseases, such as rheumatoid

arthritis are associated with increased oxidant stress [38].

15.5.2

Sex-linked Differences the Impact of Inflammatory Stress on Longevity

Evidence is accumulating that the intensity of the reaction between an individual’s

immune system and microbes, together with childhood exposure to infections,

may have a long-term impact upon longevity [39].

In a review on the different impact of genetic factors on the probability of reach-

ing old age, Franceschi et al. [40] concluded from studies conducted in Italy, that

(regarding mitochondrial DNA haplogroups, tyrosine hydroxylase, and IL-6 genes)

female longevity is less dependent on genetics than male longevity, and that female

centenarians are more likely to have had a healthier lifestyle and more favorable

environmental conditions than men because of gender-specific cultural and an-

thropological characteristics.

Nonetheless, human longevity may be directly correlated with optimal function-

ing of the immune system. It is likely therefore that one of the genetic determi-

nants of longevity resides in the influence of genes controlling the activity of the

immune system. A number of cross-sectional studies have examined the role of

HLA genes on human longevity by comparing HLA antigen frequencies between

groups of young and elderly people. Conflicting findings have been obtained.

However a review of this issue [41] concluded that in humans there is possibly an

association between longevity and some HLA-DR alleles, or the HLA-B8, DR3

haplotype. These genotypes are involved in the antigen non-specific control of the

immune response. Indeed, polymorphisms in cytokine genes may play a role in

longevity by modulating an individual’s responses to inflammatory stimuli. It has

been estimated that there are up to 7000 variations in the genome that contribute

to lifespan [42]. Loss of muscle and bone mass result in poorer survival following

infection and injury. It is thus unsurprising that genes associated with lifespan

that contribute to loss of muscle and bone mass during aging are related to the

inflammatory process and include pro- and anti-inflammatory cytokines and their

receptors.

Possession of SNPs in certain pro- and anti-inflammatory cytokine genes influ-

ences lifespan. When 700 individuals between 60 and 110 years of age were

studied it was noted that not only was plasma IL-6 concentration positively related

to age but individuals with a SNP in the promoter region of the IL-6 gene that

predisposes to high levels of production of the cytokine (�174GG) decreased in

frequency with age. The effect was seen in men but not in women [39]. While

men with the SNP made up 58% of the 60- to 80-year-old age group, the percent-

age fell to 38% in subjects <99 years of age. Conversely, one of three SNPs in the
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IL-10 gene (�1082GG) that is closely linked to higher production of the anti-

inflammatory cytokine IL-10 [17, 44] was found in higher proportions in male cen-

tenarians than in younger controls (58% versus 34%). In females this genotype

exerted no effect upon longevity [45]. Thus it would appear that genetic character-

istics that might influence the balance between pro- and anti-inflammatory cyto-

kines influences mortality in men but not women [43]. A study on SNPs (e.g.

þ874 T ! A) that influence interferon g (IFNg) production further reinforces the

concept that possession of a genotype which predisposes to a raised proinflamma-

tory status adversely influences lifespan [46]. In women, possession of the A allele,

which is known to be associated with low production of IFNg, significantly in-

creased the probability of reaching old age. It might be concluded that possession

of ‘‘high-producing’’ alleles of IL-10 is universally protective against morbidity and

mortality. Indeed possession of a genotype that results in low levels of IL-10 pro-

duction (�1082AA) increases the risk of developing inflammatory diseases [47–

49]. However in a large survey of hospital admission in the Netherlands patients

with raised IL-10 to IL-6 ratios had higher mortality in a wide range of disease, in-

dicating that a ‘‘low inflammatory drive’’ is not always protective from adverse life

event [50].

The implication that apparent ‘‘protective’’ or ‘‘non-protective’’ effects of cytokine

genotypes against adverse life events exist, however, is still open to question since

not all studies implicate cytokine gene SNP in longevity. When cytokine gene

SNPs in the genes producing IL-1a, IL-1b, IL-1Ra, IL-6, IL-10, and TNFa were char-

acterized in 250 Finnish nonagenarians (52 men and 198 women) and in 400

healthy blood donors (18–60 years) as controls no statistically significant differ-

ences were found in the distribution of genotype, allelic frequencies, and A2þ car-

rier status between nonagenarians and younger controls [51].

15.6

Genotype, Insulin Sensitivity, Obesity, and Cardiovascular Disease

Glucose is utilized by a wide range of tissues and cell types in the body. It is of

prime importance as a metabolic fuel in the immune system. Paradoxically, insulin

insensitivity may initially exert a beneficial effect during the response to infection

and injury, but have an adverse influence in chronic disease processes [52]. Studies

on rats given endotoxin and observations on patients with sepsis show that gluco-

neogenesis is enhanced under the influence of proinflammatory cytokines. Large

increases in glucose utilization by immune cells occur, gluconeogenesis increases,

and hypertriglyceridemia develops [53, 54]. An insulin-insensitive state will reduce

glucose uptake by tissues in which the process is insulin dependent (muscle),

thereby increasing availability for tissues in which the process is not insulin depen-

dent (immune tissue). During inflammation, secretion of catabolic hormones,

which enhances muscle protein breakdown and glutamine release, will oppose in-

sulin action.

There are close links between obesity, oxidant stress, and inflammation [52]. The
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links lie in the ability of adipose tissue to produce proinflammatory cytokines [55,

56]. There is a positive relationship between adiposity and the strength of the in-

flammatory response. A positive correlation between serum TNFa production and

body mass index (BMI) has been noted in non-insulin-dependent diabetes mellitus

(NIDDM) patients, obese subjects, and healthy women [57–59]. Abdominal sub-

cutaneous adipose tissue was found to produce 7.5-fold higher amounts of TNFa

than adipose tissue of lean subjects. Furthermore insulin sensitivity was inversely

correlated with both TNFa and IL-6 production [60]. Genetic factors may play a

part in the interaction between inflammation, oxidant stress, and insulin insensi-

tivity. Single nucleotide polymorphisms in the NFkB gene were investigated in a

group of type 1 diabetic patients and compared with normal controls. It was found

that there was a higher frequency of allele 138 bp (highly bioactive) and lower fre-

quency of allele 146 bp (less bioactive) in diabetics than in controls [61].

Leptin production is stimulated by proinflammatory cytokines (Fig. 15.5). The

influence is complex, involving initially a stimulation followed by inhibition, of

leptin by cytokines [56]. Nonetheless a positive relationship between TNFa and

leptin production in adipose tissue has been observed [62]. Thus plasma triglycer-

ides, body fat mass and inflammation may be loosely associated because of these

endocrine relationships. In an investigation of cytokine production in healthy

male subjects we found that while there were no statistically significant relation-

ships between BMI, plasma fasting triglycerides, and the ability of PBMCs to pro-

duce TNFa in the study population as a whole, individuals with the LTAþ252AA

genotype (associated with raised TNF production) showed significant relationships

between TNF production and BMI and fasting triglycerides (Fig. 15.6) [63]. Thus

despite the study population being made up of healthy subjects, within that popu-

lation were individuals with a genotype that resulted in an ‘‘aged’’ phenotype as far

as plasma lipids, BMI, and inflammation were concerned.

Fig. 15.5. Interaction of leptin and tumor

necrosis factor (TNF), with adipose tissue

mass, lipid metabolism, and inflammation.

TNF and leptin stimulate the immune system

and adipose tissue, respectively. Adipose tissue

exerts a proinflammatory influence. The

interrelationship influences lipid metabolism

and plasma triglyceride concentrations.
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There is increasing recognition that atherosclerosis has a strong underlying

inflammatory component [64–66]. Observations from epidemiological studies on

diet and heart disease showed associations between factors (such as ‘‘reduced se-

rum albumin, periodontitis, and Helicobacter pylori, Chlamydia pneumoniae infec-

tions’’) which did not have an immediately apparent association with plasma

cholesterol or dietary saturated fat intake (risk factors for cardiovascular disease).

Atheromatous plaques are commonly found in the arteries of healthy adults.

Proinflammatory cytokines, such as TNFa, are produced by cells found in the athe-

romatous artery wall. These cells include macrophages and foam cells derived

from them, T lymphocytes, and smooth muscle cells (particularly of the invasive

secretory phenotype) [67]. Migration of leukocytes from the circulation into the

atherosclerotic lesion is believed to play an important part in plaque development

[67]. Thus from these studies and the research findings on obesity and inflamma-

tion cited earlier, and insights gained from the modulatory influence of genotype,

it can be seen that with the current rise in the proportion of the population who

are obese, individuals with certain genotypes (e.g. LTAþ252AA) may be at in-

creased risk from atherosclerosis. This latter genotype is found in approximately

40% of the population. Thus it is important to gain insights into the way that gen-

otype influences responsiveness to dietary intervention.

Fig. 15.6. Relationships between TNF

production, BMI and fasting triglycerides and

the ability of PBMCs to produce TNFa in

healthy men. Data for the study population as

(a) a whole, as well as (b) in individuals with a

LTAþ252AA (TNF22 genotype). NS, non-

significant; BMI, body mass index; PBMC,

peripheral blood mononuclear cell. The

number of subjects is shown in brackets, the

correlations were examined by Spearman’s

rank correlation.
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15.7

Influence of Genotype on the Interactions Between Changes in

Nutrient Intake and Inflammation

The intensity of the inflammatory process is influenced by changes in the pattern

of nutrient intake. In general, nutrients exert an effect over a period of weeks,

rather than hours and, depending on the mode of action of the nutrient, act at

a number of levels in the sequence of events between the initial stimulus and the

final inflammatory process.

Nutrients may modulate transcription of inflammatory mediators directly, as

in the case of 1,25-dihydroxyvitamin D and retinoic acid, or indirectly as is the

case for antioxidants such as vitamins C and E by influencing NFkB activation.

Omega-3 and omega-6 polyunsaturated fatty acids (PUFAs) also exert indirect ef-

fects on inflammation by modulating cytokine production and altering the potency

of inflammatory mediators such as the eicosanoids and platelet activating factor. In

addition, these PUFAs may act via stimulation of peroxisomal proliferator-activated

receptors [68]. Clinical trials have been conducted to reduce the level of inflamma-

tion by nutritional means in a number of diseases. These have targeted in particu-

lar proinflammatory cytokine production and NFkB activation. This strategy has

met with mixed levels of success.

An important variable in whether statistically demonstrable changes in inflam-

mation can be obtained is the genotype of the individual. Pharmacologists have

for a number of years studied the issue of genotype and responsiveness to drugs

(e.g. Ref. [69]). More recently the question of whether the responsiveness of inflam-

mation to nutritional modulation is, like the response to drugs, independent of gen-

otype or whether, in any population there will be individual ‘‘non-responders’’ due

to genotype. These latter individuals might require larger changes in nutrient in-

take to achieve an anti-inflammatory effect than other individuals, or might be in-

herently ‘‘non-responsive.’’

It has been clearly demonstrated that SNPs influence the responsiveness of indi-

viduals to changes in nutrient intake. For example SNPs may be responsible for

variations in the lipemic response to dietary lipids [70] and influence the interrela-

tionship between plasma vitamin B12, folate, and homocysteine [71].

Currently studies examining the interaction between genotype, nutrients, and in-

flammation have focused on the suppression of proinflammatory cytokine produc-

tion or alteration in the strength of antioxidant defenses. Fish oil has been em-

ployed in the first type of study and vitamin E is in the second.

15.8

The Influence of Genotype on the Modulatory Effects of Changes in

Dietary Fat Intake

Inflammation and lipid metabolism are intimately linked. Lipid mediators are the

products and controllers of the inflammatory process. Furthermore inflammation
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alters fat metabolism, as is evident from the hyperlipidemia that occurs during the

course of an inflammatory response. Thus alterations in dietary fat intake can im-

pact upon all aspects of this complex interrelationship. Plasma triglycerides and

cholesterol are not only related to obesity and risk of cardiovascular disease but

are raised as a part of the collection of metabolic changes that occur during the

inflammatory response. The mechanisms for the rise in plasma lipids are com-

plex but are due in part to the ability of proinflammatory cytokines to increase

very low-density lipoprotein (VLDL) secretion as a result of increased adipose tis-

sue lipolysis, to increase de novo hepatic fatty acid synthesis, and to suppress fatty

acid oxidation. However in severe infection, when cytokines are grossly elevated,

VLDL clearance decreases secondary to decreased lipoprotein lipase and apolipo-

protein E (apoE) in VLDL. In rodents, hypercholesterolemia occurs due to in-

creased hepatic cholesterol synthesis and decreased low-density lipoprotein (LDL)

clearance, conversion of cholesterol to bile acids, and secretion of cholesterol into

the bile. Marked alterations in proteins important in high-density lipoprotein

(HDL) metabolism lead to decreased reverse cholesterol transport and increased

cholesterol delivery to immune cells. Oxidation of LDL and VLDL increases during

inflammation and HDL becomes a proinflammatory molecule. Lipoproteins be-

come enriched in ceramide, glucosylceramide, and sphingomyelin, leading to an

increase in uptake by macrophages. These latter changes may exert a pro-athero-

genic influence [72].

Fish oil supplementation is not universally efficacious in the treatment of in-

flammatory disease. Rheumatoid arthritis and inflammatory bowel disease have

been the most successfully treated of all inflammatory diseases [73]. The anti-

inflammatory mechanism may be through suppression of TNF production. Endres

et al. [74] showed that large doses (15 g/day for 6 weeks) of oil in nine healthy

volunteers resulted in a small but statistically significant reduction in TNFa and

interleukin 1b (IL-1b) production from PBMCs. Subsequently less than half of 11

similar small intervention studies were unable to demonstrate a statistically signif-

icant reduction in cytokine production. To understand the differences in response

more closely, we conducted a study on 111 young men fed 6 g fish oil/day for 12

weeks and measured TNFa production by PBMCs before and after supplementa-

tion, in relation to the SNP at �308 in the TNF, and at þ252 in the LT genes. No

significant effect of fish oil on cytokine production was noted in the group as a

whole. However when the results were examined according to tertile of TNFa pro-

duction prior to supplementation, homozygosity for the LT-a A allele (TNFB2) was
2.5-times more frequent in the highest than in the lowest tertile of production. The

percentage of individuals in whom fish oil suppressed production was lowest

(22%) in the lowest tertile and doubled with each ascending tertile. In the highest

tertile mean values were decreased by 43%. In the lowest tertile mean values were

increased by 62%. Individuals who were homozygotes for the A allele were

strongly represented among unresponsive individuals. In the lowest tertile of

TNFa production only heterozygous subjects were responsive to suppressive effects

of fish oil. In the medium tertile this genotype was six times more frequent than

other LT-a genotypes among responsive individuals. No relationship between pos-
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session of TNFA�308 genotype and responsiveness to fish oil was found. Clearly,

while the level of inflammation determines whether fish oil will exert an anti-in-

flammatory influence or not, and is influenced by the LTA�252A allele, the precise

genomic mechanism for an anti-inflammatory effect is unclear at present [75].

In studies on atherosclerosis it was found that the increase in intima-media

thickness associated with variants in the number of tandem Sp1-binding motifs

in the promoter region of the 5-lipoxygenase gene was blunted by a raised omega-

3 PUFA intake and worsened by high levels of omega-6 PUFA intake [23].

Inflammation promotes the development of atherosclerotic plaques and influ-

ences their stability. Fats rich in omega-3 and omega-6 PUFAs are considered to

prevent cardiovascular disease. Omega n-3 PUFAs, in addition to reducing pro-

inflammatory cytokine production, decrease the incidence of re-infarction in heart

disease patients. In the GISSI study a daily supplement of 1 g of omega-3 PUFA

decreased the rate of re-infarction in by 10–15%. We examined whether polymor-

phisms in pro- and anti-inflammatory cytokine genes are associated with the re-

sponse of atherosclerotic plaques to dietary n-3 and n-6 PUFA intake. Supplements

(6 g/day) of fish or sunflower or placebo oil were given to patients with severe athe-

rosclerosis prior to surgical removal of carotid plaques. Patients were genotyped for

SNPs in TNFA, LTA, IL1B, IL6, IL10, and TGF1B genes and plaque structure was

examined by histomorphometry. It was found that an AA genotype for the SNP at

þ252 in the LTA gene was associated with significantly higher plaque soft lipid and

lower fibrous tissue content in patients given sunflower oil supplements. A raised

PUFA intake in individuals with a lower capacity for IL-10 production (possessing

the A allele of the SNP at �1082) was associated with a higher proportion of foamy

macrophages. In patients who possessed an A allele in the SNP at �308 in the

TNFA gene or CC genotype for the IL1B�511 SNP, fish oil supplementation was

associated with improved plaque pathology as evident from the a lower modified

American Heart Association grading [76]. There is therefore the possibility that a

proinflammatory genotype may have an adverse influence on plaque structure but

bestow benefit when fish oil supplementation is administered. It is interesting to

note that in a study on the ability of fish oil to reduce fasting plasma triglyceride

concentrations in healthy young men we noted that fish oil appeared to reduce

concentrations only in all individuals with a BMI > 25 and in particular in individ-

uals with an LTAþ252AA genotype [63, 77]. Thus it would appear that in healthy

populations possession of the A allele in the LTAþ252 SNP may bestow risk dur-

ing the response to inflammatory stimuli but an advantage in terms of responsive-

ness to the lipid-lowering properties of fish oil (Fig. 15.7).

Population studies have revealed further interesting insights into nutrient–gene

interactions in the area of inflammation, dietary fats, and lipid metabolism. Pima

Indians have been studied for many years in relation to obesity and its related met-

abolic problems. There is an association between high IL-6 levels and insulin resis-

tance in both Pima Indian and White populations. When investigators studied the

IL6�174G/C polymorphism in Native American and Spanish White populations

they found that among the Spanish White subjects there was a significant differ-

ence in genotypic distribution between diabetic and non-diabetic subjects; the GG
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genotype was more common in diabetic (0.40) than in non-diabetic (0.29) subjects.

The G allele was much more frequent in the Native Americans. When healthy

Native Americans were compared with those who had type 2 diabetes mellitus,

the GG genotype was significantly more common in diabetic subjects. When this

sample population was stratified according to ethnic heritage, all subjects who

were of full Pima Indian heritage had the GG genotype [78].

Studies on the health of the population of Framingham in Massachusetts pro-

vided seminal work on the understanding of dietary risk factors for cardiovascular

disease. Responsiveness of plasma lipids to dietary manipulations is highly vari-

able, with diet–gene interactions thought to explain, in part, interindividual

responses. In addition, polymorphisms at specific gene loci are thought to be sig-

nificant determinants of fasting lipid levels and may also explain the highly heter-

ogeneous nature of individuals’ postprandial responses to a standard fat load.

Recently genomic investigations have revealed some interesting insights into the

interactions between dietary fat intake and plasma cholesterol concentration in the

population. Cholesterol is transported by lipoproteins. Polymorphisms influence

synthesis of these molecules. ApoE is a functional and structural component of

several classes of lipoproteins, including chylomicrons, VLDLs, and their rem-

nants, and has a major influence on the metabolism and clearance of these par-

ticles by the liver. Three common isoforms of the ApoE gene loci exist, yielding

apoE2, apoE3, and apoE4, with between 55% and 60% of the population homozy-

Fig. 15.7. The influence of body mass index and LTAþ252

genotype on the ability of a dietary supplement of 6 g/day fish

oil for 12 weeks to lower fasting plasma triglyceride

concentrations in healthy men.
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gous for the E3 allele [76]. A study assessed the efficacy of fish oil supplementation

in counteracting the classic dyslipidemia of the atherogenic lipoprotein phenotype

(ALP) in 55 men. In addition, the impact of the common apoE polymorphism on

the fasting and postprandial lipid profile and on responsiveness to the dietary inter-

vention was measured. The subjects completed a randomized placebo-controlled

crossover trial of fish oil (3.0 g eicosapentaenoic acid/docosahexaenoic acid per

day) and placebo (olive oil) capsules. The six-week treatment arms were separated

by a 12-week washout period. Fish oil supplementation resulted in a reduction in

fasting plasma triglyceride (TG) concentrations of 35%, a decrease in the postpran-

dial TG response of 26%, and a fall in LDL-3 of 26%. However, no change in

concentrations was evident. Baseline values of HDL-cholesterol were significantly

lower in apoE4 carriers. The apoE genotype also had a striking impact on lipid

responses to fish oil intervention. Individuals with an apoE2 allele displayed a

marked reduction in the extent of the postprandial TG increase. In apoE4 individ-

uals, a significant increase in total cholesterol and a trend toward a reduction in

HDL-cholesterol relative to the common homozygous E3/E3 profile was evident.

Thus the study demonstrates that the efficacy of fish oil fatty acids in counteracting

the pro-atherogenic lipid profile in individuals with an atherogenic lipid profile is

influenced by the apoE genotype, individuals with an apoE2 genotype being more

likely to benefit from the anti-atherogenic influence of fish oil on postprandial lipe-

mia. It could be hypothesized that individuals with raised plasma lipids with the

E4 genotype are at greatest risk of atherosclerosis [79].

An SNP at �2854 in the gene for apolipoprotein B100, the APOC3�2854T > G

polymorphism, lies in the APOC3�A4 intergenic region. In healthy adults, this

polymorphism was associated with plasma triglyceride concentration. Individuals

with a homozygous T allele (wild-type) had a 55% lower concentration compared

with individuals who are homozygous for the rarer G allele. Age and gender had

a significant impact on genotype–triglyceride interactions [80].

In the Framingham study population some interesting insights were gained into

nutrient–gene interactions between PUFA intake and HDL-cholesterol metabo-

lism. APOA1 is the primary protein constituent of HDL. An SNP at �75 in the

APOA1 gene involving a G to A substitution influences the effects of PUFA intake

on HDL concentration. A positive relationship between PUFA intake and HDL

cholesterol concentration existed in individuals with a GG genotype. HDL in-

creased by more than 40% over a range of PUFA intake from <4 to >8% of dietary

energy. In individuals who were homozygous for the A allele HDL-cholesterol was

not influenced by the amount of PUFA consumed. Heterozygotes showed a mod-

est rise in HDL-cholesterol over the range of PUFA intake. These findings have

important public health implications. The anti-atherogenic effects of PUFAs asso-

ciated with HDL-cholesterol are only possible in individuals with a G allele for the

SNP [81].

The association between the APOE genotype and carotid atherosclerosis, defined

as carotid artery intima-media thickness (IMT) and stenosis >25%, was studied to

assess if other cardiovascular risk factors modified any association. A total of 1315

men and 1408 women from the Framingham Offspring Study underwent carotid
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ultrasound and were genotyped for APOE variants. The data were analyzed accord-

ing to three genotypes: APOE2 (including E2/E2, E3/E2 genotypes), APOE3 (E3/

E3), and APOE4 (including E4/E3, E4/E4 genotypes). There were gender differ-

ences in the interaction between genotype and pathology. In women, the APOE2
group was associated with lower carotid IMT (0.67 versus 0.73 mm) and lower

prevalence of stenosis compared with the APOE3 group. In men, APOE genotype

was not associated with carotid IMT or stenosis in the group as a whole; however,

diabetes modified the association between APOE genotype and carotid IMT.

Among diabetic men, the APOE4 group was associated with a higher internal ca-

rotid artery IMT (1.22 mm) than the APOE3 group (0.90 mm) or the APOE2 group

(0.84 mm). The E2 allele was associated with lower levels of carotid atherosclerosis

in women, and the E4 allele was associated with higher internal carotid IMT in

diabetic men [82].

15.9

Influence of Antioxidants and Genotype on Inflammation

Paraoxonase-1 is hypothesized to protect serum lipoproteins from oxidative stress

in humans. Decreased serum activity of paraoxonase-1 in animal models is associ-

ated with an increased risk of vascular disease and has been linked to the anti-

oxidant capacity of the enzyme. An SNP in the human paraoxonase-1 gene

strongly influences serum concentrations of the enzyme. The hypothesis that

SNPs in this gene might be genetic risk factors for vascular disease in humans

was examined by Leviev et al. [83]. In an earlier study the same group tested the

hypothesis that promoter polymorphism T(�107)C of the human paraoxonase

gene (PON1) is associated with risk of coronary disease [83]. Genotypes arising

from the promoter C(�907)G polymorphism were analyzed in a the ‘‘Etude Cas-

Temoins de l’Infarctus du Myocard’’ population. The global odds ratio for myocar-

dial infarction, comparing the high expresser GG genotype to other genotypes, was

0.77. The association with the SNP for the paraoxonase-1 gene was more pro-

nounced in the youngest age group (odds ratio 0.52) and was progressively lost

with age. The study supports the idea that the protective, antioxidant capacity of

HDLs is at least in part genetically determined and that genotype acting via this

route would reduce inflammatory stress and its consequences.

Proteomic studies have shown that inducible nitric oxide synthase (iNOS)

and superoxide dismutase (SOD) are both influenced by the natural resistance-

associated macrophage protein (NRAMP) 1 gene [84]. The molecule controls a

wide range of macrophage activities. The production of oxidant molecules, enhanc-

ing proinflammatory cytokine production via high levels of NFkB activation may

thus be under a genomic influence due to the aforementioned variations in the

NRAMP1 gene [85].

Antioxidant intake also modifies cytokine production. In a study on healthy men

and women and smokers, dietary supplementation with 600 IU/day a-tocopherol

for one month, suppressed the ability of PBMCs to produce TNFa. Production

was reduced by 22 and 33% in non-smokers and smokers respectively [86]. In a
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similar dietary intervention study on normolipemic and hypertriglyceridemic

subjects receiving a-tocopherol at 600 IU/day for six weeks, TNFa, IL-1b, and IL-8

production by LPS-stimulated blood mononuclear cells was reduced [87]. A sim-

ilar effect of a-tocopherol was noted in a study on normal subjects and type 2

diabetics [88]. However, there were large standard deviations in the data from

these studies, indicating major intra-individual variability in the ability of vita-

min E to suppress production of the cytokine. While a number of studies have

shown that a-tocopherol suppresses superoxide production, the situation with re-

gards to nitric oxide is less clear [86, 87]. The a-tocopherol derivative pentamethyl-

hydroxychromane inhibited LPS-stimulated NFkB and iNOS activation in cultured

J774 macrophages [89].

At present it is unknown whether antioxidants interact with SNP in the genes

associated with oxidant stress and inflammation in a differential manner as may

occur with the other anti-inflammatory nutrient n-3 PUFAs. This topic is currently

an area of active research. It is likely that genomic differences in the response to

antioxidant therapy will be found because recent studies of the effects on polymor-

phisms in genes that influence endogenous components of antioxidant defense

have been found. Selenium (Se) is an essential micronutrient for human health.

The essential nature of this micronutrient is attributed to its presence in a range

of 20–30 selenoproteins including the cytosolic and phospholipid hydroperoxide

glutathione peroxidases (GPX1 and GPX4) (see also chapter 8). In eukaryotes sele-

nium is incorporated into selenoproteins as the amino acid selenocysteine in a pro-

cess requiring a stem–loop within the 3 0 untranslated region (3 0 UTR) of the

mRNA. GPX4 may play a role in regulation of leukotriene biosynthesis and thus

inflammation. In a study on healthy subjects the region of the GPX4 gene corre-

sponding to the 3 0 UTR was scanned for mutations. The data revealed a T/C variant

at position 718. The distribution of this SNP in the study population was 34% CC,

25% TT and 41% TC. Individuals of different genotypes exhibited significant differ-

ences in the levels of lymphocyte 5-lipoxygenase total products formed when the

cells were stimulated. Individuals with the C allele at 718 showed increased levels

of those products compared with T718 and T/C718 (36% and 44% increases, re-

spectively). The data suggest that the SNP718 has functional effects and support

the hypothesis that GPX4 plays a regulatory role in leukotriene biosynthesis [90]

(see chapter 8).

It is unclear at present what role the SNP might play in susceptibility to asthma

since leukotrienes play an important role in hypersensitivity of the lungs. A better

understanding of this interaction and of the interaction of n-3 PUFAs with geno-

type may allow a better design of nutrient products for the treatment of inflamma-

tory disease.

15.10

Conclusion

Inflammation is both an essential part of the ability to survive the continual attack

of pathogens on the human body and a process that can seriously debilitate or kill
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the individual. In addition, inflammation plays a further disadvantageous role in a

wide range of diseases having a covert inflammatory basis. This duality in effects

on human health and survival arises from the actions of cytokines, which are key

modulators of the response. The pro- and anti-inflammatory cytokines, nuclear

transcription factors, and antioxidant defenses influence the intensity of the re-

sponse. The recent insights from the human genome have revealed individual dif-

ferences in the degree to which key proteins are expressed. This variability, induced

by single-nucleotide polymorphisms in the genes associated with the inflammatory

process, is being shown to be an important determinant of the strength of the in-

flammatory process. Inflammation has complex and interrelated effects on metab-

olism. It is intimately linked with lipid metabolism. The recent findings that adi-

pose tissue is an organ capable of exerting an inflammatory influence on the body

has further strengthened these two areas of human biology which impact upon

health. It is becoming increasingly apparent that the outcome from dietary inter-

vention is influenced by genotype. Although studies of nutrient–gene–inflam-

mation interactions are still in their infancy, further research into the interaction

between SNPs and nutrients will permit nutritional therapy and health promotion

to be more effectively tailored at an individual level. With greater insight into

gene–nutrient interactions, alterations in diet and single nutrient interventions

may be better able to protect against cancer, decrease the occurrence of cardiovas-

cular and other chronic diseases, and perhaps increase human longevity.
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16

Gene Variants, Nutritional Parameters, and

Hypertension

Maolian Gong and Norbert Hübner

Summary

Essential hypertension (EH) is a major public health problem due to its high pre-

valence and its association with coronary heart disease, stroke, renal disease, pe-

ripheral vascular disease, and other disorders in many countries. Dietary salt is

the major cause of the rise in blood pressure with age and the development of hy-

pertension, while dietary potassium lowers the risk to develop hypertension and

stroke. Epidemiological and clinical data concluded that the reduction of daily so-

dium intake, through salt restricted diets, lowers BP effectively. It was estimated

that a universal reduction in dietary intake of salt by 50 mmol/d would lead to a

50% reduction in the number of people requiring anti-hypertensive therapy, a

22% reduction in number of deaths due to strokes and a 16% reduction in number

of death from coronary heart disease (CHD). An increase in dietary intake of potas-

sium, from approximately 60–80 mmol/d was shown to be inversely and signifi-

cantly related to the incidence of stroke mortality in women. However, the mecha-

nisms whereby high salt intake raises the blood pressure remain unclear. Existing

concepts focus on the tendency for an increase in extracellular fluid volume (ECV),

but an increased salt intake also induces a small elevation in plasma sodium,

which shifts fluid from the intracellular to the extacellular space, and stimulates

the thirst centre. Accordingly, the rise in plasma sodium is responsible for the

tendency for an increase in ECV. Although the change in ECV may have a pressor

effect, the associated rise in plasma sodium itself may also cause the blood pres-

sure to rise. The heritability of hypertension has been demonstrated in several

studies. The genetic contribution to blood pressure variability ranges from 20 to

50%, according to different studies. Therefore, identifying hypertension suscepti-

bility genes will help understanding the pathophysiology of the disease. Due to

the fact that blood pressure is controlled by cardiac output and total peripheral re-

sistance, many molecular pathways are believed to be involved in the disease. Sev-

eral strategies and methods have been used to identify hypertension susceptibility

genes. In this review, recent genetic studies investigating the molecular basis of hy-

pertension including different molecular pathways will be highlighted.

Nutritional Genomics. Edited by Regina Brigelius-Flohé and Hans-Georg Joost
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ISBN: 3-527-31294-3

327



16.1

Introduction

Essential hypertension (EH) is a major public health problem due to its high pre-

valence and its association with coronary heart disease, stroke, renal disease,

peripheral vascular disease, and other disorders in many countries [1]. EH is re-

garded as a multifactorial condition, the onset and severity of which are influenced

by both genetic and environmental factors. The role of genetic factors in the etiol-

ogy of hypertension is supported by cross-sectional studies that document familial

aggregation of the disorder despite the different environment factors [2, 3]. Twins

and adoption studies indicated a greater degree of trait concordance among identi-

cal as compared with dizygotic twins [4] and among natural as compared with

adoptive siblings [5], which also stresses the importance of genetic factors [6]. The

exact form of the underlying genetic mechanism remains unanswered. The esti-

mates on genetic variance range from 20% to 50% [6–8].

The identification of variant genes that contribute to the development of hyper-

tension is complicated by the fact that the two entities that determine blood pres-

sure (BP) – cardiac output and total peripheral resistance – are themselves con-

trolled by other intermediary phenotypes, including the autonomic nervous

system, vasopressor/vasodepresser hormones, the structure of the cardiovascular

system, body fluid volume and renal function, and many others (Fig. 16.1). The

identification of genes underlying blood pressure variation has the capacity to de-

fine primary physiologic mechanisms causing this trait, thereby clarifying disease

pathogenesis, establishing molecular diagnostics and developing a novel therapy of

hypertension [9]. Substantial progress has been made in the last decade towards

detection of genes underpinning several Mendelian forms of hypertension traits,

which may present early in life with distinct phenotypes [9, 10]. Currently, most

published data on human EH arises from association-based studies and genome-

wide screens [11].

16.2

Blood Pressure Regulation is Related to Sodium and Potassium Intake

Dietary salt is a major cause for elevating BP levels across populations, while di-

etary potassium lowers the risk of developing hypertension and stroke. Compre-

hensive epidemiologic evidence was provided by the INTERSALT Study [12–14],

which investigated the relationship of 24-h urinary electrolyte excretion to BP in

52 population groups across 32 countries with 10 074 subjects, following standard-

ized protocols. In adults aged 20–59 years there was a significant positive correla-

tion between urinary sodium excretion and elevated BP. The relationship between

urinary sodium excretion and elevated BP was stronger in older than in younger

individuals. With adjustment for confounding variables, potassium excretion was

significantly negatively correlated with BP. Again these relationships tended to be

more marked at older ages. Further, it was also observed that in four of these pop-
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ulations in whom the mean 24-h urinary sodium excretion was lower than 100

mmol/day (median salt intake ranged from under 1 g to 3 g daily versus more

than 9 g in the rest of the INTERSALT populations), systolic blood pressure (SBP)

did not rise with age [15].

An overview of observational data in populations suggested that a difference in

sodium intake of 100 mmol/day could be associated with average difference in

SBP of 5 mmHg at age 15–19 years and 10 mmHg at age 60–69 years. It was esti-

mated that a universal reduction in dietary intake of salt by 50 mmol/day would

lead to a 50% reduction in the number of people requiring antihypertensive ther-

apy, a 22% reduction in number of deaths due to strokes, and a 16% reduction

in number of death from coronary heart disease (CHD) [16]. Meta-analysis of

randomized controlled clinical trials confirmed that potassium supplementation

was associated with a significant reduction in mean (95% confidence interval, CI)

systolic and diastolic BP of �4.44 (range �2.53 to �6.36) and �2.45 (range �0.74

to �4.16) mmHg, respectively. After exclusion of a trial with extreme results, potas-

sium supplementation was still associated with a significant reduction in mean

(95% CI) systolic and diastolic BP of �3.11 (range �1.91 to �4.31) and �1.97

(range �0.52 to �3.42) mmHg, respectively. The BP effects of potassium adminis-

tration appeared to be enhanced in studies where participants were concurrently

exposed to a high intake of sodium [17].

Fig. 16.1. Multiple interactions between genetics and

environmental factors leading to hypertension.
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The results of a low-sodium diet in the Dietary Approaches to Stop Hypertension

(DASH) trial [18] further strengthened the conclusion that reduction of daily so-

dium intake through salt-restricted diets lowers BP effectively and is additive to the

benefit conferred by the DASH diet. The effects of composite dietary interventions

on BP levels in normotensive and hypertensive individuals were studied in well-

designed clinical trails [18, 19]. The initial dietary intervention used in the DASH

trial involved a diet that emphasized fruits, vegetables, and low-fat dairy products

and included whole grains, poultry, fish, and nuts while reducing the amount of

red meat, sweets, and sugar-containing beverages. The DASH diet was more effec-

tive in substantially reducing systolic and diastolic BP, both in hypertensive and nor-

motensive subjects compared with the ‘‘typical’’ low-fat and low-cholesterol diets in

the United States, even though the latter diet intervention also lowers BP. The

DASH was also demonstrated to be effective as first-line therapy in individuals with

stage I isolated systolic hypertension, with 78% of the people on the DASH diet re-

ducing their SBP to below 140 mmHg, in comparison to 24% in the control group.

The DASH trial was followed by a well-designed factorial trial combining the

diet with high, intermediate, and low levels of sodium consumption and measur-

ing the effects on BP in comparison with a control diet typical of the United States,

administrated with similar graded variations in the sodium content [18]. Within

each assigned group (DASH versus typical), participants ate foods with high, inter-

mediate, and low levels of sodium for 30 consecutive days. Reduction in sodium

intake at each level resulted in significant lowering of systolic and diastolic BP in

both DASH and control groups. The decline in BP was maximum, however, when

the DASH diet was modified to reduce the sodium content. As compared with the

control diet with a high sodium level, the DASH diet with a low sodium level led to

mean systolic BP 7.1 mmHg lower in normotensive participants and 11.5 mmHg

lower in hypertensive participants. There was also a 4.5 mmHg decrease in the

mean diastolic BP level between the low-sodium DASH diet phase and the high-

sodium control diet phase of the trial [18].

The effects of the low-sodium intake and potassium-supplementation diet has

great potential for application in both population-based and individual-focused

strategies for prevention and control of high blood pressure (HBP) and associ-

ated cardiovascular disease (CVD). Adoption of the low-sodium and potassium-

supplementation diet by large populations is likely to be safe and beneficial in

shifting the population distributions of BP towards lower levels of cumulative

risk of CVD in those populations. This diet will also provide an effective non-

pharmacological therapeutic intervention in the clinical management of individu-

als identified to be at an increased risk of CVD because of HBP and associated

risk factors.

16.2.1

Plasma Sodium, Mechanisms and Hypertension

There is evidence that those who develop HBP have an underlying defect in the

ability of the kidney to excrete salt, and that the greater compensatory response
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required to restore sodium balance is responsible for the increase in BP. Sodium

balance is controlled entirely by the kidney’s ability to vary the urinary excretion

of sodium. The immediate effects of dietary sodium are to alter plasma sodium

and, consequently, the extracellular fluid volume (ECV) (Fig. 16.2). The rise in

pressure is associated with the rise in cardiac output. These changes must there-

fore be primarily responsible for the subsequent alterations that affect the BP [20].

The impairment of the kidney’s ability to excrete sodium is either genetic, as in

human essential hypertension (EH) and a rat model of human EH, the spontane-

ously hypertensive rat (SHR), or it can be superimposed as in obesity, primary

hyperaldosteronism, or renal disease [20]. The primacy of the kidney’s control of

sodium excretion in the regulation of BP has been confirmed by the finding of 20

genes so far identified to be associated with EH or responsible for rare Mendelian

forms of high and low BP; all are involved in the regulation of sodium handling by

the kidney (see below) [9].

High salt intake has also been demonstrated to have direct harmful effects on

the cardiovascular system independent of and additive to the effect of salt on BP

(Fig. 16.2) [21]. There is direct evidence that a rise in plasma sodium in vivo can

induce changes in the arterial which could contribute to a rise in BP, and that, in
vitro, a rise in sodium concentration can cause intracellular changes in the vessels

and the heart that are similar to those found in vascular tissue from hypertensive

individuals or animals. The intracellular sodium concentration was directly related

to the systolic and diastolic BP. A rise in intracellular sodium increases muscle

tone due to the resultant increase in intracellular Ca2þ concentration. The results

demonstrated that in vivo, an acute increase in plasma sodium not accompanied by

a rise in ECV can raise BP, and that such a rise in BP is associated with an increase

in the sodium concentration of smooth muscle. In vitro, a change in sodium con-

Fig. 16.2. Plasma sodium and blood pressure. BP, blood

pressure; RAAS, renin–angiotensin–aldosterone system.
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centration in cultures of myocardial myoblasts and vascular muscle cells resulted

in an increased cell diameter, volume, and protein content of these cells.

Other experiments showed similarly that increasing the sodium concentration

by just 2 mmol/l above normal can result in an increase in the cellular protein con-

tent of cultured coronary artery smooth muscle cells by 84.5%. Similar results were

obtained in cultured umbilical vein endothelial cells. An increase in the concentra-

tion of NaCL by 10 mmol/l in thoracic aorta and cultured rat vascular smooth mus-

cle cells caused a time-dependent rise in AT1 receptor mRNA levels that appeared

at 12 h, and was sustained for 48 h when the experiment was ended. The above

results directly demonstrate that a rise in plasma sodium induces multiple changes

in vascular tissue similar to those in hypertension [20].

Epidemiologically, as the BP rises with age there is an inverse association be-

tween plasma renin activity and systolic BP, yet the administration of angiotensin

inhibitors to EH patients lowers their BP, which suggests that such patients may

show an increased sensitivity towards angiotensin II. It has been shown that angio-

tensin II activity is increased in vessels of EH patients [22]. Cell cultures of vascu-

lar smooth muscle and endothelial cells suggest that a rise in sodium concentra-

tion within culture medium increases the number of AT1 receptors, transforming

growth factor b (TGFb) production, and the functional response of the cells to

stimulation with angiotensin II (Fig. 16.3) [20]. TGFb1 was demonstrated to be

stimulated by angiotensin II in different cultured cells (mesangium, vascular

smooth muscle, and rat glomerular mesangial cells) [23]. TGFb1 can modulate

nitric oxide (NO) production through controlling the transcriptional rate of endo-

thelial isoform of nitric oxide synthase (NOS3). The BP response to an increase in

salt intake is dependent on NO production in rat. Thus, dietary salt intake regu-

lates TGFb1, which in turn regulates expression of NOS3 in potential targets of

hypertension-induced damage. Increased production of NO produces feedback in-

hibition of TGFb1 production and further serves as a vasodilatory function, which

decreases shear forces [23]. The system appears to become dysfunctional when NO

production is impaired (Fig. 16.3). The studies indicate that structural changes

in hypertension are due in part to an increase in tissue angiotensin II activity in

Fig. 16.3. The relationship between angiotensin II and

transforming growth factor-b1. TGFb1, transforming growth

factor-b1; NOS3, endothelial isoform of nitric oxide synthase;

NO, nitric oxide.
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vessels and the heart, independent of BP, and these may be due to an increase in

plasma sodium (Fig. 16.2).

16.2.2

Sodium Handling, Genetics Variants, and Hypertension

Genetic, environmental, and demographic factors together contribute to hyperten-

sion. Among the environmental factors, high salt intake contributes to the most

common form of hypertension, known as salt-sensitive hypertension. The evolu-

tion of humans in a salt-poor environment might have provided selective pressure

favoring alleles promoting salt retention. The presence of such alleles in modern

times is bound to make humans susceptible to hypertension. Therefore, the genes

that coordinately participate in the maintenance of sodium/water homeostasis are

the potential candidate genes (Fig. 16.4).

Here we discuss some of the results of some studies designed to define the mo-

lecular basis of hypertension with an emphasis on those molecular variants that

are implicated in salt/water homeostasis.

Fig. 16.4. Candidate genes of human

hypertension along the pathway of renin–

angiotensin–aldosterone system. ACE,

angiotensin-converting enzyme; AT1 and AT2
receptor, angiotensin II receptor type I and II;

DOC, deoxycorticosterone; CYP11B1, 11b-

hydroxylase; CYP11B2, aldosterone synthase;

MR, mineralocorticoid receptor; 11bHSD2,

type 2 11b-hydroxysteroid dehydrogenase.
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16.3

Genetic Analysis of Hypertension

16.3.1

Mendelian Forms of Hypertension (Secondary Hypertension)

Molecular genetic studies have identified mutations in eight nuclear genes and one

mitochondrial gene that cause Mendelian forms of hypertension (Table 16.1). They

include the 11b-hydroxylase/aldosterone synthase (CYP11B1/CYP11B2, Chr8p)

in glucocorticoid remediable aldosteronism [24], the b- and g-subunits of the epi-

thelial sodium channel (ENaC, Chr16p) in Liddle’s syndrome [25–28], type 2 11b-

hydroxysteroid dehydrogenase (11b-HSD2, Chr16q) in the syndrome of apparent

mineralocorticoid excess [29, 30], the mineralocorticoid receptor (MR, Chr4q) in

Table 16.1. Causative mutations for Mendelian forms of hypertension (update).

Monogenic syndrome Causative

gene

Characteristics

of mutations

Enzyme

function

MOI Chromosome

Glucocorticoid-remediable

aldosteronism (GRA) [24]

CYP11B1 and

CYP11B2
Fusion gene arising

from unequal crossover

Gain AD 8p

Pseudo-aldosteronism

(Liddle’s syndrome) [25–28]

b and g-

subunits of

ENaC

Truncation mutations in

C-terminal region and

missense mutation

Gain AD 16p

Pseudohypoaldosteronism

type II (Gordon’s

syndrome) [32]

WNK1 and

WNK4

Deletion and missense

mutations

Gain AD 12p and 17q

Apparent mineralocorticoid

excess (AME) [29, 30]

11b-HSD2 Missense and deletion

mutations

Loss AR 16q

Hypertension exacerbated

in pregnancy [31]

MR Missense Gain AD 4q

Hypertension plus

brachydactyly (HTNB) [36]

Unknown Unknown Unknown AD 12p

Hypertension,

hypercholesterolemia, and

hypomagnesemia [10]

M. tRNAILe Missense mutation M. dysfunction M M

MOI, mode of inheritance; AD, autosomal dominant; AR, autosomal

recessive; CYP11B1, 11b-hydroxylase; CYP11B2, aldosterone synthase;

ENaC, epithelial sodium channel; WNK1 and WNK4, Serine/threonine

protein kinases, lysine-deficient 1 and 4; 11b-HSD2, type 2 11b-

hydroxysteroid dehydrogenase; MR, mineralocorticoid receptor; tRNA,

transfer RNA; M, mitochondria.
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hypertension exacerbated in pregnancy [31], and mutated genes of the serine-

threonine protein kinases, WNK1 (Chr12p) and WNK4 (Chr17q) in pseudohypoal-

dosteronism type II (FHH) [32]. The molecular basis of the former four syndromes

was reviewed in detail by Lifton et al. [9]. Extensive studies of pseudohypoaldoster-

onism type II by Mayan et al. found that affected subjects with WNK4 Q565E mu-

tations have hypercalciuria accompanied by lower serum calcium levels supporting

a mechanism of renal calcium wasting. Together with the result that WNK4 regu-

lates the renal outer medullary potassium channel as well as epithelial Cl�/base
exchange and the Naþ/Kþ/2Cl� cotransporter, the interaction between WNK4 and

a calcium channel or transporter was suggested [33]. Most of these disorders are

due to defective genes acting in the same physiological pathway in the kidney, al-

tering net renal salt reabsorption [9].

Hypertension and dyslipidemia cluster more often than expected for the risk of

many common cardiovascular diseases (i.e. myocardial infarction, congestive heart

failure, and stroke) [34]. A cluster of metabolic defects caused by mutation in a mi-

tochondrial transfer RNA (mtRNA) was identified in one large Caucasian kindred

by Wilson et al. [10]. The kindred features a cluster of hypertension, hypercholes-

terolemia, and hypomagnesemia.

Direct sequencing and single-strand conformational polymorphism analysis of

the entire mitochondrial genome have been performed and a novel mutation at nu-

cleotide 4291 uridine-to-cytidine transition was identified, which lies within the

mitochondrial tRNAI1e gene. The mutation occurs immediately 5 0 to the tRNAI1e

anticodon. Uridine at this position is one of the most conserved bases. Biochemical

studies with anticodon stem–loop analogs of tRNA have been performed and indi-

cate that substitution of cytidine for uridine at this position markedly impairs ribo-

some binding [35]. Thus, the authors speculated that the complexity can arise from

a single mutation because of the combined effects of reduced penetrance and plei-

otropy. This underscores the value of studying very large kindreds [10].

One further Mendelian form of hypertension – hypertension and brachydactyly –

has been mapped to a defined chromosomal region [36], but the molecular basis of

the underlying gene still awaits identification. This genetic region nearly overlaps

with a later whole genome scan linkage analysis for EH in a large Chinese pedi-

gree [37], which indicates that the susceptibility gene(s) for EH may reside on

chromosome 12p.

Even though these rare syndromes with Mendelian inheritance only account for

a small fraction of the pathological blood pressure variation in the general popula-

tion, they provide new insight into the pathophysiology of hypertension.

16.3.2

Essential Hypertension

16.3.2.1 Association Studies in Hypertension

Association between sodium intake, genetics variants, and hypertension A large

population-based cross-sectional study was conducted in 2823 Japanese men and
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women aged 30–74 to examine the association between angiotensinogen (AGT)

T174M polymorphism and BP levels stratified by age, body mass index (BMI), and

salt intake (median) estimated by 24-h urine collection and dietary questionnaire.

There was no difference in systolic or diastolic BP between the TT and TMþMM

genotypes overall. However, among young subjects aged 30–64, mean diastolic BP

tended to be 1 mmHg higher in the TMþMM group than in the TT group

(P ¼ 0:06), but not among the older groups. Similarly, mean diastolic BP was 1.7

mmHg higher in the TMþMM group than in the TT group (P ¼ 0:01) in subjects

with lower BMI (a 23.4 kg/m2), but not in those with higher BMI (>23.5 kg/m2).

Furthermore, among younger and non-overweight subjects, diastolic BP differences

were larger for those with higher urinary sodium excretion (3.1 mmHg, P ¼ 0:03),

those with a higher sodium/potassium excretion ratio (4.1 mmHg, P ¼ 0:007),

those with higher present sodium intake score (3 mmHg, P ¼ 0:003), and those

with higher past sodium intake score (3.4 mmHg, P ¼ 0:001). The study shows

that there was a significant association between AGT T174M polymorphism and

diastolic BP levels among younger non-overweight individuals with high sodium

intake, but not among individuals who were older [38].

The relationship between the 174M allele and BP level was more obvious among

younger subjects than older subjects. It may be the younger subjects are more

likely to be affected by genetic factors rather than by environmental factors, and

high salt intake strengthens the association. Key enzymes in the RAAS cascade are

the angiotensin-converting enzyme (ACE) and aldosterone synthase (CYP11B2).

Thus, the relationship between these two genes and different hypertension compli-

cations were carried out. Investigators from the European Projects On Genes in

Hypertension (EPOGH) [39] studied the relationship between left ventricular

mass (LVM) and the ACE D/I, CYP11B2 �344C/T polymorphisms according to so-

dium intake. In 219 nuclear families (382 parents and 436 offspring) from Cracow,

Novosibirsk and Mirano, no association was found between left ventricular mass

index (LVMI) and CYP11B2 �344C/T polymorphism. LVMI increased with higher

sodium excretion in ACE II homologous offspring of both Slavic and Italian extrac-

tion (þ4.2G 2.1 g/m2 per mmol; P ¼ 0:04). In ACE D allele carriers, LVMI also

increased with higher sodium excretion in Slavic offspring, but not in Italians.

The interaction between ACE D/I genotype and urinary sodium excretion was sig-

nificant in Italian offspring (P ¼ 0:03). The relationship between LVMI and the

ACE D/I polymorphism differs across populations, the authors speculated it is pos-

sibly as consequence of varying levels of salt intake [39].

The same group studied the relationship between LVM and angiotensin II recep-

tors (AT1R and AT2R), while accounting for possible gene–gene interactions with

AGT �532C/T and ACE I/D [40]. LVMI was unrelated to the AT1R A1166C poly-

morphism. In population- and family-based analysis in men, the allelic effects of

the AT2R G1675A on LVMI differed (P ¼ 0:01) according to sodium excretion. In

women, this gene–environment interaction was not significantly different. In un-

treated men, LVMI (4.2 g/m2 per 100 mmol) and left ventricular internal diameter

(0.73 mm/100 mmol) increased (P < 0:02) with higher sodium excretion in the

presence of the G allele, with an opposite tendency in A allele carriers. The ACE
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D/I polymorphism, together with the ACE genotype-by-sodium interaction term,

significantly and independently improved the models relating LVMI to the AT2R
polymorphism and the AT2R genotype-by-sodium interaction [40]. Similarly, the

EPOGH investigators studied the relationship between heart rate and CYPB11B2
�344T/C and AT1R A1166C at varying levels of salt intake in 1797 participants

from six European populations [41]. The low-frequency (LF) and high-frequency

(HF) components of heart rate variability and their ratio (LF:HF) in the supine

and standing positions was measured. In subjects with sodium excretion < 190

mmol/day (median), supine heart rate, LF, and LF:HF increased and HF decreased

with the number of CYP11B2 �344T alleles (0:01 < Pa 0:04), and the orthostatic

changes in LF, HF, and LF:HF were blunted in carriers of the AT1R 1166C allele

(0:02 < Pa 0:03). In subjects with sodium excretion > 190 mmHg/day, these as-

sociations with the two gene polymorphisms were non-significant or in the oppo-

site direction, respectively. The above results demonstrated the genetic effects of

LVM and heart rate depend on sodium excretion.

Overall, it seems clear that the body’s handing of salt has an important effect on

cardiovascular status, and recent evidence strongly supports the use of saluretics,

in the shape of thiazide diuretics, as first-line therapy for hypertension and coro-

nary heart disease prevention. Low-sodium and low-fat foods are strongly recom-

mended for the daily diet to prevent hypertension and cardiovascular diseases.

The renin–angiotensin–aldosterone system Due to the important role of the

renin–angiotensin–aldosterone system (RAAS) in the regulation of water and

sodium balance as well as BP [42], numerous studies have investigated the rela-

tionship between the RAAS and EH [43] (Table 16.2). Two genes of the renin–

angiotensin system have provided evidence for association. The angiotensinogen

gene variant AGT M235T is associated with higher circulating angiotensinogen

levels and EH in several but not all populations [44–47]. A second variant in the

angiotensin-converting enzyme gene (ACE) is strongly associated with increased

blood pressure in men [48–50]. However, negative associations were also detected

in some linkage and association studies [51, 52].

Bozec et al. [53] studied the mechanical properties of the carotid artery according

to AGT M235/T genotype in 98 never-treated hypertensive patients (aged 24–80)

and in Agt mutant mice. Few studies had investigated the effect of candidate genes

of RAAS on large artery stiffness in hypertensive patients and this was the first

study to include never-treated hypertensive patients only. It is important to exclude

previously treated patients because antihypertensive drugs may affect arterial wall

components and thus arterial stiffness. The study found that patients homozygous

for the T allele had reduced carotid distensibility and increased stiffness of the ca-

rotid wall independent of blood pressure, compared with patients homozygous for

the M allele. The carotid distensibility in Agt1/2 mice, however, was not signifi-

cantly different from that of Agt1/1 (wild type) mice. The arterial wall was less stiff

in the Agt1/2 mice than in wild-type mice.

A mutant mouse model for the angiotensinogen gene (Agt) has been developed

by Smithies et al. [54, 55]. The genotypes are Agt1/1 (wild-type with two singleton
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copies of the gene) and Agt1/2 (one wild-type and one duplicated copy). These mice

are characterized by increasing BP and plasma angiotensinogen concentrations as

the number of Agt gene copies increases (plasma concentrations of angiotensino-

gen are 24% greater in Agt1/2 than in wild-type mice) [54, 55]. Hence, Agt1/2
mice have a genetically determined increase in plasma angiotensinogen concentra-

tions similar to that of TT-homologous patients. The higher blood pressure was not

associated with arterial hypertrophy, resulting in greater circumferential wall stress

in Agt1/2 mice [53]. The in vivo and in vitro pressure responses to angiotensin II

were reduced in Agt1/2 mice, whereas the contractile response to phenylephrine

was not significantly different between Agt1/1 and Agt1/2 mice, indicating the in-

tegrity of the contractile apparatus and suggesting a dysfunction of the angiotensin

II type 1 (AT1) receptor signaling pathways in Agt1/2 mice.

In hypertensive patients in whom treatment was stopped at least three weeks be-

fore investigation, Benetos et al. [56] found a positive association between the wave

velocity, a marker of aortic stiffness, and both the A1166C polymorphism of the

AT1 receptor gene and the insertion/deletion polymorphism of angiotensin-

converting enzyme 1 gene (ACE II/DD). These results suggest that the angiotensi-

nogen 235TT genotype could be a genetic marker for arterial stiffness in never-

treated hypertensive patients; the arterial wall hypertrophy and stiffening in

235TT patients are probably mediated by an increased stimulation of angiotensin

II type 1 receptor, whereas the opposite carotid phenotype of Agt1/2 mice is proba-

bly the result of a dysfunction on the angiotensin II type 1 receptor pathways [53].

Angiotensin-converting enzyme 2 gene (ACE2), a homolog of ACE has been re-

cently discovered. ACE2 appears to be a negative regulator of ACE in the heart [57].

A case–control study investigating four single-nucleotide polymorphisms (SNPs)

of ACE2 and EH provided no evidence for association in an Anglo-Celtic Australian

population [58]. In this study, the 152 studied hypertensive subjects were the off-

springs of parents who both had hypertension, and similarly the 193 normotensive

subjects were from both normotensive parents over 50 years, which could have in-

herently high biological power. However, the data indicate little support for ACE2
in genetic predisposition to EH [58].

The relationship between AGT, ACE, as well as AT1 receptor genes and EH was

studied in 173 hypertensive individuals and 193 normotensive individuals of Chi-

nese Tibetans. The AGT M235T and the promoter G-6A polymorphisms showed

association with EH in Tibetan women. No association could be detected for poly-

morphisms in ACE and AT1 receptor and EH [59]. The AGT M235T allele was

demonstrated to be in linkage disequilibrium with allelic variants in the AGT pro-

moter region (G-6A and A-20C), which may affect the basal rate of angiotensino-

gen transcription and could account for phenotypic variation in plasma angiotensi-

nogen concentrations [60, 61]. The relationship between ACE and environmental

factors predisposing to EH has been investigated in 1099 subjects from one Mon-

golian population. The study claimed evidence for an interaction between the ACE
DD and ID polymorphism and cigarette smoking, alcohol drinking, and body mass

index (BMI) [62]. Another study in a Chinese Han population (479 subjects from

125 nuclear families) revealed that ACE I/D, a-adducin Gly460Trp, and aldosterone
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synthase �344C/T polymorphisms interact to influence systolic BP (P < 0:05), sug-

gesting these genes might indeed predispose to hypertension, especially in an eco-

genetic context characterized by high salt intake [63].

Association studies of genes acting on pathways for blood pressure regulation outside

the renin–angiotensin–aldosterone system An ever-expanding repertoire of genes

outside of the RAAS has been tested for involvement in the genetic basis of EH

(Table 16.2). A number of studies showed a correlation between hyperinsulinemia,

insulin resistance, and hypertension [64]. Speirs et al. tested several novel potential

candidates, including the G protein-coupled receptor kinases 4 (GRK4), 3-b hydroxy-
steroid dehydrogenase/delta isomerase, type 1 gene (HSD3B1), and protein phos-

phatase 1B gene (PTP1B) in 168 Caucasian EH patients and 312 normotensive

controls [65]. The regulation of sodium excretion by the kidney is of paramount

importance for homeostasis of the extracellular fluid volume and thereby of arterial

blood pressure. GRK4 was implicated in human hypertension by desensitization of

G protein-coupled receptors including the dopamine 1 (D1) receptor [66]. In hu-

mans with EH, there is a decrease of the responsiveness of the D1 receptor in prox-

imal tubules due to the uncoupling of the D1 receptor from its G protein/effector

enzyme complex [67]. HSD3B1 plays a role in the biosynthesis of steroid hor-

mones including aldosterone [68]. It has been proposed that allelic variations of

HSD3B1 could lead to elevated plasma aldosterone, resulting in an increased intra-

vascular volume and hypertension [69]. PTP1B negatively regulates insulin signal-

ing via receptor dephosphorylation [70]. No association between HSD3B1 and

PTP1B variants and hypertension could be detected. In contrast, the V allele of

the A486V variant of GRK4g showed association with elevated blood pressure

(P ¼ 0:02 for EH).

Zhu et al. [71] studied the relationship between sodium/hydrogen exchanger

type 3 gene (NHE3) and EH in 399 subjects African or Afro-Caribbean origin

(68% with EH) and 292 subjects Caucasian origin (50% with EH), trying to exam-

ine the relationship with hypertension and biochemical indices of sodium balance.

Six variants were identified in total. NHE3 is a member of an increasing number of

sodium/hydrogen exchangers responsible for transport of sodium and hydrogen

ions across the proximal tubule [72]. Moreover, animal studies point out that this

class of genes has potential importance in the control of blood pressure [73, 74].

However, no association between the variants and EH was detected in EH patients

of either African and Afro-Caribbean origin or Caucasian origin [71].

Gain-of-function mutations in the b and g-subunits of the epithelial sodium

channel (ENaC) cause the monogenic form of hypertension, Liddle’s syndrome

[25–28]. One recent investigation in a Finnish population showed higher pre-

valence of three ENaC variants (bENaC G589S, bENaC i12–17CT, gENaC V546I)

in 347 hypertensive patients compared with 175 normotensive individuals and

301 randomly chosen blood donors (P < 0:01). When frequencies of the individual

gene variants in the hypertensive patients were compared to those in the other two

groups combined, only the frequency of the bENaC i12–17CT variant was signifi-

cantly higher among the hypertensive patients than in the other two groups
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(P ¼ 0:001), whereas there is no significant difference in the prevalence of bENaC

G589S and gENaC V546I variants between the hypertensive and control groups.

Patients carrying the three variant alleles also showed an increased urinary potas-

sium excretion rate in relation to their renin levels (P ¼ 0:034). However, no activ-

ity change of the two ENaC amino acid variants could be detected when they were

expressed in Xenopus oocytes compared with ENaC wild-type [75].

A large study was carried out in a Japanese general population investigating the

association of polymorphisms on chromosome 2p24–p25 with BP. Forty-seven

polymorphisms in 14 genes in the region between D2S2278 and D2S168 and in

the region just outside of these two markers (between nucleotide 8845292 and nu-

cleotide 11946689) were genotyped in 1880 individuals, 796 of whom were hyper-

tensive and 1084 normotensive [76], and this region was showed to be linked with

hypertension in several studies [77–79]. The study revealed that an SNP in the

hippocalcin-like 1 (HPCAL1) gene was significantly associated with both the pre-

valence of hypertension and increased blood pressure levels in women (P ¼ 0:003)

[76]. HPCAL1 shares 94% amino acid identity with hippocalcin, which functions

as a neuronal calcium sensor, and possesses a Ca2þ/myristoyl switch, allowing it

to translocate to the membrane [80].

Gene regulated by estrogen in breast cancer 1 (GREB1) was identified as a direct

target gene of estrogen receptor a and is evolutionarily conserved compared with

mouse genome [81]. Estrogen has depression effects through the improvement of

endothelial dysfunction [82] and modulation of sympathetic nerve activation [83]

in animal experiments. Estrogen insufficiency may be related to postmenopausal

hypertension [84]. Two SNPs in GREB1 were associated with hypertension in

men (P ¼ 0:008 for both SNPs) in this study. The authors thus concluded that

GREB1 might play a role in blood pressure regulation [76].

Genetic heterogeneity may exist in different populations for the genesis of hyper-

tension. One association was assessed between the SNPs in the promoter region of

the catalase gene (CAT) and EH in Greek Caucasians and African Americans. An

association was found with specific genotype combination of CAT �844 homozy-

gous AA together with CAT �262CT or TT in Caucasians only (100 hypertensive

and 93 normotensive subjects, P ¼ 0:0339), but no association was observed in

African Americans (129 hypertensive and 98 normotensive subjects) [85]. The role

of oxidative stress in hypertension has been tested in a number of studies [86]. Cat-

alase, a protein converting H2O2 to water and oxygen, has been shown to reduce

smooth muscle cell contraction and proliferation induced by endothelia, angio-

tensin II, and a-adrenoreceptor agonists [87]. Experimental studies showed a pro-

tective role of higher catalase expression levels in hypertensive animal models

[88, 89]. Similarly, one SNP in the bradykinin receptor B2 (BDKRB2) and three

SNPs in bradykinin receptor B1 (BDKRB1) were associated with hypertension in

American Caucasians (n ¼ 220, P-values between 0.026 and 0.0004). One SNP in

the promoter region of BDKRB2 was associated with hypertension in African

Americans (n ¼ 218, P ¼ 0:044) [90].

Bradykinin (BK) has a variety of vasoactive and metabolic effects, including vaso-

dilatation via interaction with components of the arachidonic acid cascade and en-
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hancing insulin-independent glucose transport through B1 and B2 receptors [91].

Genetic variations of the receptors may alter the function capacity of bradykinin,

which may thus alter an individual susceptibility to hypertension.

The above results suggest that individual SNP may not be as important as the

interaction among several SNPs. The genetic factors that contribute to hyperten-

sion are likely to be different among different ethnic populations. Further studies

of association in a large number of genes in different pathways will be required to

identify the possible interaction among genes and the full array of genetics factors

causing hypertension.

Mitochondrial genome mutations and essential hypertension DeStefano et al.
studied maternal and paternal effects in the development of human EH in

American Caucasians, Greek Caucasians, and African Americans. They found

that among the parents with known hypertensive status, the proportion of affected

mothers was significantly higher than the proportion of affected fathers in all three

ethnic groups [92]. The fraction of patients with EH potentially due to mtDNA mu-

tation involvement is estimated at 55% (95% CI 45–65%) [93]. A complete se-

quencing of the mitochondrial genome from 20 hypertensive probands in Africa

American (n ¼ 10) and Caucasian families (n ¼ 10) was carried out. A total of 297

base exchanges were identified, including 24 in the ribosomal RNA (rRNA) genes,

15 in the tRNA genes, and 46 amino acid substitutions, with the remainder involv-

ing the non-coding regions or synonymous changes [94]. Several of these were as-

sociated with cardiovascular and renal pathologies in the earlier studies. Among

them, an A10398G mutation in the NADH dehydrogenase subunit 3 gene, identi-

fied in 12 hypertensive individuals of both ethnicities, had been shown to occur

with increased frequency in African Americans with the EH associated with end-

stage renal disease [95]. These mitochondrial mutations data can thus serve as a

starting point for case–control association studies.

Uncoupling proteins (UCPs) are inner mitochondrial membrane-associated pro-

teins and act as proton channels or transporters. They are key to marching electro-

chemical gradients across the mitochondrial inner membrane. A functional poly-

morphism (�866G/A) in the UCP2 promoter has been reported to be associated

with obesity in an analysis of 340 obese and 256 never-obese middle-aged Cauca-

sian subjects (P ¼ 0:007) [96] (Table 16.2). Another association study between this

polymorphism and obesity, hypertension, as well as type 2 diabetes mellitus was

carried out in one Japanese population with 342 type 2 diabetic patients (among

them, 158 patients complicated with hypertension), 156 hypertensive patients with-

out diabetes mellitus, and 134 control subjects. The polymorphism was signifi-

cantly associated with hypertension (frequency of A allele: 51.8% in hypertensives

versus 46.6% in normotensives, P < 0:05), but not associated with obesity in the

Japanese population, which is in contrast to the significant association with obesity

in Caucasian populations [97].

Mitochondrial coupling factor 6 is an essential component of mitochondrial ad-

enosine triphosphate (ATP) synthase, suppressing the synthesis of prostacyclin

in vascular endothelial cells [98]. The role of the gene was studied in spontaneously
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hypertension rats (SHRs) [99]. In vivo, the peptide circulates in the rat vascular sys-

tem, and its gene expression and plasma concentration are higher in SHRs than in

normotensive controls. Functional analysis suggests that it acts as a potent endog-

enous vasoconstrictor in the fashion of a circulating hormone [99]. Circulating

coupling factor 6 is elevated in human hypertensive patients (n ¼ 30) compared

with normotensive subjects (n ¼ 27, P < 0:01) and was increased after salt loading

in hypertensive patients. The percentage changes in plasma coupling factor 6 level

after salt restriction and loading were positively correlated with those in mean

blood pressure (r ¼ 0:57, P < 0:01), and negatively correlated with those in plasma

nitric oxide level (r ¼ �0:51, P < 0:05) [99, 100]. The elevated circulating coupling

factor 6 in SHRs rats and human hypertension patients indicates that it is involved

in the regulation of arterial blood pressure in physiological and pathological condi-

tions [99, 100]. All the above studies suggest that EH may be not only polygenic,

but also a ‘‘polygenomic’’ disorder.

Further investigation of the genetic causes of hypertension should consider dys-

function not only in the nuclear genome but also in the mitochondrial genome.

Comprehensive analysis of the genetic cause for EH in both genomes will be ap-

preciated in the future.

16.3.2.2 Genome-wide Linkage Analysis in Hypertension

Genome-wide linkage analysis suggests that multiple chromosomal regions may

play a role in the development of human EH. However, lack of consistency across

studies makes it difficult to draw any general conclusion for the genetic cause of

human EH [101] (Table 16.3). An investigation focusing on only systolic and dia-

stolic BP in 1109 Caucasian female dizygotic twin pairs was carried out. No signif-

icant linkage to BP could be detected in this study, but several suggestive linkage

regions were replicated and one novel suggestive linkage for systolic BP on chro-

mosome 11p was detected [102].

Significant linkage for longitudinal systolic BP from the Framingham Heart

study was detected on chromosome 1q. In this study, the systolic BP for each indi-

vidual was modeled as a function of age using a mixed modeling methodology. It

was thus the best linear unbiased predictor of the individual’s deviation from the

population rate of change in systolic BP for each year of age while controlling for

gender, BMI, and hypertension treatment [103]. Two previous linkage studies of a

hypertension phenotype had found peak logarithm of the odds (LOD) scores in the

same region [104, 105]. Similarly, linkage on chromosomes 12q, 15q, and 17q for

mean systolic BP and linkage for both systolic BP slope and curvature on chromo-

some 20q were detected in the other study of Framingham heart data [106].

In the linkage analysis for age at diagnosis of hypertension and early-onset hy-

pertension in the HyperGen cohort of different populations several suggestive link-

age loci were detected, some of which had been reported to be linked to hyperten-

sion and BP in the former studies [107]. It is encouraging to note that linkage can

be replicated from other studies, which suggests that new genetic factors with

moderate to large effect sizes may be discovered. In view of the power of individual

studies, two genome scan meta-analyses for hypertension were carried out individ-

16.3 Genetic Analysis of Hypertension 345



ually [108, 109]. Interestingly, the first of these, with different populations, failed to

detect significant linkage to hypertension, and only several regions with suggestive

linkage were identified, including 2p, 5q, 6q, 8p, 9p, 9q, and 11q. Of these, only

regions on 5q, 6q, and 11q showed P-values lower than 0.05 [108]. Controversially,

meta-analysis of genome-wide scans for hypertension and BP in Caucasians showed

significant linkage on chromosomes 2p12–q22 and 3p14–q12 [109]. The results

strongly suggest the population difference of the common phenotype. The mixed

populations probably have a considerable degree of genetic heterogeneity, which

is one of the main reasons why pooling of the results in different populations in

the meta-analysis did not enhance the signals. However, pooling of the results in

Table 16.3. Genome-wide scans of human essential hypertension and blood pressure.

Study design Population Chromosomal

location

Results

Linear mixed model for

longitudinal SBP [103]

Framingham

cohort

1q32–44 2� 10�5 for SBP

Sib pair analysis for

longitudinal SBP

covariates [106]

Framingham

cohort

12q13

15q26

17q24

2.9� 10�7 for mean SBP

2.1� 10�7 for mean SBP

4.8� 10�6 for mean SBP

20q13 4.2� 10�5 for slope SBP

20q13 2.8� 10�6 for curvature SBP

Family-based linkage

analysis [37]

Chinese 12p11 LOD score of 3.44 for EH

Dizygotic twin pairs [102] Caucasian 11p12 LOD score of 2.28 for SBP

Family based linkage

analysis [107]

Caucasian

and

4q25 No linkage for Caucasians

LOD score of 2.44 for EH in AA

African

American

4q32

15q21–22

LOD score of 2.05 for early

onset EH in AA

LOD score of 2.31 for EH in AA

Meta-analysis [108] Mixed

populations

5q11–14

5q23–34

Pweighted ¼ 0:0288 for EH

Pweighted ¼ 0:0251 for EH

6q25–qter Pweighted ¼ 0:0315 for EH

11q22–24 Pweighted ¼ 0:0084 for EH

Meta-analysis [109] Caucasian 2p12–q22.1 Pweighted < 10�4 for EH

3p14.1–q12.3 Pweighted < 10�4 for EH

Admixture mapping [110] African

American

6q24

21q21

P < 0:05 for EH

P < 0:05 for EH

SBP, systolic blood pressure; EH, essential hypertension; LOD,

logarithm of the odds; Pweighted, P-values with a study sample size-

weighting factor.
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Caucasians possesses a smaller degree of genetic heterogeneity. One admixture

mapping for hypertension loci with genome-scan markers was carried out in

African Americans [110], using individuals from Nigeria as the African ancestral

population and European Americans for the estimates of allele frequencies for

European ancestors. The distribution of marker location-specific African ancestry

was shifted upward in hypertensive cases versus normotensive controls, and the

markers are located on chromosome 6q24 and 21q21.

Even though numerous whole genome screens have been carried out in different

populations; no positionally cloned genes that are associated with EH have been

identified to date. This confirms the complex polygenic nature of the disorder. Dif-

ferent hypertension genes might play a role in different ethnic groups or even dif-

ferent subsets of large families; thus consistent linkage could be difficult to detect

through different studies.

16.4

Perspective

Future analysis of complex diseases like essential hypertension will benefit from

the development and application of analytical methods that have the ability to sys-

tematically evaluate the contribution of genes operating in heterogeneous environ-

ments. Comprehensive analysis of the genes lying in different pathway(s) that are

necessary for the development of hypertension will be an essential tool, since it

seems very likely from our current knowledge that many molecular variants acting

in concert may be required to alter blood pressure homeostasis.
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17

Gene Variants, Nutrition, and Cancer

Julian Little and Linda Sharp

17.1

Introduction

In this chapter we focus on the investigation of the effects of genetic variations in

the host that are thought to influence metabolism of nutrients and food groups

that have been found to be associated with cancer risk in observational studies.

Much of the research so far has concentrated on polymorphisms influencing me-

tabolism of folate, heterocyclic amines formed by cooking meats, insulin status,

and alcohol. We review evidence for specific cancers within each of these areas,

and discuss issues in the interpretation of the evidence on gene variants, nutrition

and cancer.

17.1.1

Goals of Research on Genetic Variation in the Metabolism of

Dietary Factors in Relation to Cancer

The goals of research on the relations between genetic variation in nutrient and

food group metabolism and cancer (and other diseases) allow more precise public

health advice about dietary intake, use of supplements, and genetic testing to

be given. This, in turn, ultimately contributes to the prevention of cancer in the

population.

These goals are important for several reasons. First, although diet appears to be

important in the etiology of many different types of cancer [1], few definite rela-

tionships between diet and cancer risk have been established [2]. In consequence,

it has been hard to provide clear, understandable, precise (and realistic) dietary

advice for the population for the purposes of cancer prevention (discussed further

below). Second, the extent of change in diet that has been achieved by population-

based interventions has in general not been substantial, and it is possible that strat-

egies tailored to specific subgroups of the population, defined on the basis of their

genetic makeup, might be more successful [3–6]. Third, behavioral interventions

may be inadequate to produce preventive effects in groups at high risk of disease

(e.g. cardiovascular complications in persons with type 2 diabetes), and other
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approaches, such as chemoprevention (delivered via supplements, pharmaceutical

agents or food fortification), might be needed. Fourth, a number of companies are

offering tests for genotypic and/or phenotypic markers of gene variants influenc-

ing nutrient metabolism to the consumer [7–9] or the physician [10] and it will

be important to evaluate these tests.

17.1.2

Limitations of Studying Main Effects of Dietary Factors Only and the Potential for

Advances Offered by Investigating Gene–Disease Relations

It has proved difficult to develop clear guidance about the role of diet in cancer pre-

vention on the basis of observational data. For example, leads from observational

studies suggesting that b-carotene supplementation might prevent cancer of the

lung and other sites have not been supported by evidence from randomized inter-

vention trials [11–13]. Moreover, while the evidence on the possible protective ef-

fects of fruit and vegetables against many types of cancer in 1997 was considered

to be ‘‘convincing’’ [1], in more recent cohort studies the association between can-

cer and consumption of vegetables and fruit is less clear [14–18]. In aggregate, the

evidence is considered to be less strong than was previously the case [19].

It would be hoped that the investigation of genetic variation in metabolism of

diet will advance understanding of the etiology of cancer helping, for example, to

clarify issues such as those raised above. For example, studies of associations be-

tween a disease and variants of genes coding for enzymes known to be involved

in the metabolism of specific nutrients or food components could corroborate

other evidence of the relation between nutrients or food groups and the disease

[20]. The investigation of gene–disease associations differs from the investigation

of exposure–disease associations in two important respects. First, the assessment

of genotypes by DNA assays (polymerase chain reaction (PCR) methods) is more

accurate (although it still suffers from some degree of misclassification) than is

generally the case for exposure assessment, and is less heavily dependent on study

design. Second, because of ‘‘Mendelian randomization’’ [21, 22], an association be-

tween a disease and a genotype is unlikely to be due to confounding, provided that

the study is designed according to principles of population-based studies [23].

17.2

Mendelian Randomization and Associations between Genetic Polymorphisms

Influencing Nutrient Metabolism and Cancer

In a population-based study of a genotype–disease association, the random assort-

ment of alleles at the time of gamete formation (Mendel’s second law) results in a

random association between loci in a population and is independent of environ-

mental factors [22]. In theory, this random assortment brings about a similar dis-

tribution of variants at unlinked genetic loci between individuals with and without

disease. This situation is analogous to a randomized controlled trial (provided the

356 17 Gene Variants, Nutrition, and Cancer



trial is of adequate size) in which the random assignment to the intervention or

placebo results in similar distributions of confounders (both measured and un-

measured) between the trial arms. For genes known to modulate the effects of

environmental exposure, genetic variants with known functional effects can be

considered as markers of altered exposure to an environmental factor of putative

causal importance, such as intake of a specific nutrient. Therefore, the investiga-

tion of associations between genes affecting the metabolism of nutrients and other

food components potentially enables the effect of the nutrients and food compo-

nents themselves to be determined, excluding confounding as an explanation for

the association.

17.3

Issues in the Interpretation of Studies of Gene–Disease Associations and

Gene–Nutrient Interactions

Concerns about the interpretation and synthesis of evidence in studies of gene–

disease associations include study size and quality, linkage disequilibrium, popula-

tion stratification, gene–gene and gene–environment interaction that may mask

gene association effects, and incomplete understanding of gene functions and bio-

logic pathways important in the pathogenesis of common diseases [20, 24, 25].

There are also issues that relate particularly to studies of interactions (or effect

modification) between gene variants and dietary components. These include speci-

fication of the model of interaction, summarizing the data and testing for that in-

teraction statistically.

17.3.1

Study Quality and Size

Factors that impact on study quality include selection bias, in relation to the repre-

sentativeness of study subjects, and information bias, specifically the analytical

validity of genotyping.

In several studies of genotype and cancer, prevalent cases have been included to

varying extents [26]. This can introduce bias (systematic error) if the genotype af-

fected survival or if genotypes were assayed by a phenotypic test that was influ-

enced by disease progression or treatment. In a number of case–control studies of

gene–disease associations with unrelated controls, controls were not selected from

the same source population as the case subjects [27], which can also result in bias.

Misclassification of genotype can bias genotype–disease associations, usually to-

wards the null [28, 29]. The most marked bias occurs when genotyping sensitivity

is poor and genotype prevalence is high (>85%), or genotyping specificity is poor

and genotype prevalence genotype is low (<15%) [28]. The extent of genotyping

error has been reported to vary between about 1% and 30% [30].

Sample size and genotype frequencies in the population are the major determi-

nants of the statistical power of a study. The danger inherent in small studies, with
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limited statistical power, is that a true underlying gene–disease association could

fail to be detected. Variation in statistical power may in part explain non-replication

of gene–disease association studies [22, 31, 32].

17.3.2

Linkage Disequilibrium

Linkage disequilibrium is the tendency for the alleles of two separate but already

linked loci on the same chromosome to be found together more than would be ex-

pected by chance in the general population. In consequence, when an allele at

a specific locus appears to be associated with a disease, an issue is whether the al-

lele is causal, or whether the association exists only because the allele is associated

with a truly causal allele at another locus. Linkage disequilibrium depends on

population history and on the genetic makeup of the founders of that population

[33–35]. Linkage disequilibrium varies between populations [33] and therefore

potentially could be a source of heterogeneity between studies of gene–disease as-

sociations and related interactions.

17.3.3

Population Stratification

Concern has been raised about the possible effects of population stratification on

the results of population-based case–control studies. Population stratification in-

cludes differences between groups in ethnic origin and can arise because of differ-

ences between groups of similar ethnic origin but between which there has been

limited admixture, such as in isolated populations. For example, a population

might comprise the descendants of waves of immigrants from the same source

but differ generally because of founder effects. The differences may then be appar-

ent because insufficient time has elapsed for mixture between the groups.

The most discussed examples [36–38] have generated controversy as to whether

population stratification represents a fundamental problem for association studies,

or whether it is part of more general issues about rigorous application of epidemio-

logic study design principles [39–41]. In an exploration of possible population

stratification in US studies of cancer among non-Hispanic Americans of European

descent, the effect was considered unlikely to be substantial when epidemiologic

principles of study design, conduct, and analysis were rigorously applied [42]. The

possibility that the potential problem of population stratification may be greater

in other ethnic groups has been considered [43, 44]. Meta-analyses of 43 gene–

disease associations comprising 697 individual studies show consistent associa-

tions across groups of different ethnic origin [45], and so provides evidence against

population stratification, hidden or otherwise. Nevertheless, there remains contro-

versy about the potential importance of population stratification for population-

based studies of gene–disease association and for studies of gene–environment in-

teraction [46–48].
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17.3.4

Gene Function and Biologic Pathways

Information on the effects of gene variants on enzyme activity and structure may

be relatively limited or determined in contexts (biochemical assays in cell lines or

animal models) that do not reflect human biology. Investigation of the C677T and

A1298C variants in the methylenetetrahydrofolate reductase (MTHFR) gene illus-

trates this. Even for these relatively intensively studied variants, there are few pa-

pers on enzyme activity in vitro [49–51], and enzyme activity in compound hetero-

zygotes is unclear [52]. Moreover, data on the relations between the two common

MTHFR variants and other markers of function effects, including plasma and red

cell folate, plasma homocysteine, and measures of methylation or DNA stability

are limited and not entirely consistent [53].

17.3.5

Gene–Environment Interaction

The absence of a gene–disease association in an epidemiologic study may not ex-

clude the possibility of different effects of genotype (or the nutrient) in subgroups

(i.e. gene–environment interaction) [54, 55]. For example, there appears to be no

overall association between homozygosity for the C677T variant of the MTHFR
gene colorectal adenoma (see below) but in studies in which joint effects of

MTHFR genotype and folate intake or status were assessed, the highest risk for

adenomas was for individuals homozygous for the variant with the lowest folate

intake or status [20].

17.3.6

Gene–Gene Interaction

It is unlikely that a single polymorphism will determine the response to a nutrient

[56]. The metabolism of any exposure is likely to depend on the balance between

the relative activities of all the enzymes active within the metabolic pathway [57].

For example, there are common functional variants of several genes coding en-

zymes in the absorption, metabolism and transport of folate [58], and it is plau-

sible that they interact to influence disease risk. Moreover, it is theoretically pos-

sible that combinations of a small number of such variants may account for a high

proportion of disease [59].

17.3.7

Specific Issues in Studies of Gene–Nutrient Interaction

The main issues in the specific investigation of joint effects of genes and specific

nutrients or food groups/components additional to those for gene–disease associa-

tions are that statistical power is a bigger problem, misclassification of exposure
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has to be considered, and prior specification of the model for interaction requires

special consideration.

In most of the earliest studies of associations between genetic polymorphisms

influencing nutrient metabolism and cancer, detection of gene–environment inter-

action was a secondary aim. Most were based on a candidate gene approach, with

strong biologic evidence of the importance of the genes and some evidence about

the functional effects of variants of the genes [60]. Most were of modest size, and

while their statistical power was adequate for the detection of gene–disease associ-

ations, it was inadequate to detect gene–environment interactions. To test for de-

partures from multiplicative effects, it has been noted that study size should be at

least four times larger than needed to detect only the main effects of the individual

factors [61]. When non-differential misclassification of nutrient intake, genotype or

both is taken into account, this in turn increases the required study size [62].

Many hypotheses of interaction can potentially be tested. In the analysis of data

on nutrient intake, in which multiple categories of intake may be defined, many

different dose–response models can be tested in the data. Supplement use can be

classified as ‘‘ever’’ versus ‘‘never’’, ‘‘use of supplement A’’ versus ‘‘use of refer-

ence supplement B,’’ as a continuous variable, and further defined on the basis of

period of use. In a two-allele system, heterozygotes potentially could be considered

separately, included in the reference category with homozygotes for the common

variant, or grouped with homozygotes for the rarer variant. This is more complex

for multi-allelic systems. The use of different approaches to summarizing data for

the analysis of interactions has caused considerable problems in the synthesis of

evidence from different studies [53]. A further issue is differences in statistical

approaches to test for interaction [63].

17.4

Polymorphisms Influencing Folate Metabolism and Cancer

Vegetables, particularly green leafy vegetables, are a major source of folate. Folate

is involved in the synthesis and methylation of DNA and mechanisms have been

postulated by which low folate status might increase the risk of malignancy [64].

This has prompted considerable investigation of the role of folate, and its synthetic

form, folic acid, in several types of cancer. Higher levels of folate intake or blood

folate have been associated with lower risks of colon, and perhaps other, cancers

[65].

Many of the genes involved in the absorption, metabolism, and transport of fo-

late contain polymorphisms [58]. MTHFR, the gene encoding 5,10-methylenetetra-

hydrofolate reductase, functions at a key branch point in folate metabolism, direct-

ing the folate pool towards DNA methylation or synthesis. MTHFR contains two

common variants – C677T and A1298C – both of which appear to have functional

effects, including lowered enzyme activity associated with the variant alleles [53].

These polymorphisms have been investigated in relation to several types of cancer

[53].
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17.4.1

Colorectal Cancer

The studies of colon cancer and measures of folate intake or status are not wholly

consistent, which in part reflects the well-known problems of investigating the

association between nutrients and disease in observational studies [66]. Most, how-

ever, suggest that there is an inverse association between folate status and both

colon cancer and adenomatous polyps of the colorectum [67], from which most

invasive colorectal cancers are thought to arise.

Homozygosity for the MTHFR C677T and A1298C variants has been associated

with a moderate reduction in the risk for colorectal cancer in most studies [53, 68–

71], and this at first sight appears the opposite of what would be expected on the

basis of the associations with folate intake or status. The findings of six studies of

the MTHFR C677T variant and adenomatous polyps are inconsistent [53, 72, 73].

Interactions between genes and folate and related nutrients have been reported

more for colorectal cancer than for other types of cancer. In studies in which joint

effects of MTHFR genotype and diet have been investigated, those homozygous for

the C677T variant who had higher folate levels (or a high-methyl diet) had the

lowest risk for colorectal cancer [53]. The data suggest that the effect of a low folate

diet overrides the effect of genotype, but this is based on a limited number of ob-

servational studies and is not entirely consistent. Moreover, two studies of adeno-

mas suggested the opposite [74, 75].

Variation of a specific gene may impact on more than one pathway and therefore

on more than one causal process. For instance, methylenetetrahydrofolate reduc-

tase (MTHFR) may affect DNA synthesis and repair in addition to its more estab-

lished role in the conversion of homocysteine to methionine and Chen et al. [76]
proposed this as an explanation for the inverse association between homozygosity

for the MTHFR C677T variant and colon cancer. However, the evidence on the role

of MTHFR in DNA synthesis and repair is not strong and, specifically, the rela-

tions between the MTHFR variants and incorporation of uracil into DNA, DNA

strand breakage, and methylation are not clear [20, 77]. Altogether this suggests

that the role of folate and folate pathway genes in colorectal neoplasia are complex.

17.4.2

Breast Cancer

Several observational studies have reported an inverse association between folate

intake and blood status and breast cancer [65]. This is particularly apparent

amongst women with high alcohol intake [78], presumably reflecting the adverse

effects of alcohol on folate [79].

There have been at least 15 studies of breast cancer and MTHFR C667T geno-

type and, while several suggest that the TT genotype may be associated with in-

creased risk, the evidence overall is inconsistent [80–94]. In a large study in China,

a significant interaction between folate intake and C677T genotype was observed,

such that presence of the T allele enhanced the increased risk associated with low
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folate intake [93]. Compared with those with the CC genotype and high folate in-

take, the odds ratios for low folate were 1.94 (95% confidence interval (CI) 1.15–

3.26), 2.17 (95% CI 1.34–3.51) and 2.51 (95% CI 1.37–4.60) for those with the CC,

CT, and TT genotypes respectively. Chen et al., in a large study in the USA, also

observed that the group at highest risk were those with the TT genotype and low

folate intake [94]. The relatively few studies that have considered A1298C are in-

consistent [82, 83, 90, 93, 94].

Therefore, the data on breast cancer and MTHFR do not appear to entirely cor-

roborate the data on breast cancer and folate intake or status but a detailed system-

atic review and meta-analysis is required to clarify this.

17.4.3

Cervical Cancer and Precancerous Lesions

A small randomized controlled trial (RCT) suggested that folate supplementation

would prevent progression of cervical dysplasia in women taking oral contracep-

tives [95], while a later RCT from the same group was interpreted as suggesting

that folate status was most likely involved in the earliest stages of cervical neoplasia

[96]. There is conflicting evidence from observational studies about the relation-

ship between folate intake or status and high-grade cervical precancer or invasive

cervical cancer [97–103]. Higher levels of plasma homocysteine (which is inversely

related to plasma folate) have been associated with an increased risk of cervical

cancer in the few studies in which this has been investigated [104]. Studies of the

MTHFR C677T variant and both cervical precancer [105–110] and invasive cervical

cancer [109–111] have been inconsistent.

17.4.4

Esophageal Cancer

All four available studies of folate intake and esophageal cancers observed an in-

verse relation, with an up to 50% reduction in risk in the highest versus lowest

intake groups [112–115]. Song et al. reported a 6-fold increased risk associated

with the MTHFR 677 TT genotype [116]. More modest, but none-the-less positive,

effects have been reported in two other studies [117, 118]. As regards A1298C, in

the single available study, risk of esophageal cancer was raised in those who either

smoked tobacco or drank alcohol and carried the C allele [119].

17.4.5

Hematopoietic Malignancies

One study suggests that folate supplementation in pregnancy reduces the risk for

common acute lymphocytic leukemia in the child [120]. Homozygosity for the

C677T and A1298C variants has been associated with a reduced risk for leukemia

and lymphomas in most [121–124] but not all [125] studies.
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17.4.6

Other Polymorphisms Influencing Folate Metabolism

Other polymorphisms in genes of the folate pathway – such as variants of the

genes coding for methionine synthase (MTR) [126–130], methionine synthase re-

ductase (MTRR) [128], cystathione b-synthase (CBS) [128, 131] or thymidylate syn-

thase (TS) [132–136] – have been investigated primarily in relation to colorectal

cancer, but as yet the results are inconclusive. Three studies of TS and one of

MTRR suggest associations with cancer of the esophagus [117, 118, 137, 138]. As-

sociations between MTR and TS genotypes and different types of hematopoietic

malignancies have been reported in a small number of studies [123, 139–141].

Replication of these findings is required.

While the metabolism of any exposure is likely to depend on the balance be-

tween the relative activities of all the enzymes active within the metabolic pathway

[57], to date joint effects of folate pathway genes have only been little investigated

[123, 128, 133, 139].

17.5

Polymorphisms Influencing Metabolism of Heterocyclic Amines Formed by

Cooking Meats

Heterocyclic amines are generated during the cooking of red meat and chicken at

high temperatures until well done [142]. For the heterocylic amines to be carcino-

genic they must be metabolized by enzymes including glutathione S-transferase
(GST), N-acetyltransferase 1 (NAT1), and N-acetyltransferase 2 (NAT2) (see also

chapter 19). This has prompted investigation of associations between variants in

phase I and phase II metabolism genes, and interactions between gene variants

and meat intake, with regard to risk of several types of cancer, most notably color-

ectal and breast cancer.

The glutathione S-transferases (GSTs) play a central role in the detoxification of

carcinogens by catalyzing the conjugation of glutathione to potentially genotoxic

compounds, including polycyclic aromatic hydrocarbons (PAHs) [26]. In humans,

seven classes of cytosolic GSTs have been described [143]. For two of these, mu

and theta, no enzyme activity has been detected in substantial proportions in sev-

eral populations [144, 145], and this variation in activity may be important in mod-

ifying cancer risk. Homozygosity for deletion variants that occur at the GSTM1 and

GSTT1 loci are associated with reduced, or no conjugation activity [26]. Evidence is

lacking as to whether heterozygosity for either deletion variant affects gene func-

tion. NAT1 and NAT2 function as phase II conjugating enzymes [146]. Both en-

zymes are capable of N-acetylation and O-acetylation and N,O-acetylation and are

implicated in the activation and detoxification of known carcinogens. Variants of

the genes coding for NAT2 have been associated with altered rapidity of acetyla-

tion, and this has been postulated to affect the risk for cancer [147]. However, clar-

ification of functional effects has proved difficult as most nucleotide polymor-

phisms occur in combination. Compared with the rapid acetylation phenotype
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associated with presence of the NAT2*4 allele, variant alleles are thought to influ-

ence protein expression or stability, and the effects of combinations of these are

heterogeneous and not fully understood [146, 147]. Similarly, the relationship be-

tween NAT1 genotype and phenotype is unclear (see also chapter 19).

It is worth noting that this area of research is particularly challenging because of

the difficulty in adequately assessing exposure to carcinogens in cooked meats in

epidemiologic studies. Moreover, and in common with other areas discussed in

this chapter, the comparison of studies and overall interpretation of the evidence

is complicated by differences in the genes and polymorphisms that have been in-

vestigated, different approaches to statistical analysis and low statistical power.

17.5.1

Colorectal Cancer

Two meta-analyses of meat consumption and colorectal cancer have been reported

in the last few years, both of which showed no statistically significant overall asso-

ciation between total meat consumption and colorectal cancer [148, 149]. However,

the data on red meat and processed meat suggest positive associations, although it

is possible that in part this reflects publication bias. In addition, increased con-

sumption of well-done red meat has been associated with increased risk of colorec-

tal neoplasia in some studies [150, 151].

Ishibe et al. observed a six-fold increased risk of adenomas among rapid NAT1

acetylators (defined as those carrying the NAT1*10 allele), who were estimated, on

the basis of reported meat intake, cooking methods, and doneness level, to con-

sume more than 27 ng/day of the heterocyclic amine MeIQx, whereas among

slow acetylators the increase in risk was two-fold [152]. While other investigators

have also reported patterns in risk suggestive of interactions between particular ge-

netic variants and meat intake (e.g. Welfare et al. for NAT2; Gertig et al. for GSTM1
and GSTT1; Turner et al. for GSTT1 and GSTP1; Cortessis et al. for microsomal

epoxide hydrolase (mEH)) [153–156], the direction of the associations have not

always been consistent with the underlying hypotheses [26]. Other studies have

failed to find any evidence that the relationship between red meat intake and color-

ectal neoplasia is modified by genotype [151, 157–159].

17.5.2

Breast Cancer

While cohort studies of breast cancer and total meat, red meat, and white meat

consumption have had conflicting results [160], in several studies a positive associ-

ation has been observed between consumption of well-done meat and breast can-

cer [161–164]. Exposure to the most abundant heterocyclic amine in cooked meats,

PhIP, causes mammary tumors in rats [165]. A significant association between

higher levels of PhIP/DNA adducts in breast tissue and increased risk of breast

cancer has been shown in humans [166].

The results of studies of associations between GSTM1 and GSTT1 genotypes
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and breast cancer risk have been inconsistent [167, 168]. In a study of post-

menopausal breast cancer in Iowa, USA, women with both GSTM1 and GSTT1
deleted had a 60% increased disease risk, compared with those who had both

genes present [167]. There was some evidence of effect modification by meat

doneness; the increased risk associated with consuming meat well-done or very

well-done was mainly confined to women with the null genotype (OR GSTM1-
null and/or GSTT1-null and ate meat well-done versus GSTM1 and GSTT1 pres-

ent and ate meat rare/medium ¼ 3:4, 95% CI 1.6–7.1). In a case–control study in

the Netherlands, of pre- and post-menopausal disease, van der Hel et al. reported
risk estimates consistent with an interaction between GSTM1 genotype and red

meat intake, but the results did not reach statistical significance [168].

Further analyses from the Iowa study found a significant interaction between

sulfotransferase (SULT) 1A1 genotype and well-done meat intake [169]. In the

same study, NAT2 genotype also modified associations between well-done meat

intake and breast cancer, such that a preference for increased meat doneness

raised breast cancer risk among women with genotypes associated with rapid/

intermediate acetylation, but was not associated with risk among women with slow

acetylation genotypes [170]. Four further studies did not find any significant inter-

actions between NAT2 genotype and red meat consumption or estimated intake of

heterocyclic amines [168, 171–173]. The relatively few studies of NAT1 genotype

and breast cancer are inconclusive [168, 174–176]. A study in Korea suggested

that, while NAT1 and NAT2 genotype may not have an independent association

with breast cancer, they might act together with GSTM1 and GSTT1 to influence

risk [176]. This is plausible since metabolism of heterocyclic amines involves both

phase I and phase II enzymes. Further studies of the effects of combinations of

variants in different genes, and interaction with markers of heterocylic amine expo-

sure, are required to resolve this issue.

17.6

Polymorphisms Affecting Insulin Status

Hyperinsulinemia and insulin resistance have been implicated in several types of

cancer, with suggestions that elevated levels of insulin, glucose or triglycerides

could have tumor growth-promoting effects [177–179]. This has led, in recent

years, to investigation of whether dietary glycemic load and/or glycemic index is

related to cancer risk [65].

One mechanism by which raised insulin levels could affect cancer risk is by

increasing the bioactivity of insulin-like growth factor I (IGF-I) and inhibiting

production of two of the main binding proteins, IGFBP-1 and IGFBP-2 [180].

IGF-I has mitogenic effects on normal and neoplastic cells, inhibiting apoptosis

and stimulating cell proliferation [180]. More than 75% of serum IGF-I circulates

as complexes with IGFBP-3. IGFBP-3 thus modulates IGF-I bioavailability and, in

addition, independently of IGF-I, inhibits replication and promotes apoptosis

[181]. Serum levels of IGF-I and IGFBP-3 are determined by a combination of ge-
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netic and environmental effects. A recent review concluded that while there was no

convincing evidence that a CA repeat polymorphism in the IGF-I gene influenced

serum IGF-I levels, an A–C polymorphism at nucleotide �202 in the IGFBP-3
gene did appear to have a modest effect on circulating IGFBP-3 levels [182].

17.6.1

Colorectal Cancer

The similarity of risk factors for colon cancer and diabetes, and the observation

that insulin promotes the growth of colon cells in vitro and colon tumors in vivo
[183, 184], prompted suggestions that hyperinsulinemia and insulin resistance

may lead to colorectal cancer [177, 178]. While several strands of epidemiologic

evidence support the hypothesis, inconsistencies remain and a number of areas

require clarification [66, 185]. Glycemic control is likely to be important, as an in-

creased risk of colorectal cancer has been found to be associated with a high level

of dietary glycemic load in two large studies [186, 187] and changes in glycated he-

moglobin concentrations seem to account for the increase in risk associated with

type 2 diabetes [188]. Higher levels of IGF-I have been associated with an increased

risk of colorectal cancer, but there is no dose–response relationship [189].

A genetic variant at position 1663 in the human growth hormone 1 gene (GH1)
is thought to be associated with lower IGF-I levels. In a single study, the variant A

allele was related, in a dose–response fashion, to a reduced risk of both colorectal

cancer and adenomas [190]. In a study in Singapore, the IGF1 (CA)21 repeat

allele, but not the more common (CA)19 repeat allele, was associated with reduced

colorectal cancer risk [191]. In the same study a novel polymorphism in IGF1,
�533T/C, was also related to disease risk; the effect was apparent for colon, but

not rectal, cancer but the numbers of homozygous variant cases was small. There

was no association between IGFBP-3 genotype and disease risk in this study. Also

in a single study, polymorphisms in the genes encoding the insulin receptor sub-

strates (IRS1, IRS2) were associated with risk of colon, but not rectal, cancer [192].

In the same study, variants in the IGF1 and IGFBP3 genes were not independently

related to cancer but did appear to act together with IRS1 to influence risk. More-

over, specific sources of energy appeared to be more strongly related to colon can-

cer risk in the presence of specific IRS2 and IGF1 genotypes [193]; a high sucrose-

to-fiber ratio increased risk in those with the IRS2 DD genotype and those without

the IGF1 (CA)19/(CA)19 genotype.

17.6.2

Prostate Cancer

Deregulation of the IGF system may be implicated in the etiology of prostate can-

cer [194]. IGFBP-3 protein levels have been found to be decreased in malignant

prostatic tissue as compared to benign epithelium [195]. In some but not all

studies, both cross-sectional and prospective, high plasma IGF-I and low IGFBP-3

levels have been associated with increased risk of prostate cancer overall [196–201],
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while a high IGF-I:IGFBP-3 ratio has been related to advanced stage prostate can-

cer [202]. Men with higher fasting serum insulin levels have been found to have

increased prostate cancer risk [203]. Dietary glycemic load and glycemic index

have also been positively associated with disease risk [204].

The four studies of the IGF1 repeat allele and prostate cancer have had inconsis-

tent results. While in two studies risk was raised in men carrying (CA)19 [205,

206], this was not observed in the other two studies [201, 207]. There was no asso-

ciation between IGFBP-3 genotype and prostate cancer in two studies [194, 205],

although a third suggested there may be a relation in Caucasian, but not African-

American, men [201]. In a single study, possession of the IRS1 variant R allele was

associated with an almost three-fold increased prostate cancer risk overall, and with

more advanced disease stage [207], but there was no association with IRS2 or INS
genotype. Combinations of polymorphisms and gene–diet interactions do not yet

appear to have been investigated.

17.6.3

Breast Cancer

There is limited evidence for an association between dietary glycemic load and gly-

cemic index and breast cancer [208]. Recent studies suggest that the effect, if any,

is probably confined to particular subgroups, defined by lifestyle and hormonal

factors such as menopausal status, BMI, level of physical activity and/or hormone

replacement therapy (HRT) use [209–211], although the groups at highest and

lowest risk are not yet clear. Studies of breast cancer risk and plasma insulin levels

have been inconsistent [212, 213]. As regards circulating levels of IGF-I and

IGFBP-3, while there appears to be no consistent relation with risk of post-

menopausal breast cancer, the majority of studies of pre-menopausal disease have

found risk to be at least doubled in women in the highest compared to the lowest

quantile of IGF-I or IGFBP-3 [182].

While the first reported study of IGF1 genotype and breast cancer, which in-

cluded 53 cases and 53 controls, observed an significant association with the

(CA)19 allele [214], this has not been confirmed in subsequent studies [182]. The

single study of IGFBP3 genotype and breast cancer was null [215].

17.7

Polymorphisms Influencing Alcohol Metabolism

Drinking alcohol has been associated with raised risk of several different types of

cancer [216]. Strong trends of increasing risk with increasing consumption are ev-

ident for head and neck cancers (including the oral cavity, pharynx, and larynx) and

cancers of the esophagus, while less strong relations have been reported for color-

ectal, stomach, liver, breast, and ovarian cancer.

Alcohol is metabolized to the carcinogen acetaldehyde by oxidation by the en-

zyme alcohol dehydrogenase (ADH) and is subsequently detoxified into acetate by
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aldehyde dehydrogenase (ALDH). The ADH isoenzymes involved in these reac-

tions include subunits encoded by the ADH2 (also known as ADH1B) and

ADH3 (ADH1C) genes, both of which are polymorphic. The alleles ADH3*1 and

ADH2*2 code for ‘‘fast’’ metabolism of ethanol [217]. Several ALDH genes have

been identified, one of which, the mitochondrial ALDH2, contains an inactive vari-

ant (the ALDH2*2 allele). Those who are homozygous for the variant are unable to

oxidize acetaldehyde, while heterozygotes have reduced oxidation capacity [217].

The ADH3*2 allele is common in Caucasian populations, while ADH2*2 and

ALDH2*2 are thought to be specific to Asian populations [217].

17.7.1

Colorectal Neoplasia

Two studies of adenomas have reported patterns consistent with an interaction be-

tween ADH3 genotype and alcohol intake [72, 218]. Among subjects in the Male

Health Professional Follow-up Study (HPFS), compared with those who consumed

low levels of alcohol per day and carried the fast alcohol catabolism genotype

(ADH3*1/*1), high consumers of alcohol with the slow catabolism genotype (*2/

*2) had a substantially increased risk of disease (odds ratio (OR) > 30 g/day and

*2/*2 versusa 5 g/day and *1/*1 ¼ 2:94, 95% CI 1.24–6.92); those who con-

sumed high quantities of alcohol but had the fast catabolism genotype had only

minimally increased risk (OR > 30 g/day and *1/*1 versusa 5 g/day and *1/

*1 ¼ 1:27, 95% CI 0.63–2.53) [72]. The pattern of interaction described in the

other study, from the Netherlands [218], was very similar to the HPFS result. In

addition, the relation was apparent in both male and female subjects.

Since alcohol adversely affects folate metabolism, Giovannucci et al. investigated,
in the HPFS, whether ADH3 acted together with alcohol and folate intake to in-

fluence disease risk. Individuals with high alcohol and low folate and the slow

catabolism genotype were at particularly high risk compared with fast catabolizers

with low alcohol and high folate intake (OR 17.1, 95% CI 2.13–137.0, P inter-

action ¼ 0:006), although the result was based on small numbers in the high

alcohol/low folate/slow catabolism group [72]. This analysis illustrates some of

the complexity of investigating the joint effects of genes and diet on disease – as

well as there being multiple genes in pathways, several dietary factors may also be

relevant. In addition, if verified, it is an example of the possibility that a small

number of gene variants of moderate effect which have a modest interaction with

exposure can have a high predictive value [59].

Again with the rationale that alcohol affects the metabolism of folate, interac-

tions between alcohol intake and MTHFR genotype have been investigated in

several studies [53, 69–73]. While some have documented patterns consistent

with effect modification [71, 72, 76, 219], others found no evidence of any interac-

tion [69, 71, 73, 220].

Two studies failed to find any significant associations between ALDH2 genotype

and colorectal cancer or adenomas, but both studies were small [221, 222].
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17.7.2

Head and Neck Cancers

In a pooled analysis of seven case–control studies, there was no evidence of a sig-

nificantly increased risk of head and neck cancers in individuals who were homo-

zygous or heterozygous for the ADH3 fast metabolism allele *1 [217]. There was

some suggestion of an interaction between genotype and amount of alcohol con-

sumed, with risk increased among heavy drinkers (>60 drinks per week) with the

ADH3*1/*1 genotype, but this was driven by the results of two studies. The three

available studies of ALDH2 genotype and head and neck cancer point to a possible

increased risk associated with the inactive 2 allele [223–225], but since the effect

appears to be limited to those possessing one, but not two, inactive alleles [217],

further investigation is needed.

17.7.3

Esophageal Cancer

Several studies, mainly in Chinese and Japanese populations and mostly involving

alcoholics or habitual drinkers, have investigated risk of esophageal cancer accord-

ing to ALDH2 and ADH2 genotypes. Disease risk has consistently been found to be

raised (by between 4- and 16-fold) in those carrying the inactive form of ALDH2
[226]. Similarly, possession of the less active ADH2 allele has been associated

with raised risk in most studies [226]. A single study, in a Japanese population,

found that ADH3 genotype did not influence risk of esophageal cancer [227].

17.7.4

Breast Cancer

Freudenheim et al. observed an increased risk of premenopausal breast cancer

among women with the ADH3 fast metabolism genotype (OR *1/*1 versus (*1/

*2 or *2/*2) ¼ 2:3, 95% CI 1.2–4.3) [228]. In addition, there was evidence of

an interaction with alcohol intake in that disease risk was raised 3.6-fold among

women who had the ADH3*1/*1 genotype and above median alcohol levels com-

pared with those with lower levels of alcohol intake and the ADH*2 allele. There

was no significant relation between ADH3 and postmenopausal disease, an obser-

vation confirmed by Hines et al. [229]. In a case-only analysis, Sturmer and col-

leagues reported a statistically significant interaction between ADH2 genotype

and alcohol intake in relation to breast cancer [230]. The single study of ALDH2
and breast cancer reported no significant association [231].

17.8

Conclusion

Most of the current evidence on associations between specific types of cancer and

genetic polymorphisms thought to influence nutrient metabolism is inconsistent.

17.8 Conclusion 369



This phenomenon has been noted more generally for studies of gene–disease asso-

ciations, and has prompted considerable concern [34, 232–238]. A number of po-

tential explanations for these inconsistencies have been proposed, including differ-

ences between studies in statistical power, different opportunities for bias to occur,

and differences in the frequency of genetic variants, patterns of linkage disequili-

brium and patterns of dietary exposure between populations. Investigation of the

reasons for non-replication will be facilitated by efforts to improve the reporting

of such studies [27]. It is critically important to integrate evidence across studies,

and to minimize publication bias, as the combination of high-throughput genotyp-

ing applied to studies of moderate size, exploratory statistical analysis, and selective

reporting has the potential to generate an enormous number of false-positive

results [60, 239]. Collaborative networks such as the Human Genome Epidemiol-

ogy Network (HuGENetTM: http://www.cdc.gov/genomics/hugenet/default.htm)

should facilitate this. Application of the concept of Mendelian randomization has

considerable theoretical appeal in corroborating evidence on the relation between

diet and chronic disease. However, to realize its value will require the careful appli-

cation of epidemiologic principles in study design and integration of evidence

across studies. This also applies to data on the functional effects of gene variants,

which tend to be limited. As yet, fewer studies have investigated gene–nutrient in-

teraction than have assessed associations with variants postulated to affect nutrient

metabolism. Moreover, the methods used to test for the same putative interaction

have differed between studies, making it difficult to integrate evidence across

studies. There is increasing appreciation of the complexity of the effects of gene

variants and their interaction with dietary and other exposures, and the analytical

challenges of moving from consideration of one gene and one exposure at a time

to the investigation of complex pathways involving multiple genes and multiple

exposures [25, 240]. However, it is also possible that a relative small number of

common gene variants and even one exposure could account for a substantial pro-

portion of the population-attributable risk of the commoner types of cancer [59].

Although there remains a long way to go before nutrigenomic research can have

practical value in disease prevention, the increasing emphasis on collaborative re-

search and the importance of applying rigorous methods for systematic review in

integrating evidence should avoid wasteful investment in false leads.
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18

Taste Receptors and Their Variants

Bernd Bufe and Wolfgang Meyerhof

18.1

Introduction

The prevalence of obesity is increasing dramatically in most Western countries [1].

Long-term overweight drastically enhances the risk for many ailments including

diabetes, cardiovascular diseases, and cancer [2] causing enormous costs for our

public health care systems now and even more in coming decades [3]. An impor-

tant prerequisite to develop efficient strategies that counteract obesity is the de-

tailed understanding of its etiology. A key factor for weight gain is a positive energy

balance usually due to the overconsumption of energy-rich food [1]. Therefore, a

change in dietary habits would be an appropriate preventive measure or even a

therapeutic option. Unfortunately, the development of our eating habits is not

well understood, yet involves the taste or the flavor of food as a major determinant,

as well as many other factors including genetics, age, and education [4–6]. Taste,

smell, and touch are the key sensations in flavor perception. Thus, these senses

crucially influence our decision to ingest food or not [7]. Interestingly, the sense

of taste is more systematically correlated with caloric and metabolic effects than

odor and texture [8]. In humans and in a wide range of animal species an inherent

connection exists between the taste of a substance, the hedonic tone it elicits, and

the consequences of its ingestion [8]. Sweet and umami tastes for example, indi-

cate carbohydrates and protein, respectively, and are therefore perceived as attrac-

tive. In contrast, bitter and sour tastes induce repulsive behaviors thereby pre-

venting intoxication and intake of spoiled food [9]. Salt taste is involved in the

regulation of the ion homeostasis and osmoregulation and consequently is per-

ceived attractive in low and repulsive in high concentrations [9].

Significant progress in the molecular neurobiology of taste perception has been

made over the last years. We now know specific receptors that mediate sweet, bit-

ter, and umami taste, and we are beginning to understand some of their functional

properties. These discoveries opened new opportunities to deepen our understand-

ing of taste biology. For example, interspecies comparison and functional analysis

of taste receptors revealed a surprisingly high degree of divergence between species
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[10, 11]. The elucidation of the underlying evolutionary processes will improve our

understanding of the relation of taste perception, food preferences, and environ-

mental influences. Beyond that, the functional characterization of taste receptors

should facilitate the identification of new taste-active compounds, such as taste en-

hancers or bitter blockers, which could influence human eating habits [12]. In ad-

dition, newly developed cell-based assays [13, 14] might allow the development of

novel tools for the quality control in food processing. It has been recently shown

that variations in taste receptor genes alter receptor function and thereby taste

perception in humans [15, 16]. Thus, it is now possible to study the influence of

variations in taste receptor genes on taste perception and food choice. Moreover, a

link has been established between the metabolism and taste perception through

the action of hormones such as leptin and cholecystokinin that control food

intake and modulate taste perception [17–19]. This review summarizes the most

recent findings in the molecular biology of taste with special emphasis on taste

receptor gene polymorphisms and assesses their possible relevance for eating

behavior.

18.2

Salt Taste

Salt taste is involved in the maintenance of electrolyte homeostasis. It is not only

elicited by sodium chloride but also by other salts including LiCl, KCl, NH4Cl, and

CaCl2 [20–23]. Several lines of evidence suggest that Naþ salt taste involves the

epithelial sodium channel ENaC [21]. First, amiloride, a well-known blocker of

the ENaC channel, largely inhibits the salt taste in rodents [24]. Second, reverse

transcriptase polymerase chain reaction (RT-PCR) experiments detected mRNA

for the a, b, and g subunits of the ENaC channel in rat taste buds [25]. Third, im-

munohistochemistry showed the presence of the a, b, and g ENaC subunits in rat

taste cells, although the majority of the protein was located inside the cell instead

on the apical microvilli extending into the taste porus [25, 26]. Fourth, electrophy-

siological recordings identified amiloride-blockable sodium currents in the apical

membranes of taste receptor cells [27].

The ENaC channel is permeable for Naþ and Liþ ions but nearly impermeable

for other ions such as Kþ, Ca2þ, and NH4
þ [28, 29]. Thus, an additional, yet un-

identified, receptor has to mediate the salt taste of these ions. This unknown recep-

tor seems to be especially important in humans in whom just 20% of the salt taste

is amiloride-blockable [30]. Based on electrophysiological evidence the amiloride-

insensitive salt taste in rodents is mediated by a non-selective cation channel that

is permeable to Naþ, Kþ, Ca2þ, and NH4
þ [31, 32]. The pharmacological character-

ization of currents recorded from taste receptor cells in wild-type and vanilloid re-

ceptor 1-knockout mice suggested that a variant of the vanilloid receptor 1 channel

mediates the amiloride-insensitive salt taste [31, 33, 34]. Further studies will have

to show if this holds true.
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18.3

Sour Taste

Acids evoke sour taste. From all taste qualities the molecular mechanisms of sour

taste perception are least well understood. Depending on the species, various mo-

lecular mechanisms have been proposed, including the direct blockade of potas-

sium channels in mudpuppies and the induction of amiloride-sensitive proton cur-

rents in hamsters and rats [9, 35–37]. Currently, the acid-sensing ion channels

(ASIC) and hyperpolarization and cyclic nucleotide-gated cation channels of the

HCN family are being discussed as sour taste receptors in rodents [38–41]. In par-

ticular, ASIC2a (synonyms: MDEG1, BNC1a, BNaC1a) appears to be a promising

candidate sour taste receptor [41]. A number of observations support the role of

ASIC2 in sour taste perception. First, ASIC2a is expressed in a large subset of rat

taste receptor cells [39]. Second, a proton-gated sodium current can be recorded in

taste receptor cells upon acid stimulation [42]. Third, when expressed in Xenopus-
laevis oocytes ASIC2a responded at equal pH stronger to acetic acid than to HCl,

a phenomenon that has also been observed in taste experiments in vivo [39, 43].

Although these data seem to be convincing, it is quite problematic that sour taste

is not diminished in ASIC2a-knockout mice [44, 45]. It remains to be seen if

the proposed coexpression and heteromerization of ASIC2 and ASIC2b [41] fully

explains the persisting sour taste in ASIC2a-knockout mice.

The HCN channels HCN1 and HCN4 can be detected in a subset of rat taste

receptor cells by RT-PCR, in situ hybridization, and immunohistochemsitry [38].

Moreover, electrophysiological recordings of taste receptor cells in intact taste

buds demonstrated that acid stimulation of taste buds at the taste pore elicited an

Ih current in a subset of taste receptor cells, the hallmark of members of the HCN

family [38]. Furthermore, functional expression of HCN1 and HCN4 in HEK293

cells showed that extracellular protons activated both channels [38]. Unfortunately,

it is not known if these channels show a stronger response to acetic acid than to

HCl and studies of tissue-specific HCN knockout are still missing. Thus, our

knowledge about the molecular mechanisms of sour taste perception is still insuf-

ficient.

18.4

Sweet Taste

Sweet taste is elicited by various natural occurring compounds such as sugars,

some amino acids and proteins of certain tropical fruits, but also by structurally di-

verse artificial sweeteners including saccharin, cyclamate, and aspartame [46–48].

Sugars and sweet amino acids, which are the most relevant natural sweeteners,

have a relatively low potency [47]. This may serve as a quantity check because

only high concentrations of these compounds indicate energy-rich food sources.

In contrast, artificial sweeteners usually have a high potency [47].

388 18 Taste Receptors and Their Variants



Interestingly, the perception of sweet compounds varies across species. Unlike

humans, rodents do not perceive the sweetness of the sweet proteins monellin,

thaumatin, and the artificial sweeteners aspartame and cyclamate [49–52]. More-

over, even within a single species strain-specific differences exist. It has been

known for many decades that mice strains can differ in their sensitivity towards

sweet compounds [53]. Studies of congenic mice strains revealed that these differ-

ences are due to a single chromosomal locus called ‘‘sac’’ [53] at the distal end of

chromosome 4 [54, 55]. Assuming that the sweet taste receptor is located in the sac
locus, six groups independently analyzed the human genome data of the distal end

of chromosome 1, which is syntenic to the distal end of mouse chromosome 4 [14,

56–60]. They discovered a gene encoding a G protein-coupled receptor named

TAS1R3 (synonym T1R3) as a new member of the taste receptor family TAS1R

(synonym T1R) [61]. The TAS1R3 gene is directly located in the sac locus while

the two other family members TAS1R1 (synonyms T1R1, TR1) and TAS1R2 (syn-

onyms T1R2, TR2) are located 12 centimorgan more centomeric [14]. Consistent

with its proposed role as a sweet receptor, in situ hybridizations showed the pres-

ence of Tas1r3 mRNA in a subset of mouse and human taste receptor cells [14, 56–

60, 62]. Further studies revealed that Tas1r3 is coexpressed with its two other

known family members Tas1r2 or Tas1r1 in non-overlapping subsets of taste re-

ceptor cells [14, 56, 58], suggesting that the functional sweet receptor could be a

heteromer. Consistent with this assumption, expression studies in HEK293 cells

showed that cells co-transfected with the human TAS1R2/TAS1R3 or rodent

Tas1r2/Tas1r3 cDNAs responded to sweeteners of multiple chemical classes [10,

14, 63]. In line with the observed species differences the human receptor

TAS1R2/TAS1R3 but not the mouse counterpart could be activated by monellin,

thaumatin, cyclamate, and aspartame [10, 50]. In accordance with human taste

perception relative low concentrations of the artificial sweeteners activated the

recombinant sweet taste receptor, while carbohydrates and sweet amino acids acted

at much higher concentrations [10, 14, 50]. Notably, all tested compounds that

are sweet to humans activated the human TAS1R2/TAS1R3 receptor [10]. These

results show that the TAS1R2/TAS1R3 heteromer mediates human sweet taste

perception.

Mouse models provided further evidence for the role of Tas1r3 in sweet taste per-

ception. The transgenic expression of the Tas1r3 taster gene in a non-taster mouse

strain rescued the taster phenotype [14]. Moreover, behavioral experiments and

nerve recordings of Tas1r2- and Tas1r3-knockout mice confirmed that the deletion

of either gene strongly reduced the nerve responses and attraction to various sweet-

eners [64, 65]. In contrast, the knockout of the third family member, the Tas1r1
gene, did not influence the perception of sweet compounds [65]. Taken together

there is overwhelming evidence that the rodent Tas1r2/Tas1r3 heteromer is a gen-

uine sweet taste receptor. Interestingly, both the Tas1r2- and the Tas1r3-knockout
mice kept a residual behavioral and nerve response to high concentrations of car-

bohydrate sweeteners [64, 65]. Thus the absence of the Tas1r2/Tas1r3 heteromer

reveals the existence of an additional low-affinity detection mechanism for natural
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sweeteners [64]. It remains to be seen if this residual taste response can be ex-

plained by activation of Tas1r monomers or homomers [65]. It is also possible

that pathways independent of Tas1r contribute to the residual response [64], such

as direct activation of G proteins by sweet-tasting compounds [66–68].

18.5

Umami Taste

In humans, umami taste is mainly triggered by sodium glutamate and enhanced

by ribonucleotides such as inosine-5 0-monophosphate (IMP) and guanosine-5 0-
monophosphate (GMP) [69, 70]. Umami taste indicates protein-rich food and is

therefore perceived as an attractive stimulus that strongly enhances the palatability

of food [69]. Besides glutamate, other metabotropic glutamate receptor agonists

such as ibotenate and L-AP4 also elicit umami taste [71]. In addition, various phys-

iological and molecular studies showed that the metabotropic glutamate receptors

(mGluRs) are expressed in taste receptor cells in mice [72–76]. This initially led to

the hypothesis that mGluRs are involved in umami taste [75]. Indeed, the cDNA of

an N-terminally truncated variant (mGluR4t) of the mGluR4 was isolated from rat

tongue tissue [77]. Subsequently, heterologous expression and functional analysis

showed that it responded to L-AP4 and glutamate at high concentrations, which

are typically used to elicit umami taste in humans [77]. Thus, the truncated

mGluR4 variant seemed to be an attractive candidate umami taste receptor, al-

though a number of inconsistencies exist [65]. First, mGluR4-knockout mice

show a @20% increased preference for glutamate [78] instead of a reduced re-

sponse as one would expect. Second, so far, there is no evidence for the translation

of the mGluR4t mRNA into a functional protein in taste receptor cells. This is

quite an important issue as this receptor variant lacks the normal cell surface

targeting sequence of mGluR4 [65]. Third, the responses of the recombinant

mGluR4t are not enhanced by IMP [77].

Recently, it has been shown that receptors of the TAS1R family mediate umami

taste. In vitro expression studies showed that cells co-transfected with human

TAS1R1 and TAS1R3 responded to glutamate and that the response is strongly en-

hanced in the presence of 5 0-ribonucleotides such as IMP [10, 63]. Moreover, cells

co-transfected with cDNAs for the human receptor TAS1R1/TAS1R3 not only re-

sponded to glutamate and but also to other known umami compounds such as L-

AP4 [10]. Thus, this receptor heteromer sufficiently fulfils all functional properties

that are known for umami taste. In addition, in situ hybridization and immunohis-

tochemisty clearly showed that these receptors are expressed in a subset of taste

receptor cells in humans and rodents [58, 61, 62]. Moreover, in Tas1r1- and

Tas1r3-knockout mice behavioral and nerve responses to umami compounds were

greatly abolished [64, 65]. Taken together, anatomical, genetic, functional, and

physiological evidence convincingly demonstrates that Tas1r1 and Tas1r3 are

umami taste receptors.
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18.6

Bitter Taste

Bitter tastants comprise thousands of compounds, belonging to many chemical

classes ranging from inorganic salts such as KCl and MgSO4 to complex organic

molecules such as peptides, amino acids, fatty acids, amines, amides, ureas, alka-

loids, lactones, terpenes, polyphenols, or flavonoides [22, 48, 79]. Although bitter

taste is generally aversive, the consumption of foods and beverages such as bitter

chocolate, beer, or coffee shows that humans accept moderate bitter taste as tolera-

ble or even attractive. In humans and rodents, heritable variations in the percep-

tion of bitter compounds have been observed [80–83]. Genetic studies mapped bit-

ter taste to loci on human chromosomes 5 and 7 and mouse chromosome 6 [84].

As in the case of the sweet taste receptor, database mining of the human genome

by two independent groups also led to the discovery of a novel family of GPCRs,

the TAS2Rs (synonyms: T2R, TRB), [84, 85]. In humans, this family of G protein-

coupled receptors comprises 25 receptor genes and 11 pseudogenes that are

located on chromosomes 5, 7, and 12 [86, 87]. The corresponding mouse Tas2r

family consists of 35 genes and six pseudogenes located on the chromosomes 2,

6, and 15 [86]. The chromosomal distribution of TAS2R genes correlates well with

the gene loci that determine variations in bitter perception in humans and mice

[84]. Moreover, in situ hybridizations using several mouse, rat, and human TAS2R
genes as probes showed their expression in a subset of human and mouse taste

receptor cells [16, 84, 85, 87, 88, 89]. Interestingly, in situ hybridization in rodents

with mixtures of two and 10 different Tas2r probes showed that TAS2Rs are coex-

pressed in the same subset of taste receptor cells [84]. Although these experiments

do not formally prove the presence of all TAS2Rs in the same subset of taste recep-

tor cells, they deliver a molecular explanation for the observation that different

compounds elicit the same uniform bitter taste. Moreover, expression studies so

far identified for three rodent and eight human TAS2Rs bitter tastants as ligands

[13, 16, 87–90]. For example, the mouse receptor Tas2r105 and its rat counterpart

rT2R9 responded to cycloheximide, while its closet human relative TAS2R10 re-

sponded to strychnine [13, 87]. It will be interesting to understand which evolu-

tionary processes led to different tunings of the human and rodent receptors.

Notably, TAS2R14, TAS2R16, TAS2R43, TAS2R44, and TAS2R38 were activated by

many structurally divergent bitter tastants [16, 87–89]. If this holds true for all

TAS2Rs it would explain how thousands of chemically diverse bitter compounds

can be detected by just 25 receptors.

Sequence polymorphisms in TAS2R genes have been linked to differences in

bitter taste sensitivity in mice and humans. Variations in the Tas2r105 gene are

linked to the sensitivity of mice for cycloheximide [13]. Moreover, in humans the

inherited loss of sensitivity for the bitter compound phenylthiocarbamide (PTC) is

caused by polymorphisms in the TAS2R38 gene [15, 16]. Taken together, there is

strong molecular, genetic, anatomical, and functional evidence that the TAS2R re-

ceptors mediate bitter taste in mammals. Recently, it has been shown that TAS2Rs

are present in solitary chemoreceptor cells in the nasal cavity which serve as senti-
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nels of respiration [91]. This finding and the fact that the TAS2R genes are ex-

pressed in other peripheral tissues suggest additional roles for TAS2Rs [91, 92]. It

will be interesting to elucidate the biological role of the TAS2Rs in other tissues.

18.7

Signal Transduction of Sweet, Bitter, and Umami Taste

The first molecule discovered in taste signal transduction was the G protein alpha-

subunit gustducin by the laboratory of Robert F. Margolskee [93]. In situ hybridiza-

tion and immunocytochemisty showed, that a-gustducin is coexpressed in a subset

of taste receptor cells together with the Tas2r receptors [84, 93]. Sequence compar-

isons predicted that gustducin, like its closest relative transducin, decreases cyclic

nucleotide levels by activation of phosphodiesterase activity [94]. Later on, quench

flow assays showed that the exposure of taste tissue extracts to bitter compounds

decreased cAMP levels, an effect that was blocked by an a-gustducin antibody [95].

Stimulation of membrane preparations of bovine taste tissue and of cells expressing

Tas2r105 with bitter compounds directly activated a-gustducin, further proofing the

importance of this G protein subunit in bitter taste transduction [13, 96].

Surprisingly, a-gustducin-knockout mice showed not only a reduced bitter taste

sensitivity but also an impaired sweet taste [97]. This led to the hypothesis that a-

gustducin, apart from its role in bitter taste, is also involved in sweet taste trans-

duction [97]. Recent single-cell RT-PCR and in situ hybridization experiments

showed the coexpression of Tas1r3 and a-gustducin in taste receptor cells, further

supporting the dual role of gustducin in sweet and bitter taste [56, 58]. Since in the

knockout mice sweet and bitter taste was impaired but not completely abolished

[97], a-gustducin appears to be not the only G protein alpha-subunit transducing

sweet and bitter taste. A good additional candidate is a-transducin, which is also

present in taste tissue and can partially rescue the phenotype of a-gustducin-

knockout mice [98, 99]. Various studies showed rising inositoltrisphosphate (IP3)

levels in taste receptor cells upon stimulation with bitter compounds [95, 100],

which were suppressed by antibodies directed against phospholipase C beta 2

(PLCb2) or the G protein g-subunit 13 [95]. Moreover, single-cell RT-PCR and

in situ hybridizations localized the G protein subunits b1, b3, g13 in a-gustducin-

positive taste receptor cells [99, 101]. Beta 1 and b3-subunits interact with g13 to

activate PLCb2 [102], suggesting that b1 or b3/g13/a-gustducin complexes activate

PLCb2 in taste receptor cells. Behavioral studies and nerve recordings of PLCb2-

knockout animals, which lost their responses to bitter, sweet, and umami stimuli

[103], further supported this assumption. Interestingly, animals gene-targeted for

the ion channel TRPM5 also lost their responses to sweet, bitter, and umami stim-

uli [103]. Taken together, these findings show that sweet, bitter, and umami tastes

share key molecules of their signal transduction pathways. Sweet, bitter and amino

acid taste receptors couple through Gi type G protein alpha-subunits to the cAMP

and simultaneously via b/g complexes to the IP3 pathways, respectively. The IP3

production triggers a release of calcium from intracellular stores, which then acti-
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vates TRPM5. The resulting ion fluxes finally lead to depolarization of the taste re-

ceptor cells and to the secretion of a yet unknown neurotransmitter.

18.8

Taste Quality Coding

Humans can perceive all taste qualities on any area of the tongue that contains pa-

pillae [37, 104]. Only the perceived intensities of the taste stimuli differ depending

on the tongue region and papilla type. The sweet taste of saccharin for instance is

highest at the tip of the tongue, whereas the bitter taste of quinine is best perceived

at the back of the tongue [104].

Taste sensations are mediated by specialized epithelial cells, the taste receptor

cells that are located within the taste buds of the papillae on the surface of the

tongue. These elongated taste receptors cells are embedded by the surrounding ep-

ithelium. Only at the gustatory porus of the taste buds do the receptor cells have

access to the outside world. Thus, interactions between the taste receptor mole-

cules and their tastants only occur at the apical part of the taste receptor cells in

the porus. The anterior part of the tongue that contains the fungiform papillae

is innervated by the VIIth cranial nerve, whereas the posterior part of the tongue

that contains the foliate and vallate papillae is innervated by the IXth cranial nerve

[105]. This nerve also innervates isolated taste buds in the palate and epiglottis,

while the Xth cranial nerve innervates the pharyngeal taste buds. Each of these

three cranial nerves also carries somatosensory afferents that innervate regions of

the tongue neighboring lingual taste buds. This type of innervation makes it diffi-

cult to distinguish gustatory from somatosensory information.

The coding of taste qualities is a fiercely debated field. In principle, two compet-

ing models exist. The labeled line model favors a separate coding of the five basic

taste qualities [106]. This model predicts specialized taste receptor cells for each

taste quality, which are innervated by dedicated fibers [106]. Consequently, in this

model, the taste quality is encoded at the level of the taste receptor cells. In the

competing across-fiber pattern model, the cells and the innervating neurons are

not strictly specialized and respond to all taste stimuli, albeit with different

strength [107]. Each taste stimulus is thought to generate discriminative patterns

of excited and non-excited neurons that are decoded by the brain [107]. Conse-

quently, in this model the information about the taste qualities is encoded at

higher levels. Both models are supported by experimental data. Various electrophy-

siological recordings of taste receptor cells, and afferent nerves, obtained from ro-

dents and amphibians showed that nerve fibers frequently responded to stimuli of

more than one taste quality [108–110]. In addition, in situ calcium imaging of rat

taste buds also suggested a broad tuning of taste receptor cells across modalities

[73].

In marked contrast, nerve recordings in primates and hamster revealed that fibers

for sweet, bitter and salt transduction are relatively narrowly tuned [111–113].

While a subset of@30% of the taste receptor cells expresses the Tas1r receptors,
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another subset of@20% expresses the Tas2r receptors [14, 84]. Moreover, although

Tas1r1 and Tas1r2 are almost always coexpressed with Tas1r3 they do not colocalize

with each other or the Tas2r receptors [14, 61]. These findings strongly argue for

the existence of independent subsets of taste receptor cells that mediate bitter,

sweet and umami taste and are thus consistent with a labeled line model. Also be-

havioral and physiological studies of various transgenic animals which showed that

PLCb2- and TRPM5-knockout animals lost their ability to taste sweet, bitter, and

amino acid but not salt and sour stimuli support the labeled line theory [93, 103].

Transgenic expression of PLCb2 under control of Tas2r promoters rescued only

bitter but not sweet and umami taste in PLCb2-knockout animals [103]. Transgenic

animals expressing an artificial opiate receptor under control of the Tas1r2 promoter

acquired a high preference for the synthetic opiate spiralidone, while wild-type mice

were indifferent to it [65]. If, in contrast, this receptor was expressed under control

of a Tas2r gene promoter, the transgenic animals showed a pronounced aversion to

spiralidone. Together, these results convincingly demonstrate that sweet and bitter

tastes are encoded by separate subpopulations of taste receptor cells [114].

Thus, a considerable number of independent observations point to a labeled line

coding of taste information in the periphery. The final proof of the model depends

on the elucidation of the mode of innervations of taste receptor cells, taste buds,

and papillae. In the coming years trans-synaptic tracing studies will likely clarify

how excitation of taste receptor cells is conveyed to the brain.

18.9

Peripheral Modulation of Taste

Taste perception varies depending on the nutritional status and specific needs of

the animal [8]. One of the most well-documented examples for such a sensory al-

teration is the specific hunger for salt. Severe salt depletion elicits salt craving in

animals and humans. Remarkably, salt depletion not only increases the attractive-

ness of salt but also lowers salt taste threshold levels [115, 116]. Salt depletion leads

to an increase in plasma aldosterone and angiotensin II levels [117]. Intriguingly,

increasing aldosterone levels have been shown to upregulate the expression of b

and g ENaC subunits in taste receptor cells [26], providing a molecular explanation

for the increase in salt sensitivity. This example clearly documents that specific

physiological needs influence taste sensitivity.

Notably, the modulation of taste perception is not limited to salt taste. Leptin, an

adipocyte hormone that signals the size of the body’s fat stores to the brain and

hence plays a central role in the regulation of energy metabolism, influences sweet

taste [19]. For example, db/db mice that do not express a functional leptin receptor

display enhanced neuronal and behavioral responses to sweet, but not to sour,

salty, or bitter stimuli [19]. Intraperitoneal leptin injections into ob/ob mice that

lack leptin but not into db/db mice, reduced the behavioral responses to sweet but

not to bitter, sour, and salt stimuli [118]. RT-PCR, in situ hybridization and imuno-

histochemistry showed that the signaling form of the leptin receptor and its effec-
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tor, the signal transducer and activator of transcription 3, is expressed in mouse

taste receptor cells [18, 19]. Patch clamp recordings of isolated taste receptor cells

revealed that leptin induced the hyperpolarization of taste receptor cells through

closure of Kþ currents [19]. Taken together, molecular, genetic, neurological, and

behavioral evidence suggests that the anorexigenic hormone leptin directly influ-

ences sweet taste perception. Intriguingly, in humans high serum-leptin levels

have been correlated with an altered palatability [119, 120]. Although this might

be solely attributed to leptin’s action in the brain, it is tempting to speculate

that the leptin-dependent modulation of sweet taste contributes to altered intake

behavior.

Apart from leptin, also other hormones that are involved in the regulation of eat-

ing behavior interact with taste receptor cells. Cholecystokinin (CCK), a hormone

released by the gut, is expressed in a subset of rat taste receptor cells [17]. In situ
hybridization revealed that the CCK-expressing cells partially overlap with those

expressing the sweet receptor subunit Tas1r2 and a-gustducin. Another subpopu-

lation of Tas1r2-expressing cells coexpressed vasoactive intestinal peptide (VIP)

[121]. Moreover, the functional analysis of receptor cells by calcium imaging and

patch clamp recordings showed that a subset of taste receptor cells responded to

CCK with elevated calcium levels and an inhibition of Kþ currents [17]. Pharmaco-

logical evidence suggested that this response was mediated by the CCK-A receptor

[17]. Subsequently, calcium-imaging studies demonstrated that the majority of

CCK responsive cells responded to bitter stimuli, suggesting that these cells might

also express bitter taste receptors [122]. In summary, these data indicate that sweet

receptor-expressing cells express CCK, while bitter responsive cells express the

CCK-A receptor. Moreover, behavioral tests in humans and mice suggest a CCK

level-dependent modulation of palatability and food preferences, although these

data are still somewhat inconsistent [123–125]. It is therefore tempting to specu-

late that CCK and the CCK-A receptor play a role in the cross-talk between sweet

and bitter taste perception.

Recently, the expression of neuropeptide Y (NPY), in a subset of taste receptor

cells also has been reported [126], making it another potential regulator of taste

sensitivity. The observation that orexigenic and anorexigenic hormones influence

taste perception clearly argues for a specific role of taste in feeding/eating behav-

ior, perhaps through mechanisms such as sensory specific satiety. However, many

more studies are needed to elucidate its importance.

18.10

Evolution of Taste Receptor Genes

Analysis of TAS2R bitter taste receptor genes across species revealed a surprisingly

high degree of variability between humans and rodents [11]. In contrast to many

other gene families, the majority of TAS2R genes lack a single clearly identifiable

counterpart in the other species (Fig. 18.1). Instead, each species developed sepa-

rate TAS2R subfamilies from ancestral genes [11]. The different diets of humans
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and rodents [127] likely expose both types of organisms to different poisons. As the

failure to detect toxins can be lethal, natural selection should favor optimized bitter

taste receptors for the detection of ‘‘species-relevant’’ poisons. Thus, the observed

divergence of bitter receptors between species could be an adaptation to different

dietary habits. Notably, the comparison of TAS2R genes in 13 monkey species

showed that frequently the same genes became pseudogenes, although the pseudo-

genizations were caused by independent mutations [86]. This convergent evolution

of the bitter taste receptor genes in different primate species suggests that environ-

mental factors such as the adaptation to new food sources were more important for

this process than genetic causes [86].

The faster pseudogenization of and the ratio of non-synonymous to synonymous

substitutions in the human TAS2R genes [86, 128–130] suggests a relaxation of se-

lective constraints in humans which probably has been caused by the increased

proportion of animal food and the controlled use of fire during hominid evolution

[129, 131, 132]. Notably, the general relaxation of constraints for the TAS2R genes

as a group does not exclude the possibility for selective constraint or positive selec-

tion of individual TAS2Rs. Indeed, further studies analyzing the distribution of the

TAS2R38 gene polymorphisms in four different world populations suggested a bal-

ancing natural selection for the two predominant TAS2R38 haplotypes, suggesting

that heterozygotes might be preferred by natural selection [133]. In another study,

the genetic analysis of TAS2R16 variants revealed two frequent non-synonymous

polymorphisms within the TAS2R16 gene leading to an N172K and an R222H

exchange in the second extracellular and third intracellular loop of the encoded

receptor, respectively [134]. The subsequent analysis showed that the mutation

leading from the ancestral K172 to N172 occurred before the migration of homi-

nids out of Africa. The allele frequency in 60 different world populations revealed

that the evolutionary-derived N172 allele is predominant in all major human pop-

ulations, while the ancestral K172 variant is virtually absent outside Africa [134].

Population models strongly suggested that the high frequency of the N172 allele

was fixed in the populations by positive selection, while no selective pressure was

observed for the R222 and H222 alleles [134].

In line with these results the N172 receptor variant has a@two-fold higher sen-

sitivity for toxic cyanogenic glycosides than the K172 variant, while there was no

functional difference between the R222 and H222 variants [134]. Thus, a better

protection of humans carrying the TAS2R16–N172 allele against intoxication by

cyanogenic bitter compounds might explain its high frequency in most modern

human world populations. Intriguingly, the K172 variant is still moderately abun-

Fig. 18.1. Sequence relationship of human

and mouse TAS2R receptors. The sequence

comparison is based on the derived amino

acid sequence of TAS2R genes in the human

genome database (version 35.1) and the

mouse genome database (version 34.1).

Human TAS2Rs are indicated by bold lines,

while the mouse Tas2rs are indicated by thin

lines. Note that homologous pairs of genes

are rare. Usually, a single human TAS2R

clusters with several mouse receptors and

vice versa.

H
_________________________________________________________________________________
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dant throughout Central Africa with a distribution that resembles that of some

malaria-resistance alleles [134]. The lower sensitivity of TAS2R16–K172 carriers

likely promoted the chronic consumption of sublethal doses of cyanogenic glyco-

sides which may protect against malaria through various mechanisms including

cyanide-induced sickle cell anemia, oxidative stress, and inhibition of Plasmodium’s
respiratory chain [135–137]. It is reasonable to assume that this health benefit

accounts for the relatively high frequency of the hTAS2R16–K172 allele in Sub-

Saharan Africa.

18.11

Genetic Variation of Taste Perception

Humans and rodents show substantial differences in their sensitivity to sweet,

bitter, and umami stimuli [54, 55, 80, 83, 138, 139]. In rodents, the strain-specific

variability of sweet taste perception is one of the best-studied genetic traits. Ini-

tially, it was noticed that C57BL/6 mice showed a higher preference for the artifi-

cial sweetener saccharin than DBA/2J mice [53]. Breeding experiments revealed

that the five-fold increased sensitivity of the C57BL/6 to saccharin is inherited and

controlled by a single locus called ‘‘sac’’ [53]. Further analysis of the sac locus led to

the discovery that polymorphisms in the Tas1r3 gene are associated with the taster

phenotype [58]. Subsequently, functional expression studies revealed that Tas1r3 is

involved in sweet and umami taste [10, 14, 63] which is consistent with the obser-

vation that saccharin taster and non-taster mice also differ in their preference for

amino acids [140]. Moreover, the transgenic expression of the Tas1r3 gene of the

taster strain C57BL/6 completely rescued saccharin tasting in a non-taster mouse

strain [14], formally proving that variations in the Tas1r3 gene define the saccharin

taster status. A subsequent extensive genotypic and phenotypic analysis of 30 mice

strains revealed that eight out of 89 observed polymorphisms within the Tas1r3
gene strongly correlate with saccharin preference [141]. Thus, the taster status of

different mice strains is determined by several alleles within the Tas1r3 gene.

In mice, heritable variations for tasting bitter compounds such as sucrose octa-

acetate, raffinose undedecaacetate, cycloheximide, and quinine have also been ob-

served [54, 55, 81–83, 142]. Although the chromosomal loci have been mapped, the

responsible genes have, with one exception, not yet been identified. So far, only

variations in cyclohexmide tasting of several strains of mice have been correlated

with polymorphisms in the bitter taste receptor gene Tas2r105 [13]. Moreover

heterologous expression studies revealed different receptor responses to cyclohexi-

mide of the taster and non taster receptor variants [13].

In humans the most prominent example of a taste variation is the perception

of the bitter compound phenylthiocarbamide (PTC). More than 70 years ago, it

was shown that strong individual variations for the perception of this compound

exist [143]. PTC tasters can detect micromolar concentrations of this compound,

whereas the non-tasters are nearly taste-blind even at several hundred-fold higher

concentrations [16]. Family studies subsequently revealed that the ability to taste

398 18 Taste Receptors and Their Variants



PTC is inherited [138, 144]. Genetic mapping studies in humans correlated the

ability to taste PTC with the KEL blood group antigen locus [145] on chromosome

7. Recently, a genetic study in humans extended these findings. It showed that

single-nucleotide polymorphisms in the TAS2R38 gene, which is near the KEL

locus, predict the PTC taster status [15, 146]. There are three common non-

synonymous variations in the TAS2R38 gene, leading to the amino acid exchanges

P49A, A262V, V296I (Fig. 18.2). The variations define two frequent haplotypes en-

coding the two predominant receptor variants TAS2R38-PAV and TAS2R38-AVI, as
well as some additional rare variants [15, 133]. Homozygotes for TAS2R38-AVI are
PTC non-tasters, whereas humans that are homo- or heterozygous for TAS2R38-
PAV are PTC tasters [15] (Fig. 18.2). Recently, heterologous expression studies

demonstrated that the PAV form but not the AVI form of the receptor responded

to PTC [16] (Fig. 18.2). Thus, there is strong molecular, genetic, and functional ev-

idence that polymorphisms in the TAS2R38 gene define the PTC taster status. This

findings provide the first evidence that variations in taste receptors are the molecu-

lar basis for heritable variations in taste perception.

Whole family analysis revealed that the occurrence of polymorphisms within the

coding regions of TAS2R genes is the rule, not the exception [147, 148]. Many of

the identified polymorphisms lead to amino acid exchanges or introduce transla-

tional stop codons or frameshift mutations. At least 104 different TAS2R haplo-

types are known (Table 18.1). In light of this variability it appears likely that PTC

tasting is just the first example of a heritable variation in bitter taste perception;

likely many more will be discovered in the next future. This assumption is further

supported by the observation that individual variations in the perception of other

bitter compounds such as chloramphenicol, strychnine, quinine, and cascara have

been reported [80, 149].

Fig. 18.2. Genetics of PTC tasting in humans.

(a) Scheme of the TAS2R38 receptor and

localization of its polymorphic sites. (b)

Concentration response curves of the effects

of PTC on cells expressing the PAV or AVI

variants of TAS2R38. Note that the AVI variant

does not respond to PTC even in 100-fold

higher concentrations. (c) Averaged responses

to various concentrations of PTC in subjects

homozygous for the PAV and AVI TAS2R38

haplotypes. In line with the receptor function

determined in vitro, the subjects homozygous

for PAV are very sensitive to PTC, while the

subjects homozygous for AVI are nearly taste-

blind.
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Interestingly, taste variations are not limited to bitter, but have also been de-

scribed for human sweet and umami taste [139]. So far, 47 different polymor-

phisms in the human TAS1R genes have been described, 29 of them cause amino

acid substitutions. Therefore, variations in human sweet and umami taste might

be attributed to polymorphisms in the responsible taste receptor genes [147]. In

contrast to sweet, bitter, and umami taste, so far little variations in the perception

of sour and salt taste have been observed [147]. Only in African populations does

a bimodal distribution of salt taste threshold levels and twin studies suggest a pos-

sible genetic cause [150–152]. Given that the ENaC and HCN channels are likely

involved in the transduction of these taste qualities the lack of variability is easy to

understand. These channels have important functions elsewhere in the body.

Therefore, severe functional changes would likely be lethal.

Table 18.1. Single-nucleotide polymorphisms (SNPs) that alter the primary structure of TAS2Rs.

TAS2R gene Coding SNPs Number of haplotypes

1 2 3

3 1 2

4 7 8

5 6 7

7 5þ 1 stop 5

8 5 6

9 7 8

10 3 4

13 1 2

14 2 3

16 4 5

38 7 7

39 2 2

40 n.d. n.d.

41 2 3

42 4 n.d.

43 5 n.d.

44 11þ 1 stop 7

45 6 n.d.

46 3þ 2 stop 6

47 3 4

48 9 9

49 9 7

50 3 4

60 1 2

Adapted from Ref. [147].

n.d., no data.

400 18 Taste Receptors and Their Variants



18.12

Taste Variations and Eating Behavior

Our dietary habits depend on a complex combination of social, environmental, and

genetic factors. Therefore, not only flavor perception but also many other factors

such as age, education, social status, hormone levels, and metabolic rate influence

our food choice [5, 7]. Food perception is also strongly associated with hedonic

responses and learned experiences [153]. Moreover, the postingestive analysis by

chemoreceptors in the lumen of the intestine also influences eating behavior [6].

Therefore, it is difficult to clearly discriminate between sensoric effects mediated

by taste and smell and postingestive chemosensation or central actions of hor-

mones in the brain. Nonetheless, multiple independent lines of evidence strongly

suggest an impact of taste variations on eating behavior. First, various behavioral

studies indicate that flavor is an important factor of food selection [154, 155].

Second, the ingestion of food modulates its perception and palatability [156, 157].

Third, there is strong evidence that several hormones that are involved in the reg-

ulation of hunger and satiety modulate taste perception at the periphery [17, 19].

Fourth, it has been shown that specific needs such as salt depletion lead to an in-

creased sensitivity of salt taste [115, 116]. Fifth, several reports associate a loss of

sensory perception during aging or medical problems with a reduced food con-

sumption and body weight, although the causal relationship has not yet been es-

tablished [5, 158–160]. Sixth, comparisons of the taste receptor genes from differ-

ent species as well as physiological studies clearly show a species-specific evolution

of taste perception, which is most likely caused by adaptation to different dietary

habits [11]. Thus, inherited differences in taste perception could potentially lead

to different dietary habits and contribute to nutrition-related diseases.

In humans, PTC tasting is one of the best-studied genetic traits. PTC tasters and

non-tasters are quite frequent. In Europe@30% of the population are non-tasters

while the other@70% are PTC tasters [161]. PTC tasters and non-tasters differ sev-

eral hundred-fold in their bitter perception of PTC and also many other NaCbS
group-containing compounds [16, 162, 163]. Some of these chemicals are natural

food ingredients that occur in many cruciferous vegetables such as Brussels

sprouts and cabbage [153]. Due to the strong phenotype, its high frequency within

the population, and the observation that NaCbS compounds are food ingredients,

several research groups tried to correlate the taster phenotype with differences in

food choice and dietary behavior (for review see Ref. [164]). Indeed, the PTC taster

status has been associated with various differences in food preferences for vege-

tables, fruits, but also fats, alcohol, and sweeteners [165–167]. Moreover, several

studies found a correlation of PTC tasting and the risk for goiter, alcoholism, can-

cer, and depression [168–172].

While these studies showed that PTC tasting can be used as a risk marker, the

causal link between PTC tasting and disease risks is still elusive. The PTC gene

may be in close proximity to other genes and therefore serve as a marker without

a crucial involvement in the etiology of a disease. On the other hand, technical is-

sues may account for the difficulty. One limitation of the studies carried out so far
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is that they used PTC tasting as a phenotypic marker, although PTC taster status is

determined by various TAS2R38 genotypes (for review see Ref. [173]). In addition,

the content of NaCbS compounds, the bitter compounds activating hTAS2R38, fre-
quently varies by more then one order of magnitude in a given vegetable under

study [174]. Moreover, not all NaCbS compounds correlate equally well with PTC

tasting [162].

The recent discovery that PTC tasting is mediated by variations in the bitter re-

ceptor gene TAS2R38 [15] now allows researchers to design improved studies by

using genetic instead of phenotypic markers. A first pilot study using TAS2R38
genotypes as markers rather than PTC tasting indeed associated alcohol consump-

tion with the AVI haplotype [175]. The functional characterization of TAS2R38 will

establish a precise ligand profile for this receptor. This will help future study de-

signers to better identify the relevant bitter compounds in foodstuffs to be tested.

Moreover, reasonable estimations about the relevant concentrations of TAS2R38’s

bitter compounds can be made. This will permit a better selection of foods that

contain appropriate amounts of TAS2R38 agonists for taste preference experi-

ments. The combined use of genetic taste markers and improved methods to select

relevant foods will provide powerful new tools to link taster status with different

dietary habits.

The high number of polymorphisms already described for the TAS1R and

TAS2R genes implies that in addition to PTC tasting many other heritable varia-

tions in sweet, bitter, and umami taste perception exist that need to be discovered

in the near future. Given that 25 TAS2R genes are involved in bitter perception,

genetic variations of a single bitter taste receptor gene will only have a limited in-

fluence on bitter taste in general and on the liking or disliking of foods and thereby

on nutritional status and disease risk. We therefore need to know about variations

in the whole TAS2R gene family. Functional variations in the three TAS1R genes

will potentially alter sweet and umami taste in general and could therefore cause

more global alteration in food choice. Therefore, the elucidation of genetic traits

in sweet and umami taste and their impact on food consumption remains one of

the important challenges in future taste research.

References

1 McCrory, M.A., V.M. Suen, S.B.

Roberts (2002) Biobehavioral

influences on energy intake and adult

weight gain. J Nutr 132, 3830S–3834S.
2 Formiguera, X., A. Canton (2004)

Obesity: epidemiology and clinical

aspects. Best Pract Res Clin
Gastroenterol 18, 1125–1146.

3 Finkelstein, E.A., C.J. Ruhm, K.M.

Kosa (2005) Economic causes and

consequences of obesity. Annu Rev
Public Health 26, 239–257.

4 Drewnowski, A., N. Darmon (2005)

Food choices and diet costs: an

economic analysis. J Nutr 135, 900–
904.

5 Drewnowski, A. (1997) Taste

preferences and food intake. Annu Rev
Nutr 17, 237–253.

6 Sclafani, A. (2001) Psychobiology of

food preferences. Int J Obes Relat
Metab Disord 25 (Suppl 5), S13–16.

7 Nasser, J. (2001) Taste, food intake

and obesity. Obes Rev 2, 213–218.

402 18 Taste Receptors and Their Variants



8 Nachman, M., L.P. Cole (1971) Role

of taste in specific hungers. In:

Handbook of Sensory Physiology IV:
Chemical Senses, Part 2. H. Atrum, R.

Jung, W.R. Loewenstein, D.M.

MacKay, H.L. Teubner, editors.

Berlin, Heidelberg, New York:

Springer-Verlag, pp. 338–358.

9 Lindemann, B. (1996) Taste reception.

Physiol Rev 76, 718–766.
10 Li, X., L. Staszewski, H. Xu, K.

Durick, M. Zoller, E. Adler (2002)

Human receptors for sweet and

umami taste. Proc Natl Acad Sci USA
99, 4692–4696.

11 Shi, P., J. Zhang, H. Yang, Y.P.

Zhang (2003) Adaptive diversification

of bitter taste receptor genes in

Mammalian evolution. Mol Biol Evol
20, 805–814.

12 Guesry, P.R. (2005) Impact of

‘‘functional food’’. Forum Nutr 73–83.
13 Chandrashekar, J., K.L. Mueller,

M.A. Hoon, E. Adler, L. Feng, W.

Guo, C.S. Zuker, N.J. Ryba (2000)

T2Rs function as bitter taste receptors.

Cell 100, 703–711.
14 Nelson, G., M.A. Hoon, J.

Chandrashekar, Y. Zhang, N.J.

Ryba, C.S. Zuker (2001) Mammalian

sweet taste receptors. Cell 106, 381–
390.

15 Kim, U.K., E. Jorgenson, H. Coon,

M. Leppert, N. Risch, D. Drayna

(2003) Positional cloning of the

human quantitative trait locus

underlying taste sensitivity to

phenylthiocarbamide. Science 299,
1221–1225.

16 Bufe, B., P.A. Breslin, C. Kuhn,

D.R. Reed, C.D. Tharp, J.P. Slack,

U.K. Kim, D. Drayna, W. Meyerhof

(2005) The molecular basis of indi-

vidual differences in phenylthiocarba-

mide and propylthiouracil bitterness

perception. Curr Biol 15, 322–327.
17 Herness, S., F.L. Zhao, S.G. Lu, N.

Kaya, T. Shen (2002) Expression

and physiological actions of

cholecystokinin in rat taste receptor

cells. J Neurosci 22, 10018–10029.
18 Shigemura, N., H. Miura, Y.

Kusakabe, A. Hino, Y. Ninomiya

(2003) Expression of leptin receptor

(Ob-R) isoforms and signal

transducers and activators of

transcription (STATs) mRNAs in the

mouse taste buds. Arch Histol Cytol 66,
253–260.

19 Kawai, K., K. Sugimoto, K.

Nakashima, H. Miura, Y. Ninomiya

(2000) Leptin as a modulator of sweet

taste sensitivities in mice. Proc Natl
Acad Sci USA 97, 11044–11049.

20 Daniels, D., S.J. Fluharty (2004) Salt

appetite: a neurohormonal viewpoint.

Physiol Behav 81, 319–337.
21 Lindemann, B. (1997) Sodium taste.

Curr Opin Nephrol Hypertens 6, 425–
429.

22 Skramlik, E. (1926) Handbuch der
Physiologie der Niederen Sinne. Leipzig:
Georg Thieme Verlag.

23 Miyamoto, T., R. Fujiyama, Y.

Okada, T. Sato (2000) Acid and salt

responses in mouse taste cells. Prog
Neurobiol 62, 135–157.

24 Heck, G.L., S. Mierson, J.A.

DeSimone (1984) Salt taste

transduction occurs through an

amiloride-sensitive sodium transport

pathway. Science 223, 403–405.
25 Kretz, O., P. Barbry, R. Bock, B.

Lindemann (1999) Differential

expression of RNA and protein of the

three pore-forming subunits of the

amiloride-sensitive epithelial sodium

channel in taste buds of the rat.

J Histochem Cytochem 47, 51–64.

26 Lin, W., T.E. Finger, B.C. Rossier,

S.C. Kinnamon (1999) Epithelial Naþ

channel subunits in rat taste cells:

localization and regulation by

aldosterone. J Comp Neurol 405, 406–
420.

27 Avenet, P., B. Lindemann (1991)

Noninvasive recording of receptor cell

action potentials and sustained

currents from single taste buds

maintained in the tongue: the

response to mucosal NaCl and

amiloride. J Membr Biol 124, 33–
41.

28 Kellenberger, S., I. Gautschi,

L. Schild (1999) A single point

mutation in the pore region of the

epithelial Naþ channel changes ion

selectivity by modifying molecular

References 403



sieving. Proc Natl Acad Sci USA 96,

4170–4175.

29 Kellenberger, S., M. Auberson, I.

Gautschi, E. Schneeberger, L.

Schild (2001) Permeability properties

of ENaC selectivity filter mutants.

J Gen Physiol 118, 679–692.
30 Ossebaard, C.A., D.V. Smith (1995)

Effect of amiloride on the taste of

NaCl, Na-gluconate and KCl in

humans: implications for Naþ

receptor mechanisms. Chem Senses 20,
37–46.

31 Lyall, V., G.L. Heck, A.K. Vinnikova,

S. Ghosh, T.H. Phan, R.I. Alam,

O.F. Russell, S.A. Malik, J.W.

Bigbee, J.A. DeSimone (2004) The

mammalian amiloride-insensitive non-

specific salt taste receptor is a vanilloid

receptor-1 variant. J Physiol 558, 147–
159.

32 DeSimone, J.A., V. Lyall, G.L. Heck,

T.H. Phan, R.I. Alam, G.M.

Feldman, R.M. Buch (2001) A novel

pharmacological probe links the

amiloride-insensitive NaCl, KCl, and

NH4Cl chorda tympani taste

responses. J Neurophysiol 86, 2638–
2641.

33 Lyall, V., G.L. Heck, T.H. Phan,

S. Mummalaneni, S.A. Malik, A.K.

Vinnikova, J.A. Desimone (2005)

Ethanol modulates the VR-1 variant

amiloride-insensitive salt taste

receptor. II. Effect on chorda tympani

salt responses. J Gen Physiol 125, 587–
600.

34 Lyall, V., G.L. Heck, T.H. Phan, S.

Mummalaneni, S.A. Malik, A.K.

Vinnikova, J.A. Desimone (2005)

Ethanol modulates the VR-1 variant

amiloride-insensitive salt taste

receptor. I. Effect on TRC volume and

Naþ flux. J Gen Physiol 125, 569–585.
35 Herness, M.S., T.A. Gilbertson

(1999) Cellular mechanisms of taste

transduction. Annu Rev Physiol 61,
873–900.

36 Kinnamon, S.C., V.E. Dionne, K.G.

Beam (1988) Apical localization of Kþ
channels in taste cells provides the

basis for sour taste transduction. Proc
Natl Acad Sci USA 85, 7023–7027.

37 Lindemann, B. (2001) Receptors and

transduction in taste. Nature 413, 219–
225.

38 Stevens, D.R., R. Seifert, B. Bufe, F.

Muller, E. Kremmer, R. Gauss, W.

Meyerhof, U.B. Kaupp, B.

Lindemann (2001) Hyperpolarization-

activated channels HCN1 and HCN4

mediate responses to sour stimuli.

Nature 413, 631–635.
39 Ugawa, S., Y. Minami, W. Guo, Y.

Saishin, K. Takatsuji, T. Yamamoto,

M. Tohyama, S. Shimada (1998)

Receptor that leaves a sour taste in the

mouth. Nature 395, 555–556.
40 Ugawa, S. (2003) Identification of

sour-taste receptor genes. Anat Sci Int
78, 205–210.

41 Ugawa, S., T. Yamamoto, T. Ueda, Y.

Ishida, A. Inagaki, M. Nishigaki, S.

Shimada (2003) Amiloride-insensitive

currents of the acid-sensing ion

channel-2a (ASIC2a)/ASIC2b

heteromeric sour-taste receptor

channel. J Neurosci 23, 3616–3622.
42 Lin, W., T. Ogura, S.C. Kinnamon

(2002) Acid-activated cation currents

in rat vallate taste receptor cells. J
Neurophysiol 88, 133–141.

43 Ganzevles, P.G., J.H. Kroeze (1987)

Effects of adaptation and cross-

adaptation to common ions on

sourness intensity. Physiol Behav 40,
641–646.

44 Kinamon, S.C.P., M.P. Stone, L.M.

Lin, W. Welsh, M.J. (2000) The acid

sensing ion channel BNC1 is not

required for sour taste transduction.

Paper presented at the XII

International Symposium on Olfaction

and Taste (Brighton, UK), p. 104.

45 Richter, T.A., G.A. Dvoryanchikov,

S.D. Roper, N. Chaudhari (2004)

Acid-sensing ion channel-2 is not

necessary for sour taste in mice. J
Neurosci 24, 4088–4091.

46 Drewnowski, A. (1995) Energy intake

and sensory properties of food. Am J
Clin Nutr 62, 1081S–1085S.

47 Schiffman, S.S., C.A. Gatlin (1993)

Sweeteners: state of knowledge review.

Neurosci Biobehav Rev 17, 313–345.
48 Chon, G. (1914) Die Organischen

Geschmacksstoffe. Franz Seimenroth,

Berlin.

404 18 Taste Receptors and Their Variants



49 Brouwer, J.N., G. Hellekant, Y.

Kasahara, H. van der Wel, Y.

Zotterman (1973) Electrophysiologi-

cal study of the gustatory effects of

the sweet proteins monellin and thau-

matin in monkey, guinea pig and rat.

Acta Physiol Scand 89, 550–557.

50 Sclafani, A., M. Abrams (1986) Rats

show only a weak preference for the

artificial sweetener aspartame. Physiol
Behav 37, 253–256.

51 Sclafani, A., C. Perez (1997) Cypha

[propionic acid, 2-(4-methoxyphenol)

salt] inhibits sweet taste in humans,

but not in rats. Physiol Behav 61, 25–
29.

52 Tonosaki, K., K. Miwa, F. Kanemura

(1997) Gustatory receptor cell

responses to the sweeteners, monellin

and thaumatin. Brain Res 748, 234–
236.

53 Fuller, J.L. 1974. Single-locus control

of saccharin preference in mice.

J Hered 65, 33–36.

54 Lush, I.E., N. Hornigold, P. King,

J.P. Stoye (1995) The genetics of

tasting in mice. VII. Glycine revisited,

and the chromosomal location of Sac

and Soa. Genet Res 66, 167–174.
55 Lush, I.E. (1989) The genetics of

tasting in mice. VI. Saccharin,

acesulfame, dulcin and sucrose. Genet
Res 53, 95–99.

56 Montmayeur, J.P., S.D. Liberles, H.

Matsunami, L.B. Buck (2001) A

candidate taste receptor gene near a

sweet taste locus. Nat Neurosci 4, 492–
498.

57 Sainz, E., J.N. Korley, J.F. Battey,

S.L. Sullivan (2001) Identification of

a novel member of the T1R family of

putative taste receptors. J Neurochem
77, 896–903.

58 Max, M., Y.G. Shanker, L. Huang,

M. Rong, Z. Liu, F. Campagne, H.

Weinstein, S. Damak, R.F.

Margolskee (2001) Tas1r3, encoding

a new candidate taste receptor, is

allelic to the sweet responsiveness

locus Sac. Nat Genet 28, 58–63.
59 Kitagawa, M., Y. Kusakabe, H.

Miura, Y. Ninomiya, A. Hino (2001)

Molecular genetic identification of a

candidate receptor gene for sweet

taste. Biochem Biophys Res Commun
283, 236–242.

60 Bachmanov, A.A., X. Li, D.R. Reed,

J.D. Ohmen, S. Li, Z. Chen, M.G.

Tordoff, P.J. de Jong, C. Wu, D.B.

West, A. Chatterjee, D.A. Ross, G.K.

Beauchamp (2001) Positional cloning

of the mouse saccharin preference

(Sac) locus. Chem Senses 26, 925–933.
61 Hoon, M.A., E. Adler, J.

Lindemeier, J.F. Battey, N.J. Ryba,

C.S. Zuker (1999) Putative mam-

malian taste receptors: a class of

taste-specific GPCRs with distinct

topographic selectivity. Cell 96, 541–
551.

62 Liao, J., P.G. Schultz (2003) Three

sweet receptor genes are clustered in

human chromosome 1. Mamm
Genome 14, 291–301.

63 Nelson, G., J. Chandrashekar,

M.A. Hoon, L. Feng, G. Zhao, N.J.

Ryba, C.S. Zuker (2002) An amino-

acid taste receptor. Nature 416, 199–
202.

64 Damak, S., M. Rong, K. Yasumatsu,

Z. Kokrashvili, V. Varadarajan, S.

Zou, P. Jiang, Y. Ninomiya, R.F.

Margolskee (2003) Detection of sweet

and umami taste in the absence of

taste receptor T1r3. Science 301, 850–
853.

65 Zhao, G.Q., Y. Zhang, M.A. Hoon,

J. Chandrashekar, I. Erlenbach,

N.J. Ryba, C.S. Zuker (2003) The

receptors for mammalian sweet and

umami taste. Cell 115, 255–266.
66 Peri, I., H. Mamrud-Brains, S.

Rodin, V. Krizhanovsky, Y. Shai, S.

Nir, M. Naim (2000) Rapid entry of

bitter and sweet tastants into

liposomes and taste cells: implications

for signal transduction. Am J Physiol
Cell Physiol 278, C17–25.

67 Naim, M., R. Seifert, B. Nurnberg,

L. Grunbaum, G. Schultz (1994)

Some taste substances are direct

activators of G-proteins. Biochem J 297
(Pt 3), 451–454.

68 Naim, M., B.J. Striem, M. Tal (1998)

Cellular signal transduction of

sweetener-induced taste. Adv Food
Nutr Res 42, 211–243.

69 Yamaguchi, S., K. Ninomiya (2000)

References 405



Umami and food palatability. J Nutr
130, 921S–926S.

70 Bellisle, F. (1999) Glutamate and the

UMAMI taste: sensory, metabolic,

nutritional and behavioural

considerations. A review of the

literature published in the last 10

years. Neurosci Biobehav Rev 23, 423–
438.

71 Kurihara, K., M. Kashiwayanagi

(2000) Physiological studies on umami

taste. J Nutr 130, 931S–934S.
72 Caicedo, A., M.S. Jafri, S.D. Roper

(2000) In situ Ca2þ imaging reveals

neurotransmitter receptors for

glutamate in taste receptor cells.

J Neurosci 20, 7978–7985.
73 Caicedo, A., K.N. Kim, S.D. Roper

(2002) Individual mouse taste cells

respond to multiple chemical stimuli.

J Physiol 544, 501–509.
74 Caicedo, A., K.N. Kim, S.D. Roper

(2000) Glutamate-induced cobalt

uptake reveals non-NMDA receptors

in rat taste cells. J Comp Neurol 417,
315–324.

75 Chaudhari, N., H. Yang, C. Lamp,

E. Delay, C. Cartford, T. Than,

S. Roper (1996) The taste of

monosodium glutamate: membrane

receptors in taste buds. J Neurosci 16,
3817–3826.

76 Toyono, T., Y. Seta, S. Kataoka,

S. Kawano, R. Shigemoto, K.

Toyoshima (2003) Expression of

metabotropic glutamate receptor

group I in rat gustatory papillae. Cell
Tissue Res 313, 29–35.

77 Chaudhari, N., A.M. Landin, S.D.

Roper (2000) A metabotropic

glutamate receptor variant functions

as a taste receptor. Nat Neurosci 3,
113–119.

78 Chaudhari, N., S.D. Roper (1998)

Molecular and physiological evidence

for glutamate (umami) taste

transduction via a G protein-coupled

receptor. Ann NY Acad Sci 855, 398–
406.

79 Delwiche, J.F., Z. Buletic, P.A.

Breslin (2001) Covariation in

individuals’ sensitivities to bitter

compounds: evidence supporting

multiple receptor/transduction

mechanisms. Percept Psychophys 63,
761–776.

80 Blakeslee, A. (1935) A dinner

demonstration of threshold differences

in taste and smell. Science 81, 504–507.
81 Lush, I.E. (1981) The genetics of

tasting in mice. I. Sucrose octaacetate.

Genet Res 38, 93–95.
82 Lush, I.E. (1984) The genetics of

tasting in mice. III. Quinine. Genet
Res 44, 151–160.

83 Lush, I.E. (1986) The genetics of

tasting in mice. IV. The acetates of

raffinose, galactose and beta-lactose.

Genet Res 47, 117–123.
84 Adler, E., M.A. Hoon, K.L. Mueller,

J. Chandrashekar, N.J. Ryba, C.S.

Zuker (2000) A novel family of

mammalian taste receptors. Cell 100,
693–702.

85 Matsunami, H., J.P. Montmayeur,

L.B. Buck (2000) A family of

candidate taste receptors in human

and mouse. Nature 404, 601–604.
86 Go, Y., Y. Satta, O. Takenaka, N.

Takahata (2005) Lineage-specific loss

of function of bitter taste receptor

genes in humans and nonhuman

primates. Genetics 170, 313–326.
87 Bufe, B., T. Hofmann, D.

Krautwurst, J.D. Raguse, W.

Meyerhof (2002) The humanTAS2R16

receptor mediates bitter taste in

response to beta-glucopyranosides. Nat
Genet 32, 397–401.

88 Behrens, M., A. Brockhoff, C.

Kuhn, B. Bufe, M. Winnig, W.

Meyerhof (2004) The human taste

receptor hTAS2R14 responds to a

variety of different bitter compounds.

Biochem Biophys Res Commun 319,

479–485.

89 Kuhn, C., B. Bufe, M. Winnig, T.

Hofmann, O. Frank, M. Behrens, T.

Lewtschenko, J.P. Slack, C.D. Ward,

W. Meyerhof (2004) Bitter taste

receptors for saccharin and

acesulfame K. J Neurosci 24, 10260–
10265.

90 Pronin, A.N., H. Tang, J. Connor,

W. Keung (2004) Identification of

ligands for two human bitter T2R

receptors. Chem Senses 29, 583–593.
91 Finger, T.E., B. Bottger, A. Hansen,

406 18 Taste Receptors and Their Variants



K.T. Anderson, H. Alimohammadi,

W.L. Silver (2003) Solitary chemo-

receptor cells in the nasal cavity serve

as sentinels of respiration. Proc Natl
Acad Sci USA 100, 8981–8986.

92 Wu, S.V., N. Rozengurt, M. Yang,

S.H. Young, J. Sinnett-Smith, E.

Rozengurt (2002) Expression of bitter

taste receptors of the T2R family in

the gastrointestinal tract and

enteroendocrine STC-1 cells. Proc Natl
Acad Sci USA 99, 2392–2397.

93 McLaughlin, S.K., P.J. McKinnon,

R.F. Margolskee (1992) Gustducin is

a taste-cell-specific G protein closely

related to the transducins. Nature 357,
563–569.

94 McLaughlin, S.K., P.J. McKinnon,

N. Spickofsky, W. Danho, R.F.

Margolskee (1994) Molecular cloning

of G proteins and phosphodiesterases

from rat taste cells. Physiol Behav 56,
1157–1164.

95 Yan, W., G. Sunavala, S.

Rosenzweig, M. Dasso, J.G. Brand,

A.I. Spielman (2001) Bitter taste

transduced by PLC-beta2-dependent

rise in IP3 and alpha-gustducin-

dependent fall in cyclic nucleotides.

Am J Physiol Cell Physiol 280, C742–
751.

96 Ming, D., L. Ruiz-Avila, R.F.

Margolskee (1998) Characterization

and solubilization of bitter-responsive

receptors that couple to gustducin.

Proc Natl Acad Sci USA 95, 8933–

8938.

97 Wong, G.T., K.S. Gannon, R.F.

Margolskee (1996) Transduction of

bitter and sweet taste by gustducin.

Nature 381, 796–800.
98 Ruiz-Avila, L., S.K. McLaughlin,

D. Wildman, P.J. McKinnon, A.

Robichon, N. Spickofsky, R.F.

Margolskee (1995) Coupling of bitter

receptor to phosphodiesterase through

transducin in taste receptor cells.

Nature 376, 80–85.
99 Perez, C.A., L. Huang, M. Rong, J.A.

Kozak, A.K. Preuss, H. Zhang, M.

Max, R.F. Margolskee (2002) A

transient receptor potential channel

expressed in taste receptor cells. Nat
Neurosci 5, 1169–1176.

100 Spielman, A.I., T. Huque, H. Nagai,

G. Whitney, J.G. Brand (1994)

Generation of inositol phosphates in

bitter taste transduction. Physiol Behav
56, 1149–1155.

101 Huang, L., Y.G. Shanker, J.

Dubauskaite, J.Z. Zheng, W. Yan, S.

Rosenzweig, A.I. Spielman, M. Max,

R.F. Margolskee (1999) Ggamma13

colocalizes with gustducin in taste

receptor cells and mediates IP3

responses to bitter denatonium. Nat
Neurosci 2, 1055–1062.

102 Blake, B.L., M.R. Wing, J.Y. Zhou,

Q. Lei, J.R. Hillmann, C.I. Behe,

R.A. Morris, T.K. Harden, D.A.

Bayliss, R.J. Miller, D.P. Siderovski

(2001) G beta association and effector

interaction selectivities of the

divergent G gamma subunit G

gamma(13). J Biol Chem 276, 49267–

49274.

103 Zhang, Y., M.A. Hoon, J.

Chandrashekar, K.L. Mueller, B.

Cook, D. Wu, C.S. Zuker, N.J. Ryba

(2003) Coding of sweet, bitter, and

umami tastes: different receptor cells

sharing similar signaling pathways.

Cell 112, 293–301.
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19

Cancer and Gene Variants in Enzymes

Metabolizing Dietary Xenobiotics

Susan Nowell and Fred F. Kadlubar

19.1

Introduction

Cancer etiology is complex, and many factors, both environmental and genetic,

contribute to susceptibility to this disease. Humans are exposed to compounds

from dietary sources that can be either protective against cancer or can elevate the

risk of cancer occurrence. Indeed, the link between diet and cancer risk has long

been recognized. Many epidemiologic investigations of these associations arose

from the observation that there are significant differences in the incidence of spe-

cific cancers by geographical regions. In 1981, Doll and Peto attempted to quantify

the contributions of several environmental exposures such as tobacco and alcohol

consumption, occupation, and diet to cancer risk [1]. They estimated that approxi-

mately 35% of all cancers (with a range of 10–70% depending on the cancer site)

could be prevented by changes in dietary habits. They went on to postulate that the

contribution of diet to cancer risk was plausibly comparable to risk associated with

tobacco use.

Migration studies have lent support to the hypothesis that diet contributes to

cancer risk; migrant populations who move from low to high cancer incidence

areas experience an increase in cancer rates, with risk approaching that of the

newer region within a few generations. Nutritional epidemiologic studies have

identified numerous dietary components that are associated with increased/

decreased cancer risk. But identified nutritional risk factors are not consistent

across all studies and only explain a portion of disease variability in populations.

Thus, the question arises, ‘‘Why can we not explain more of cancer etiology in

nutritional epidemiologic studies, and what is the basis of inconsistencies in obser-

vations?’’ Several different factors could account for discrepancies in findings from

nutritional epidemiologic studies. These include biases inherent to epidemiologic

and, particularly, case–control studies, such as recall, selection, and misclassifi-

cation bias which could influence associations. Another contributing factor to the

inability to discern risk/protective relationships may be the heterogeneity of study

populations and the fact that most nutritional epidemiologic studies of diet and

cancer have not taken into account the contribution of individual biochemistry to

risk.
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Humans have a myriad of enzymes that function to maintain cellular homeosta-

sis. This includes enzymes that metabolize exogenous environmental compounds

and nutrients ingested in food. Metabolism allows the utilization of nutrients and

the subsequent detoxification and excretion of potentially harmful compounds

and metabolites. The genes encoding metabolic enzymes are polymorphically ex-

pressed in humans; molecular biology and enzymology studies have shown that

there are many polymorphisms that have a functional consequence for the ex-

pressed protein. Therefore, the interaction of genetic polymorphisms with con-

sumed nutrients or with food-borne promutagens could serve to modulate diet-

influenced cancer etiology. Table 19.1 lists identified genetic polymorphisms in

genes involved in the metabolism of dietary xenobiotics.

19.2

Food Mutagens and Antimutagens

Food mutagens are known to cause DNA damage that can include both nucleotide

alterations and chromosomal aberrations which are initiated by the formation of

Table 19.1. Genetic polymorphisms in dietary xenobiotic metabolizing enzymes

Gene Polymorphic alleles Effect on enzyme function

CYP1A1 MspI (intron 7)

Val/Ile (exon 7)

Unknown

Unknown

CYP1B1 M1 (Val432Leu)

M2 (Asn453Ser)

Unknown

Unknown

NAT1 *4

*10

Low activity (wild type)

High activity

NAT2 *4

*5A, *5B, *6A, *6B, *7A,

*7B, *12A, *13, *13B

High activity

Low activity alleles

GSTA1 A1*1

A1*B

High transcriptional activity

Low transcriptional activity

GSTM1 Null allele No activity

GSTT1 Null allele No activity

GSTP1 Val105

Ile105

High activity (wild type)

Low activity

SULT1A1 Arg213

His213

High activity (wild type)

Low activity

UGT1A1 *1

*28

*33

*34

High transcriptional activity

Lower transcriptional activity

Lower transcriptional activity

Lower transcriptional activity

UGT1A6 T181þ R184

A181þ S184

High activity

Low activity
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carcinogen/DNA adducts. Adduct formation is the result of covalent binding of a

carcinogen to a DNA base. However, adduct formation can be modified by host fac-

tors that affect the ultimate exposure of DNA to a food mutagen, such as variations

in low-penetrance genes responsible for metabolic activation/detoxification of the

putative mutagen or in genes responsible for cellular response to damage (i.e.

genes controlling DNA repair or apoptosis). The most characterized food muta-

gens include heterocyclic amines, nitrosamines, polycyclic aromatic hydrocarbons,

and mycotoxins.

Once consumed, most food mutagens undergo metabolic activation catalyzed by

endogenous enzymes such as cytochromes P450 (CYPs) whose normal function is

to eliminate compounds from the organism. For most food mutagens, however,

phase I metabolism by CYPs results in the generation of electrophilic species capa-

ble of binding to cellular macromolecules, including DNA.

In addition to potentially harmful promutagens, there are several bioactive com-

pounds from dietary sources that may be protective against carcinogenesis. These

components include essential nutrients such as calcium, zinc, selenium, and folate

in addition to non-essential food components such as carotenoids, flavonoids, and

indoles. Genetic polymorphisms in enzymes that metabolize these components

may influence the ultimate effect of the potentially protective agent. And some di-

etary components have also been shown to either induce or inhibit the expression

of enzymes that are responsible for metabolism.

19.3

Meat Consumption, Genetics, and Cancer

19.3.1

Heterocyclic Amines and Colon Cancer

Epidemiologic studies have indicated that components of the Western-type diet,

particularly high fat and meat consumption, are closely associated with the risk of

colorectal cancer; prospective studies addressing meat consumption, particularly

red meat, and colorectal cancer have shown a fairly consistent association [2].

In the early 1980s, researchers demonstrated that specific heterocyclic amines

(HCAs) produced by pyrolysis of meats cooked at high temperatures were highly

mutagenic [3]. In animal studies, exposure to HCAs results in the development

of colon tumors in rodents. Recently, in its 11th Report on Carcinogens, the Na-

tional Toxicology Program listed three HCAs (2-amino-3,4-dimethylimidazo[4,5-

f ]quinoline (MeIQ), 2-amino-3,8-dimethylimidazo[4,5-f ]quinoxaline (MeIQx), and

2-amino-1-methyl-6-phenylimidazo[4,5-b]pyridine (PhIP)) as ‘‘reasonably antici-

pated to be human carcinogens.’’ However, HCAs are considered to be promuta-

gens in that they require metabolic activation to realize their full mutagenic

potency. The major pathways of HCA metabolism are shown in Fig. 19.1. Bioacti-

vation of HCAs to carcinogenic species in vivo is initiated by N-oxidation of the

compound (reviewed in Ref. [4]). This reaction occurs primarily in the liver and,
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in humans, is catalyzed by cytochrome P4501A2 (CYP1A2). Subsequent acetylation

or sulfation of the N-hydroxy-HCA, catalyzed by acetyltransferases (NAT) and sulfo-

transferases (SULT), generates N-acetoxy and N-sulfonyloxy esters, electrophiles

that are much more reactive with DNA. Figure 19.2 demonstrates the proposed

pathway of HCA carcinogenesis in extrahepatic tissues.

Case–control studies have examined the relationship between HCA exposure,

genetic variation in metabolic enzymes, and colorectal cancer risk and these

studies were the subject of a recent review article by Pisani and Mitton [5]. Briefly,

in one study, metabolic phenotypes for CYP1A2 and NAT2, in combination with

lifestyle variables collected in a patient questionnaire were evaluated. Rapid pheno-

types for these enzymes in conjunction with a preference for well-done meat con-

ferred an increased risk of colorectal cancer (odds ratio (OR) ¼ 6.45). Subsequent

studies examining meat intake and metabolic genotypes and phenotypes in rela-

tion to both colorectal cancer and the occurrence of colorectal adenomas have not

provided consistent results, but this discrepancy could be due to differences in

study design, and the fact that dietary content of individual HCAs was not ad-

dressed in most instances. A majority of studies have not addressed the issue of

the doneness of meat, which can substantially affect the amount of carcinogens in

the meat [6–9]. In two studies that provided study participants with photographs of

meat cooked to varying degrees of doneness, there was a significant association be-

tween doneness and the occurrence of colorectal adenomas and of colon cancer

Fig. 19.1. Chemical structures of four

common heterocyclic amines (HCAs) and the

major pathways of their metabolism that have

been reported in humans and animals. IQ,

imidazo[4,5-f ]quinoline; MeIQx, 2-amino-3,8-

dimethylimidazo[4,5-f ]quinoxaline; PhIP, 2-

amino-1-methyl-6-phenylimidazo[4,5-b]pyridine.
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risk, presumably due to increased exposure to HCAs. In a large molecular epide-

miologic study of colorectal cancer, meat consumption, and NAT2 genotype and

CYP1A2 phenotype, LeMarchand and colleagues [10] showed that risk was great-

est for those who were rapid for both NAT2 and CYP1A2, and were consumers of

well-done meat (OR ¼ 8.8, 95% confidence interval (CI) 1.7–44.9). SULT1A1 and

SULT1E1 have been demonstrated to be involved in the activation of HCAs, but

studies have not been able to demonstrate a convincing relationship between ex-

posure to HCAs, genetic polymorphisms in these enzymes, and risk of colorectal

cancer.

While oxidation, followed by acetylation or sulfation are activation pathways

for HCAs, several detoxification pathways exist, including reduction of reactive

electrophilic HCA metabolites by glutathione. PhIP is the most mass-abundant

HCA and human GSTA1 has been shown to be the most effective member of the

glutathione-S-transferase (GST) family in detoxifying the reactive PhIP metabolite

N-acetoxy-PhIP [11]. There is a polymorphism in the promoter region of the

hGSTA1 gene that predicts the levels of hepatic expression of both hGSTA1 and

hGSTA2 and, perhaps more importantly, the ratio of hGSTA1/GSTA2 expression

[11]. One study examined the effect of hGSTA1 genotype on susceptibility to color-

Fig. 19.2. Summary of the key pathways of 2-amino-1-methyl-

6-phenylimidazo[4,5-b]pyridine (PhIP) metabolism in human

liver and transport of genotoxic metabolites to extrahepatic

tissues.
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ectal cancer [11], and found that the allele associated with the lowest amount of

hGSTA1 expression was significantly associated with risk of colorectal cancer.

In contrast to sulfation, glucuronidation of HCAs by the UDP-glucuronosyl-

transferase (UGT) family of phase II enzymes can represent a detoxification path-

way. Studies have identified several UGTs that are capable of catalyzing the glucur-

onidation of N-OH-PhIP. Research with recombinant enzymes has indicated that

UGT1A1 plays a major role in the detoxification of N-OH-PhIP [12], although no

studies of dietary exposures, UGT genotype, and cancer risk have been performed

to date. But taken together, these studies indicate a role for exposure to a dietary

carcinogen, metabolic variation, and risk of colorectal cancer.

19.3.2

Heterocyclic Amines and Breast Cancer

High consumption of meat has also been associated with an increased risk of

breast cancer. Several prospective studies have also identified a link between meat

consumption and breast cancer risk (reviewed in Ref. [2]). Case–control studies

examining NAT2 genotype, meat consumption, and breast cancer risk have not

been entirely in agreement in their conclusions. A case–control study by Am-

brosone et al. found no association, while a later study by Dietz et al. demon-

strated that NAT2 rapid acetylators who consumed well-done meat were at

increased risk of breast cancer. A subsequent study in a Turkish population, how-

ever, did not find an association between NAT2 polymorphisms and breast cancer

risk. Recent studies by Sinha et al. demonstrated an association between PhIP ex-

posure and breast cancer risk [13]. Using an HCA database, the authors were able

to estimate exposure to specific HCAs from food-frequency questionnaires, and

found that PhIP was more strongly associated with breast cancer than intake of

red meat alone.

Since most of the initial metabolism of HCAs from the diet occurs in the liver,

the question of exposure of the breast target tissue to HCAs arises. A recent study

by Zhu et al. [14] demonstrated the presence of PhIP/DNA adducts in the normal

breast tissue obtained from breast cancer patients and from normal tissue of

women undergoing reduction mammoplasty. These investigators found that signif-

icantly more adducts were detected in the tissue of breast cancer patients com-

pared with tissue from healthy women. A potential interaction between NAT2
genotype, well-done meat consumption and levels of PhIP/DNA adducts was also

identified. PhIP has also been detected in epithelial cells isolated from the breast

milk of healthy women [15] and PhIP/DNA adducts have been detected in human

breast tissues by accelerator mass spectrometry after administration of 14C-labeled

PhIP in patients undergoing breast surgery [16], and in exfoliated epithelial cells

obtained from human breast milk [17]. Hence, it is biologically plausible that

HCA exposure and genetic variability could be involved in the etiology of breast

cancer.

A genetic polymorphism in SULT1A1 results in an amino acid change (Arg to

His, designated SULT1A1*1 and SULT1A1*2) at the conserved residue 213. In a
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predominantly White population, the frequency of the polymorphic allele has been

reported to be 0.674 and 0.313 for SULT1A1*1 and SULT1A1*2, respectively. The
SULT1A1*2 allele is associated with reduced sulfotransferase activity and thermo-

stability in platelets, although the relationship to activity in human liver cytosol is

not clear [18]. This polymorphism has been investigated in relation to breast can-

cer in several studies, with conflicting results, but only one study thus far

has examined SULT1A1 polymorphism, consumption of well-done cooked meat

and breast cancer risk. In this study, individuals who possessed the high-activity

SULT1A1 allele were at increased risk of breast cancer when they consumed large

amounts of well-done cooked meat [19].

19.3.3

Heterocyclic Amines and Prostate Cancer

Prostate cancer incidence varies substantially by ethnicity and geographical loca-

tion. Chinese men have the lowest rates of prostate cancer in the world, while

African-American men have the highest. As with breast cancer, consumption of

meat has been suggested to be involved in prostate cancer risk. PhIP also produces

prostate tumors in rodents and human prostate tissue has been shown to metabol-

ically activate N-hydroxy-PhIP to DNA-binding species [20, 21]. Moreover, trans-

plantation of human prostate into athymic mice followed by exposure to PhIP

resulted in PhIP/DNA adducts in approximately 95% of samples [22]. Finally, evi-

dence has been presented that human prostate DNA contains the same PhIP/DNA

adduct formed by metabolic activation of N-hydroxy-PhIP [21].

Some studies have examined the potential interaction of meat consumption and

heterocyclic amine exposure in relation to prostate cancer. A large study in New

Zealand did not find a clear association between HCA intake and prostate cancer

risk, but did find an association between well-done beefsteak and the HCA 2-

amino-1,6-dimethylfuro[3,2-e]imidazo[4,5-b]pyridine and risk of prostate cancer.

Another study in the United States demonstrated that genotypes for both rapid

NAT1 and rapid NAT2 were associated with increased risk of prostate cancer; au-

thors speculated that metabolism of HCAs might be involved in prostate cancer

etiology. While this study examined the NAT pathway of HCA activation, heterolo-

gous expression of human NAT and SULT enzymes in Salmonella typhimurium and

mutagenicity testing of HCAs indicated that N-OH-PhIP was activated specifically

by SULT1A1 in humans. SULT1A1 transcript has been detected in human pros-

tate, so a role for SULT1A1 in PhIP-induced prostate carcinogenesis is biologically

plausible. A coding region polymorphism in SULT1A1 was investigated in relation

to prostate cancer risk in two studies. One report found no association of SULT1A1
genotype with prostate cancer risk [23], while another study found that both

SULT1A1 genotype and SULT1A1 enzymatic activity was significantly associated

with risk of this disease [24]. This difference is likely due to the size of the respec-

tive study populations. The study population from the latter study consisted of

403 prostate cancer patients and 450 control individuals, while that of the former

consisted of 134 patients and 184 control individuals, all of White origin. Al-
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though their results did not achieve statistical significance, Steiner also reported

a lower frequency of the SULT1A1*2/*2 genotype in prostate cancer patients

compared with control individuals, which is consistent with the study by Nowell

et al. [24].

19.3.4

Nitrosamines and Colon Cancer

In addition to HCAs, recent results from large prospective studies have indicated

that both exposures to nitrosamines in the diet and smoking cigarettes are posi-

tively associated with the risk of developing colorectal cancer. Several studies (re-

viewed in Ref. [25]) have reported increased colorectal cancer risk associated with

consumption of processed meats, which are important sources of a variety of ni-

trosamines. One cohort study examined exposure to nitrate, nitrite, and N-nitroso
compounds in relation to cancer risk in Finland and found that of all cancers

examined, N-nitroso intake was associated with colorectal cancer risk. Another

study examined the role of CYP2E1 polymorphisms in relation to red meat intake

and colorectal cancer risk. CYP2E1 catalyzes the biotransformation of relatively

short-chain nitrosamines, while CYP2A6 metabolizes higher molecular weight

nitrosamine compounds. The study involving the CYP2E1 polymorphism found a

significant association between variant genotype, consumption of salted fish and

risk of rectal cancer [26]. While CYP2A6 is polymorphic in humans, these poly-

morphisms are rare in the White population, at least in North America. Therefore,

another study examined CYP2A6 activity, measured by analysis of caffeine metab-

olites in urine, and found that CYP2A6 activity was positively associated with color-

ectal cancer incidence [27].

19.3.5

Polycyclic Aromatic Hydrocarbons and Lung Cancer

Polycyclic aromatic hydrocarbons (PAH) are substances formed by the incomplete

combustion of organic matter. PAHs have been demonstrated to be carcinogenic in

animal models and in humans as well. PAHs are abundant in cigarette smoke, but

PAH exposures from diet, particularly charbroiled meat, are also significant. Diet is

estimated to result in PAH exposures of 3 mg/day, while cigarette smokers receive

an additional 2–5 mg PAH/day [28]. Therefore, the exposures in diet are compara-

ble to what smokers experience, although dietary routes of PAH exposure and can-

cer risk have received less attention than the risk associated with PAHs from

smoking.

Although dietary exposures are significant, PAHs are ubiquitious in the environ-

ment, making it difficult to assess the contribution of dietary PAHs to cancer risk.

Benzo[a]pyrene (BaP) is the most-characterized PAH found in dietary sources. It

exerts its mutagenic effects by the binding of the bay region diol epoxide metabo-

lites to DNA, generating an N2-deoxyguanosine adduct [29]. Metabolic activation of

BaP to mutagenic species is catalyzed by CYP1A1, CYP1B1, and CYP3A4.
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19.3.6

Aflatoxin B1 and Liver Cancer

Aflatoxin B1 (AFB1) is a mycotoxin found in improperly stored foodstuffs such as

edible nuts, oil seeds, and grains. It is an extremely potent hepatocarcinogen in ro-

dent studies and is acutely toxic in all species studied; experimental animals who

succumb to AFB1 exposure inevitably die of hepatotoxicity. In humans, exposure

comes from consumption of contaminated corn and peanuts and also from animal

feed. AFB1 can be transmitted transplacentally and in breast milk to newborns.

AFB1 exposure in the United States is low, but it is a significant health problem

in areas of Africa and Asia, particularly parts of China.

Epidemiologic studies have linked AFB1 exposure and the occurrence of liver

cancer with an observed synergistic effect of the hepatitis B virus [30]. The mecha-

nistic basis of cancer risk related to dietary exposure to AFB1 is the oxidation of

this promutagen to the AFB-8,9-exo-epoxide, a species capable of binding to cellu-

lar macromolecules like proteins and DNA. This activation step is catalyzed pri-

marily by CYP3A4 and CYP3A5. Metabolic defense against AFB-8,9-exo-epoxide

is provided by conjugation of the reactive intermediate with glutathione, catalyzed

by GSTM1, GSTT1, and GSTA4. Studies of CYP3A5 genotype and the presence

of AFB1/albumin adducts showed that CYP3A5 haplotypes that conferred high

CYP3A5 activity were significantly related to increased levels of AFB1/albumin

adducts. The magnitude of the effect was found to be higher in individuals who

possessed low CYP3A4 activity [31]. Another study found that the incidence of

hepatocellular carcinoma was significantly greater in individuals with GSTM1-
and GSTT1-null genotypes [32] and with an intron 7 polymorphism in GSTA4
[33]. Therefore, genetic variation in CYP3A4/CYP3A5 and GSTM1/T1/A4 might

modulate susceptibility to aflatoxin-associated hepatocellular carcinoma.

19.4

Fruit and Vegetable Consumption and Cancer

High consumption of fruits and vegetables has been thought to provide protection

against many types of cancers. One major review of the literature published in

1997 concluded that evidence of the role of fruits and vegetables in protecting

against cancer is convincing [34]. However, the majority of studies have been

case–control studies, and in cohort studies the associations identified are consider-

ably weaker. But in 2005, analysis of the European Prospective Investigation into

Cancer and Nutrition (EPIC) cohort found no significant associations between

breast cancer risk and fruit and vegetable consumption [35]. EPIC is a prospective

cohort designed to examine the relationship between food, nutritional status and

incidence of various types of cancers. It recruited almost 300 000 women be-

tween the years 1992 and 1998, and of those, 3659 cases of invasive breast cancer

were reported. While no significant associations were found, it is noteworthy that

at the time of analysis, follow-up was relatively short, exposures at younger ages

(when cancer initiation is thought to begin) were not measured, and the influence
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of gene–environment interactions were not assessed. Nonetheless, consumption of

fruits and vegetables could decrease cancer risk through several mechanisms. For

example, vegetable consumption could reduce cancer risk due to the abundance of

antioxidants they contain and also because they contain compounds as isoflavones,

lignans, indoles, and isothiocyanates, that have been shown to have anticarcino-

genic properties.

19.4.1

Cruciferous Vegetables and Cancer Risk

Cruciferous vegetables, which include broccoli, cauliflower, Brussels sprouts, cab-

bage, mustard, and watercress, represent more than 10% of vegetable intake. Levels

of consumption vary geographically, with the highest consumption reported in

China; Americans consume approximately one-quarter the amount of cruciferous

vegetables consumed by people in China. There is also significant variability in

cruciferous vegetable consumption in Europe, with Northern and Central Euro-

peans consuming more than Southern Europeans. Epidemiological studies that

employ food-frequency questionnaires to assess the relationship between crucifer-

ous vegetable consumption and cancer risk have indicated that these vegetables

may be important in protecting against stomach and lung cancer [36].

The putative anticarcinogenic effects of cruciferous vegetables may derive from

the consumption of glucosinolates, which are degraded into indoles and isothiocya-

nates. Indoles have been studied in relation to breast cancer partly because of their

effects on estrogen metabolism. Michnovicz and Bradlow [37] and others hypothe-

sized that indole-3-carbinol has anti-estrogenic effects, primarily through induction

of 2-hydroxylation of estradiol, which gives rise to a non-estrogenic metabolite.

Indole-3-carbinol can bind to the estrogen receptor with low affinity, therefore it

may repress 17b-estradiol-activated ER-a signaling, thus downregulating the ex-

pression of estrogen-responsive genes. In addition to indole-3-carbinol, cruciferous

vegetables also contain glucosinolates, which are hydrolyzed to isothiocyanates

(ITCs) by the action of myrosinase, an enzyme present in the plant itself. ITCs

have been demonstrated to possess chemoprotective properties in animal models.

They are sulfur-containing compounds that are responsible for the flavor of crucif-

erous vegetables. ITCs could also be responsible for the observed inverse associa-

tions between cruciferous vegetable consumption and cancer risk. The chemopre-

ventive effect of ITCs observed in animal models is due, in part, to their indirect

effects on metabolism of xenobiotics. ITCs are known to inhibit phase I activating

enzymes (e.g. cytochrome P450s), and also to induce the expression of phase II de-

toxifying enzymes such as the glutathione-S-transferase family (GSTs).

19.4.2

Fruits, Vegetables, and Glutathione-S-transferases

The GSTs are a family of phase II enzymes that are involved in the detoxification

of carcinogen metabolites and reactive oxidative products. They comprise seven

classes: alpha, mu, pi, omega, kappa, theta, and zeta. Of these, the alpha class ap-
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pears to possess the greatest peroxidase activity but enzymes of this class are

expressed at low levels in both normal and breast tumor tissue. A substantial pro-

portion of the White population have a homozygous deletion of the GSTM1 and

GSTT1 genes, which results in lack of enzyme activity, with the GSTM1-null poly-
morphism present in approximately 50% of the population [38].

As reviewed in Ref. [36], studies have shown that individuals who possess the

homozygous null allele are at increased risk of lung and bladder cancer, both of

which are associated with exposure to chemical carcinogens. However, studies of

possible associations between GSTM1 and breast cancer risk have yielded inconsis-

tent results. While a western New York study and another study performed in Aus-

tralia did not show an association between GSTM1 and breast cancer, Helzlsouer

noted a more than two-fold increased risk with the null allele of these genes.

Zheng et al. have also reported an association between GSTM1- and GSTP1-null
genotype with a 60% increased risk of breast cancer.

Because ITCs are substrates for GSTs, and also induce the expression of GSTs,

studies were conducted to investigate interactions between GST genotypes, crucif-

erous vegetable intake, and risk of cancer. Associations were also investigated in

relation to lung cancer risk for which carcinogen exposure is a known risk factor,

and the detoxifying effects of the GSTs may play a more important role. In a nested

case–control study from a cohort of men in Shanghai, China, investigators found

that individuals with detectable urinary isothiocyanates were at decreased risk of

lung cancer, and risk was lowest among those who carried deletions in GSTM1
and GSTT1. This observation also held true when the analysis was restricted to

smokers. Others found that lung cancer risk was greatest among those with GST-

null genotypes who were low consumers of ITCs. Among higher consumers of

ITCs, risk was greater for those with null alleles than those with present geno-

types. These data indicate that the inducing effects of ITCs on GSTs may be more

important than their role in the metabolism and excretion of the chemopreventive

agents.

Among non-smoking women in China, however, the strongest inverse associa-

tions with ITC intake on lung cancer risk were among those with GSTM1- and
GSTT1-null genotypes. Another study of breast cancer and urinary isothiocyanates

in China showed decreased risk of breast cancer in women with either the null or

non-null genotype, but the effect of isothiocyanates was statistically significant only

for those with null genotypes [36]. Lin et al. evaluated the hypothesis that GST gen-

otype and ITCs could modulate the occurrence of colorectal adenomas, and found

inverse associations between broccoli consumption and risk of colorectal adenomas

in patients with GSTM1-null genotypes; however, this association was not evident

when colon cancer was examined [39].

Ambrosone et al. [40] investigated associations between consumption of crucif-

erous vegetables and breast cancer risk, and the potential modifying effects of

GSTM1 and GSTT1 genotypes. Consumption of cruciferous vegetables, particu-

larly broccoli, was marginally inversely associated with breast cancer risk in preme-

nopausal women, although no significant interaction effects of GST genotype on

risk were observed.
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19.4.3

Fruits, Vegetables, and Sulfotransferases

Sulfotransferases are classified as phase II detoxification enzymes, and are

responsible for conjugating xeno- and endobiotics with 5 0-phosphoadenosine 3 0-
phosphosulfate, thus rendering the substrate more water-soluble. In some in-

stances, as earlier discussed concerning HCAs, sulfation of some xenobiotics re-

sults in their metabolic activation. In this instance, sulfation is a double-edged

sword. Several SULT isoforms are involved in the metabolism of compounds found

in fruits and vegetables, but it appears that SULT1A1 plays a major role in catalyz-

ing the conjugation of dietary phytoestrogens, including diadzein and genistein.

SULT1A1 is also potently inhibited by a variety of dietary chemicals (reviewed in

Ref. [41]). For example, curcumin, which is under investigation as a chemopreven-

tive agent for colorectal cancer, inhibits SULT1A1 activity with an IC50 of 12.8

nmol/l, a level easily achievable in vivo [41].
SULT1A1 activity, as measured in human platelet preparations, has also been

shown to be inhibited by as much as 99% by red wine extracts [41]. In 1996, Harris

and Waring reported the inhibitory effect of more than 30 dietary constituents

found in vegetables on SULT1A1 activity [42]. Using vegetable cytosols, they found

that, of all cytosols tested, constituents found in radishes, spinach, broccoli, ba-

nanas, and leeks were the most potent inhibitors of both SULT1A1 and SULT1A3

activity, although the identity of the inhibitory substance was not identified. Later

studies examined the identity of these compounds and found that quercetin, an

abundant flavonoid found in fruit, vegetables (and in wine) inhibited SULT1A1

activity with an IC50 of 0.1 mmol/l, and was also an inhibitor of SULT1A3,

SULT1E1, and SULT2A1 (DHEA sulfotransferase) [41]. This is well within range

of the peak plasma levels of quercetin, which have been reported to be between

0.3 and 0.7 mmol/l. As with quercetin, other dietary compounds inhibit SULT1A1,

such as 5-OH-flavone and 3-OH-flavone, and both epicatechin gallate and epigallo-

catechin gallate. For this reason, association studies of SULT1A1 genotype and can-

cer risk may very well be confounded by the effect of fruit and vegetable compo-

nents on SULT1A1 activity.

Thus far, no studies have examined the interaction between fruit and vegetable

intake, SULT1A1 genotype, and cancer risk.

19.4.4

Fruits, Vegetables and UDP-Glucuronosyltransferases

The UDP-glucuronosyltransferases (UGTs) (EC 2.4.1.17) are a gene superfamily

whose principal role is to convert endo- and xenobiotics into water-soluble deriva-

tives. UGTs are divided into two families based on evolutionary divergence. The

UGT1A locus is on chromosome 2 and can potentially encode nine functional iso-

forms and three pseudogenes. The UGT1A gene complex is composed of multiple

tandem first exons that encode the variable N-terminal part of the enzyme and are

linked by differential splicing to common exons that encode the C-terminal region.
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The first exons have unique TATA elements approximately 30 bp upstream, allow-

ing for independent regulation of the isoforms. Members of the UGT2B family are

unique gene products and preferentially glucuronidate steroids and bile acids, in

addition to xenobiotics. To date, at least eight 2B isoforms have been identified.

UGTs are expressed primarily in the liver but recent findings indicate that extrahe-

patic glucuronidation contributes significantly to detoxification of endo- and xeno-

biotics, particularly in the gastrointestinal tract [43].

Studies in animal models have shown that phenethyl isothiocyanate, a constitu-

ent of cruciferous vegetables, leads to a slight increase in hepatic UGT activity in

F344 rats. Piperine, which is a major component of black pepper, has been shown

to potently inhibit UGT activity in intestinal epithelial cells of guinea-pigs [44].

This inhibition was observed to be time- and concentration-dependent. Induction

of UGT activity has been reported in human-derived HepG2 cells by exposure to

extracts of garden cress and white mustard, sprouts which vary in their glucosino-

late content [45]. Exposure of HepG2 cells to the extracts resulted in a 1.4- and 1.8-

fold induction of UGT activity for garden cress and white mustard, respectively.

While these investigations showed induction of UGT activity toward 4-methylum-

belliferone, the specific isoform(s) induced were not identified. Studies using the

human cell lines HepG2 and Caco-2 have demonstrated that the flavonoid chrysin

is a potent and fairly selective inducer of UGT1A1 [46]. Treatment of cells with 25

mmol/l chrysin resulted in a 20-fold increase in the activity of UGT1A1 for biliru-

bin, its primary endogenous substrate.

Induction of UGT1A1 may be particularly important given the role of UGT1A1

in the detoxification of the heterocyclic amine N-OH-PhIP, as discussed previously.

One study in human subjects has examined the effect of cruciferous vegetable con-

sumption on the metabolism of PhIP in 20 non-smoking male White volunteers

[47]. This study was divided into three phases: one where the participants avoided

cruciferous vegetables for 12 days, one where the participants ingested 250 g each

of Brussels sprouts and broccoli for 12 days and another 12-day avoidance period.

At the end of each phase of the study, participants ingested a cooked meat meal

containing relatively high levels of PhIP and urine samples were collected. Urinary

levels of N2-hydroxy-N 2-PhIP-glucuronide (the major urinary metabolite of PhIP

in humans) were increased 127 and 136% in the cruciferous vegetable-consuming

phase compared with the first and last phases, respectively. Since UGT1A1 has a

major role in the production of this metabolite and has been shown to be inducible

by dietary components of fruits and vegetables, it may play a crucial role in the

balance between mutagenic and antimutagenic outcomes of exposures to dietary

PhIP and to cruciferous vegetables.

Numerous mutations in UGT1A1 (reviewed in Ref. [43]) have been identified

but only a few are of sufficient frequency in the general population to be classified

as polymorphisms. One particular genetic variation that has been investigated

in several studies of cancer risk is a dinucleotide repeat (A(TA)nTAA) in the atypi-

cal TATA-box region of the UGT1A1 promoter. Four variant alleles are the result

of variation in the number of dinucleotide repeats. Five repeats generates

UGT1A1*33; six repeats generates UGT1A1*1 (‘‘wild type’’); seven repeats gener-
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ates UGT1A1*28; and eight repeats generates UGT1A1*34. Functional studies

have shown that increasing numbers of repeats lead to decreased transcription of

UGT1A1. UGT1A1*28 is the most common variant allele and has been associated

with the occurrence of Gilbert’s syndrome, a mild form of unconjugated hyperbili-

rubinemia. The distribution ofUGT1A1 alleles varies by ethnicity, withUGT1A1*34
much more common in African-American than in White populations.

UGT1A1 genotype has been investigated in relation to breast cancer risk and

breast density; thus far no one has investigated the effect of this polymorphism

on risk of cancers that are influenced by either consumption of well-done cooked

meat or by vegetable consumption.

19.5

Tea Polyphenols and Cancer Risk

In recent years, epidemiologic studies have suggested that consumption of green

tea is associated with reduced risk of cancer at several sites, including breast, colon,

ovary, and lung. The benefits conferred by consumption of tea, particularly green

tea, are attributed to the presence of polyphenolic compounds. Tea has many differ-

ent polyphenols present, but the most abundant polyphenols are the catechins,

which include (–)-epigallocatechin gallate (EGCG), the most pharmacologically

active tea polyphenol. The exact mechanisms by which EGCG exerts its protective

effects are not well-defined. These studies are complicated by the fact that EGCG

has low absorption and bioavailability, such that humans would need to drink

more than one liter of green tea per day to achieve concentrations that are associ-

ated with anticarcinogenic effects [48]. In addition, while the peak concentration of

EGCG in human plasma occurs between 1 and 2 h after oral administration with a

half-life of 3–5 h, EGCG is not detected in urine as unchanged compound, sug-

gesting that it is a target of extensive biotransformation [48]. This biotransforma-

tion appears to involve methylation, glucuronidation, and sulfation reactions, with

methylated metabolites excreted in the urine and glucuronidated/sulfated metabo-

lites excreted in bile. At present, it is not clear if any of these metabolites is respon-

sible for the pharmacological actions of EGCG.

Several studies have indicated that methylation is an important biotransforma-

tion mechanism for EGCG. Lu et al. recently demonstrated that EGCG is a sub-

strate for liver cytosolic catechol-O-methyltransferase (COMT) [49]. There is wide

interindividual variation in the excretion of methylated EGCG, which could be

due to polymorphisms in COMT. One polymorphism in COMT has been the target

of several investigations in relation to cancer risk. This polymorphism consists of

a G to A transversion that results in an amino acid change from methionine to

valine at amino acid 158 of the translated protein (COMT*2) [50]. COMT*2
generates an enzyme with greatly decreased catalytic activity compared with the

COMT*1 common allele. The allele distribution varies by ethnicity, with approxi-

mately 25–30% of White and Asian populations homozygous for the variant allele,
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compared with 7–9% of individuals with African heritage [48]. To date, studies of

EGCG consumption, COMT genotype, and cancer risk are lacking.

EGCG is also subject to conjugation with glucuronic acid, and recent studies

have indicated that human UGT1A1, UGT1A3, UGT1A8, and UGT1A9 are capa-

ble of catalyzing this reaction [51]. Interestingly, these investigators found that

when the major glucuronidation site of EGCG is methylated, this serves to en-

hance UGT1A9 activity. Since both COMT and UGT1A9 are highly expressed in

the kidney, this could contribute to the renal excretion of EGCG. As noted previ-

ously in this chapter, all of the aforementioned UGT isoforms are polymorphic in

humans, although studies of the interaction between UGT polymorphisms, EGCG

consumption, and cancer risk have not been performed to date.

Catechins, particularly EGCG, have been shown to inhibit the sulfation of 1-

naphthol in Caco-2 cells [52]. Further work demonstrated that EGCG inhibits

SULT1A1 activity with a Ki value of 0.04 mmol/l, concentrations that are easily

achievable in vivo [53]. SULT1A3 is also inhibited, but at almost six-fold higher

concentrations. Since bioactivation of HCAs by SULT1A1 is thought to contribute

to HCA-induced carcinogenesis, inhibition of this enzyme by EGCG could account

for part of the chemoprotective effects associated with green tea consumption.

However, as with COMT and UGT isoforms, investigations into the interaction

between SULT1A1 genotype and tea consumption in relation to cancer risk are

lacking.

Cancer is a multifactorial disease, with both genetic and environmental factors

contributing to its occurrence. Understanding of the interaction between exposures

to xenobiotics and genetic polymorphisms in enzymes involved in their biotrans-

formation is critically important to the individual in making informed lifestyle

choices. Furthermore, it is quite likely that positive or negative associations found

by traditional epidemiologic methods will be modified when genetic variation is

taken into account.
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