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Abstract

We prove that a class of problems containing the classical periodically forced
pendulum equation displays the main features of chaotic dynamics. The ap-
proach is based on the construction of multibump type heteroclinic solutions to
periodic orbits by the use of global variational methods.

1 Introduction

The purpose of this paper is to produce evidence of chaotic dynamics in the equation

ü(t) +W ′(t, u(t)) = h(t) (1)

through the existence of heteroclinic type solutions. In (1), W ′ stands for ∂W
∂u , and

the functions W and h satisfy the following assumptions:

(H1) W ∈ C2(R×R;R) is 1–periodic in t and S–periodic in u

(H2) h ∈ C(R;R) is 1–periodic and satisfies
∫ 1
0 h(t) dt = 0.

Assumptions (H1) and (H2), which we will use throughout the paper without
further repetition, are satisfied by the periodically forced pendulum equation ü +
sinu = h(t), where h has mean value zero. We believe that the applicability of
our results to this classical mechanical model is one of the points of interest of the
present work.

In order to describe our results, let V (t, u) = W (t, u) − h(t)u and let L(u) =
1
2 u̇

2−V (t, u) be the Lagrangian associated to (1). It is well known that equation (1)
∗Work supported by MURST, Project “Metodi variazionali ed equazioni differenziali non lineari”
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admits, under assumptions (H1) and (H2), an ordered family of 1–periodic solutions
which can be obtained as global minimizers of the action functional

f(u) =
∫ 1

0
L(u) dt

over the space E1 of 1–periodic, H1
loc functions. Let u0 and u1 be two consecutive

minimizers (see Definition 2.1). We are interested in solutions q of (1) which are
asymptotic to prescribed states in {u0, u1} when t tends to ±∞. To simplify nota-
tion, we will write q(−∞) = u0 instead of limt→−∞(q(t) − u0(t)) = 0 for example,
and similar expressions at +∞. A solution is called homoclinic if it is asymptotic
to the same state at −∞ and +∞, and heteroclinic if the asymptotic states are
different.

The search for homoclinic or heteroclinic solutions is a classical subject, which
has been deeply studied by the use of geometrical methods (see e.g. [20]); in this con-
text, the results are generally of a perturbative nature. Starting from an integrable
system, one analyzes the dynamics of a new system obtained as a small perturbation
of the former. More recently, a global approach based on variational arguments has
been shown to be useful in proving existence and multiplicity of homoclinic solu-
tions for certain classes of problems. The use of the variational approach is often
convenient because it does not require the system to be a small perturbation of a
simpler one, needs in general only mild nondegeneracy conditions, and is powerful
enough to detect the principal features of chaotic dynamics. This approach has
been very extensively applied, starting from the late eighties, to problems of Duffing
kind with various types of time dependence (see [4], [7], [8], [11], [16], [17], [19], and
references therein for an introduction to the subject). The object of these papers
is to produce evidence of chaotic dynamics by the construction of multibump type
homoclinic orbits. In this type of problem the solutions are homoclinic to a rest
point of the system.

In contrast, only a few papers are devoted to the study of homoclinic or hetero-
clinic solutions to periodic orbits via a global variational approach, a reference model
in this case being the forced pendulum equation. This is possibly due to the lack of
a simple functional formulation for such problems, which, by their very nature, force
one to work with nonintegrable functions. The major contribution to the removal
of this obstacle is the work [13] by P. H. Rabinowitz, where the author managed
to construct a functional J (see (2)) whose minimizers are the desired solutions,
opening in this way the road to a global approach. In the papers [14], [15], [10], [6],
[1], which followed [13], existence and multiplicity of heteroclinics, homoclinics and
more general multibump and chaotic solutions were obtained both for scalar prob-
lems and for systems. The common feature of all these papers, and the idea that led
Rabinowitz to construct the functional J , is the use of a reversibility assumption:
it is required that the potential V be an even function of time. No paper that we
know of deals with the general, nonreversible case from a nonperturbative point of
view.

The purpose of our work is to show that for scalar problems one can drop the
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reversibility assumption and obtain the same type of results as in the nonreversible
case.

The main difficulty one has to face when working without reversibility assump-
tions is to show that the functional J still makes sense and is fit to obtain the desired
results. After the construction of the functional, the typical way to prove existence
of multibump and chaotic trajectories can be roughly synthesized in the following
scheme.

First, one usually needs some nondegeneracy assumption on the asymptotic
states u0 and u1. This means for example that u0 and u1 are required to be non-
degenerate as minimizers, or at least isolated; these assumptions have been used
in [12] and [13], [14], [15] respectively. Then, the first basic types of heteroclinic
solutions can be found; in our problem these are an orbit q0 that connects u0 to u1

(namely q0(−∞) = u0 and q0(+∞) = u1) and an orbit q1 that connects u1 to u0.
The basic nature of q0 and q1 is their appearance as minimizers of the functional
J over suitable classes of functions. These orbits are then used as building blocks
for more complicated types of solutions, in the spirit of the shadowing lemma; they
give rise to multibump type orbits, which are solutions that oscillate between the
states u0 and u1 a prescribed number of times and are asymptotic to the required
states at ±∞. In order to do this, one needs a further nondegeneracy condition on
the structure of the basic heteroclinic solutions. This assumption takes the place of
the transversality condition in the perturbative approach and prevents, for example,
the problem from being autonomous. Finally, a rather careful analysis is needed
in order to obtain estimates independent of the number of bumps, so that one can
pass to the limit and obtain solutions with infinitely many bumps, which display the
chaotic nature of the dynamics.

With respect to this general scheme our work is also characterized, in addition
to the removal of the reversibility assumption, by the following features.

The nondegeneracy conditions on u0 and u1 are replaced with the requirement
that u0 and u1 be consecutive. We work throughout the paper in the order inter-
val [u0, u1]; this weakens the classical assumptions and shows that our results are
in general valid for variational problems possessing two global minimizers, without
assumptions on the space periodicity of the potential. On the other hand, the exis-
tence of consecutive minimizers is necessary in order to obtain multibump solutions
(see [6]).

Next, the nondegeneracy condition on the structure of basic heteroclinics is a
suitable modification of the one introduced in [6] for the scalar reversible case (and
later adapted in [15] to reversible systems). Roughly it says that the sets of orbits
connecting u0 to u1 and u1 to u0 must be disconnected (see (∗) at the beginning
of Section 4). This assumption is then compared to the standard nondegeneracy
hypotheses in the perturbative approach. We prove that when u0 and u1 are hy-
perbolic (which we never require), our condition is equivalent to the fact that the
stable manifold of u0 (resp. u1) and the unstable manifold of u1 (resp. u0) do not
coincide.

Below we state our main results; in their statements, when we label u with an
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index, that index must be read mod 2.

Theorem 1.1 (Multibump solutions). Assume u0 and u1 are consecutive minimiz-
ers and let (∗) hold. Then for every δ > 0 small enough there exists m = m(δ) ∈ N
such that for every sequence (pi)i∈Z ⊂ Z such that pi+1 − pi ≥ 4m and for every
j, k ∈ Z with j < k, there exists a classical solution q of (1) satisfying

u0(t) < q(t) < u1(t) for all t ∈ R,

q(−∞) = uj , q(+∞) = uk+1

and, for all i = j, . . . , k,

|q(pi −m)− ui(pi −m)| ≤ δ and |q(pi +m)− ui+1(pi +m)| ≤ δ.

Theorem 1.2 (∞–bump solutions). Under the same assumptions as in Theorem
1.1, for every δ > 0 small enough there exists m = m(δ) ∈ N such that for every
sequence (pi)i∈Z ⊂ Z such that pi+1 − pi ≥ 4m, there exists a classical solution q of
(1) satisfying

u0(t) < q(t) < u1(t) for all t ∈ R,

and

|q(pi −m)− ui(pi −m)| ≤ δ and |q(pi +m)− ui+1(pi +m)| ≤ δ

for all i ∈ Z.

In addition to these results, one could also work in a space of periodic functions
to obtain the existence of infinitely many periodic orbits with large periods. This
requires only minor modifications of our arguments, and we will not deepen this
point; we refer the reader to [9] for a similar construction in a different setting.

The above results show that some of the principal features of chaotic dynamics
are embodied in equation (1); that is, one has sensitive dependence from the initial
conditions, existence of infinitely many periodic orbits with diverging periods, and
existence of an uncountable number of bounded, nonperiodic trajectories.

The nature of our methods also shows that the set of forcing terms h for which (1)
displays the described features is open in the space of continuous periodic functions
with mean value zero.

As final remark, we point out that through the multibump structure obtained
by Theorem 1.1 one can easily show the Poincaré map associated to (1) has positive
topological entropy.

The main drawback of our method is that it relies deeply on the order structure
of R, so that for the time being, it does not seem to extend to systems. The problem
of the existence of heteroclinics to periodic motions for systems in the nonreversible
(nonperturbative) case is, as far as we know, completely open.

This paper is structured as follows: Section 2 contains the estimates needed for
the definition and the use of the functional J . In Section 3, we prove the existence of
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the basic heteroclinic solutions. The multibump construction and the main results
are given in Section 4. Finally, the comparison with the classical results in the
hyperbolic case is the object of Section 5.

Notation. We use the symbols Lp and H1 to denote the spaces Lp(0, 1) and
H1(0, 1), endowed with their usual norms. The symbols L∞loc and H1

loc stand for
L∞loc(R;R) and H1

loc(R;R).
If u0 and u1 are 1–periodic (continuous) functions such that u0(t) ≤ u1(t) for all

t, we say that u ∈ [u0, u1] if

u0(t) ≤ u(t) ≤ u1(t) ∀t ∈ dom(u).

Whenever E is a set of continuous functions we will write u ∈ E ∩ [u0, u1] to mean
that u ∈ E and u0(t) ≤ u(t) ≤ u1(t) ∀t ∈ dom(u), .

2 Functional setting and estimates

This section is devoted to the study of the the main properties of the functional that
we will use to construct homoclinic solutions. These properties require a number of
estimates on the action of both periodic and nonperiodic functions.

To begin with we define, for n ∈ N, the space of n–periodic functions

En = {u ∈ H1
loc(R;R) / u(t+ n) = u(t) a.e.},

the Lagrangian L(u) = 1
2 u̇

2 − V (t, u), the action functional over H1(0, 1)

f(u) =
∫ 1

0
L(u) dt,

and we set
cp = min

E1

f(u).

By classical arguments, the value cp is attained at an ordered family of functions.
It is a family because of the spatial periodicity of the potential W , and it is ordered
since two absolute minimizers cannot cross (see [18]).

Definition 2.1 We say that u0, u1 ∈ E1 are consecutive minimizers of the periodic
problem associated to equation (1) if

1. f(u0) = f(u1) = cp,

2. u0(t) < u1(t) for all t ∈ [0, 1],

3. u ∈ E1 ∩ [u0, u1] and f(u) = cp imply u ∈ {u0, u1}.
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Note that u0 and u1 need not be isolated in E1: there might be other minimizers
accumulating to u0 from below or to u1 from above. The existence of consecutive
minimizers is thus a weaker condition than the isolatedness of minimizers and actu-
ally in [6] it is shown that this condition is necessary for the existence of multibump
solutions. From now on we will always assume that two consecutive minimizers u0

and u1 are given.
We now recall the definition of the functional J . For k ∈ Z and q ∈ H1

loc(R;R)∩
[u0, u1] we set

ak(q) =
∫ k+1

k
L(q) dt− cp

and we define (formally, for the moment) a functional J as

J(q) =
∑
k∈Z

ak(q). (2)

This functional has been introduced by P. H. Rabinowitz in [13] in the context of
time–reversible equations, and has been later used in [14], [15], [6], [1] to deal again
with reversible problems. The reversibility assumption implies that each ak(q) is
nonnegative, so that the series is well defined (convergent or divergent to +∞), see
[13]. The functional J has been used in the quoted papers to prove existence of
multibump type solutions, both for scalar problems and for systems. The argument
used is minimization over suitable classes of functions.

In the present work there is no reversibility assumption, and this means that the
terms ak(q) can be negative. It is therefore not clear a priori if J is bounded from
below or even well defined (the series might in principle be undetermined). One of
the purposes of this paper is to show that for scalar problems the functional J is
still the right tool to use to prove existence of multibump and chaotic trajectories.

In order to carry out our program we need a series of estimates, which we now
describe. We first recall the following equality.

Lemma 2.2 For every n ∈ N,

min
u∈En

∫ n

0
L(u) dt = ncp (3)

and the minimum is attained at 1–periodic functions (the minimizers of f over E1).

Proof. Equality (3) is perhaps well–known. Since we don’t know a precise reference
we outline here a simple proof. Let u be a minimizer over En (the existence of such
function is straightforward); then, since the problem is 1–periodic, the function
v(t) = u(t + 1) is a minimizer as well. But since u and v have the same mean
value and they cannot cross (by regularity arguments and uniqueness in the Cauchy
problem), it must be u(t+ 1) = u(t) for all t, which proves the statement.

This result shows in particular that if u ∈ En∩ [u0, u1] satisfies
∫ n
0 L(u) dt = ncp,

then u ∈ {u0, u1}, since u0 and u1 are consecutive.

6



In many parts of this paper we will need a way to measure the distance of a
function from a set of periodic minimizers. For computational reasons we will use
the notion of distance described in the following definition.

Definition 2.3 We denote by M the (closed) set of 1–periodic minimizers of f and
by U the set {u0, u1}. We also set

M(t) = {u(t) / u ∈M} and U(t) = {u(t) / u ∈ U }.

If v is a continuous function defined on a compact set I we define as its distance
from M the number

d̂(v,M) = max
t∈I

min
u∈M

|v(t)− u(t)|, (4)

and likewise for its distance from U .

Remark 2.4 i) Notice that it may result d̂(v,M) = 0 and v /∈ M; this happens if
v lies in a continuum of minimizers. ii) One of the reasons for measuring in this way
the distance is the following immediate consequence of the definition: if d̂(v,U) ≥ δ,
there is a point t∗ where both |v(t∗)− u0(t∗)| ≥ δ and |v(t∗)− u1(t∗)| ≥ δ.

The next proposition defines a constant that we will use repeatedly.

Proposition 2.5 For every δ > 0 there exists ρ(δ) > 0 such that for all n ∈ N

inf{
∫ n

0
L(v) dt− ncp / v ∈ En, d̂(v,M) ≥ δ } ≥ ρ(δ). (5)

Moreover, if v ∈ En satisfies

dist(v(k),M(k)) ≥ δ for all k = 1, . . . , n− 1, (6)

then ∫ n

0
L(v) dt− ncp ≥ nρ(δ). (7)

Proof. Call ρ(δ, n) the left–hand–side of (5). Then ρ(δ, n) > 0 for all n ∈ N as one
easily checks by standard compactness properties and the application of Lemma 2.2
(see [13] for a similar argument). We now show that ρ(δ, n) ≥ ρ(δ, 1), so that (5)
holds with ρ(δ) := ρ(δ, 1) uniformly in n.

We proceed by induction on n. If n = 1 the inequality is trivial. We assume
therefore that ρ(δ, n − 1) ≥ ρ(δ, 1) and we show that ρ(δ, n) ≥ ρ(δ, 1). To see this,
let v ∈ En verify d̂(v,M) ≥ δ and define g : [0, n− 1] → R as g(t) = v(t+ 1)− v(t).
The function g is continuous and vanishes at some τ ∈ [0, n − 1], for otherwise we
would have v(k+1) > v(k) (or the reversed inequality) for all k = 0, . . . , n−1, which
contradicts the periodicity of v. We have therefore a point τ where v(τ) = v(τ + 1).
It is not restrictive (by shifting time, if necessary) to assume that τ ∈ (0, n−1). Let
v1 be the 1–periodic extension of v|[τ,τ+1] and let

vn−1(t) =
{
v(t) if t ∈ [0, τ ]
v(t+ 1) if t ∈ [τ, n− 1];
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then v1 ∈ E1, vn−1 ∈ En−1 and at least one between d̂(v1,M) ≥ δ and d̂(vn−1,M) ≥
δ is true. Noticing that∫ n

0
L(v) dt =

∫ n−1

0
L(vn−1) dt+

∫ n

n−1
L(v1) dt,

we see that by the inductive assumption,∫ n

0
L(v) dt ≥ (n− 1)cp + ρ(δ, 1) + cp = ncp + ρ(δ, 1).

Since this inequality holds for all v ∈ En such that d̂(v,M) ≥ δ, we have that
ρ(δ, n) ≥ ρ(δ, 1).

To prove the second part we again proceed by induction. If n = 1 there is nothing
to prove; we therefore assume that (7) is true for n− 1 and we prove it for n. To do
this take v in En satisfying (6) and repeat the above argument to construct v1 and
vn−1. Notice now that when dist(v(k),M(k)) ≥ δ for all k = 1, . . . , n− 1, then both
v1 and vn−1 satisfy (6) in E1 and En−1 respectively. Therefore, by the inductive
assumption,∫ n

0
L(v) dt =

∫ n−1

0
L(vn−1) dt+

∫ n

n−1
L(v1) dt ≥ (n− 1)cp + (n− 1)ρ(δ) + cp + ρ(δ),

and the proof is complete.

We now turn to estimates on nonperiodic functions. The one provided by the
following proposition will play a central role in the rest of the paper. Before stating
it we observe that Proposition 2.5 holds also for δ = 0. In this case, of course, we
obtain ρ(0) = 0.

Proposition 2.6 There exists a positive constant Ĉ such that for every δ ≥ 0 and
for every n ∈ N, if q ∈ H1(0, n) ∩ [u0, u1] satisfies d̂(q,U) ≥ δ, then∫ n

0
L(q) dt− ncp ≥ ρ(δ)− Ĉ|q(n)− q(0)|. (8)

Proof. If d̂(q,U) ≥ δ, there is a point t∗ ∈ [0, n] where u1(t∗) − q(t∗) ≥ δ and
q(t∗)− u0(t∗) ≥ δ. We assume that t∗ ∈ [n

2 , n], the other case being symmetric.
Define v : [0, 1

2 ] → R as v(t) = (1− 2t)(q(n)− q(0)) and set

ϕ(t) =

{
q(t) + v(t) if t ∈ [0, 1

2 ]
q(t) if t ∈ [12 , n];

then ϕ ∈ En, because ϕ(0) = ϕ(n). Notice that

d̂(ϕ,M) ≥ min
u∈M

|ϕ(t∗)− u(t∗)| ≥ δ
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since u0(t∗) < ϕ(t∗) < u1(t∗). Applying Proposition 2.5 to ϕ yields∫ n

0
L(ϕ) dt− ncp ≥ ρ(δ). (9)

We now evaluate∫ n

0
L(ϕ) dt =

∫ 1
2

0
L(q + v) dt+

∫ n

1
2

L(q) dt =
1
2

∫ 1
2

0
[q̇2 + v̇2 + 2q̇v̇] dt

−
∫ 1

2

0
[V (t, q + v)− V (t, q)] dt−

∫ 1
2

0
V (t, q) dt+

∫ n

1
2

L(q) dt

≤
∫ n

0
L(q) dt+M

∫ 1
2

0
|v| dt+

1
2

∫ 1
2

0
v̇2 dt+

∫ 1
2

0
q̇v̇ dt,

where we have denoted by M the Lipschitz constant of V .
A direct evaluation of the last three integrals shows that there is a constant Ĉ

such that ∫ n

0
L(ϕ) dt ≤

∫ n

0
L(q) dt+ Ĉ|q(n)− q(0)|.

Combining this with the above estimate shows that∫ n

0
L(q) dt− ncp ≥ ρ(δ)− Ĉ|q(n)− q(0)|,

which is the desired bound.

The previous estimate has a very important consequence on the behavior of the
functional J .

Proposition 2.7 There exists b ∈ R such that for all q ∈ H1
loc(R;R)∩ [u0, u1] and

all n ∈ N,
n−1∑
k=0

ak(q) =
∫ n

0
L(q) dt− ncp ≥ b. (10)

Proof. Notice that for all q as in the statement there results |q(n)−q(0)| ≤ maxu1−
minu0. Applying Proposition 2.6 with δ = 0 yields

n−1∑
k=0

ak(q) =
∫ n

0
L(q) dt− ncp ≥ −Ĉ(maxu1 −minu0) =: b,

which is the desired estimate.

It is convenient to retain from the preceding proposition that

lim inf
n→+∞

n−1∑
k=−n

ak(q) ≥ b (11)

for all q ∈ H1
loc ∩ [u0, u1].
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Remark 2.8 We cannot hope, in general, to obtain a better estimate with b ≥ 0.
This is due to the fact that in the nonreversible case there generally exist functions
v ∈ H1(0, 1) such that f(v)− cp < 0. Actually, if b were positive or zero, the whole
problem we are dealing with could be tackled with the easier arguments from the
reversible case.

We now begin the study of the behavior of the functional J .

Lemma 2.9 For all q ∈ H1
loc ∩ [u0, u1],

if lim sup
n→+∞

n−1∑
k=−n

ak(q) = +∞, then J(q) = +∞,

in the sense that the series J(q) is well defined and diverges to +∞.

Proof. Suppose on the contrary that

lim inf
n→+∞

n−1∑
k=−n

ak(q) = λ < +∞

(λ is finite by (11)) and choose a number M > λ+ 1− 2b, where b is the (negative)
constant defined in the previous proposition. Let h < H be two positive integers
such that

h−1∑
k=−h

ak(q) ≥M and
H−1∑

k=−H

ak(q) ≤ λ+ 1;

then we have

−h−1∑
k=−H

ak(q) +
H−1∑
k=h

ak(q) =
H−1∑

k=−H

ak(q)−
h−1∑

k=−h

ak(q) ≤ λ+ 1−M < 2b,

which contradicts Proposition 2.7.

We can now prove that the functional J is well defined.

Proposition 2.10 The functional J is well defined from H1
loc∩[u0, u1] to R∪{+∞}

(either the series converges or it diverges to +∞). Moreover, if q ∈ H1
loc ∩ [u0, u1]

and J(q) < +∞, then q(±∞) ∈ U .

Proof. We first prove the second part, namely that if q does not converge to u0

or u1 as t → ±∞, then J(q) = +∞. We work with t → +∞. This assumption
implies that there exist a number δ > 0 and two divergent sequences kj ∈ N and
tj ∈ [kj , kj+1) such that

|q(kj+1)− q(kj)| = o(1) as j → +∞
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and
dist(q(tj),U(tj)) ≥ δ for all j ∈ N.

Relabeling, if necessary, we can assume that |q(kj+1) − q(kj)| < ρ(δ)

2Ĉ
for all j ∈ N,

where Ĉ is the constant provided by Proposition 2.6. Applying this proposition in
every [kj , kj+1] we obtain

kj+1−1∑
k=kj

ak(q) ≥ ρ(δ)− Ĉ|q(kj+1)− q(kj)| >
1
2
ρ(δ).

Now, recalling Proposition 2.7, we obtain, for all n ∈ N,

kn−1∑
k=−kn

ak(q) ≥ b+
kn−1∑
k=k0

ak(q) = b+
n−1∑
j=0

kj+1−1∑
k=kj

ak(q) ≥ b+
n

2
ρ(δ),

which shows that

lim sup
n

n−1∑
k=−n

ak(q) = +∞,

and by Lemma 2.9 we conclude that J(q) = +∞. This proves the second part of
the Proposition.

To complete the proof it is necessary to show that J is well defined (convergent or
divergent to +∞) also when q tends to u0 or u1 as t→ ±∞. To see this, assume for
definiteness that q tends to u0 and to u1 when t tends to −∞ and +∞ respectively
(the other cases being analogous).

Working indirectly, suppose that

λ = lim inf
n

n−1∑
k=−n

ak(q) < lim sup
n

n−1∑
k=−n

ak(q) = Λ,

and notice that we can assume Λ < +∞, otherwise, by Lemma 2.9, J(q) = +∞,
and there is nothing left to prove; also, λ ≥ b by (11).

Let nj ,mj be two divergent sequences of positive integers such that for all j
there results nj + 1 < mj < nj+1 − 1 and

lim
j→+∞

mj−1∑
k=−mj

ak(q) = λ and lim
j→+∞

nj−1∑
k=−nj

ak(q) = Λ.

Now as j →∞ we have

−nj−1∑
k=−mj

ak(q) +
mj−1∑
k=nj

ak(q) =
mj−1∑

k=−mj

ak(q)−
nj−1∑

k=−nj

ak(q) ≤ λ− Λ + o(1) <
λ− Λ

2
. (12)
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On the other hand, as j → ∞, q(−mj) and q(−nj) tend to u0(0), while q(mj) and
q(nj) tend to u1(0). Therefore, by Proposition 2.6, as j →∞ we have

−nj−1∑
k=−mj

ak(q) ≥ −Ĉ|q(−nj)− q(−mj)| = o(1) and likewise for
mj−1∑
k=nj

ak(q)

which contradict (12). This shows that λ = Λ, and the proof is complete.

In the next sections we will need the following estimate of the level of functions
having the same behavior at ±∞.

Proposition 2.11 Assume q ∈ H1
loc ∩ [u0, u1], q /∈ U , verifies q(±∞) = u0 or

q(±∞) = u1. Then J(q) > 0.

Proof. Assume for definiteness that q(±∞) = u0. Since q 6≡ u0, there are n0 ∈ N
and δ > 0 such that d̂(q|[−n,n],U) ≥ δ and |q(n)−q(−n)| ≤ ρ(δ)

2Ĉ
for all n ≥ n0. Then,

by Proposition 2.6,

n−1∑
k=−n

ak(q) ≥ ρ(δ)− Ĉ|q(n)− q(−n)| ≥ 1
2
ρ(δ)

for all n ≥ n0. This shows that J(q) > 0.

We now establish a property that we will use in a while.

Proposition 2.12 The sublevels of J in H1
loc ∩ [u0, u1] are bounded in H1

loc.

Proof. Let K ∈ R and let q ∈ H1
loc ∩ [u0, u1] satisfy J(q) ≤ K; clearly ||q||L∞(R) is

bounded independently of q. Applying Proposition 2.7 we see that for every n ∈ Z,

K ≥ J(q) = an(q) +
∑
k<n

ak(q) +
∑
k>n

ak(q) ≥ an(q) + 2b;

therefore, recalling the definition of an(q),

1
2
||q̇||2L2(n,n+1) ≤ K − 2b+ cp + max

t∈[0,1]
x∈[min u0,max u1]

|V (t, x)| =: γ.

This means that ||q̇||2L2(−n,n) ≤ 4nγ, which is the desired bound.

We close the section with the definition of some “cut–off” operators. To do this
we first recall a “gluing lemma” from [6], to which we refer for its proof.

Lemma 2.13 There exist positive constants ε̄ and C1 such that for all δ ∈ [0, ε̄],
there exists w ∈ H1(0, 1) ∩ [u0, u1] such that

w(0) = u0(0)
w(1) = u0(1) + δ
|a0(w)| ≤ C1δ.
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Remark 2.14 One can of course also show the existence of functions w ∈ H1 ∩
[u0, u1] connecting u0(0)+δ to u0(1) or u1(0) to u1(1)−δ, or u1(0)−δ to u1(1) with
the property that |a0(w)| ≤ C1δ. Clearly this estimate is still true (as long as δ ≤ ε̄)
working in any [p, p+ 1], with p ∈ Z, instead of [0, 1], and replacing a0 by ap. The
name “w” will be reserved for this kind of functions; it is agreed that |ap(w)| ≤ C1δ
for all such w and all p.

We now define (two families of) cut–off operators from H1
loc ∩ [u0, u1] to itself

which will be used to glue a function q to u0 or u1.

Definition 2.15 For i = 0, 1, p ∈ Z and q ∈ H1
loc ∩ [u0, u1], we set

χ+
i (p)q(t) =


q(t) if t ≤ p
w(t) if t ∈ [p, p+ 1]
ui(t) if t ≥ p+ 1

and χ−i (p)q(t) =


ui(t) if t ≤ p− 1
w(t) if t ∈ [p− 1, p]
q(t) if t ≥ p,

where w is, in the first case, a function that connects q(p) to ui(p+ 1) in the spirit
of Lemma 2.13, while w connects ui(p− 1) to q(p) in the second case.

Lemma 2.16 Assume q ∈ H1
loc ∩ [u0, u1] is such that J(q) is finite. Let p ∈ Z be

a point where |q(p) − ui(p)| ≤ δ, for some i = 0, 1 and some δ < ε̄ (this number is
defined in the preceding lemma). Then

|J(χ+
i (p)q)−

∑
k≤p−1

ak(q)| ≤ C1δ and |J(χ−i (p)q)−
∑
k≥p

ak(q)| ≤ C1δ.

Proof. It follows directly from the definition of the operators and Lemma 2.13.

3 Heteroclinic solutions

In this section we prove the existence of the simplest type of connecting orbits,
namely the heteroclinic (or one–bump) solutions between u0 and u1. These will be
used in Section 4 to construct multibump type and chaotic trajectories.

The scheme of the proof does not differ too much from the one adopted in [13] or
[6], since the technical estimates relative to the nonreversible case have been proved
in Section 2.

To begin with we let

Γ0 = {q ∈ H1
loc ∩ [u0, u1] / q(−∞) = u0, q(+∞) = u1 }

be the set of functions connecting u0 to u1 and we denote by Γ1 the analogous set
of functions connecting u1 to u0. We also define

c0 = inf
Γ0

J and c1 = inf
Γ1

J,

and we notice that these numbers are both finite (see the comment following Propo-
sition 2.7).

The next result establishes the existence of heteroclinic solutions.
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Theorem 3.1 There exist q0 ∈ Γ0 and q1 ∈ Γ1 such that J(q0) = c0 and J(q1) = c1.
The functions q0 and q1 solve the equation of motion (1).

Proof. Assuming for a moment the existence of q0 and q1, we remark that the sec-
ond statement of the Theorem is not trivial, since the orbits are found by constrained
minimization (the constraint being q ∈ [u0, u1] in the definition of the classes Γi).
For this reason we should show that q0 and q1 do not touch u0 and u1. However this
has been shown to be true in the reversible case in [6] with an argument that does
not depend on reversibility and that can be repeated here without changes. We omit
therefore further details on this and we concentrate on the existence of minimizing
orbits.

We prove the existence of q0. Let qn ∈ Γ0 be a minimizing sequence and let
δ > 0 be small. Because of the boundary conditions, for every qn there is a unique
point tn such that qn(tn) = u0(tn) + δ and qn(t) < u0(t) + δ for all t < tn. By an
integer shift of the time we can achieve that tn ∈ [0, 1) for every n; recall also that
the value of J(qn) is not altered by integer time shifts.

The sequence qn is bounded in H1
loc (Proposition 2.12) and therefore it contains

a subsequence (still denoted qn) such that

qn → q0 weakly in H1
loc and strongly in L∞loc.

We now show that J(q0) is convergent. To see this use Proposition 2.7 to obtain
that for every q ∈ H1

loc ∩ [u0, u1] for which J(q) is finite and for every p ∈ N,

p−1∑
k=−p

ak(q) = J(q)−
∑

k<−p

ak(q)−
∑
k≥p

ak(q) ≤ J(q)− 2b.

Then by weak lower semicontinuity on bounded intervals we obtain that for every
p ∈ N,

p−1∑
k=−p

ak(q0) ≤ lim inf
n

p−1∑
k=−p

ak(qn) ≤ lim inf
n

(J(qn)− 2b) = c0 − 2b,

namely that J(q0) is convergent (apply Lemma 2.9 and Proposition 2.10). The
preceding inequality also implies, via Proposition 2.10, that the limits q0(±∞) exist
and are in U . By construction we see that q0(−∞) = u0, so that we must prove that
q0 has the right behavior at +∞. Notice that q0 6≡ u0 because q0(t∗) = u0(t∗) + δ
for some t∗ ∈ [0, 1], by our choice of tn.

We assume that q0(+∞) = u0 and we show that this leads to a contradiction.
Let

ε = min

(
ε̄,

1
2

ρ(δ)
Ĉ + C1

)
,

where Ĉ, C1 and ε̄ are the constants provided by Proposition 2.6 and Lemma 2.13.
For this ε choose an integer N ≥ 1 where q0(N) ≤ u0(N) + ε

2 . By the uniform
convergence of qn, for all n large enough we have qn(N) ≤ u0(N) + ε.
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Now, since qn(−∞) = u0 for all n, we see that for all integers p less than a
convenient pn, there results

|qn(p)− qn(N)| ≤ ε.

Moreover, since qn(tn) = u0(tn) + δ for some tn ∈ [0, 1) and all n, we also have that

d̂(qn|[p,N ],U) ≥ δ

for all p ≤ pn and all large n. This means, by Proposition 2.6, that

N−1∑
k=p

ak(qn) ≥ ρ(δ)− Ĉε,

and, this being true for all p ≤ pn, we finally obtain∑
k<N

ak(qn) ≥ ρ(δ)− Ĉε

for every large n ∈ N. Now, recalling Lemma 2.16, we evaluate

J(χ−0 (N)qn) ≤
∑
k≥N

ak(qn) + C1ε = J(qn)−
∑
k<N

ak(qn) + C1ε

≤ J(qn)− ρ(δ) + Ĉε+ C1ε = J(qn)− 1
2
ρ(δ) < c0

for n large. Since χ−0 (N)qn ∈ Γ0, this is a contradiction, and our claim is proved.
Finally we prove that J(q0) = c0. Suppose this is false; then J(q0) = c0 + σ for

some σ > 0. Let ε < σ
16Ĉ

and take pε ∈ N such that

q0(−p) ≤ u0(−p) + ε and q0(p) ≥ u1(p)− ε for all integers p ≥ pε.

It is not restrictive to assume that also

p−1∑
k=−p

ak(q0) ≥ c0 +
3
4
σ for all p ≥ pε. (13)

We now choose a p ≥ pε and we notice that since

p−1∑
k=−p

ak(q0) ≤ lim inf
n

p−1∑
k=−p

ak(qn),

we can fix n0 such that

p−1∑
k=−p

ak(qn) ≥
p−1∑

k=−p

ak(q0)−
σ

4
for all n ≥ n0.
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At the same time we can also think that n0 is so large that

qn(−p) ≤ u0(−p) + 2ε and qn(p) ≥ u1(p)− 2ε for all n ≥ n0.

Now, by Proposition 2.6,∑
k<−p

ak(qn) ≥ −2Ĉε and
∑
k≥p

ak(qn) ≥ −2Ĉε for all n ≥ n0.

Combining this and the above estimate we see that for all n ≥ n0

J(qn) ≥ −2Ĉε+
p−1∑

k=−p

ak(qn)− 2Ĉε ≥
p−1∑

k=−p

ak(q0)−
σ

4
− 4Ĉε ≥ c0 +

σ

4

by (13) and our choice of ε. This contradicts the fact that J(qn) tends to c0, and
the proof is complete.

The orbits q0 and q1 satisfy the following monotonicity property.

Corollary 3.2 Let q0 ∈ Γ0 and q1 ∈ Γ1 be the solutions found in Theorem 3.1.
Then

q0(t) < q0(t+ 1) and q1(t) > q1(t+ 1) for all t ∈ R.

Proof. We prove the inequality concerning q0. To this aim, assume that at some
t0 ∈ R there results q0(t0) ≥ q0(t0 + 1). Then pick t1 > t0 where q0(t1) < q0(t1 + 1),
which exists since q0(+∞) = u1. Defining g(t) = q0(t+ 1)− q0(t) on [t0, t1], we see
that g must vanish at some point t∗ ∈ [t0, t1]. Setting

q̄(t) =
{
q0(t) if t ≤ t∗

q0(t+ 1) if t ≥ t∗,

it is easy to check that J(q̄) < J(q0), since we have taken out of q0 a 1-periodic
function away from U . This is impossible, and the inequality is proved.

Remark 3.3 We observe that the solutions found by means of the preceding The-
orem also verify natural boundary conditions on the derivatives. Stating it only for
q0, we have

lim
t→−∞

(q̇0(t)− u̇0(t)) = lim
t→+∞

(q̇0(t)− u̇1(t)) = 0.

This can be easily proved exactly like in [6], Corollary 3.10.

Remark 3.4 The sign of c0 and c1 is unknown; however we can say that c0+c1 > 0.
To see this let t∗ be a point where q0(t∗) = q1(t∗) (which exists because of the
boundary conditions) and let

q−(t) =
{
q0(t) if t ≤ t∗

q1(t) if t ≥ t∗
and q+(t) =

{
q1(t) if t ≤ t∗

q0(t) if t ≥ t∗.

Then, as it is readily seen, J(q0) + J(q1) = J(q−) + J(q+), so that c0 + c1 =
J(q−) + J(q+) > 0 because of Proposition 2.11.
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Remark 3.5 The fact that one between c0 and c1 may be negative affects the
semicontinuity properties of J . Indeed, assume for instance that c1 < 0, let tn be
the largest time where q0(tn) = q1(tn − n) and set

q̄n(t) =
{
q0(t) if t ≤ tn
q1(t− n) if t ≥ tn.

Then it is easy to see that J(q̄n) = c0 + c1 + o(1) as n → +∞ and that q̄n tends
weakly to q0 in H1

loc. Therefore

J(q0) = c0 > c0 + c1 = lim inf
n

J(q̄n),

and J is not (sequentially) weakly lower semicontinuous.

4 Multibump–type and chaotic orbits

The construction of multibump and chaotic solutions for equation (1) is based on a
shadowing–like argument in the spirit of [15], [6] and [1], where it was carried out in
the reversible case. It requires a suitable adaptation of a nondegeneracy condition
which has been introduced in [6] and that we are now going to state. First of all
we describe roughly what we mean by multibump solutions (a precise definition can
be found in the statement of the theorems). We use this term to indicate solutions
that, given a number δ > 0, are alternately “closer than δ” to the periodic states u0

and u1 on prescribed time intervals, and are asymptotic to u0 or u1 as t→ ±∞. We
consider as a “bump” here the change of state of an orbit (from close to u0 to close
to u1, for example). The asymptotic behavior of a multibump solution q is obtained
by imposing the desired values of q(±∞) in U .

We now turn to the description of the nondegeneracy condition. That such a
condition is necessary to obtain a rich structure of solutions is evident from the fact
that no multibump solution is present in autonomous problems. This condition is
therefore strictly related to the explicit time dependence in the equation and replaces
the classical assumptions on the intersection of the stable and unstable manifolds
of u0 and u1 that are used in the perturbative approach (see for example [20], [3]).
Roughly it says that there must not be too many heteroclinics between u0 and u1.
To state it precisely, let

S0 = {q(0) / q ∈ Γ0, J(q) = c0 } and S1 = {q(0) / q ∈ Γ1, J(q) = c1 }.

These are infinite subsets of the interval (u0(0), u1(0)) which accumulate at its
boundary points (to see this examine the sequences q0(k) and q1(k) with k ∈ Z); if
the problem is autonomous, clearly S0 = S1 = (u0(0), u1(0)).

The condition we require from now on is the following.

(∗) S0 6= (u0(0), u1(0)) and S1 6= (u0(0), u1(0)).

In Section 5 we analyze the relationship between (∗) and the classical conditions;
for our present purposes we only make use of the following important consequence
of (∗).
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Proposition 4.1 If (∗) holds, then for every δ̂ > 0 there exist δi ∈ (0, δ̂), i =
0, . . . , 3 and two positive numbers Λ0,Λ1 such that

inf{J(q) / q ∈ Γ0, q(0) = u0(0) + δ0, or q(0) = u1(0)− δ2 } ≥ c0 + Λ0 (14)

and

inf{J(q) / q ∈ Γ1, q(0) = u1(0)− δ1, or q(0) = u0(0) + δ3 } ≥ c1 + Λ1. (15)

We will use condition (∗) in the sense given by the previous proposition, namely,
there are points as close as we wish to u0(0) and to u1(0) through which no mini-
mizing heteroclinic can pass. The proof of proposition 4.1 can be found in [6] or [15]
in the reversible case. Since the argument used in those papers does not depend on
reversibility it can be repeated here without changes, and therefore we omit it.

We now proceed to the first step in the construction of multibump solutions. To
this end, we begin by fixing some constants.

Definition 4.2 We set
d̄ =

1
2

min
t

(u1(t)− u0(t))

and we fix a positive number δ̂ such that

δ̂ < min

(
ε̄, d̄,

ρ(d̄)
Ĉ + 2C1

)
, (16)

where ρ, Ĉ, C1 and ε̄ are defined in Propositions 2.5, 2.6 and Lemma 2.13.

Let now δ̂ be as in the previous definition, take δ0, . . . , δ3 as in Proposition 4.1,
and let m ∈ N. We define the sets

X0 = {q ∈ H1
loc ∩ [u0, u1] / q(−m) ≤ u0(−m) + δ0 and q(m) ≥ u1(m)− δ2 }

and

X1 = {q ∈ H1
loc ∩ [u0, u1] / q(−m) ≥ u1(−m)− δ1 and q(m) ≤ u0(m) + δ3 }

These sets depend on m, a constant which will be appropriately fixed later. For
the moment we will agree that m is large enough so that X0 and X1 contain two
heteroclinic solutions q0 ∈ Γ0 and q1 ∈ Γ1 respectively.

The multibump solutions we are interested in will be found among orbits which
“look like” gluing of translates of functions in X0 and X1. The argument will once
again be minimization of J over suitable sets of functions. The main problem is to
show that the minimizers are free from the constraint imposed as in X0 and X1.

Remark 4.3 Some notation conventions are in order. From now on we will agree
that when we label c, Λ, u, q, Γ, X and χ± with an index, that index is considered
mod 2, so that for example qi is q0 if i is even, and q1 otherwise. This will simplify
some formulas.
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Keeping this in mind we now define some subsets of H1
loc ∩ [u0, u1] which we will

need to construct multibump solutions.

Definition 4.4 Let P = (pi)i∈Z ⊂ Z be a bi–infinite set of integers such that pi+1−
pi ≥ 4m for all i. We set, for every pair of integers j ≤ k,

Γ(j, k) = {q ∈ H1
loc ∩ [u0, u1] / q(−∞) = uj , q(+∞) = uk+1,

q(·+ pi) ∈ Xi ∀ i = j, . . . , k}

and
c(j, k) = inf

Γ(j,k)
J. (17)

Remark 4.5 From now on we consider the set P as fixed. Notice that functions in
Γ(j, k) satisfy “natural” boundary conditions with respect to the constraints. For
instance, if j is even, then any q ∈ Γ(j, k) is close to u0 at t = pj − m and it is
required to be asymptotic to u0 at −∞. Notice also the particular case c(j, j) = cj
(recall Remark 4.3).

The first step in the construction of multibump solution is to show that the levels
c(j, k) are attained.

Proposition 4.6 Let P ⊂ Z be as above and let j ≤ k be integers. Then there
exists qjk ∈ Γ(j, k) such that J(qjk) = c(j, k).

Proof. It is a variant of the proof of Theorem 3.1. If j = k, the statement follows
trivially from the fact that in this case the minimizers are q0 and q1. Let therefore
j < k and consider a minimizing sequence qn ∈ Γ(j, k) for J . Then, by Proposition
2.12, qn is bounded in H1

loc, and therefore it possesses a subsequence, still denoted
qn such that

qn → qjk weakly in H1
loc and strongly in L∞loc.

Clearly qjk verifies the constraints at pi ± m for all i = j, . . . , k. To prove that
qjk ∈ Γ(j, k) we must show that qjk satisfies the appropriate conditions at ±∞.
Before doing this we notice that as in the proof of Theorem 3.1, J(q) is finite, so
that by Proposition 2.10, the limits q(±∞) exist and are in U . We carry out the
details only at +∞, and assuming that k is odd (the other cases being similar). If k
is odd, then qjk(pk +m) ≤ u0(pk +m) + δ3 and we must check that qjk(+∞) = u0.
Arguing indirectly, we assume that qjk(+∞) = u1 and we show that this leads to a
contradiction.

Choose an integer N > pk +m so that

d̂(qjk |[pk+m,N ],U) > d̄,

which is possible since qjk(+∞) = u1. This inequality also holds for qn, as soon as
n is large enough, because of L∞loc convergence. Moreover, since qn ∈ Γ(j, k), there
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results qn(p) ≤ u0(p) + δ3 for all integers p larger than some pn. This means that
|qn(p) − qn(pk +m)| ≤ δ3 for all large p, so that the application of Proposition 2.6
to qn on all intervals [pk +m, p] yields∑

i≥pk+m

ai(qn) ≥ ρ(d̄)− Ĉδ3.

Recalling Lemma 2.16 we evaluate, as n→ +∞,

J(χ+
0 (pk +m)qn) ≤

∑
i<pk+m

ai(qn) + C1δ3 = J(qn)−
∑

i≥pk+m

ai(qn) + C1δ3

≤ J(qn)− ρ(d̄) + (Ĉ + C1)δ3 = c(j, k)− ρ(d̄) + (Ĉ + C1)δ3 + o(1).

Since χ+
0 (pk +m)qn ∈ Γ(j, k), this contradicts the definition of c(j, k) (recall Defini-

tion 4.2); therefore qjk(+∞) = u0.
To complete the proof we should also check that J(qjk) = c(j, k); this can be

done exactly as in the proof of Theorem 3.1, and we do not repeat the details.

The functions qjk found in the previous proposition do not, in general, solve
equation (1). This is due to the constrains imposed at the points pi ± m. In
the remaining part of this section we prove that by appropriately choosing m, the
minimizers qjk are free from constraints, so that they solve the problem in a classical
sense. In order to do this, and also in order to obtain estimates independent of the
number of points pi, some care must be taken.

Definition 4.7 We choose a positive ε < ε̄ (ε̄ is defined in Lemma 2.13) such that

ε <
min(Λ0,Λ1)

4C1
, (18)

and we require from now on that the number m used to define P is large enough so
that the following inequalities hold:

q0(2m) > u1(2m)− δ1 and q0(−2m) < u0(−2m) + δ3, (19)

q1(2m) < u0(2m) + δ0 and q1(−2m) > u1(−2m)− δ2. (20)

and

m ≥ 2C1δ̂

ρ(ε)
. (21)

The following proposition establishes a key inequality for the rest of the argu-
ment. Here we only need that m is chosen so that (19) and (20) hold.

Proposition 4.8 Let j ≤ l < k be integers. Then

c(j, k) < c(j, l) + c(l + 1, k).
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Proof. We only prove the Proposition for l even, the other case being analogous.
Let qjl and ql+1,k be minimizers of J over Γ(j, l) and Γ(l + 1, k) respectively. We
claim that it is not restrictive to assume that

qjl(pl+1 −m) > u1(pl+1 −m)− δ1, (22)

ql+1,k(pl +m) > u1(pl +m)− δ2, (23)

in the sense that we can choose minimizers qjl and ql+1,k satisfying these require-
ments. Indeed, if l = j, this is certainly true by taking as qjl the function q0(· − pl):
recalling the monotonicity property of Corollary 3.2, we obtain

qjl(pl+1 −m) = q0(pl+1 −m− pl) > q0(2m) > u1(2m)− δ1 = u1(pl+1 −m)− δ1

by our choice of the points in P and (19). In the same way one can check (23) when
l = k − 1. Proving (22) when l > j is more delicate.

Let q̄ = q0(· − pl). Without being too precise, we note that q̄ is close to u0 at
pl−1 −m and verifies q̄(pl+1 −m) > u1(pl+1 −m) − δ1. On the other hand, qjl is
close to u1 at pl−1 −m; if (22) is violated, then we see that q̄ and qjl must cross at
some t∗ ∈ [pl−1 −m, pl+1 −m]. Set

q+(t) =
{
qjl(t) if t ≤ t∗

q̄(t) if t ≥ t∗
and q−(t) =

{
q̄(t) if t ≤ t∗

qjl(t) if t ≥ t∗

and observe that q+ ∈ Γ(j, l) and satisfies (22), and q− ∈ Γ0. Now, as it is easily
seen,

J(q+) ≤ J(q+) + J(q−)− c0 = J(qjl) + J(q̄)− c0 = c(j, l),

so that we can replace qjl by q+ and get (22). In a similar way one can prove (23)
when l < k − 1.

To complete the proof we use qjl and ql+1,k to estimate c(j, k). Using arguments
similar to those in the first part of the proof, it is not difficult to show that qjl and
ql+1,k must cross at some t∗ ∈ [pl −m, pl+1 +m]. Setting this time

q−(t) =
{
qjl(t) if t ≤ t∗

ql+1,k(t) if t ≥ t∗
and q+(t) =

{
ql+1,k(t) if t ≤ t∗

qjl(t) if t ≥ t∗,

we see that q− ∈ Γ(j, k) (because it satisfies the right constraints at pl + m and
pl+1 −m by (22), (23)) and that q+(±∞) = u1, so that J(q+) > 0 by Proposition
2.11. ¿From this we obtain

J(q−) < J(q−) + J(q+) = J(qjl) + J(ql+1,k) = c(j, l) + c(l + 1, k),

from which the desired inequality follows at once.

We finally show that the minimizers qjk found by Proposition 4.6 provide the
solutions we seek. The last step consists in showing that the functions qjk are “free
from constraints”.

The next proposition completes therefore the proof of the existence of multibump
solutions.
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Proposition 4.9 Assume (∗) holds and let m be fixed as in Definition 4.7. For all
integers j < k, let qjk ∈ Γ(j, k) be the minimizer found in Proposition 4.6. Then qjk
is free from constraints, in the sense that

u0(t) < qjk(t) < u1(t) for all t ∈ R, (24)

qjk(pi −m) < u0(pi −m) + δ0 and qjk(pi +m) > u1(pi +m)− δ2, i even,

qjk(pi −m) > u1(pi −m)− δ1 and qjk(pi +m) < u0(pi +m) + δ3, i odd

for all j ≤ i ≤ k. In particular, therefore, qjk solves equation (1).

Proof. The strict inequality (24) is a consequence of the minimizing properties
of u0, u1 and qjk; we omit its proof, as we did in Theorem 3.1, since the details
can be found in [6]. To prove the other inequalities we set q = qjk for notational
convenience. We first show that

pi+1−m−1∑
h=pi+m

ah(q) ≤ 2C1δ̂ for i = j, . . . , k − 1. (25)

To see this, let w1 be a function that connects q(pi+m) to ui+1(pi+m+1) in the spirit
of Lemma 2.13, and likewise, let w2 be a function that connects ui+1(pi+1 −m− 1)
to q(pi+1 −m). Setting

ū =


w1 in [pi +m, pi +m+ 1]
ui+1 in [pi +m+ 1, pi+1 −m− 1]
w2 in [pi+1 −m− 1, pi+1 −m],

we see that
pi+1−m−1∑
h=pi+m

ah(q) ≤
pi+1−m−1∑
h=pi+m

ah(ū) ≤ 2C1δ̂,

because q is a minimizer; this proves (25).
Let now Ii = [pi +m, pi+1−m]. We prove that there exists ni ∈ Ii ∩Z such that

|q(ni)− ui+1(ni)| < ε for all i = j, . . . , k − 1, (26)

where ε is the constant introduced in Definition 4.7. First of all, we observe that
q(t) 6= 1

2(u1(t)+u0(t)) for all t ∈ Ii. Indeed, if this is not the case, then d̂(q|Ii
,U) ≥ d̄,

and, by Proposition 2.6,

pi+1−m−1∑
h=pi+m

ah(q) ≥ ρ(d̄)− Ĉ|q(pi+1 −m)− q(pi +m)| ≥ ρ(d̄)− Ĉδ̂,

contradicting, via (25), the choice of δ̂ made in (16).
Keeping in mind the inequalities that q satisfies at the endpoints of Ii, we there-

fore see that

|q(t)− ui(t)| >
1
2
(u1(t)− u0(t)) for all t ∈ Ii,
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so that d̂(q|Ii
,U) = ||q − ui+1||L∞(Ii) and

dist(q(n),U(n)) = |q(n)− ui+1(n)| for all n ∈ Ii ∩ Z.

Assume now that (26) is violated, so that for some j ≤ i ≤ k − 1 there results

dist(q(n),U(n)) = |q(n)− ui+1(n)| ≥ ε for all n ∈ Ii ∩ Z. (27)

Let q̄ = χ−i+1(pi+m)◦χ+
i+1(pi+1−m)q restricted to the interval [pi+m−1, pi+1−m+1];

then q̄(pi +m− 1) = q̄(pi+1 −m+ 1), and, by (27),

dist(q̄(n),U(n)) ≥ ε for all n ∈ Ii ∩ Z.

Applying Proposition 2.5 to q̄ yields

pi+1−m−1∑
h=pi+m

ah(q) ≥
pi+1−m∑

h=pi+m−1

ah(q̄)− 2C1δ̂ ≥ (pi+1 − pi − 2m+ 2)ρ(ε)− 2C1δ̂,

which, taken (25) into account, violates the choice of m made in (21) (recall also
that pi+1 − pi ≥ 4m). We have thus proved the existence of the points ni satisfying
(26).

To complete the proof we first argue in the case i 6= j, k. We let ql = χ+
i (ni−1)q,

qr = χ−i+1(ni)q and qc = χ−i (ni−1) ◦ χ+
i+1(ni)q. Notice that

ql ∈ Γ(j, i− 1), qr ∈ Γ(i+ 1, k) and qc ∈ Γi.

Assume now that q, and therefore qc violates one of the inequalities in the statement
of the proposition. Then, by Proposition 4.1, J(qc) ≥ ci +Λi. Hence, by Proposition
4.8,

ci + Λi ≤ J(qc) ≤ J(q)− J(ql)− J(qr) + 4C1ε

≤ c(j, k)− c(j, i− 1)− c(i+ 1, k) + 4C1ε < c(i, i) + 4C1ε = ci + 4C1ε,

which contradicts the choice of ε in (18).
Finally, if i = j, one simply chooses a point nj−1 so close to −∞ that |q(nj−1)−

uj(nj−1)| < ε (this point exists because q(−∞) = uj) and repeats the above ar-
gument with the only change that now J(ql) > 0 because ql(±∞) = uj . Obvious
modifications when i = k. The proof is complete.

We summarize the results obtained so far in a single theorem. In its statement
recall the “mod 2” convention (Remark 4.3).

Theorem 4.10 Assume u0 and u1 are consecutive minimizers and let (∗) hold.
Then for every δ > 0 small enough there exists m = m(δ) ∈ N such that for every
sequence (pi)i∈Z ⊂ Z such that pi+1 − pi ≥ 4m and for every j, k ∈ Z with j < k,
there exists a classical solution q of (1) satisfying

u0(t) < q(t) < u1(t) for all t ∈ R,
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q(−∞) = uj , q(+∞) = uk+1

and, for all i = j, . . . , k,

|q(pi −m)− ui(pi −m)| ≤ δ and |q(pi +m)− ui+1(pi +m)| ≤ δ. (28)

Remark 4.11 The theorem establishes the existence of multibump solutions. Its
statement could be made more precise, in the spirit of the shadowing lemma, in the
sense that solutions q could be found satisfying the inequality |q(t) − ui+1(t)| ≤ δ
in the whole intervals [pi +m, pi+1 −m]; to achieve this one must only choose a bit
more carefully the various constants used in the proof. We won’t detail this point.

A great deal of technicalities in the proof of Theorem 4.10 have been introduced
in order to obtain estimates independent of the number of bumps. This allows us,
with a classical argument, to establish the existence of solutions having infinitely
many bumps, which give further evidence of the chaotic nature of the dynamics
associated to equation (1).

Theorem 4.12 Assume u0 and u1 are consecutive minimizers and let (∗) hold.
Then for every δ > 0 small enough there exists m = m(δ) ∈ N such that for every
sequence (pi)i∈Z ⊂ Z such that pi+1 − pi ≥ 4m there exists a classical solution q of
(1) satisfying

u0(t) < q(t) < u1(t) for all t ∈ R,

and

|q(pi −m)− ui(pi −m)| ≤ δ and |q(pi +m)− ui+1(pi +m)| ≤ δ (29)

for all i ∈ Z.

Proof. The argument is classical. We repeat it here for completeness. For every
N ∈ N, let qN be a multibump solution in Γ(−N,N); this is found by means of
Theorem 4.10. Since qN is bounded in L∞(R) independently of N , and since each
qN solves (1), we see that qN is uniformly bounded in C2(R;R). Therefore, by the
Ascoli–Arzelà Theorem, there is a subsequence of qN convergent in C1

loc(R;R) to
some q. The fact that every qN solves (1) shows that q solves (1) as well. Properties
(29) are clearly preserved by local uniform convergence, so that q is the required
solution.

The previous theorem yields the existence of an uncountable number of bounded
solutions to (1). If the points pi are chosen in a nonperiodic fashion, then these
solutions will not be periodic. Therefore we obtain as a by–product the existence of
an uncountable number of bounded nonperiodic orbits. On the other hand, choosing
the points pi in a periodic way produces, with a slight modification of our arguments,
infinitely many periodic solutions of (1) with arbitrarily large periods. These solu-
tions “shadow” multibump homoclinics in each period (see [9] for a related result).
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5 Comparison with the classical conditions

All the results obtained in the previous part of the paper have been proved for
consecutive minimizers and under assumption (∗). We now wish to relate these
assumptions with some classical conditions used in the geometric and perturbative
approach to homoclinics.

In order to do this we place ourselves in a setting where the classical condi-
tions can be stated, namely we assume that the periodic minimizers u0 and u1 are
hyperbolic. In this context (as it has been known since the time of Poincaré) the
standard assumption that guarantees the existence of chaotic features in the dy-
namics associated to (1) is the transversality of the intersection of the stable and
unstable manifolds relative to u0 and u1. Condition (∗) is strictly related to the
intersection properties of these manifolds. However, as it can be understood from
the autonomous case, it is only a “branch” of these manifolds that one needs to take
into account; recall also that we are not assuming that u1 is a space translate of u0,
so that we are not in a position to pass to the quotient in the phase plane. Moreover,
we have always worked in the region [u0, u1], and therefore we are only interested
in what takes place in that region. For these purposes we now define stable and
unstable manifolds of u0 and u1 relative to [u0, u1].

Let φ : R2 → R2 be the time–one map associated to equation (1), namely

φ(x, y) = (u(1), u̇(1)) if and only if


ü+W ′(t, u) = h(t)
u(0) = x
u̇(0) = y.

The periodic minimizers u0 and u1 give rise to fixed points of φ.
Recall that in presence of hyperbolicity the orbits ui possess global stable and

unstable manifolds defined, for i = 0, 1, as

W s(ui) =
⋃
n≤0

φn(W s
loc(ui)) and W u(ui) =

⋃
n≥0

φn(W u
loc(ui)).

Roughly speaking, we now want to select from these manifolds the branches such that
(denoting P1 the projection onto the space variable), P1W

s(ui) ⊂ [u0(0), u1(0)], and
likewise for W u. This corresponds, in the unforced pendulum equation, to selecting
the separatrices lying in the strip [−π, π]×R.

To achieve this goal we first need a simple preliminary lemma. It is perhaps well
known, but we prove it anyway due to the lack of a precise reference. We carry out
the computations only for u0, everything being symmetric when dealing with u1.

Recall that En is the space of (H1
loc) n–periodic functions, and set

λ1(n) = inf
v∈En\{0}

∫ n
0 v̇

2 dt−
∫ n
0 W

′′(t, u0)v2 dt∫ n
0 v

2 dt
.

Since u0 minimizes
∫ n
0 L(u) dt over En (Lemma 2.2), we know that λ1(n) ≥ 0 for all

n; moreover, since u0 is now supposed to be hyperbolic, λ1 := λ1(1) > 0 (a proof of
this can be found in [2]).
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Lemma 5.1 For all n ∈ N there results λ1(n) = λ1.

Proof. Let ϕ ∈ En be a positive eigenfunction corresponding to λ1(n). Then ϕ
solves

− ϕ̈−W ′′(t, u0)ϕ = λ1(n)ϕ; (30)

notice that, since W ′′(·, u0(·)) is 1–periodic, the function ϕ(· + 1) solves (30) as
well, and therefore also z(t) := ϕ(t) − ϕ(t + 1) is a solution. Now z has zero mean
value, so that it cannot solve (30) unless it is identically zero. This means that ϕ
is 1-periodic, and therefore λ1(n) must be an eigenvalue of the 1–periodic problem.
Moreover, since ϕ is positive, λ1(n) must be the first eigenvalue, namely λ1(n) = λ1.

The previous lemma provides a minimum of convexity necessary to prove a
uniqueness result for solutions close to u0.

Proposition 5.2 There exists σ > 0 such that for every δ ∈ (0, σ) there exists ε > 0
with the property that for all x ∈ [u0(0), u0(0) + ε], the problem

q̈ +W ′(t, q) = h(t) in [0,+∞)
q(0) = x, q(+∞) = u0

u0(t) ≤ q(t) ≤ u0(t) + δ in [0,+∞)
(31)

has a unique classical solution.

Proof. The existence of q follows with slight modifications of arguments used in
the first part of the paper. Indeed it is enough to minimize the functional J+(q) =∑

k≥0 ak(q) over the set

Γx = {q ∈ H1
loc(R

+;R) ∩ [u0, u1] / q(0) = x, q(+∞) = u0}.

This yields a function q such that J+(q) < +∞, q(0) = x and q(+∞) ∈ U . In
order to prove that q(+∞) = u0 and the remaining requirements, it is enough to
show that u0(t) < q(t) < u0(t) + δ for all t ≥ 0. But this also follows easily from
arguments already used in the preceding sections, and we do not give the details of
the computations.

The proof of uniqueness is very similar to the proof of Theorem 5.4 in [6]; we
will therefore be rather sketchy at some points. Let λ1 > 0 be the eigenvalue defined
above, and let η > 0 be such that

|W ′′(t, a)−W ′′(t, b)| ≤ λ1

2
for all t ≥ 0 and all a, b such that |a− b| < η;

this choice is possible due to the uniform continuity of W ′′. Now if uniqueness is
violated, for σ = η

2 there exist δ < σ, a small x and two solutions of (31), q1 and q2.
Letting ψ = q2 − q1, we see that ψ solves

ψ̈ +W ′(t, q1 + ψ)−W ′(t, q1) = 0 for t ≥ 0 (32)
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and satisfies ψ(0) = 0, ψ(+∞) = 0 and ||ψ||L∞(R+) ≤ δ.
A standard application of the mean value Theorem (see [6]) shows that (32) can

be written
ψ̈ +W ′′(t, u0)ψ + a(t)ψ = 0 (33)

where |a(t)| = |W ′′(t, q1 +θtψ)−W ′′(t, u0)| ≤ λ1
2 for all t ≥ 0, since |q1 +θtψ−u0| ≤

2δ < η.
For every n ∈ N define now ψn : [0, n+ 1] → R as

ψn(t) =
{
ψ(t) if t ∈ [0, n]
(n+ 1− t)ψ(n) if t ∈ [n, n+ 1];

then ψn(n+ 1) = ψn(0) = 0 and therefore, by Lemma 5.1,∫ n+1

0
ψ̇2

n dt−
∫ n+1

0
W ′′(t, u0)ψ2

n dt ≥ λ1

∫ n+1

0
ψ2

n dt.

Recalling the definition of ψn, we see that the preceding inequality implies that∫ n

0
ψ̇2 dt−

∫ n

0
W ′′(t, u0)ψ2 dt ≥ λ1

∫ n

0
ψ2 dt+ o(1) as n→∞. (34)

On the other hand, multiplying (33) by ψ and integrating over [0, n] yields, as
n→∞,∫ n

0
ψ̇2 dt−

∫ n

0
W ′′(t, u0)ψ2 dt =

∫ n

0
a(t)ψ2 + ψ(n)ψ̇(n) ≤ λ1

2

∫ n

0
ψ2 dt+ o(1)

Comparing this and (34) shows that as n→∞,

λ1

2

∫ n

0
ψ2 dt ≤ o(1),

which proves that ψ ≡ 0, namely that q1 = q2.

We are now in a position to define stable and unstable manifolds relative to
[u0, u1].

Let ε > 0 be given by Proposition 5.2 and, for all x ∈ [u0(0), u0(0) + ε], denote
by qx the unique solution to (31) also given by Proposition 5.2. We define the local
stable manifold of u0 relative to [u0, u1] as

Ws
loc(u0) = {(x, q̇x(0)) ∈ R2 / x ∈ [u0(0), u0(0) + ε] }

and the stable manifold of u0 relative to [u0, u1] as

Ws(u0) =
⋃
n≤0

φn(Ws
loc(u0)).

In a similar way (using obvious variants of Proposition 5.2) one can define the
unstable manifold of u0 relative to [u0, u1] and the analogous manifolds Ws(u1) and
Wu(u1) corresponding to u1.
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We now relate our assumptions with some classical conditions. In presence of
hyperbolic periodic orbits it is well known that multibump solutions and some fea-
tures of chaotic dynamics are present provided the stable and unstable manifolds
of the periodic orbits intersect transversally. We show that condition (∗) is weaker
than the transversality assumption.

Theorem 5.3 Let u0 and u1 be consecutive hyperbolic minimizers. Then

(∗) S0 6= (u0(0), u1(0)) and S1 6= (u0(0), u1(0))

if and only if

Ws(u0) 6= Wu(u1) and Wu(u0) 6= Ws(u1).

Proof. If (∗) holds, then by Theorem 4.10 we can find a solution q asymptotic to u0

both at −∞ and at +∞. Then it is readily seen that (q(0), q̇(0)) ∈ Ws(u0); however,
since q(−∞) = u0, there also results that (q(0), q̇(0)) 6∈ Wu(u1). In the same way
one proves that (q(0), q̇(0)) belongs to Wu(u0) but not to Ws(u1). Working with a
solution doubly asymptotic to u1, the remaining relations can be proved similarly.
Therefore Ws(u0) 6= Wu(u1) and Wu(u0) 6= Ws(u1) both hold.

Conversely, assume for example that there is a point (x, y) ∈ Ws(u0) \ Wu(u1);
this means that, for a convenient m ≥ 0, the point (x̄, ȳ) = φm(x, y) belongs to
Ws

loc(u0). We now prove that x̄ 6∈ S1. Suppose this is not the case. Then there
exists a heteroclinic minimizer q ∈ Γ1 such that q(0) = x̄; by choosing a larger m, if
necessary, we can make sure that q also verifies, for all t ≥ 0, u0(t) ≤ q(t) ≤ u0(t)+δ
(this is the quantity provided by Proposition 5.2). Then by uniqueness it must be
q̇(0) = ȳ; this means that (x̄, ȳ), and therefore (x, y) belongs to Wu(u1), since
q(−∞) = u1, which contradicts the choice of (x, y). Therefore we must have x̄ 6∈ S1.
The other case is handled in a similar way.

Remark 5.4 Theorem 5.3 shows that working with consecutive minimizers and
assuming (∗) is in some sense more natural than using the classical conditions.
First of all in presence of hyperbolicity (∗) is weaker than the usual transversality
assumption. Moreover (∗) can be used, like we did, also without hyperbolicity, when
the classical condition cannot be stated. Finally we observe that the variational
characterization of the numbers c0 and c1 which is used to introduce (∗) shows that
the validity of that condition is stable under small perturbations. This allows one
to say, for example, that the set of h’s for which (∗) holds is open in the space of
continuous, zero mean valued periodic functions.

Remark 5.5 As a final remark we observe that a family of multibump solutions
like those provided by Theorem 4.10 ensures the positivity of the topological entropy
for the map φ. We do not prove this statement because its proof is essentially the
same as those in [17] and [5].
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variational approach. Ann. IHP, Anal. non Lin., 15 (1998), 233–252.

[4] S. V. Bolotin, The existence of homoclinic motions. Vest. Mosk. Univ., Matem.,
38 (1983), 98–103.
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