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## Preface

The theory of bifurcation of vector fields is the study of a family of equations that are close to a given equation. For example, the family of equations could be a system of vector fields depending on several parameters. An important problem is to understand how the topological structure of the flow generated by the family of vector fields changes qualitatively as parameters are varied. The main purpose of this book is to present some methods and results of the theory of bifurcations of planar vector fields.

Since simplifying equations is often a necessary first step in many bifurcation problems, we introduce the theory of center manifolds and the theory of normal forms. Center manifold theory is important for the reduction of equations to ones of lower dimension, and normal-form theory gives a tool for simplifying the forms of equations to the ones with the simplest possible higher-order terms near their equilibria. We introduce versal deformations of vector fields and define the codimension of a bifurcation of vector fields. This is illustrated by saddle-node and Hopf bifurcations. We discuss in detail all known codimensiontwo bifurcations of planar vector fields. Some special cases of highercodimension bifurcations are also considered.
In Chapter 1, we introduce briefly the basic concepts of center manifolds. We show the existence, uniqueness, and smoothness of global center manifolds. The existence, asymptotic behavior, and foliation of local center manifolds are also discussed.
In Chapter 2, we present the theory of normal forms. We first discuss in detail normal forms of vector fields near their equilibria. We introduce two methods for computing normal forms: the matrix representation method and the method of adjoints. We also introduce normal forms of equations with periodic coefficients or with symmetries. Normal forms of diffeomorphisms and Hamiltonian systems are discussed.

Complete proofs of Poincaré and Siegel linearization theorems are presented. Takens's Theorem gives a relation between diffeomorphisms near fixed points and the time-one maps of flows of vector fields near equilibria. We introduce also versal deformations of matrices and of infinitesimally symplectic matrices and normal forms of vector fields of codimension one and two.

In Chapters 3, 4, and 5, we discuss bifurcation problems of vector fields with some degeneracies. We assume that the problems to be considered are restricted to local center manifolds and are in their normal forms up to some order. In Chapter 3, we introduce the concepts of versal deformations and the codimension of a bifurcation of vector fields. Bifurcations of codimension one near singularities and homoclinic orbits are considered. In Chapter 4, we deal with bifurcations of codimension two. For vector fields whose linear parts have double zero eigenvalues, we consider a nonsymmetrical case and the cases with $1: q$ symmetrices ( $q=2,3,4$ and $q \geq 5$ ). The case of $1: 4$ symmetry is the most difficult and is far from being solved completely. For the cases in which the linear parts have one zero and one pair of purely imaginary eigenvalues, or two pairs of purely imaginary eigenvalues, we reduce them to planar systems and then give complete bifurcation diagrams. In Chapter 5, we discuss higher-codimension bifurcation problems, including Hopf and homoclinic bifurcations with any codimension and cusp bifurcations with codimension three and four.
In the last section of each chapter we give briefly the history and literature of material covered in the chapter. We have tried to make our references as complete as possible. However, we are sure that many are missing.
We would like to express our special acknowledgment to Max Ashkenazi, Freddy Dumortier, Jibin Li, Kening Lu, Robert Roussarie, Christiane Rousseau, Lan Wen, and Henryk Żoładek. They read all or part of the original manuscript and made many helpful suggestions which enabled us to correct some mistakes and make improvements.
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## 1

## Center Manifolds

The main goal of this book is to study some bifurcation phenomena of vector fields. This is, in general, a complicated problem. As a preliminary step, it is necessary to simplify the problem as much as possible without changing the dynamic behavior of the original vector field. There are two steps for this purpose: to reduce the dimension of the bifurcation problem by using the center-manifold theory, which will be introduced in this chapter, and to make the equation as simple as possible by using normal-form theory which will be discussed in the next chapter.

We first give some rough ideas about center manifolds. Consider a differential equation

$$
\begin{equation*}
\dot{x}=A x+f(x) \tag{A}
\end{equation*}
$$

where $x \in \mathbb{R}^{n}, A \in \mathscr{L}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right), f \in C^{k}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$ for some $k \geq 1, f(0)=$ 0 , and $D f(0)=0$.

We write the spectrum $\sigma(A)$ of $A$ as

$$
\sigma(A)=\sigma_{s} \cup \sigma_{c} \cup \sigma_{u}
$$

where

$$
\begin{aligned}
& \sigma_{s}=\{\lambda \in \sigma(A) \mid \operatorname{Re} \lambda<0\}, \\
& \sigma_{c}=\{\lambda \in \sigma(A) \mid \operatorname{Re} \lambda=0\}, \\
& \sigma_{u}=\{\lambda \in \sigma(A) \mid \operatorname{Re} \lambda>0\} .
\end{aligned}
$$

Let $E_{s}, E_{c}$, and $E_{u}$ be the generalized eigenspaces corresponding to $\sigma_{s}$,
$\sigma_{c}$, and $\sigma_{u}$, respectively. Then we have

$$
\mathbb{R}^{n}=E_{s} \oplus E_{c} \oplus E_{u},
$$

with corresponding projections

$$
\pi_{s}: \mathbb{R}^{n} \rightarrow E_{s}, \quad \pi_{c}: \mathbb{R}^{n} \rightarrow E_{c}, \quad \pi_{u}: \mathbb{R}^{n} \rightarrow E_{u}
$$

It is well known that if $A$ is hyperbolic, that is, $\sigma_{c}=\varnothing$, then the flow of (A) $)_{f}$ in a small neighborhood $\Omega$ of the equilibrium point $x=0$ is topologically equivalent to the flow of the linearized equation at $x=0$

$$
\begin{equation*}
\dot{x}=A x . \tag{A}
\end{equation*}
$$

Since $x(t)=e^{A t} x(0)$ is the solution of $(\mathrm{A})_{0}$ and $\sigma_{c}=\varnothing$, any nonzero solution in $E_{s}$ (or $E_{u}$ ) tends to the equilibrium $x=0$ exponentially as $t \rightarrow+\infty$ (or $t \rightarrow-\infty$ ). Therefore, the structure of flow in $\Omega$ is simple; it is also stable with respect to any small perturbation on the right-hand side of equation (A). See Hartman [1], for example.

However, if $\sigma_{c} \neq \varnothing$, then the situation will be different from the above in two aspects. First, the topological structure for $(A)_{f}$ is not, in general, the same as for $(\mathrm{A})_{0}$ any more; this will be shown in a lot of examples in Chapters 3-5. Second, more complicated structure of the flow for (A) ${ }_{f}$ may exist on an invariant manifold $W^{c}(f)$, and the dimension of $W^{c}(f)$ is equal to the dimension of $E_{c}$.
In fact, if $f \equiv 0$, then all bounded solutions of (A) $)_{0}$, including all equilibria and periodic orbits, are contained in the subspace $E_{c}$, which is invariant under $(\mathrm{A})_{0}$. So we take $W^{c}(0)=E_{c}$. We will prove that the aforementioned $W^{c}(f)$ exists for $f \not \equiv 0$, it is tangent to $E_{c}$ at $x=0$, and $W^{c}(f)$ contains all solutions of $(\mathrm{A})_{f}$ that stay in $\Omega$ for all $t \in \mathbb{R}^{1}$. In particular, $W^{c}(f)$ contains all sufficiently small equilibria, periodic orbits, and homoclinic and heteroclinic orbits. And if $\sigma_{u}=\varnothing$, then all solutions of $(\mathrm{A})_{f}$ (in $\Omega$ ) will converge exponentially to some solutions on $W^{c}(f)$ as $t \rightarrow+\infty$. Therefore, instead of the $n$-dimensional equation (A) ${ }_{f}$, we can consider a lower-dimensional equation on $W^{c}(f)$ for a bifurcation problem, and $W^{c}(f)$ is called a center manifold. The precise definition will be given subsequently in Section 1.1.
We will prove the existence, uniqueness, and smoothness of global center manifolds in Sections 1.1-1.2 under a quite strong condition which says the Lipschitz constant of $f$ is globally small. In Section 1.3 the cut-off technique is used to get the local center manifolds from the
global theory, and the above Lipschitz condition will be satisfied automatically since $f(0)=0$ and $D f(0)=0$. But a new problem arises: The local center manifold is not unique. In fact, different cut-off functions can give different local center manifolds. Hence, it is needed to show the equivalence (in some sense) between different local center manifolds concerning the bifurcation problems. Finally, in Section 1.4 we discuss the center-stable and center-unstable manifolds, give the asymptotic behavior of any solution of (1.1) in $\mathbb{R}^{n}$, and describe the invariant foliation structure.

### 1.1 Existence and Uniqueness of Global Center Manifolds

Consider the equation

$$
\begin{equation*}
\dot{x}=A x+f(x) \tag{1.1}
\end{equation*}
$$

where $x \in \mathbb{R}^{n}, A \in \mathscr{L}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right), f \in C^{k}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$ for some $k \geq 1, f(0)=$ 0 , and $D f(0)=0$.

We keep the notations $E_{s}, E_{c}, E_{u}$ and $\pi_{s}, \pi_{c}, \pi_{u}$ throughout this chapter, and let

$$
E_{h}=E_{s} \oplus E_{u}, \quad \pi_{h}=\pi_{s}+\pi_{u}
$$

As usual, we denote by $|y|$ the norm of $y$ in some Banach space. Let $X, Y$ be Banach spaces and $C^{k}(X, Y)$ be the set of all $C^{k}$ mappings from $X$ into $Y$. We define the Banach space

$$
C_{b}^{k}(X, Y)=\left\{w \in C^{k}(X, Y)\left|\|w\|_{C^{k}}:=\max _{0 \leq j \leq k} \sup _{x \in X}\right| D^{j} w(x) \mid<\infty\right\}
$$

If $X=Y$, we write $C_{b}^{k}(X, X)$ as $C_{b}^{k}(X)$. We let

$$
\|D w\|=\sup _{x \in X}|D w(x)| .
$$

Similarly, we define

$$
\left.\begin{array}{r}
C_{b}^{k, 1}(X, Y)=\left\{w \in C_{b}^{k}(X, Y) \left\lvert\, \sup \frac{\left\|D^{k} w(x)-D^{k} w(y)\right\|}{\|x-y\|_{X}}<\infty\right.\right. \\
x, y \in X, x \neq y
\end{array}\right\}
$$

with norm

$$
\|w\|_{C^{k, 1}}=\|w\|_{C^{k}}+\sup \frac{\left\|D^{k} w(x)-D^{k} w(x)\right\|}{\|x-y\|_{X}}, \quad x, y \in X, x \neq y
$$

Finally, we denote by $\tilde{x}(t, x)$ the solution of (1.1) with the initial condition $\tilde{x}(0, x)=x$.

Now we state the main result of this section, and will prove it by using several lemmas.

Theorem 1.1. (i) There is a positive number $\delta_{0}$ which depends only on $A$ in (1.1) such that if $f \in C_{b}^{0,1}\left(\mathbb{R}^{n}\right)$ and $\operatorname{Lip}(f)<\delta_{0}$, then the set

$$
\begin{equation*}
W^{c}:=\left\{x \in \mathbb{R}^{n}\left|\sup _{t \in \mathbb{R}}\right| \pi_{h} \tilde{x}(t, x) \mid<\infty\right\} \tag{1.2}
\end{equation*}
$$

is invariant under (1.1) and is a Lipschitz submanifold of $\mathbb{R}^{n}$; more precisely, there exists a unique Lipschitz function $\psi \in C_{b}^{0}\left(E_{c}, E_{h}\right)$ such that

$$
\begin{equation*}
W^{c}=\left\{x_{c}+\psi\left(x_{c}\right) \mid x_{c} \in E_{c}\right\} . \tag{1.3}
\end{equation*}
$$

(ii) If $\phi \in C_{b}^{0}\left(E_{c}, E_{h}\right)$, and the set

$$
\begin{equation*}
M_{\phi}:=\left\{x_{c}+\phi\left(x_{c}\right) \mid x_{c} \in E_{c}\right\} \tag{1.4}
\end{equation*}
$$

is invariant under (1.1), then $M_{\phi}=W^{c}$ and $\phi=\psi$.

Definition 1.2. $W^{c}$ is called the global center manifold of (1.1).

Remark 1.3. If $f \in C_{b}^{1}\left(\mathbb{R}^{n}\right)$, then we will usually replace the condition $\operatorname{Lip}(f)<\delta_{0}$ by $\|D f\|<\delta_{0}$.

Remark 1.4. The uniqueness conclusion (ii) should be understood in the following sense: If $M_{\phi}$ is invariant under (1.1), then $\phi \in C_{b}^{0}\left(E_{c}, E_{h}\right)$ is determined uniquely. This is not true if we replace the condition
$\phi \in C_{b}^{0}\left(E_{c}, E_{h}\right)$ by $\phi \in C^{0}\left(E_{c}, E_{h}\right)$ unless $\left.A\right|_{E_{c}}$ is semisimple and $f$ has compact support (see Sijbrand [1] and Vanderbauwhede [3] for more details).

Lemma 1.5. For any integer $k>0$, there are constants $K \geq 1, \alpha>0$, and $\beta>0$ such that $k \alpha<\beta$, and

$$
\begin{align*}
& \left|e^{A t} \pi_{c}\right| \leq K e^{\alpha|t|}, \\
& \left|e^{A t} \pi_{s}\right| \leq K e^{-\beta t}, \quad t \geq 0  \tag{1.5}\\
& \left|e^{A t} \pi_{u}\right| \leq K e^{\beta t}, \quad t \leq 0
\end{align*}
$$

Proof. Let

$$
\begin{gathered}
\beta=\min \left\{|\operatorname{Re} \lambda|\left|\lambda \in \sigma_{u} \cup \sigma_{s}\right|\right\}-\epsilon, \\
0<\epsilon<\alpha<\frac{\beta}{k}
\end{gathered}
$$

where $\epsilon$ and $\alpha$ are sufficiently small. Thus, the existence of $K$ is obvious by the properties of $e^{A t}$.

Let $\gamma$ satisfy

$$
\begin{equation*}
\alpha<\gamma<\beta \tag{1.6}
\end{equation*}
$$

Define a Banach space by

$$
C_{\gamma}:=\left\{x \in C^{0}\left(\mathbb{R}, \mathbb{R}^{n}\right)\left|\|x\|_{\gamma}:=\sup _{t \in \mathbb{R}} e^{-\gamma|t|}\right| x(t) \mid<\infty\right\} .
$$

The following lemma gives a different criterion for $W^{c}$.

Lemma 1.6. Suppose $f \in C_{b}^{0,1}\left(\mathbb{R}^{n}\right)$ and (1.6) is satisfied. Then (i)

$$
\begin{equation*}
W^{c}=\left\{x \in \mathbb{R}^{n} \mid \tilde{x}(\cdot, x) \in C_{\gamma}\right\} . \tag{1.7}
\end{equation*}
$$

(ii) Consider the integral equation

$$
\begin{align*}
y(t)= & e^{A t} \pi_{c} x+\int_{0}^{t} e^{A(t-\tau)} \pi_{c} f(y(\tau)) d \tau \\
& +\int_{\infty}^{t} e^{A(t-\tau)} \pi_{u} f(y(\tau)) d \tau+\int_{-\infty}^{t} e^{A(t-\tau)} \pi_{s} f(y(\tau)) d \tau \tag{1.8}
\end{align*}
$$

We have

$$
\begin{equation*}
W^{c}=\left\{y(0) \in \mathbb{R}^{n} \mid y(\cdot) \in C_{\gamma} \text { and satisfies (1.8) for some } x \in \mathbb{R}^{n}\right\} \tag{1.9}
\end{equation*}
$$

Proof. By the variation of constants formula, for $t_{0}, t \in \mathbb{R}$ we have

$$
\begin{equation*}
\tilde{x}(t, x)=e^{A\left(t-t_{0}\right)} \tilde{x}\left(t_{0}, x\right)+\int_{t_{0}}^{t} e^{A(t-\tau)} f(\tilde{x}(\tau, x)) d \tau \tag{1.10}
\end{equation*}
$$

Denote by $\tilde{W}^{c}$ the right-hand side of (1.7), and by $\widetilde{\widetilde{W^{c}}}$ the right-hand side of (1.9). We will show that $W^{c} \subset \tilde{W}^{c} \subset \widetilde{W^{c}} \subset W^{c}$.
(a) Suppose $x \in W^{c}$; then by (1.2)

$$
\begin{equation*}
\sup _{t \in \mathbb{R}} e^{-\gamma|t|}\left|\pi_{h} \tilde{x}(t, x)\right| \leq \sup _{t \in \mathbb{R}}\left|\pi_{h} \tilde{x}(t, x)\right|<\infty \tag{1.11}
\end{equation*}
$$

Taking $t_{0}=0$ in (1.10) we obtain

$$
\begin{equation*}
\pi_{c} \tilde{x}(t, x)=e^{A t} \pi_{c} x+\int_{0}^{t} e^{A(t-\tau)} \pi_{c} f(\tilde{x}(\tau, x)) d \tau \tag{1.12}
\end{equation*}
$$

Using Lemma 1.5 and (1.6), we have from (1.12) that

$$
\left|\pi_{c} \tilde{x}(t, x)\right| \leq K e^{\gamma|t|}|x|+K\|f\|_{C^{0}}\left|\int_{0}^{t} e^{\gamma(t-\tau)} d \tau\right| \leq K e^{\gamma|t|}\left(|x|+\frac{\|f\|_{C^{0}}}{\gamma}\right)
$$

whence

$$
\begin{equation*}
\sup _{t \in \mathbb{R}} e^{-\gamma|t|}\left|\pi_{c} \tilde{x}(t, x)\right|<\infty . \tag{1.13}
\end{equation*}
$$

It follows from (1.11) and (1.13) that $x \in \tilde{W}^{c}$, and this implies $W^{c} \subset \tilde{W}^{c}$.
(b) Suppose now $x \in \tilde{W}^{c}$, that is, $\tilde{x}(\cdot, x) \in C_{\gamma}$. From (1.10) we have

$$
\begin{equation*}
\pi_{u} \tilde{x}(t, x)=e^{A\left(t-t_{0}\right)} \pi_{u} \tilde{x}\left(t_{0}, x\right)+\int_{t_{0}}^{t} e^{A(t-\tau)} \pi_{u} f(\tilde{x}(\tau, x)) d \tau \tag{1.14}
\end{equation*}
$$

Fixing $t \in \mathbb{R}$ and $t_{0} \geq \max (t, 0)$, we obtain from (1.5)

$$
\begin{aligned}
\left|e^{A\left(t-t_{0}\right)} \pi_{u} \tilde{x}\left(t_{0}, x\right)\right| & \leq K e^{\beta\left(t-t_{0}\right)}\left|\tilde{x}\left(t_{0}, x\right)\right| \\
& \leq K e^{\beta t-(\beta-\gamma) t_{0}}\|\tilde{x}(\cdot, x)\|_{\gamma} \rightarrow 0 \quad \text { as } t_{0} \rightarrow+\infty
\end{aligned}
$$

since $\tilde{x}(\cdot, x) \in C_{\gamma}$ and $\gamma<\beta$. Therefore, taking the limit in (1.14) as $t_{0} \rightarrow+\infty$, we have

$$
\begin{equation*}
\pi_{u} \tilde{x}(t, x)=\int_{-\infty}^{t} e^{A(t-\tau)} \pi_{u} f(\tilde{x}(\tau, x)) d \tau \tag{1.15}
\end{equation*}
$$

Similarly, we can obtain

$$
\begin{equation*}
\pi_{s} \tilde{x}(t, x)=\int_{-\infty}^{t} e^{A(t-\tau)} \pi_{s} f(\tilde{x}(\tau, x)) d \tau \tag{1.16}
\end{equation*}
$$

Combining (1.12), (1.15), and (1.16), we see that $\tilde{x}(\cdot, x)$ satisfies (1.8). Thus $x=\tilde{x}(0, x) \in \widetilde{\widetilde{W^{c}}}$. Therefore $\tilde{W}^{c} \subset \widetilde{\widetilde{W^{c}}}$.
(c) Suppose $y_{0} \in \widetilde{\widetilde{W^{c}}}$, that is, there is a function $y(\cdot) \in C_{\gamma}$, which satisfies (1.8) for some $x \in \mathbb{R}^{n}$ and $y(0)=y_{0}$. Then from (1.8)

$$
\begin{aligned}
y(t)= & e^{A t}\left\{\pi_{c} x+\int_{-\infty}^{0} e^{-A \tau} \pi_{s} f(y(\tau)) d \tau+\int_{\infty}^{0} e^{-A \tau} \pi_{u} f(y(\tau)) d \tau\right\} \\
& +\int_{0}^{t} e^{A(t-\tau)} f(y(\tau)) d \tau \\
= & e^{A t} y_{0}+\int_{0}^{t} e^{A(t-\tau)} f(y(\tau)) d \tau
\end{aligned}
$$

Hence $y(t)$ is the solution of (1.1) with initial value $y(0)=y_{0}$. Using (1.5) and (1.8), it follows that

$$
\left|\pi_{u} y(t)\right| \leq K\|f\|_{C^{0}} \int_{t}^{\infty} e^{\beta(t-\tau)} d \tau=\frac{K}{\beta}\|f\|_{C^{0}}<\infty
$$

and

$$
\left|\pi_{s} y(t)\right| \leq \frac{K}{\beta}\|f\|_{C^{0}}<\infty
$$

since $f \in C_{b}^{0}\left(\mathbb{R}^{n}\right)$. Hence $\left|\pi_{h} y(t)\right|<\infty$. Thus $y_{0} \in W^{c}$. This implies $\widetilde{\widetilde{W^{c}}} \subset W^{c}$.

Now we consider the integral equation defined by (1.8). Let $F$ : $E_{c} \rightarrow C_{\gamma}$ be defined by

$$
\begin{equation*}
F(\xi)(t)=e^{A t} \xi, \quad \xi \in E_{c} \tag{1.17}
\end{equation*}
$$

and $G: C_{\gamma} \rightarrow C_{\gamma}$ be defined by

$$
\begin{align*}
G(y(\cdot))(t)= & \int_{0}^{t} e^{A(t-\tau)} \pi_{c} y(\tau) d \tau+\int_{\infty}^{t} e^{A(t-\tau)} \pi_{u} y(\tau) d \tau \\
& +\int_{-\infty}^{t} e^{A(t-\tau)} \pi_{s} y(\tau) d \tau \tag{1.18}
\end{align*}
$$

We denote the previous three integrals by $G_{c}(y(\cdot))(t), G_{u}(y(\cdot))(t)$ and $G_{s}(y(\cdot))(t)$, respectively. We will use these notations repeatedly in this chapter.

Define $J: E_{c} \times C_{\gamma} \rightarrow C_{\gamma}$ by

$$
\begin{equation*}
J(\xi, y)=F(\xi)+G(f(y(\cdot))) \tag{1.19}
\end{equation*}
$$

Obviously, if $\xi \in E_{c}$ then $y=y^{*}(\cdot)$ is a fixed point of $J(\xi, \cdot)$ if and only if $y^{*}(t)$ is a solution of (1.8) with $x=\xi$.

Lemma 1.7. There is a number $\delta_{0}>0$, which depends only on $A$, such that, if $\operatorname{Lip}(f)<\delta_{0}$, then for any $\xi \in E_{c}, J(\xi, y)$, defined by (1.19), has a unique fixed point $y=x^{*}(\cdot, \xi)$.

Proof. Note that

$$
\begin{align*}
J\left(\xi, y_{1}\right)-J\left(\xi, y_{2}\right) & =G\left(f\left(y_{1}(\cdot)\right)\right)-G\left(f\left(y_{2}(\cdot)\right)\right) \\
& =G\left(f\left(y_{1}(\cdot)\right)-f\left(y_{2}(\cdot)\right)\right) \tag{1.20}
\end{align*}
$$

and by (1.5) we have

$$
\begin{align*}
& \mid G_{c}( \left.f\left(y_{1}(\cdot)\right)-f\left(y_{2}(\cdot)\right)\right)(t) \mid \\
&=\left|\int_{0}^{t} e^{A(t-\tau)} \pi_{c}\left(f\left(y_{1}(\tau)\right)-f\left(y_{2}(\tau)\right)\right) d \tau\right| \\
& \leq K \operatorname{Lip}(f)\left|\int_{0}^{t} e^{\alpha|t-\tau|}\right| y_{1}(\tau)-y_{2}(\tau)|d \tau| \\
& \leq K \operatorname{Lip}(f)\left|\int_{0}^{t} e^{\alpha|t-\tau|} e^{\gamma|\tau|}\left(\sup _{\tau \in \mathbb{R}} e^{-\gamma|\tau|}\left|y_{1}(\tau)-y_{2}(\tau)\right|\right) d \tau\right| \\
& \quad \leq \frac{e^{\gamma|t|}}{\gamma-\alpha} K \operatorname{Lip}(f)\left\|y_{1}-y_{2}\right\|_{\gamma} . \tag{1.21}
\end{align*}
$$

Similarly, we have
$\left|G_{u}\left(f\left(y_{1}(\cdot)\right)\right)(t)-G_{u}\left(f\left(y_{2}(\cdot)\right)\right)(t)\right| \leq \frac{e^{\gamma|t|}}{\beta-\gamma} K \operatorname{Lip}(f)\left\|y_{1}-y_{2}\right\|_{\gamma}$,

$$
\begin{equation*}
\left|G_{s}\left(f\left(y_{1}(\cdot)\right)\right)(t)-G_{s}\left(f\left(y_{2}(\cdot)\right)\right)(t)\right| \leq \frac{e^{\gamma|t|}}{\beta-\gamma} K \operatorname{Lip}(f)\left\|y_{1}-y_{2}\right\|_{\gamma} \tag{1.22}
\end{equation*}
$$

These estimates give

$$
\begin{aligned}
& \sup _{t \in \mathbb{R}} e^{-\gamma|t|}\left|G\left(f\left(y_{1}(\cdot)\right)\right)(t)-G\left(f\left(y_{2}(\cdot)\right)\right)(t)\right| \\
& \quad \leq K\left(\frac{1}{\gamma-\alpha}+\frac{2}{\beta-\gamma}\right) \operatorname{Lip}(f)\left\|y_{1}-y_{2}\right\|_{\gamma} .
\end{aligned}
$$

We choose

$$
\delta_{0}=\frac{1}{3}\left[K\left(\frac{1}{\gamma-\alpha}+\frac{2}{\beta-\gamma}\right)\right]^{-1}
$$

If $\operatorname{Lip}(f)<\delta_{0}$ then

$$
\begin{equation*}
K\left(\frac{1}{\gamma-\alpha}+\frac{2}{\beta-\gamma}\right) \operatorname{Lip}(f)<\frac{1}{3} \tag{1.24}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|G\left(f\left(y_{1}(\cdot)\right)\right)-G\left(f\left(y_{2}(\cdot)\right)\right)\right\|_{\gamma} \leq \frac{1}{3}\left\|y_{1}-y_{2}\right\|_{\gamma} \tag{1.25}
\end{equation*}
$$

Thus, for any $\xi \in E_{c}$, by (1.20), we have

$$
\begin{equation*}
\left\|J\left(\xi, y_{1}\right)-J\left(\xi, y_{2}\right)\right\|_{\gamma} \leq \frac{1}{3}\left\|y_{1}-y_{2}\right\|_{\gamma} \tag{1.26}
\end{equation*}
$$

as long as $\operatorname{Lip}(f)<\delta_{0}$.
By the Uniform Contraction Mapping Theorem, $J(\xi, \cdot)$ has a unique fixed point $y=x^{*}(t, \xi)$ for each $\xi \in E_{c}$.

Lemma 1.8. If $\operatorname{Lip}(f)<\delta_{0}$, then there exists a unique Lipschitz function $\psi \in C_{b}^{0}\left(E_{c}, E_{h}\right)$ such that

$$
W^{c}=\left\{x_{c}+\psi\left(x_{c}\right) \mid x_{c} \in E_{c}\right\}
$$

Proof. By Lemmas 1.7 and 1.6, (1.8) has a unique solution $x^{*}(t, \xi)=$ $\tilde{x}\left(t, x^{*}(0, \xi)\right)$, for any $\xi \in E_{c}$. By Lemma 1.6,

$$
W^{c}=\left\{x^{*}(0, \xi) \mid \xi \in E_{c}\right\}
$$

Note that

$$
x^{*}(0, \xi)=J\left(\xi, x^{*}(\cdot, \xi)\right)(0)=\xi+\psi(\xi), \quad \xi \in E_{c}
$$

where

$$
\begin{equation*}
\psi(\xi)=\int_{\infty}^{t} e^{-A \tau} \pi_{u} f\left(x^{*}(\tau, \xi)\right) d \tau+\int_{-\infty}^{0} e^{-A \tau} \pi_{s} f\left(x^{*}(\tau, \xi)\right) d \tau \tag{1.27}
\end{equation*}
$$

We need to prove the boundedness and Lipschitz continuity of $\psi$.

From (1.5) it follows that

$$
\begin{align*}
\left|\int_{\infty}^{0} e^{-A \tau} \pi_{u} f\left(x^{*}(\tau, \xi)\right) d \tau\right| & =\left|\int_{-\infty}^{0} e^{A \tau} \pi_{u} f\left(x^{*}(-\tau, \xi)\right) d \tau\right| \\
& \leq K\|f\|_{C^{0}} \int_{-\infty}^{0} e^{\beta \tau} d \tau=\frac{K}{\beta}\|f\|_{C^{0}}<\infty \tag{1.28}
\end{align*}
$$

since $f \in C_{b}^{0}\left(\mathbb{R}^{n}\right)$. Similarly,

$$
\begin{equation*}
\left|\int_{-\infty}^{0} e^{-A \tau} \pi_{s} f\left(x^{*}(\tau, \xi)\right) d \tau\right|<\infty \tag{1.29}
\end{equation*}
$$

Hence $\psi$ is bounded.
In (1.22) and (1.23), we take $y_{1}(t)=x^{*}(t, \xi)$ and $y_{2}(t)=x^{*}(t, \hat{\xi})$, $\xi, \hat{\xi} \in E_{c}$, and then using the condition (1.24) and letting $t=0$, we obtain

$$
\begin{equation*}
|\psi(\xi)-\psi(\hat{\xi})| \leq \frac{1}{3}\left\|x^{*}(\cdot, \xi)-x^{*}(\cdot, \hat{\xi})\right\|_{\gamma} \tag{1.30}
\end{equation*}
$$

On the other hand, for $\xi, \hat{\xi} \in E_{c}$

$$
\begin{aligned}
& \left|x^{*}(t, \xi)-x^{*}(t, \hat{\xi})\right| \\
& \quad=\left|J\left(\xi, x^{*}(\cdot, \xi)\right)(t)-J\left(\hat{\xi}, x^{*}(\cdot, \hat{\xi})\right)(t)\right| \\
& \quad \leq|F(\xi-\hat{\xi})(t)|+\left|G\left(f\left(x^{*}(\cdot, \xi)\right)\right)(t)-G\left(f\left(x^{*}(\cdot, \hat{\xi})\right)\right)(t)\right|
\end{aligned}
$$

Using (1.5) and (1.25), respectively, we have

$$
\begin{aligned}
& \left\|x^{*}(\cdot, \xi)-x^{*}(\cdot, \hat{\xi})\right\|_{\gamma} \\
& \quad \leq K e^{-(\gamma-\alpha)|t|}|\xi-\hat{\xi}|+\frac{1}{3}\left\|x^{*}(\cdot, \xi)-x^{*}(\cdot, \hat{\xi})\right\|_{\gamma}
\end{aligned}
$$

whence,

$$
\begin{equation*}
\left\|x^{*}(\cdot, \xi)-x^{*}(\cdot, \hat{\xi})\right\|_{\gamma} \leq \frac{3 K}{2}|\xi-\hat{\xi}| \tag{1.31}
\end{equation*}
$$

From (1.30) and (1.31) we have finally that

$$
\begin{equation*}
|\psi(\xi)-\psi(\hat{\xi})| \leq \frac{K}{2}|\xi-\hat{\xi}| \quad \text { for } \xi, \hat{\xi} \in E_{c} \tag{1.32}
\end{equation*}
$$

Thus the lemma is proved.

Remark 1.9. By the definition of $C_{\gamma}$, we can rewrite (1.31) as

$$
\begin{equation*}
\left|x^{*}(t, \xi)-x^{*}(t, \hat{\xi})\right| \leq e^{\gamma|t|} \frac{3 K}{2}|\xi-\hat{\xi}| \tag{1.33}
\end{equation*}
$$

for any $\gamma \in(\alpha, \beta), \xi, \hat{\xi} \in E_{c}$ and all $t \in \mathbb{R}$.

Proof of Theorem 1.1. Since $\tilde{x}\left(t_{1}, \tilde{x}\left(t_{2}, x\right)\right)=\tilde{x}\left(t_{1}+t_{2}, x\right)$, the set $W^{c}$ defined by (1.2) is invariant under (1.1). The remaining conclusions in (i) are proved in Lemma 1.8.

Now we prove the uniqueness of $\phi$ in (ii). Suppose $\phi \in C_{b}^{0}\left(E_{c}, E_{h}\right)$ and $M_{\phi}$ defined by (1.4) is invariant under (1.1). Then $\tilde{x}\left(t, x_{c}+\right.$ $\left.\phi\left(x_{c}\right)\right) \in M_{\phi}$ for all $t \in \mathbb{R}$ and any $x_{c} \in E_{c}$. By the definition of $M_{\phi}$, it follows that

$$
\pi_{h} \tilde{x}\left(t, x_{c}+\phi\left(x_{c}\right)\right)=\phi\left(\pi_{c} \tilde{x}\left(t, x_{c}+\phi\left(x_{c}\right)\right)\right) .
$$

Since $\phi \in C_{b}^{0}\left(E_{c}, E_{h}\right)$, the boundedness of $\phi$ implies the boundedness of $\pi_{h} \tilde{x}\left(t, x_{c}+\phi\left(x_{c}\right)\right.$ ), and hence, by the definition (1.2), $x_{c}+$ $\phi\left(x_{c}\right) \in W^{c}$ for any $x_{c} \in E_{c}$. In Lemma 1.8 we have proved that such a $\phi$ is unique. Hence $\phi=\psi$, and $M_{\phi}=W^{c}$.

### 1.2 Smoothness of the Global Center Manifolds

We have proved the existence and uniqueness of the global center manifolds $W^{c}$ under the conditions $f \in C_{b}^{0,1}\left(\mathbb{R}^{n}\right)$ and $\operatorname{Lip}(f)$ is sufficiently small. If, in addition, $f \in C_{b}^{k}\left(\mathbb{R}^{n}\right)$ for some $k \geq 1$, then we will show that $W^{c}$ is smooth. The main result of this section is the following theorem.

Theorem 2.1. Suppose $f \in C_{b}^{k}\left(\mathbb{R}^{n}\right)$ for some $k \geq 1, f(0)=0$ and $D f(0)$ $=0$. Then there is a number $\delta_{k}>0$ such that if $\|D f\|<\delta_{k}$, the unique global center manifold $W^{c}$ is of class $C^{k}$, that is, $\psi \in C_{b}^{k}\left(E_{c}, E_{h}\right)$, where $\psi$ is given by (1.27) and is related to $W^{c}$ by (1.3). Moreover, $\operatorname{Lip}(\psi)<$ $1, \psi(0)=0$ and $D \psi(0)=0$. Furthermore, if $\hat{x} \in W^{c}$ and $\tilde{x}_{c}(t):=$ $\pi_{c} \tilde{x}(t, \hat{x})$, then $\tilde{x}_{c}(t)$ satisfies the following equation

$$
\begin{equation*}
\dot{x}_{c}=A x_{c}+\pi_{c} f\left(x_{c}+\psi\left(x_{c}\right)\right), \quad x_{c} \in E_{c} . \tag{2.1}
\end{equation*}
$$

We will prove this theorem by induction on $k$, and consider first the case $k=1$.
We remark here that if $\sigma>0$, then $C_{\gamma} \subset C_{\gamma+\sigma}$ and $\|x\|_{\gamma+\sigma} \leq\|x\|_{\gamma}$. Hence, there exists a continuous inclusion from $C_{\gamma}$ into $C_{\gamma+\sigma}$. The choices of spaces $\left\{C_{\eta}\right\}$ for different $\eta$ in the following discussion are very important.
To prove $\psi \in C^{1}$, by (1.27), we need to prove first that $x^{*}(t, \xi) \in C^{1}$ with respect to $\xi \in E_{c}$. Since $x^{*}(t, \xi)$ is the unique solution of (1.8), we have

$$
\begin{equation*}
x^{*}(t, \xi)=e^{A t} \xi+G\left(f\left(x^{*}(\cdot, \xi)\right)\right)(t) \tag{2.2}
\end{equation*}
$$

where $G$ is defined in (1.18).

Lemma 2.2. Suppose that $f \in C_{b}^{1}\left(\mathbb{R}^{n}\right),\|D f\|<\delta_{0}$. Then there exists a number $\sigma>0$ such that the map $\xi \rightarrow x^{*}(\cdot, \xi)$ from $E_{c}$ to $C_{\gamma+\sigma}$, is differentiable.

Proof. Let

$$
\begin{equation*}
u(t, \xi, \hat{\xi})=x^{*}(t, \xi)-x^{*}(t, \hat{\xi}), \quad \xi, \hat{\xi} \in E_{c} \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
f^{*}(t, \xi, \hat{\xi})=f\left(x^{*}(t, \xi)\right)-f\left(x^{*}(t, \hat{\xi})\right)-D f\left(x^{*}(t, \hat{\xi})\right) u(t, \xi, \hat{\xi}) . \tag{2.4}
\end{equation*}
$$

Define

$$
\begin{equation*}
L(u(\cdot, \xi, \hat{\xi}))=G\left(D f\left(x^{*}(\cdot, \hat{\xi})\right) u(\cdot, \xi, \hat{\xi})\right) \tag{2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
N(u(\cdot, \xi, \hat{\xi}))=G\left(f^{*}(\cdot, \xi, \hat{\xi})\right) \tag{2.6}
\end{equation*}
$$

Then we obtain from (2.2) that

$$
\begin{equation*}
(I-L)(u(\cdot, \xi, \hat{\xi}))=F(\xi-\hat{\xi})+N(u(\cdot, \xi, \hat{\xi})) \tag{2.7}
\end{equation*}
$$

where $I$ is the identity operator and $F$ is defined in (1.17). Obviously, $F$ is a bounded linear operator. If we replace $\left(f\left(y_{1}\right)-f\left(y_{2}\right)\right)$ by $D f\left(x^{*}(t, \hat{\xi})\right) u(t, \xi, \hat{\xi})$ and replace $\operatorname{Lip}(f)$ by $\|D f\|$ in (1.21)-(1.24), then instead of (1.25) we can obtain

$$
\begin{equation*}
\|L(u(\cdot, \xi, \hat{\xi}))\|_{\gamma} \leq \frac{1}{3}\|u(\cdot, \xi, \hat{\xi})\|_{\gamma} . \tag{2.8}
\end{equation*}
$$

This implies the norm of $L$, as an operator from $C_{\gamma}$ to $C_{\gamma}$, satisfies

$$
\|L\| \leq \frac{1}{3} .
$$

Hence $(I-L)^{-1}$ exists and is bounded, and (2.7) can be written as

$$
\begin{equation*}
u(\cdot, \xi, \hat{\xi})=(I-L)^{-1} F(\xi-\hat{\xi})+(I-L)^{-1} N(u(\cdot, \xi, \hat{\xi})) \tag{2.9}
\end{equation*}
$$

We will prove that there exists a $\sigma>0$ such that

$$
\begin{equation*}
\|N(u(\cdot, \xi, \hat{\xi}))\|_{\gamma+\sigma}=o(|\xi-\hat{\xi}|) \quad \text { as } \xi \rightarrow \hat{\xi} \tag{2.10}
\end{equation*}
$$

Hence, by the definition of a derivative, the map $\xi \mapsto x^{*}(\cdot, \xi): E_{c} \rightarrow$ $C_{\gamma+\sigma}$ is differentiable.

It is obvious that if $\sigma>0$ is sufficiently small, and we replace $\gamma$ by $\gamma+\sigma$ (in some cases later, we need to replace $\gamma$ by $\gamma+k \sigma$ for some integer $k>0$ ), then (1.6) and (1.24) still hold. We fix such a number $\sigma$.

We will prove that for every small $\epsilon>0$, there exists a $\mu>0$ such that if $|\xi-\hat{\xi}| \leq \mu, \xi, \hat{\xi} \in E_{c}$, then

$$
\begin{equation*}
\sup _{t \in \mathbb{R}} e^{-(\gamma+\sigma)|t|}|N(u(\cdot, \xi, \hat{\xi}))(t)| \leq \epsilon|\xi-\hat{\xi}| . \tag{2.11}
\end{equation*}
$$

From (2.6) and (2.4) we have

$$
\begin{equation*}
N(u(\cdot, \xi, \hat{\xi}))(t)=N_{c}+N_{u}+N_{s}, \tag{2.12}
\end{equation*}
$$

where

$$
\begin{align*}
& N_{c}=G_{c}\left(f^{*}(\cdot, \xi, \hat{\xi})\right)(t), \\
& N_{u}=G_{u}\left(f^{*}(\cdot, \xi, \hat{\xi})\right)(t),  \tag{2.13}\\
& N_{s}=G_{s}\left(f^{*}(\cdot, \xi, \hat{\xi})\right)(t) .
\end{align*}
$$

We will find an estimate only for $N_{c}$, since it is similar for $N_{u}$ and $N_{s}$.
Choose $T>0$ so large that

$$
\begin{equation*}
\frac{3 K^{2}}{\gamma-\alpha}\|D f\| e^{-\sigma T}<\frac{\epsilon}{6} \tag{2.14}
\end{equation*}
$$

where the constants $\alpha$ and $K$ are the same as in (1.5).
We consider two cases:
(i) $|t| \leq T$.

Without loss of generality, we assume $0 \leq t \leq T$. By (2.13), (2.4) and (1.31), we have

$$
\begin{align*}
&\left|N_{c}\right|= \mid \int_{0}^{t} e^{A(t-\tau)} \pi_{c}\left[f\left(x^{*}(\tau, \xi)\right)-f\left(x^{*}(\tau, \hat{\xi})\right)\right. \\
&\left.\quad-D f\left(x^{*}(\tau, \hat{\xi})\right)\left(x^{*}(\tau, \xi)-x^{*}(\tau, \hat{\xi})\right)\right] d \tau \mid \\
& \leq \mid \int_{0}^{t} e^{A(t-\tau)} \pi_{c}\left(\int _ { 0 } ^ { 1 } \left[D f\left(\lambda x^{*}(\tau, \xi)+(1-\lambda) x^{*}(\tau, \hat{\xi})\right)\right.\right. \\
&\left.\left.\quad-D f\left(x^{*}(\tau, \hat{\xi})\right)\right] d \lambda\right)\left(x^{*}(\tau, \xi)-x^{*}(\tau, \hat{\xi})\right) d \tau \mid \\
& \leq \frac{3 K^{2}}{2} e^{\alpha|\tau|}|\xi-\hat{\xi}| \int_{0}^{|t|} e^{(\gamma-\alpha) \tau} \\
& \times\left(\int_{0}^{1}\left|D f\left(\lambda x^{*}(\tau, \xi)+(1-\lambda) x^{*}(\tau, \hat{\xi})\right)-D f\left(x^{*}(\tau, \hat{\xi})\right)\right| d \lambda\right) d \tau \\
& \leq \left.\frac{3 K^{2}}{2} e^{\gamma|\tau|}|\xi-\hat{\xi}| \int_{0}^{T} \int_{0}^{1} \right\rvert\, D f\left(\lambda x^{*}(\tau, \xi)+(1-\lambda) x^{*}(\tau, \hat{\xi})\right) \\
& \leq \tag{2.15}
\end{align*}
$$

Since $f \in C_{b}^{1}\left(\mathbb{R}^{n}\right)$ and the last integral is taken over a compact region $[0, T] \times[0,1] \subset \mathbb{R}^{2}$, there exists a $\mu_{1}>0$ such that if $|\xi-\hat{\xi}| \leq \mu_{1}$ then

$$
\begin{equation*}
\sup _{|t| \leq T} e^{-(\gamma+\sigma)|t|}\left|N_{c}\right| \leq \frac{\epsilon}{3}|\xi-\hat{\xi}| . \tag{2.16}
\end{equation*}
$$

(ii) $|t|>T$.

Without loss of generality, we assume $t>T$, and let $N_{c}=N_{c}^{(1)}+N_{c}^{(2)}$, where
$N_{c}^{(1)}=\int_{0}^{T} e^{A(t-\tau)} \pi_{c} f^{*}(\tau, \xi, \hat{\xi}) d \tau, \quad N_{c}^{(2)}=\int_{T}^{t} e^{A(t-\tau)} \pi_{c} f^{*}(\tau, \xi, \hat{\xi}) d \tau$.
Similarly to (2.15) and (2.16), there exists a $\mu_{2}>0$ such that if $|\xi-\hat{\xi}|$ $<\mu_{2}$, then

$$
\begin{equation*}
\sup _{|t|>T} e^{-(\gamma+\sigma) t t \mid}\left|N_{c}^{(1)}\right| \leq \frac{\epsilon}{6}|\xi-\hat{\xi}| . \tag{2.17}
\end{equation*}
$$

Using (2.4) and (1.5) we have

$$
\begin{aligned}
\left|N_{c}^{(2)}\right| & =\left|\int_{T}^{t} e^{A(t-\tau)} \pi_{c} f^{*}(\tau, \xi, \hat{\xi}) d \tau\right| \\
& \leq K \int_{T}^{t} e^{\alpha(t-\tau)}\left(2\|D f\|\left|x^{*}(\tau, \xi)-x^{*}(\tau, \hat{\xi})\right|\right) d \tau
\end{aligned}
$$

From (1.33) it follows that

$$
\begin{equation*}
\left|x^{*}(\tau, \xi)-x^{*}(\tau, \hat{\xi})\right| \leq \frac{3 K}{2} e^{\gamma \tau}|\xi-\hat{\xi}| . \tag{2.18}
\end{equation*}
$$

Hence

$$
\left|N_{c}^{(2)}\right| \leq 3 K^{2}\|D f\||\xi-\hat{\xi}| \int_{T}^{t} e^{\alpha t} e^{(\gamma-\alpha) \tau} d \tau \leq 3 K^{2}\|D f\||\xi-\hat{\xi}| \frac{1}{\gamma-\alpha} e^{\gamma t} .
$$

From the above estimate and condition (2.14) we obtain

$$
\begin{equation*}
\sup _{|t|>T} e^{-(\gamma+\sigma)|t|}\left|N_{c}^{(2)}\right| \leq \frac{3 K^{2}}{\gamma-\alpha}\|D f\| e^{-\sigma T}|\xi-\hat{\xi}|<\frac{\epsilon}{6}|\xi-\hat{\xi}| . \tag{2.19}
\end{equation*}
$$

We choose $\mu_{c}=\min \left(\mu_{1}, \mu_{2}\right)$. If $|\xi-\hat{\xi}|<\mu_{c}$ then (2.16), (2.17) and (2.19) give

$$
\left\|N_{c}\right\|_{\gamma+\sigma} \leq \frac{\epsilon}{3}|\xi-\hat{\xi}| .
$$

Similarly, we can find $\mu_{u}$ and $\mu_{s}$ such that

$$
\left\|N_{u}\right\|_{\gamma+\sigma} \leq \frac{\epsilon}{3}|\xi-\hat{\xi}| \quad \text { when }|\xi-\hat{\xi}| \leq \mu_{u}
$$

and

$$
\left\|N_{s}\right\|_{\gamma+\sigma} \leq \frac{\epsilon}{3}|\xi-\hat{\xi}| \quad \text { when }|\xi-\hat{\xi}| \leq \mu_{s} .
$$

Let $\mu=\min \left(\mu_{c}, \mu_{u}, \mu_{s}\right)$. If $|\xi-\hat{\xi}| \leq \mu$ and $\xi, \hat{\xi} \in E_{c}$ then (2.11) holds, and hence (2.10) holds.

The following lemma gives a more general result which will be used repeatedly in the rest of this section.

Lemma 2.3. Suppose that $E$ is a Euclidean space with norm $\|\cdot\|_{E}$ and, for each $y \in E$, the map $y \rightarrow g(\cdot, y)$ from $E$ to $C_{\rho}$ for some $\rho \in(\alpha, \beta)$ satisfies
(i) $g(t, y)$ is continuous in $(t, y) \in \mathbb{R} \times E$;
(ii) $\|g(\cdot, y)\|_{\rho} \leq M$ for some constant $M>0$, where $M$ is independent of $y$.
Then for any $\zeta \in(\rho, \beta)$ and $y_{0} \in E$, we have

$$
\lim _{\left\|y-y_{0}\right\|_{E} \rightarrow 0}\left\|G(g(\cdot, y))-G\left(g\left(\cdot, y_{0}\right)\right)\right\|_{\zeta}=0
$$

where $G: C_{\rho} \rightarrow C_{\zeta}$ is defined in (1.18).

Proof. This lemma can be proved by using the same arguments as in the proof of Lemma 2.2. For a given small $\epsilon>0$, we find a $T>0$ such that $M e^{-(\zeta-\rho) T}<\epsilon / 6$. Then divide the integrals in $G$ into two parts $G^{(1)}$ and $G^{(2)}$. For the noncompact part $|t| \geq T$, we use condition (ii) and the continuous inclusion from $C_{\rho}$ to $C_{\zeta}$ to get $\| G^{(1)}(g(\cdot, y)-$
$\left.g\left(\cdot, y_{0}\right)\right) \|_{\zeta} \leq \epsilon / 2$; for the compact part $|t| \leq T$, we use the uniform continuity of $g(t, y)$ (condition (i)) to find a $\mu>0$ such that if $\left|y-y_{0}\right|<\mu$ then $\left\|G^{(2)}\left(g(\cdot, y)-g\left(\cdot, y_{0}\right)\right)\right\|_{\zeta} \leq \epsilon / 2$.

We have proved that under the hypothesis of Lemma 2.2, $x^{*}(\cdot, \xi)$, as a mapping from $E_{c}$ to $C_{\gamma+\sigma}$, is differentiable.

It is known that

$$
\begin{equation*}
D_{\xi} x^{*}(t, \xi) \eta=\lim _{\lambda \rightarrow 0} \frac{x^{*}(t, \xi+\lambda \eta)-x^{*}(t, \xi)}{\lambda} \tag{2.20}
\end{equation*}
$$

Note that for each $\xi \in E_{c}, D_{\xi} x^{*}(\cdot, \xi)$ is a linear mapping from $T_{\xi} E_{c}=$ $E_{c}$ to $T_{x^{*}(, \xi)} C_{\gamma+\sigma}=C_{\gamma+\sigma}$, where $T_{\xi} E_{c}$ and $T_{x^{*}(, \xi)} C_{\gamma+\sigma}$ are the tangent spaces of $E_{c}$ and $C_{\gamma+\sigma}$ at $\xi$ and $x^{*}(\cdot, \xi)$, respectively. For all $\xi \in E_{c}$, we consider $D_{\xi} x^{*}(\cdot, \xi)$ as a mapping from $E_{c}$ to $\mathscr{L}\left(E_{c}, C_{\gamma+\sigma}\right)$. We will show in the next two lemmas that $D_{\xi} x^{*}(\cdot, \xi)$, as a mapping from $E_{c}$ to $\mathscr{L}\left(E_{c}, C_{\gamma+3 \sigma}\right)$, is continuous in $\xi \in E_{c}$.

Lemma 2.4. Suppose that $f \in C_{b}^{1}\left(\mathbb{R}^{n}\right)$ and $\|D f\|<\delta_{0}$. Then the map $\xi \mapsto D_{\xi} x^{*}(\cdot, \xi): E_{c} \rightarrow \mathscr{L}\left(E_{c}, C_{\gamma+2 \sigma}\right)$ satisfies the following integral equation

$$
\begin{equation*}
v(t) \eta=e^{A t} \eta+G\left(D f\left(x^{*}(\cdot, \xi)\right) v(\cdot) \eta\right)(t), \quad \forall \eta \in E_{c}, \quad t \in \mathbb{R} \tag{2.21}
\end{equation*}
$$

where $G: C_{\gamma+\sigma} \rightarrow C_{\gamma+2 \sigma}$ is defined in (1.18).

Proof. Let $\xi, \eta \in E_{c}$ be fixed, $\lambda \neq 0$, and

$$
\begin{equation*}
g(t, \lambda)=\frac{x^{*}(t, \xi+\lambda \eta)-x^{*}(t, \xi)}{\lambda} \tag{2.22}
\end{equation*}
$$

Since $\lim _{\lambda \rightarrow 0}(g(t, \lambda))_{\gamma+\sigma}=D_{\xi} x^{*}(t, \xi) \eta$ exists (Lemma 2.2) and $x^{*}(\cdot, \xi)$ is Lipschitz continuous in $\xi$ in $C_{\gamma}$-norm (see (1.31)), $g(t, \lambda)$ is continuous in $(t, \lambda) \in \mathbb{R} \times \mathbb{R}$. From (2.2) we have for $\lambda \neq 0$,

$$
\begin{equation*}
g(t, \lambda)=e^{A t} \eta+G(h(\cdot, \lambda))(t) \tag{2.23}
\end{equation*}
$$

where

$$
\begin{aligned}
h(t, \lambda) & =\frac{f\left(x^{*}(t, \xi+\lambda \eta)\right)-f\left(x^{*}(t, \xi)\right)}{\lambda} \\
& =\left(\int_{0}^{1} D f\left(\theta x^{*}(t, \xi+\lambda \eta)+(1-\theta) x^{*}(t, \xi)\right) d \theta\right) g(t, \lambda)
\end{aligned}
$$

To prove Lemma 2.4, we need to take limits on both sides of (2.23) in $C_{\gamma+\sigma}$, and show that as $\lambda \rightarrow 0$,

$$
G(h(\cdot, \lambda)) \rightarrow G(h(\cdot, 0)) \quad \text { in } C_{\gamma+2 \sigma} .
$$

In fact, the continuity of $h(t, \lambda)$ comes from the continuity of $g(t, \lambda)$ and $f \in C_{b}^{1}\left(\mathbb{R}^{n}\right)$. By (2.22) and (1.31), we have

$$
\|h(\cdot, \lambda)\|_{\gamma+\sigma} \leq\|h(\cdot, \lambda)\|_{\gamma} \leq \delta_{0} \frac{3 K}{2}|\eta|
$$

Thus the hypotheses of Lemma 2.3 are satisfied.

Lemma 2.5. Suppose $f \in C_{b}^{1}\left(\mathbb{R}^{n}\right)$. Then there exists a number $\delta_{1} \leq \delta_{0}$ such that if $\|D f\|<\delta_{1}$, then the map $\xi \mapsto D_{\xi} x^{*}(\cdot, \xi)$ from $E_{c}$ to $\mathscr{L}\left(E_{c}, C_{\gamma+3 \sigma}\right)$ is continuous in $\xi \in E_{c}$.

Proof. We consider $D_{\xi} x^{*}(\cdot, \xi)$ as a solution of (2.21), and $G$ as a mapping from $C_{\gamma+2 \sigma}$ to $C_{\gamma+3 \sigma}$. Then for any $\eta \in E_{c}$ we have

$$
\begin{align*}
& \left\|\left(D_{\xi} x^{*}(\cdot, \xi)-D_{\xi} x^{*}(\cdot, \hat{\xi})\right) \eta\right\|_{\gamma+3 \sigma} \\
& \leq\left\|G\left[D f\left(x^{*}(\cdot, \xi)\right)\left(D_{\xi} x^{*}(\cdot, \xi)-D_{\xi} x^{*}(\cdot, \hat{\xi})\right) \eta\right]\right\|_{\gamma+3 \sigma} \\
& \quad+\left\|G\left[\left(D f\left(x^{*}(\cdot, \xi)\right)-D f\left(x^{*}(\cdot, \hat{\xi})\right)\right) D_{\xi} x^{*}(\cdot, \hat{\xi}) \eta\right]\right\|_{\gamma+3 \sigma} \tag{2.24}
\end{align*}
$$

Similarly to obtaining the estimate (1.25) (it comes from (1.21), (1.22),
and (1.23)), we can find $\delta_{1}>0, \delta_{1} \leq \delta_{0}$, such that if $\|D f\|<\delta_{1}$, then

$$
\begin{gather*}
\left\|G\left[D f\left(x^{*}(\cdot, \xi)\right)\left(D_{\xi} x^{*}(\cdot, \xi)-D_{\xi} x^{*}(\cdot, \hat{\xi})\right) \eta\right]\right\|_{\gamma+3 \sigma} \\
\quad \leq \frac{1}{3}\left\|\left(D_{\xi} x^{*}(\cdot, \xi)-D_{\xi} x^{*}(\cdot, \hat{\xi})\right) \eta\right\|_{\gamma+3 \sigma} \tag{2.25}
\end{gather*}
$$

Noting $D f\left(x^{*}(t, \xi)\right)$ is continuous in $(t, \xi) \in \mathbb{R} \times E_{c}$, and

$$
\|D f\|<\delta_{1}, \quad\left\|D_{\xi} x^{*}(\cdot, \hat{\xi}) \eta\right\|_{\gamma+2 \sigma} \leq \frac{3 K}{2}|\eta| .
$$

we can use the same argument as in Lemmas 2.2 and 2.3 to find $\mu>0$ such that if $|\xi-\hat{\xi}| \leq \mu$ then

$$
\begin{equation*}
\left\|G\left[D f\left(x^{*}(\cdot, \xi)\right)-D f\left(x^{*}(\cdot, \hat{\xi})\right) D_{\xi} x^{*}(\cdot, \hat{\xi}) \eta\right]\right\|_{\gamma+3 \sigma} \leq \epsilon|\eta| \tag{2.26}
\end{equation*}
$$

From (2.24), (2.25), and (2.26) we obtain finally

$$
\left\|\left(D_{\xi} x^{*}(\cdot, \xi)-D_{\xi} x^{*}(\cdot, \hat{\xi})\right) \eta\right\|_{\gamma+3 \sigma} \leq \frac{3}{2} \epsilon|\eta|
$$

which implies

$$
\left\|D_{\xi} x^{*}(\cdot, \xi)-D_{\xi} x^{*}(\cdot, \hat{\xi})\right\|_{\mathscr{L}\left(E_{c}, c_{\gamma+3 \sigma}\right)} \leq \frac{3}{2} \epsilon
$$

if $|\xi-\hat{\xi}|<\mu$.

Lemma 2.6. Suppose $f \in C_{b}^{1}\left(\mathbb{R}^{n}\right), f(0)=0$, and $D f(0)=0$. Suppose $\|D f\|<\delta_{1}$, where $\delta_{1}$ is given by Lemma 2.4. Then $\psi \in C_{b}^{1}\left(E_{c}, E_{h}\right)$, $\psi(0)=0, D \psi(0)=0, \operatorname{Lip}(\psi)<1$, where $\psi$ is given by (1.27). Furthermore, if $\hat{x} \in W^{c}$ and $\tilde{x}_{c}(t):=\pi_{c} \tilde{x}(t, \hat{x})$, then $\tilde{x}_{c}(t)$ satisfies equation (2.1).

Proof. From Lemma 2.5 we have $D_{\xi} x^{*}(\cdot, \xi) \in C^{0}\left(E_{c}, \mathscr{L}\left(E_{c}, C_{\gamma+3 \sigma}\right)\right)$, and from (1.33) we have

$$
\left|D_{\xi} x^{*}(\tau, \xi) \eta\right| \leq \frac{3 K}{2} e^{\gamma|\tau|}|\eta| \leq \frac{3 K}{2} e^{(\gamma+3 \sigma)|\tau|}|\eta|, \quad \forall \xi, \eta \in E_{c}, \quad \tau \in \mathbb{R} .
$$

This inequality and (1.5) imply that for each $\eta \in E_{c}$ and all $\xi \in E_{c}$

$$
\begin{align*}
& \left|\int_{\infty}^{0} e^{-A \tau} \pi_{u} D f\left(x^{*}(\tau, \xi)\right) D_{\xi} x^{*}(\tau, \xi) \eta d \tau\right| \\
& \quad \leq \frac{3 K^{2} \delta_{1}}{2}|\eta| \int_{-\infty}^{0} e^{[\beta-(\gamma+3 \sigma)] \tau} d \tau \\
& \quad=\frac{3 K^{2} \delta_{1}|\eta|}{2(\beta-(\gamma+3 \sigma))} . \tag{2.27}
\end{align*}
$$

Similarly, for each $\eta \in E_{c}$ and all $\xi \in E_{c}$ we have

$$
\begin{equation*}
\left|\int_{-\infty}^{0} e^{-A \tau} \pi_{s} D f\left(x^{*}(\tau, \xi)\right) D_{\xi} x^{*}(\tau, \xi) \eta d \tau\right| \leq \frac{3 K^{2} \delta_{1}|\eta|}{2(\beta-(\gamma+3 \sigma))} . \tag{2.28}
\end{equation*}
$$

Hence, we can take the derivative under the integral sign with respect to $\xi \in E_{c}$ on the right-hand side of (1.27). This gives for each $\eta \in E_{c}$

$$
\begin{align*}
& D \psi(\xi) \eta=\int_{\infty}^{0} e^{-A \tau} \pi_{u} D f\left(x^{*}(\tau, \xi)\right) D_{\xi} x^{*}(\tau, \xi) \eta d \tau \\
& \quad+\int_{-\infty}^{0} e^{-A \tau} \pi_{s} D f\left(x^{*}(\tau, \xi)\right) D_{\xi} x^{*}(\tau, \xi) \eta d \tau \tag{2.29}
\end{align*}
$$

Moreover, the uniform convergence of the above integrals with respect to $\xi \in E_{c}$ (see (2.27) and (2.28)), and the continuity of $D f, x^{*}(\cdot, \xi)$, and $D_{\xi} x^{*}(\cdot, \xi)$ imply the continuity of $D \psi(\xi)$. From equations (2.27) and (2.28), we obtain the boundedness of $D \psi$. Therefore, $\psi \in C_{b}^{1}\left(E_{c}, E_{h}\right)$.

Since $f(0)=0, D f(0)=0$, by using the uniqueness of solutions of (1.1) with initial conditions, we have

$$
x^{*}(t, 0)=\tilde{x}\left(t, x^{*}(0,0)\right)=\tilde{x}(t, 0)=0,
$$

and by (1.27) and (2.29)

$$
\psi(0)=0 \quad \text { and } \quad D \psi(0)=0
$$

It is obvious from (2.27) and (2.28) that if we choose $\delta_{1}$ small enough, then

$$
\operatorname{Lip}(\psi)<1
$$

Finally for $\hat{x} \in W^{c}$, if we take $\tilde{x}(t, \hat{x})=\xi(t)+\psi(\xi(t))$, where $\xi(t) \in E_{c}$, then

$$
(I+D \psi) \dot{\xi}=A \xi+A \psi(\xi)+f(\xi+\psi(\xi))
$$

Projecting both sides of the above equality onto $E_{c}$, and noting that $\psi$ : $E_{c} \rightarrow E_{h}, D \psi: T E_{c}=E_{c} \rightarrow T E_{h}=E_{h}$, we have

$$
\dot{\xi}=A \xi+\pi_{c} f(\xi+\psi(\xi)), \quad \xi \in E_{c}
$$

and this is equation (2.1).

Proof of Theorem 2.1. The conclusions for the case $k=1$ have been proved in Lemma 2.6. The case $k \geq 2$ is slightly different from the case $k=1$, although the basic arguments are eventually the same. We will prove the case $k=2$; the general case can be obtained by an induction on $k$. In the following we assume $\alpha<\gamma<k \gamma<\beta$ and $\sigma>0$ is sufficiently small.

Suppose that $f \in C_{b}^{2}\left(\mathbb{R}^{n}\right)$. Then by Lemma $2.5, D_{\xi} x^{*}(t, \xi) \in$ $C^{0}\left(E_{c}, \mathscr{L}\left(E_{c}, C_{\gamma+3 \sigma}\right)\right)$. We prove first that $\xi \mapsto D_{\xi} x^{*}(\cdot, \xi)$, as a mapping from $E_{c}$ to $\mathscr{L}\left(E_{c}, C_{2(\gamma+3 \sigma)+\sigma}\right)$, is differentiable. We will use the same idea as in the proof of Lemma 2.2 and consider equation (2.21) instead of (2.2). Let

$$
\begin{aligned}
& v=v(t, \xi, \hat{\xi}, \eta)=D_{\xi} x^{*}(t, \xi) \eta-D_{\xi} x^{*}(t, \hat{\xi}) \eta \\
& \\
& \xi, \hat{\xi}, \eta \in E_{c}, \quad t \in \mathbb{R}
\end{aligned}
$$

and

$$
L(v)=G\left(D f\left(x^{*}(\cdot, \hat{\xi})\right) v(\cdot, \xi, \hat{\xi}, \eta)\right)
$$

Then from (2.21) we obtain

$$
\begin{equation*}
(I-L) v=G(g(\cdot, \xi, \hat{\xi}, \eta)) \tag{2.30}
\end{equation*}
$$

where

$$
\begin{aligned}
& g(t, \xi, \hat{\xi}, \eta) \\
&= D f\left(x^{*}(t, \xi)\right) D_{\xi} x^{*}(t, \xi) \eta \\
&-D f\left(x^{*}(t, \hat{\xi})\right) D_{\xi} x^{*}(t, \hat{\xi}) \eta-D f\left(x^{*}(t, \hat{\xi})\right) v \\
&=\left(D f\left(x^{*}(t, \xi)\right)-D f\left(x^{*}(t, \hat{\xi})\right)\right) D_{\xi} x^{*}(t, \xi) \eta \\
&= {\left[\int_{0}^{1} D^{2} f\left(\theta x^{*}(t, \xi)+(1-\theta) x^{*}(t, \hat{\xi})\right) d \theta\right] } \\
& \times\left\langle\left(x^{*}(t, \xi)-x^{*}(t, \hat{\xi})\right), D_{\xi} x^{*}(t, \xi) \eta\right\rangle \\
&= {\left[\int_{0}^{1} D^{2} f\left(\theta x^{*}(t, \xi)+(1-\theta) x^{*}(t, \hat{\xi})\right) d \theta\right] } \\
& \times\left\langle D_{\xi} x^{*}(t, \xi) \eta,\left[\int_{0}^{1} D_{\xi} x^{*}(t, \theta \xi+(1-\theta) \hat{\xi}) d \theta\right](\xi-\hat{\xi})\right\rangle
\end{aligned}
$$

and $\langle\cdot, \cdot\rangle$ denotes the action of the bilinear map $D^{2} f$. We define the following bilinear form:

$$
\begin{aligned}
B(t, \xi, \hat{\xi})\langle a, b\rangle= & B(t, \xi, \hat{\xi}) a b \\
= & {\left[\int_{0}^{1} D^{2} f\left(\theta x^{*}(t, \xi)+(1-\theta) x^{*}(t, \hat{\xi})\right) d \theta\right] } \\
& \times\left\langle D_{\xi} x^{*}(t, \xi) \cdot a, \int_{0}^{1} D_{\xi} x^{*}(t, \theta \xi+(1-\theta) \hat{\xi}) d \theta \cdot b\right\rangle
\end{aligned}
$$

Thus, (2.30) becomes

$$
\begin{align*}
(I-L)(v)= & G[(B(\cdot, \hat{\xi}, \hat{\xi})) \eta(\xi-\hat{\xi})] \\
& +G[(B(\cdot, \xi, \hat{\xi})-B(\cdot, \hat{\xi}, \hat{\xi})) \eta(\xi-\hat{\xi})] \tag{2.31}
\end{align*}
$$

Hence, in order to prove the differentiability of $D_{\xi} x^{*}(\cdot, \xi)$ (as a
mapping from $E_{c}$ to $\left.\mathscr{L}\left(E_{c}, C_{2(\gamma+3 \sigma)+\sigma}\right)\right)$, we only need to verify the following two facts:
(i) $G(B(\cdot, \hat{\xi}, \hat{\xi})\langle\cdot, \cdot\rangle)$ is a bounded bilinear operator from $E_{c}^{2}$ to $C_{2(\gamma+3 \sigma)+\sigma}$, where $E_{c}^{2}=E_{c} \times E_{c}$;
(ii) $\|G[(B(\cdot, \xi, \hat{\xi})-B(\cdot, \hat{\xi}, \hat{\xi}))\langle\cdot, \cdot\rangle]\|_{\mathscr{L}\left(E_{c}^{2}, c_{2(\gamma+3 \sigma)+\sigma}\right)} \rightarrow 0$ as $|\xi-\hat{\xi}| \rightarrow$ 0.

Note that

$$
B(t, \hat{\xi}, \hat{\xi}) \eta_{1} \eta_{2}=D^{2} f\left(x^{*}(t, \hat{\xi})\right) D_{\xi} x^{*}(t, \hat{\xi}) \eta_{1} \cdot D_{\xi} x^{*}(t, \hat{\xi}) \eta_{2}
$$

For any $\eta_{1}, \eta_{2} \in E_{c}$,

$$
\begin{aligned}
& \left\|G\left(B(\cdot, \hat{\xi}, \hat{\xi}) \eta_{1} \eta_{2}\right)\right\|_{2(\gamma+3 \sigma)+\sigma} \\
& \leq \sup _{t \in \mathbb{R}} e^{-(2(\gamma+3 \sigma)+\sigma)|t|}\|f\|_{C^{2}}\left(\frac{1}{2(\gamma+3 \sigma)-\alpha}+\frac{1}{\beta-(2 \gamma+6 \sigma)}\right) \\
& \quad \cdot\left(\frac{3 K}{2}\right)^{2} e^{2(\gamma+3 \sigma) t}\left|\eta_{1} \| \eta_{2}\right| \\
& \quad \leq M\left|\eta_{1} \| \eta_{2}\right|, \quad \text { for some } M>0
\end{aligned}
$$

Thus, (i) holds. On the other hand, for any $\eta_{1}, \eta_{2} \in E_{c}$, we consider $G\left((h(\cdot, \xi, \hat{\xi})-h(\cdot, \hat{\xi}, \hat{\xi})) \eta_{1} \eta_{2}\right)$ as a mapping from $C_{2(\gamma+3 \sigma)}$ to $C_{2(\gamma+3 \sigma)+\sigma}$, and can prove that

$$
\left\|G(h(\cdot, \xi, \hat{\xi})-h(\cdot, \hat{\xi}, \hat{\xi})) \eta_{1} \eta_{2}\right\|_{2(\gamma+3 \sigma)+\sigma} \rightarrow 0 \quad \text { as }|\xi-\hat{\xi}| \rightarrow 0
$$

by completely the same way as in the proof of Lemma 2.3. Hence (ii) holds.

Similarly to Lemma 2.4 , we can obtain an equation satisfied by $D_{\xi}^{2}\left(x^{*}(\cdot, \xi)\right): E_{c} \rightarrow \mathscr{L}\left(E_{c}^{2}, C_{2(\gamma+3 \sigma)+2 \sigma}\right)$.

In fact, if we let

$$
\tilde{g}(t, \lambda)=\frac{D_{\xi} x^{*}\left(t, \xi+\lambda \eta_{2}\right) \eta_{1}-D_{\xi} x^{*}(t, \xi) \eta_{1}}{\lambda}, \quad \eta_{1}, \eta_{2} \in E_{c}
$$

then

$$
\lim _{\lambda \rightarrow 0} \tilde{g}(t, \lambda)=D_{\xi}^{2} x^{*}(t, \xi) \eta_{1} \eta_{2}
$$

and by (2.21)

$$
\begin{equation*}
\tilde{g}(t, \lambda)=G(\tilde{h}(\cdot, \lambda))(t) \tag{2.32}
\end{equation*}
$$

where

$$
\begin{aligned}
\tilde{h}(t, \lambda)= & \frac{1}{\lambda}\left[D f\left(x^{*}\left(t, \xi+\lambda \eta_{2}\right)\right) D_{\xi} x^{*}\left(t, \xi+\lambda \eta_{2}\right) \eta_{1}\right. \\
& \left.-D f\left(x^{*}(t, \xi)\right) D_{\xi} x^{*}(t, \xi) \eta_{1}\right] \\
= & \frac{1}{\lambda}\left[D f\left(x^{*}\left(t, \xi+\lambda \eta_{2}\right)\right)\right. \\
& \times\left(D_{\xi} x^{*}\left(t, \xi+\lambda \eta_{2}\right) \eta_{1}-D_{\xi} x^{*}(t, \xi) \eta_{1}\right) \\
& \left.+\left(D f\left(x^{*}\left(t, \xi+\lambda \eta_{2}\right)\right)-D f\left(x^{*}(t, \xi)\right)\right) D_{\xi} x^{*}(t, \xi) \eta_{1}\right] \\
= & D f\left(x^{*}\left(t, \xi+\lambda \eta_{2}\right)\right) \tilde{g}(t, \lambda) \\
& +\left(\int_{0}^{1} D^{2} f\left(\theta x^{*}\left(t, \xi+\lambda \eta_{2}\right)+(1-\theta) x^{*}(t, \xi)\right) d \theta\right) \\
& \cdot D_{\xi} x^{*}(t, \xi) \eta_{1}\left(\int_{0}^{1} D_{\xi} x^{*}\left(t, \theta\left(\xi+\lambda \eta_{2}\right)+(1-\theta) \xi\right) d \theta\right) \eta_{2}
\end{aligned}
$$

Using Lemma 2.3 and taking limits on both sides of (2.32), we obtain

$$
\begin{align*}
& D_{\xi}^{2} x^{*}(t, \xi)\left(\eta_{1} \eta_{2}\right)= G\left(D f\left(x^{*}(\cdot, \xi)\right) D_{\xi}^{2} x^{*}(\cdot, \xi) \eta_{1} \eta_{2}\right. \\
&\left.\quad+D^{2} f\left(x^{*}(\cdot, \xi)\right) D_{\xi} x^{*}(\cdot, \xi) \eta_{1} D_{\xi} x^{*}(\cdot, \xi) \eta_{2}\right) \\
&:=G\left(D f\left(x^{*}(\cdot, \xi)\right) D_{\xi}^{2} x^{*}(\cdot, \xi) \eta_{1} \eta_{2}+H_{1}(\cdot, \xi)\right) \tag{2.33}
\end{align*}
$$

As in the proof of Lemma 2.5 , we obtain that there exists a number $\delta_{2}<\delta_{1}$ such that if $\|D f\|<\delta_{2}$, then $D_{\xi}^{2} x^{*}(\cdot, \xi)$ as a mapping from $E_{c}$
to $\mathscr{L}\left(E_{c}^{2}, C_{2(\gamma+3 \sigma)+3 \sigma}\right)$ is continuous in $\xi \in E_{c}$. In fact, the term $e^{A t} \eta$ in (2.21) has no influence in the proof. The only difference is the existence of the additional term $H_{1}(t, \xi)$ in (2.33). But $H_{1}(t, \xi)$ is continuous in $(t, \xi) \in \mathbb{R} \times E_{c}$. Hence, by Lemma 2.3,

$$
\left\|G\left(H_{1}(\cdot, \xi)-H_{1}(\cdot, \hat{\xi})\right)\right\|_{C_{2(\gamma+3 \sigma)+3 \sigma}} \rightarrow 0 \quad \text { as }|\xi-\hat{\xi}| \rightarrow 0
$$

Here we consider $G$ as a mapping from $C_{2(\gamma+3 \sigma)+2 \sigma}$ to $C_{2(\gamma+3 \sigma)+3 \sigma}$.
Finally, by the same reasoning as in Lemma 2.6, we can take the derivative under the integral sign with respect to $\xi$ in (2.29), and obtain
$D^{2} \psi(\xi) \eta_{1} \eta_{2}$

$$
\begin{align*}
= & \int_{\infty}^{0} e^{-A \tau} \pi_{u}\left(D f\left(x^{*}(\tau, \xi)\right) D_{\xi}^{2} x^{*}(\tau, \xi) \eta_{1} \eta_{2}+H_{1}(\tau, \xi)\right) d \tau \\
& +\int_{-\infty}^{0} e^{-A \tau} \pi_{s}\left(D f\left(x^{*}(\tau, \xi)\right) D_{\xi}^{2} x^{*}(\tau, \xi) \eta_{1} \eta_{2}+H_{1}(\tau, \xi)\right) d \tau \tag{2.34}
\end{align*}
$$

where $H_{1}(\tau, \xi)$ is defined in (2.33). Besides, the continuity and boundedness of $D^{2} f, D_{\xi}^{2} x^{*}(t, \xi)$, and $H_{1}(t, \xi)$ imply $\psi \in C_{b}^{2}\left(E_{c}, E_{h}\right)$.

We have just proved Theorem 2.1 for $k=2$. Suppose now the conclusions are true for $k=j \geq 2$, that is:
(1) $D_{\xi}^{j} x^{*}(\cdot, \xi)$ exists as a mapping from $E_{c}$ to $\mathscr{L}\left(E_{c}^{j}\right.$, $\left.C_{j(\gamma+3 \sigma)+(j-2) 3 \sigma+\sigma}\right)$, where $E_{c}^{j}=E_{c} \times E_{c} \times \cdots \times E_{c}(j$ times $)$, and satisfies the equation (as a mapping from $E_{c}$ to $\left.\mathscr{L}\left(E_{c}^{j}, C_{j(\gamma+3 \sigma)+(j-2) 3 \sigma+2 \sigma}\right)\right)$

$$
D_{\xi}^{j} x^{*}(t, \xi)\left(\eta_{1} \cdots \eta_{j}\right)
$$

$$
=G\left(D f\left(x^{*}(\cdot, \xi)\right) D_{\xi}^{j} x^{*}(\cdot, \xi)\left(\eta_{1} \cdots \eta_{j}\right)+H_{j-1}(\cdot, \xi)\right)(t)
$$

$$
\begin{equation*}
\eta_{i} \in E_{c}, \tag{2.35}
\end{equation*}
$$

where $H_{j-1}(t, \xi)$ is a finite sum of terms involving $D f\left(x^{*}(t, \xi)\right), \ldots, D^{j} f\left(x^{*}(t, \xi)\right) ; \quad D_{\xi} x^{*}(t, \xi) \eta_{i} \quad(i=1, \ldots, j-$ 1), $\ldots, D_{\xi}^{j-1} x^{*}(t, \xi)\left(\eta_{1} \cdots \eta_{j-1}\right)$.
(2) There exists a number $\delta_{j}<\delta_{j-1}$ such that if $\|D f\|<\delta_{j}$, then $D_{\xi}^{j} x^{*}(t, \xi)$ as a mapping from $E_{c}$ to $\mathscr{L}\left(E_{c}^{j}, C_{j(\gamma+3 \sigma)+(j-1) 3 \sigma}\right)$ is continuous in $\xi \in E_{c}$, and hence
(3) $\psi \in C_{b}^{j}\left(E_{c}, E_{h}\right)$.

If $f \in C_{b}^{j+1}\left(\mathbb{R}^{n}\right)$, we need to prove the above conclusions are true for $k=j+1$. But the procedure is completely the same as that done for $k=2$. Therefore, Theorem 2.1 is proved.

### 1.3 Local Center Manifolds

In the previous two sections we established the existence, uniqueness, and smoothness of the global center manifolds for equation (1.1). The condition $f \in C_{b}^{k}\left(\mathbb{R}^{n}\right)$ is natural. But the hypothesis $\operatorname{Lip}(f)<\delta_{0}$ (or $\|D f\|<\delta_{0}$ ) for a small $\delta_{0}>0$ is quite strong. If we consider a bifurcation problem only near an equilibrium point of (1.1), then we need a local center manifold. This can be obtained from the global center manifold of a modified equation by using the cut-off technique, and the hypothesis $\|D f\|<\delta_{0}$ will be satisfied automatically since $f(0)=0$ and $D f(0)=0$. Let us discuss this in detail.
We consider a cut-off function $\chi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ with the following properties:
(i) $\chi(x) \in C^{\infty}$;
(ii) $0 \leq \chi(x) \leq 1, \forall x \in \mathbb{R}^{n}$;
(iii) $\chi(x)=1$ if $|x| \leq 1$ and $\chi(x)=0$ if $|x| \geq 2$.

Related to $f(x)$ in (1.1) and for a given $\rho>0$, we define

$$
\begin{equation*}
f_{\rho}(x)=f(x) \chi\left(\frac{x}{\rho}\right), \quad \forall x \in \mathbb{R}^{n} . \tag{3.1}
\end{equation*}
$$

Thus, as a modification of equation (1.1), we consider

$$
\begin{equation*}
\dot{x}=A x+f_{\rho}(x) . \tag{3.2}
\end{equation*}
$$

Obviously, if we restrict $x$ to the domain $|x|<\rho$, then equations (1.1) and (3.2) are the same. The following lemma shows that if we choose $\rho$ sufficiently small, then $\left\|D f_{\rho}\right\|$ can be very small. Hence we can apply the global center manifold theory to (3.2), and get some local results for (1.1).

Lemma 3.1. If $f \in C^{k}\left(\mathbb{R}^{n}\right)$ for some $k \geq 1$, and $f(0)=0$ and $D f(0)=0$, then $f_{\rho}(x) \in C_{b}^{k}\left(\mathbb{R}^{n}\right)$ for a given $\rho>0$, and

$$
\begin{equation*}
\lim _{\rho \rightarrow 0}\left\|D f_{\rho}\right\|=0 \tag{3.3}
\end{equation*}
$$

Proof. Since $f \in C^{k}$ and $\chi \in C^{\infty}, f_{\rho} \in C^{k}$. For a given $\rho>0, f_{\rho}(x)=0$ if $|x| \geq 2 \rho$, whence $f_{\rho} \in C_{b}^{k}\left(\mathbb{R}^{n}\right)$. From (3.1) we have that

$$
D f_{\rho}(x)=D f(x) \cdot \chi\left(\frac{x}{\rho}\right)+\frac{1}{\rho} f(x) \cdot D \chi\left(\frac{x}{\rho}\right) .
$$

Hence,

$$
\begin{equation*}
\left\|D f_{\rho}\right\| \leq \sup _{|x| \leq 2 \rho}|D f(x)|+\frac{1}{\rho}\left\|D_{X}\right\| \sup _{|x| \leq 2 \rho}|f(x)| \tag{3.4}
\end{equation*}
$$

The condition $f(0)=0$ implies $f(x)=\int_{0}^{1} D f((1-\lambda) x) x d \lambda$. This gives

$$
\sup _{|x| \leq 2 \rho}|f(x)| \leq \sup _{|x| \leq 2 \rho}|x|\left(\sup _{|x| \leq 2 \rho}|D f(x)|\right) \leq 2 \rho \sup _{|x| \leq 2 \rho}|D f(x)|
$$

Substituting the above inequality into (3.4), we obtain that

$$
\left\|D f_{\rho}\right\| \leq(1+2\|D \chi\|) \sup _{|x| \leq 2 \rho}|D f(x)|
$$

The desired result (3.3) follows from the above estimate and the condition $D f(0)=0$.

Theorem 3.2. Suppose that $f \in C^{k}\left(\mathbb{R}^{n}\right)$ for some $k \geq 1$, and $f(0)=0$, $D f(0)=0$. Then there exists $\psi \in C_{b}^{k}\left(E_{c}, E_{h}\right)$ and an open neighborhood $\Omega$ of $x=0$ in $\mathbb{R}^{n}$ such that
(i) the manifold

$$
\begin{equation*}
M_{\psi}:=\left\{x_{c}+\psi\left(x_{c}\right) \mid x_{c} \in E_{c}\right\} \tag{3.5}
\end{equation*}
$$

is locally invariant under (1.1). More precisely,

$$
\tilde{x}(t, x) \in M_{\psi}, \quad \forall x \in M_{\psi} \cap \Omega, \quad \forall t \in J_{\Omega}(x)
$$

where $\tilde{x}(t, x)$ is the flow of (1.1) with $\tilde{x}(0, x)=x$, and $J_{\Omega}(x)$ is the maximal interval of existence of the solution $\tilde{x}(\cdot, x)$ with respect to $\Omega$;
(ii) $\psi(0)=0$ and $D \psi(0)=0$;
(iii) if $x \in \Omega$ and $J_{\Omega}(x)=\mathbb{R}$, then $x \in M_{\psi}$.

Proof. Let $\delta_{k}$ be given as in Theorem 2.1. By Lemma 3.1, we can find a $\rho>0$ such that $f_{\rho} \in C_{b}^{k}\left(\mathbb{R}^{n}\right)$ and $\left\|D f_{\rho}\right\|<\delta_{k}$, where $f_{\rho}$ is defined in (3.1). By Theorem 1.1 and Theorem 2.1, we can obtain the global center manifold $M_{\psi}$ of equation (3.2), $M_{\psi}$ is defined by (3.5), $\psi \in C_{b}^{k}\left(\mathbb{R}^{n}\right)$, and $\psi(0)=0, D \psi(0)=0$.

On the other hand, from the properties of the cut-off function $\chi$, we know that the equations (3.2) and (1.1) are the same if $x \in \Omega:=$ $\left\{x \in \mathbb{R}^{n} \mid\|x\|<\rho\right\}$. Thus, the conclusions (i) and (ii) are proved.

We suppose now that $x \in \Omega$ and $J_{\Omega}(x)=\mathbb{R}$. Then $\tilde{x}(t, x) \equiv$ $\tilde{x}_{\rho}(t, x) \subset \Omega, \forall t \in \mathbb{R}$, whence $\sup _{t \in \mathbb{R}}\left|\pi_{h} \tilde{x}(t, x)\right|<\infty$. By (1.2), $x \in M_{\psi}$, and conclusion (iii) follows.

Definition 3.3. If $\phi \in C^{k}\left(E_{c}, E_{h}\right), k \geq 1, \phi(0)=0, D \phi(0)=0$, and $M_{\phi}:=\left\{x_{c}+\phi\left(x_{c}\right) \mid x_{c} \in E_{c}\right\}$ is locally invariant for the flow of (1.1), then $M_{\phi}$ is called a $C^{k}$ local center manifold of (1.1).

Lemma 3.4. Suppose that $f \in C^{1}\left(\mathbb{R}^{n}\right), f(0)=0$, and $D f(0)=0$; and $\phi \in C^{1}\left(E_{c}, E_{h}\right), \quad \phi(0)=0$, and $D \phi(0)=0$. Then $M_{\phi}:=\left\{x_{c}+\right.$ $\left.\phi\left(x_{c}\right) \mid x_{c} \in E_{c}\right\}$ is a local center manifold of (1.1) if and only if there is a neighborhood $\Omega_{c}$ of the origin in $E_{c}$ such that for all $x_{c} \in \Omega_{c}$,

$$
\begin{equation*}
D \phi\left(x_{c}\right) \pi_{c}\left(A x_{c}+f\left(x_{c}+\phi\left(x_{c}\right)\right)\right)=\pi_{h}\left(A \phi\left(x_{c}\right)+f\left(x_{c}+\phi\left(x_{c}\right)\right)\right) \tag{3.6}
\end{equation*}
$$

Proof. Suppose that such an $\Omega_{c}$ exists and (3.6) holds. For each $x_{c} \in \Omega_{c}$, let $\tilde{x}_{c}(t)$ be the solution of the following initial value problem

$$
\dot{\tilde{x}}_{c}=\pi_{c}\left(A \tilde{x}_{c}+f\left(\tilde{x}_{c}+\phi\left(\tilde{x}_{c}\right)\right)\right), \quad \tilde{x}_{c}(0)=x_{c}
$$

and let $\tilde{x}(t)=\tilde{x}_{c}(t)+\phi\left(\tilde{x}_{c}(t)\right)$. It is obvious that $x_{c}(t) \in \Omega_{c}$ if $|t|$ is
sufficiently small. Then by (3.6) we have

$$
\begin{aligned}
\dot{\tilde{x}}(t) & =\left(I+D \phi\left(\tilde{x}_{c}(t)\right)\right) \pi_{c}\left(A \tilde{x}_{c}(t)+f\left(\tilde{x}_{c}(t)+\phi\left(\tilde{x}_{c}(t)\right)\right)\right) \\
& =\left(\pi_{c}+\pi_{h}\right)(A \tilde{x}(t)+f(\tilde{x}(t))), \quad|t| \text { is sufficiently small. }
\end{aligned}
$$

This means $\tilde{x}(t)=\tilde{x}_{c}(t)+\phi\left(\tilde{x}_{c}(t)\right)$ is a solution of (1.1) if $|t|$ is sufficiently small. Hence, $M_{\phi}$ is locally invariant under (1.1), and, by Definition 3.3, it is a local center manifold of (1.1).

Suppose that $M_{\phi}$ is locally invariant under (1.1) in a neighborhood $\Omega$ of the origin in $\mathbb{R}^{n}$. Let $\Omega_{c}$ be an open neighborhood of the origin in $E_{c}$ such that $x_{c}+\phi\left(x_{c}\right) \in \Omega$ if $x_{c} \in \Omega_{c}$. For any $x_{c} \in \Omega_{c}$, let $\tilde{x}(t)=$ $\tilde{x}\left(t, x_{c}+\phi\left(x_{c}\right)\right)$, which is the solution of (1.1) with the initial condition $\tilde{x}(0)=x_{c}+\phi\left(x_{c}\right)$. Then the local invariance of $M_{\phi}$ under (1.1) implies that for $|t|$ sufficiently small we have

$$
\pi_{h} \tilde{x}(t)=\phi\left(\pi_{c} \tilde{x}(t)\right)
$$

Differentiating the above equality with respect to $t$, and using (1.1), we obtain

$$
\pi_{h}(A \tilde{x}(t)+f(\tilde{x}(t)))=D \phi\left(\pi_{c} \tilde{x}(t)\right) \pi_{c}(A \tilde{x}(t)+f(\tilde{x}(t)))
$$

Taking $t=0$ and noting $\phi: E_{c} \rightarrow E_{h}$, we get (3.6).

Theorem 3.2 gives the existence of a local center manifold. But, in general, it is not unique.

Example 3.5. Consider the planar system

$$
\dot{x}=x^{2}, \quad \dot{y}=-y
$$

It is easy to see that $E_{c}=\{(x, 0) \mid x \in \mathbb{R}\}$ and $E_{h}=\{(0, y) \mid y \in \mathbb{R}\}$. Suppose $\phi \in C^{1}\left(E_{c}, E_{h}\right)$ gives the local center manifold $M_{\phi}=\{x+$ $\phi(x) \mid x \in \mathbb{R}\}$. Then by Lemma 3.4, we have

$$
\phi^{\prime}(x) x^{2}=-\phi(x), \quad \phi(0)=\phi^{\prime}(0)=0
$$

Hence

$$
\phi(x)= \begin{cases}\alpha e^{1 / x} & \text { for } x<0 ; \\ 0 & \text { for } x \geq 0,\end{cases}
$$

where $\alpha \in \mathbb{R}$ is a constant. Each different $\alpha$ gives a different $M_{\phi}$. This means that local center manifolds are not unique, even in a sufficiently small neighborhood of the origin.

Fortunately, the nonuniqueness of local center manifolds is not a serious problem when we consider bifurcation phenomena of vector fields. In fact, every local center manifold of (1.1) contains all bounded solutions of (1.1), for example, equilibrium points, periodic orbits, or homoclinic or heteroclinic orbits, provided they stay in a sufficiently small neighborhood of the origin. To show this, we need the following result which says that each local center manifold of (1.1) can be obtained from the global center manifold of a related vector field.

Theorem 3.6. Suppose $f \in C^{k}\left(\mathbb{R}^{n}\right)$ for some $k \geq 1, f(0)=0$ and $D f(0)=0$, and $\phi \in C^{k+1}\left(E_{c}, E_{h}\right)$ defines a local center manifold $M_{\phi}$ of (1.1). Let $\delta \in\left(0, \delta_{0}\right]$, where $\delta_{0}$ is defined in Theorem 1.1. Then there exists a neighborhood $\Omega$ of the origin in $\mathbb{R}^{n}$ and mappings $\tilde{f} \in C_{b}^{k}\left(\mathbb{R}^{n}\right)$ and $\psi \in C_{b}^{k+1}\left(E_{c}, E_{h}\right)$ such that
(i) $f(x)=\tilde{f}(x), \forall x \in \Omega$;
(ii) $\|D \tilde{f}\|<\delta$;
(iii) $M_{\phi} \cap \Omega=M_{\psi} \cap \Omega$,
where $M_{\psi}$ is the unique global center manifold of the following equation

$$
\begin{equation*}
\dot{x}=A x+\tilde{f}(x) . \tag{3.7}
\end{equation*}
$$

Proof. Part (I): a special case. We suppose that $M_{\phi}=E_{c}$ is a local center manifold of (1.1), that is, there exists some neighborhood $\Omega_{1}$ of the origin in $\mathbb{R}^{n}$, such that

$$
\phi\left(x_{c}\right) \equiv 0, \quad \forall x_{c} \in E_{c} \cap \Omega_{1} .
$$

By Lemma 3.4, there exists a $d>0$ such that

$$
\begin{equation*}
\pi_{h} f\left(x_{c}\right) \equiv 0, \quad \forall x_{c} \in E_{c} \quad \text { and } \quad\left\|x_{c}\right\|<d . \tag{3.8}
\end{equation*}
$$

Let $0<\rho<d / 2$, and $\chi \in C^{\infty}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ be a cut-off function. We define

$$
\tilde{f(x)}=f(x) \chi\left(\frac{x}{\rho}\right), \quad \forall x \in \mathbb{R}^{n}
$$

then

$$
\begin{equation*}
\pi_{h} \tilde{f}\left(x_{c}\right)=\left(\pi_{h} f\left(x_{c}\right)\right) \chi\left(\frac{x_{c}}{\rho}\right)=0, \quad \forall x_{c} \in E_{c} \tag{3.9}
\end{equation*}
$$

In fact, if $\left|x_{c}\right|<2 \rho<d$, then $\pi_{h} f\left(x_{c}\right) \equiv 0$ by (3.8); if $\left|x_{c}\right| \geq 2 \rho$, then $\chi\left(x_{c} / \rho\right) \equiv 0$. Lemma 3.4 and (3.9) give the invariance of $E_{c}$ under (3.7). By Lemma 3.1, we can choose $\rho$ so small that $\|D \tilde{f}\|<\delta$. On the other hand, since $\bar{f} \in C_{b}^{k}\left(\mathbb{R}^{n}\right)$ and $\|D \tilde{f}\|<\delta \leq \delta_{0}$, it follows from Theorem 1.1 that (3.7) has a unique global center manifold $M_{0}$. Hence, $M_{0}=E_{c}$. We define $\psi\left(x_{c}\right) \equiv 0$ and $\Omega=\left\{x \in \mathbb{R}^{n}| | x \mid<\rho\right\}$. Hence, $\psi \in C_{b}^{k+1}\left(E_{c}, E_{h}\right)$ and the conclusions (i)-(iii) are satisfied.

Part (II): the general case. Let $\phi \in C^{k+1}\left(E_{c}, E_{h}\right)$, and $M_{\phi}$ is a local center manifold of (1.1). By Lemma 3.4 , we can find some $d_{0}>0$ such that (3.6) holds for $\left|x_{c}\right|<d_{0}$ and $x_{c} \in E_{c}$. Let $d \in\left(0, d_{0}\right)$ and define $\psi \in C_{b}^{k+1}\left(E_{c}, E_{h}\right)$ by

$$
\begin{equation*}
\psi\left(x_{c}\right)=\phi\left(x_{c}\right) \chi\left(\frac{x_{c}}{d}\right), \quad \forall x_{c} \in E_{c} \tag{3.10}
\end{equation*}
$$

We make a transformation

$$
\begin{equation*}
y=x-\psi\left(\pi_{c} x\right):=\Psi(x), \quad \forall x \in \mathbb{R}^{n} \tag{3.11}
\end{equation*}
$$

Then it is easy to verify that
(a) $\Psi\left(M_{\psi}\right)=E_{c}$;
(b) $\Psi^{-1}(y)=y+\psi\left(\pi_{c} y\right), \forall y \in \mathbb{R}^{n}$.

Under the transformation (3.11), (1.1) becomes

$$
\begin{equation*}
\dot{y}=A y+g(y) \tag{3.12}
\end{equation*}
$$

where

$$
\begin{align*}
g(y)= & A \psi\left(\pi_{c} y\right)+f\left(y+\psi\left(\pi_{c} y\right)\right) \\
& -D \psi\left(\pi_{c} y\right) \pi_{c}\left(A y+f\left(y+\psi\left(\pi_{c} y\right)\right)\right) \tag{3.13}
\end{align*}
$$

Since $E_{c}$ is a local center manifold of (3.12) (see the property (a)), the results in Part (I) imply that there exist some $\tilde{g} \in C_{b}^{k}\left(\mathbb{R}^{n}\right)$ and some neighborhood $\tilde{\Omega}$ of the origin in $\mathbb{R}^{n}$ such that

$$
\begin{equation*}
g(y)=\tilde{g}(y), \quad \forall y \in \tilde{\Omega} \tag{3.14}
\end{equation*}
$$

and $E_{c}$ is the unique global center manifold of the equation

$$
\begin{equation*}
\dot{y}=A y+\tilde{g}(y) \tag{3.15}
\end{equation*}
$$

Furthermore, $\|D \tilde{g}\|$ can be smaller than any given positive number. Now if we take the inverse transformation $x=\Psi^{-1}(y)=y+\psi\left(\pi_{c} y\right)$, (3.15) becomes an equation of the form (3.7), where

$$
\begin{align*}
\tilde{f}(x)= & D \psi\left(\pi_{c} x\right) A \pi_{c} x-A \psi\left(\pi_{c} x\right)+\tilde{g}\left(x-\psi\left(\pi_{c} x\right)\right) \\
& +D \psi\left(\pi_{c} x\right) \pi_{c} \tilde{g}\left(x-\psi\left(\pi_{c} x\right)\right) \tag{3.16}
\end{align*}
$$

Since $\tilde{g} \in C_{b}^{k}\left(\mathbb{R}^{n}\right), \psi \in C_{b}^{k+1}\left(E_{c}, E_{h}\right)$, and $\psi$ has bounded support, we have $\tilde{f} \in C_{b}^{k}\left(\mathbb{R}^{n}\right)$. We claim that if we take $\Omega=\Psi^{-1}(\tilde{\Omega})$ and let $\tilde{\Omega}$ be sufficiently small, then the conclusions (i)-(iii) are satisfied.

In fact, $\forall x \in \Omega=\Psi^{-1}(\tilde{\Omega}), y=x-\psi\left(\pi_{c} x\right) \in \tilde{\Omega}$, and hence (3.14) holds. Noting $\psi, D \psi: E_{c} \rightarrow E_{h}$, and substituting (3.13) into (3.16), we obtain $\tilde{f}(x)=f(x)$ for $x \in \Omega$.

Next, by using the following equalities

$$
\begin{aligned}
\psi\left(\pi_{c} x\right) & =\left(\int_{0}^{1} D \psi\left((1-\theta) \pi_{c} x\right) d \theta\right)\left(-\pi_{c} x\right) \\
\tilde{g}\left(x-\psi\left(\pi_{c} x\right)\right) & =\left(\int_{0}^{1} D \tilde{g}\left((1-\theta)\left(x-\psi\left(\pi_{c} x\right)\right)\right) d \theta\right)\left(\psi\left(\pi_{c} x\right)-x\right)
\end{aligned}
$$

we can obtain from (3.16) that

$$
\|D \tilde{f}\| \leq\left(2|A|\left\|\pi_{c}\right\|\right)\|D \psi\|+\left(1+\left\|\pi_{c}\right\|\|D \psi\|\right)^{2}\|D \tilde{g}\| .
$$

By (3.10) and Lemma 3.1, $\|D \psi\| \rightarrow 0$ as $d \rightarrow 0$. Hence we can choose $d$ so small that $\left(2|A|\left\|\pi_{c}\right\|\right)\|D \psi\|<\delta / 2$. Fix such a $d>0$; then $\psi$ and $\tilde{g}$ are well defined. By Part (I), we can choose $\bar{\Omega}$ properly such that $\left(1+\left\|\pi_{c}\right\|\|D \psi\|\right)^{2}\|D \tilde{g}\|<\delta / 2$. Thus, we have $\|D \tilde{f}\|<\delta$.

Finally, from (3.10) it is obvious that $\phi\left(x_{c}\right)=\psi\left(x_{c}\right)$ if $\left|x_{c}\right| \leq d$. Let $\tilde{\Omega}$ be sufficiently small so that $\left|\pi_{c} x\right| \leq d$ if $x \in \Omega$. Hence, $M_{\phi} \cap \Omega=$ $M_{\psi} \cap \Omega$. Since $E_{c}$ is the unique global center manifold of (3.15) and $\Psi^{-1}\left(E_{c}\right)=M_{\psi}, M_{\psi}$ is invariant under (3.7). But $\|D \tilde{f}\|<\delta \leq \delta_{0}$, so by Theorem 1.1, $M_{\psi}$ is the unique global center manifold of (3.7).

Theorem 3.7. Under the assumptions of Theorem 3.6, there exists a bounded neighborhood $\Omega$ of the origin in $\mathbb{R}^{n}$ such that if $x \in \Omega$ and $J_{\Omega}(x)=\mathbb{R}$, then $x \in M_{\phi}$. (For the definition of $J_{\Omega}(x)$, see Theorem 3.2).

Proof. We use Theorem 3.6 with $\delta=\delta_{0}$, and assume that $\Omega$ found by Theorem 3.6 is bounded (otherwise, just shrink it to a bounded one). Suppose that $x \in \Omega$ and $J_{\Omega}(x)=\mathbb{R}$, which means $\tilde{x}(t, x) \in \Omega$ for all $t \in \mathbb{R}$, where $\tilde{x}(t, x)$ is the solution of (1.1) with $\tilde{x}(0, x)=x$. By the conclusion (i) of Theorem 3.6, $\tilde{x}(t, x)$ is a solution of (3.7), and it is globally bounded. By the conclusion (ii), we can use Theorem 1.1, and hence $x \in M_{\psi}$. By the conclusion (iii), $x \in M_{\phi}$.

Remark 3.8. Theorem 3.7 says that if $M_{\phi}$ is a $C^{k}(k \geq 1)$ local center manifold of (1.1), then it must contain all small bounded solutions of (1.1). In particular, $M_{\phi}$ must contain all sufficiently small equilibria, periodic orbits, and homoclinic and heteroclinic orbits.

Theorem 3.9. Suppose that $f \in C^{k}\left(\mathbb{R}^{n}\right)$ for some $k \geq 1, f(0)=0$ and $D f(0)=0$, and $M_{\phi_{1}}$ and $M_{\phi_{2}}$ are two $C^{k+1}$ local center manifolds of (1.1). Then we have

$$
\begin{equation*}
D^{j} \phi_{1}(0)=D^{j} \phi_{2}(0), \quad 1 \leq j \leq k \tag{3.17}
\end{equation*}
$$

Proof. We use Theorem 3.6 for $\phi_{1}$ and $\phi_{2}$ with $\delta=\delta_{k} \leq \delta_{0}$, where $\delta_{0}$ and $\delta_{k}$ are defined in Theorems 1.1 and 2.1, respectively, and they depend only on $A \in \mathscr{L}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$ in (1.1). Then there exist corresponding $\Omega_{i}, \tilde{f_{i}} \in C_{b}^{k}\left(\mathbb{R}^{n}\right)$, and $\psi_{i} \in C_{b}^{k+1}\left(E_{c}, E_{h}\right)$ satisfying the conclusions (i)-(iii) for $i=1$ and 2 , respectively. Let $\Omega=\Omega_{1} \cap \Omega_{2}$; then we have
the following conclusions:
(a) $f(x)=\tilde{f_{1}}(x)=\tilde{f}_{2}(x)$ for $x \in \Omega$;
(b) $\left\|D \tilde{f}_{i}\right\|<\delta=\delta_{k} \leq \delta_{0}$ for $i=1,2$;
(c) $M_{\phi_{i}} \cap \Omega=M_{\psi_{i}} \cap \Omega$ for $i=1,2$,
where $M_{\psi_{i}}$ is the unique global center manifold of the equation

$$
\dot{x}=A x+\tilde{f}_{i}(x)
$$

From (1.27) and the proof of Theorem 2.1 we know that $D^{j} \psi_{i}(0)$ ( $1 \leq j \leq k$ ) is completely determined by $A$ and $\tilde{f_{i}}(x)$ for $x$ in a sufficiently small neighborhood of the origin. Hence, by (a) and (b), $D^{j} \psi_{1}(0)=D^{j} \psi_{2}(0), 1 \leq j \leq k$, and then by (c), $D^{j} \phi_{1}(0)=D^{j} \phi_{2}(0), 1 \leq$ $j \leq k$.

Remark 3.10. The conclusions in Theorem 3.7 and Theorem 3.9 give partial uniqueness of local center manifolds. At the end of the next section we will introduce a new result by Burchard, Deng, and Lu [1] which says that the flows on any two $C^{k+1}$ local center manifolds of (1.1) are locally $C^{k}$ conjugate. Hence, we can choose any local center manifold to study the bifurcation phenomena.

### 1.4 Asymptotic Behavior and Invariant Foliations

In this section we will generalize the results on global center manifolds in Sections 1.1-1.2 to the cases of global center-stable and centerunstable manifolds. Then we will discuss asymptotic behavior of solutions outside these invariant manifolds. This is related to foliations of $\mathbb{R}^{n}$. We will go back to the local situation by using the cut-off technique, as in Section 1.3, and study stability properties of local center manifolds.

Denote

$$
\begin{array}{ll}
\pi_{c u}=\pi_{c}+\pi_{u}, & \pi_{c s}=\pi_{c}+\pi_{s} \\
E_{c u}=E_{c} \oplus E_{u}, & E_{c s}=E_{c} \oplus E_{s}
\end{array}
$$

We now introduce the center-unstable manifold for which the proof of results is completely similar to that in Sections 1.1 and 1.2. Suppose
that the positive numbers $\alpha, \beta$ are determined in Lemma 1.5 , and $\alpha<\gamma<\beta$.

Theorem 4.1. (i) There is a positive number $\delta_{c u}$ such that if $f \in C_{b}^{0,1}\left(\mathbb{R}^{n}\right)$ and $\operatorname{Lip}(f)<\delta_{c u}$, then the set

$$
\begin{align*}
W^{c u} & :=\left\{x \in \mathbb{R}^{n}\left|\sup _{t \leq 0}\right| \pi_{s} \tilde{x}(t, x) \mid<\infty\right\} \\
& =\left\{x \in \mathbb{R}^{n}\left|\sup _{t \leq 0} e^{\gamma t}\right| \tilde{x}(t, x) \mid<\infty\right\} \tag{4.1}
\end{align*}
$$

is invariant under (1.1), and is a Lipschitz submanifold of $\mathbb{R}^{n}$, that is, there exists a unique Lipschitz function $\psi \in C_{b}^{0}\left(E_{c u}, E_{s}\right)$ such that

$$
\begin{equation*}
W^{c u}=\left\{x_{c u}+\psi\left(x_{c u}\right) \mid x_{c u} \in E_{c u}\right\} . \tag{4.2}
\end{equation*}
$$

(ii) If $\phi \in C_{b}^{0}\left(E_{c u}, E_{s}\right)$ and the manifold

$$
\begin{equation*}
M_{\phi}:=\left\{x_{c u}+\phi\left(x_{c u}\right) \mid x_{c u} \in E_{c u}\right\} \tag{4.3}
\end{equation*}
$$

is invariant under (1.1), then $M_{\phi}=W^{c u}, \phi=\psi$.
We say that $W^{c u}$ is the unique global center-unstable manifold of (1.1). Using the same approach of Section 1.2, for any $k \geq 1$, we have the following:

Theorem 4.2. Suppose $f \in C_{b}^{k}\left(\mathbb{R}^{n}\right)$ for some $k \geq 1$. Then there is a number $\delta_{c u}^{k}>0$ such that when $\|D f\|<\delta_{c u}^{k}$, the conclusion of Theorem 4.1 holds with $\psi \in C_{b}^{k}\left(E_{c u}, E_{s}\right)$.

We next consider the existence of global invariant foliations. For $\gamma \in \mathbb{R}$, a Banach space is defined by

$$
C_{\gamma}^{+}=\left\{z \in C^{0}\left(\mathbb{R}, \mathbb{R}^{n}\right)\left|\|z\|_{\gamma}^{+}=\sup _{t \in \mathbb{R}^{+}} e^{\gamma t}\right| z(t) \mid<\infty\right\} .
$$

We fix $\gamma$ such that $\alpha<\gamma \leq k \gamma<\beta$, where $k$ is the positive integer in Theorem 4.2. Suppose that $\tilde{x}(t, \hat{x}), \tilde{x}(t, x)$ are the two solutions of (1.1) satisfying the initial conditions $\tilde{x}(0, \hat{x})=\hat{x}$ and $\tilde{x}(0, x)=x, \hat{x}, x \in \mathbb{R}^{n}$.

We define the set

$$
\begin{equation*}
M_{s}(x)=\left\{\hat{x} \in \mathbb{R}^{n} \mid z(t)=\tilde{x}(t, \hat{x})-\tilde{x}(t, x) \in C_{\gamma}^{+}\right\} \tag{4.4}
\end{equation*}
$$

We call $M_{s}(x)$ the stable leaf of $x \in \mathbb{R}^{n}$.

Theorem 4.3. Suppose $f \in C_{b}^{0,1}\left(\mathbb{R}^{n}\right)$ and $\operatorname{Lip}(f)<\delta_{c u}$. Then there exists a uniformly continuous mapping $J_{s}: \mathbb{R}^{n} \times E_{s} \rightarrow E_{c u}$ such that for each $x \in \mathbb{R}^{n}$ the following conclusions hold:
(i) $M_{s}(x)=\left\{x_{s}+J_{s}\left(x, x_{s}\right) \mid x_{s} \in E_{s}\right\}$ is a Lipschitz manifold;
(ii) $M_{s}(x)$ has a unique intersection point with $W^{c u}$;
(iii) there is a stable foliation of $\mathbb{R}^{n}$ :

$$
\begin{equation*}
\mathbb{R}^{n}=\bigcup_{x \in W^{c u}} M_{s}(x) \tag{4.5}
\end{equation*}
$$

(iv) The foliation is invariant under (1.1), that is,

$$
M_{s}(\tilde{x}(t, x))=\tilde{x}\left(t, M_{s}(x)\right), \quad \forall t>0, \quad \forall x \in \mathbb{R}^{n}
$$

The proof of Theorem 4.3 needs several lemmas.

Lemma 4.4. Suppose $f \in C_{b}^{0,1}\left(\mathbb{R}^{n}\right), \operatorname{Lip}(f)<\delta_{c u}$, and $z(t) \in C_{\gamma}^{+}$. For $x \in \mathbb{R}^{n}, \tilde{x}(\cdot, x)+z$ is a solution of (1.1) if and only if there exists some $x_{s} \in E_{s}$ such that

$$
\begin{align*}
z(t)= & e^{A t} x_{s}+\int_{0}^{t} e^{A(t-\tau)} \pi_{s} \tilde{f}(\tau ; x, z(\tau)) d \tau \\
& +\int_{\infty}^{t} e^{A(t-\tau)} \pi_{c u} \tilde{f}(\tau ; x, z(\tau)) d \tau \tag{4.6}
\end{align*}
$$

where $\tilde{f}: \mathbb{R} \times \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is defined by

$$
\begin{equation*}
\tilde{f}(t ; x, z(t))=f(\tilde{x}(t, x)+z(t))-f(\tilde{x}(t, x)) \tag{4.7}
\end{equation*}
$$

Proof. If $\tilde{x}(\cdot, x)+z$ is a solution of (1.1), then $z$ satisfies the equation

$$
\begin{equation*}
\dot{z}=A z+\tilde{f}(t ; x, z) \tag{4.8}
\end{equation*}
$$

The variation of constants formula gives

$$
\begin{equation*}
z(t)=e^{A\left(t-t_{0}\right)} z\left(t_{0}\right)+\int_{t_{0}}^{t} e^{A(t-\tau)} \tilde{f}(\tau ; x, z(\tau)) d \tau \tag{4.9}
\end{equation*}
$$

Taking $t_{0}=0$ in (4.9) and applying $\pi_{s}$, we have

$$
\begin{equation*}
\pi_{s} z(t)=e^{A t} \pi_{s} z(0)+\int_{0}^{t} e^{A(t-\tau)} \pi_{s} \tilde{f}(\tau ; x, z(\tau)) d \tau \tag{4.10}
\end{equation*}
$$

Since $z(t) \in C_{\gamma}^{+}$we obtain $\lim _{t_{0} \rightarrow \infty} e^{A\left(t-t_{0}\right)} \pi_{c u} z\left(t_{0}\right)=0$. Writing $x_{s}=$ $\pi_{s} z(0)$ and applying $\pi_{c u}$ in (4.9), and then combining it with (4.10), we obtain (4.6).

Conversely, we suppose (4.6) holds. Noting

$$
\begin{equation*}
\tilde{f}(t ; x, z(t))+f(\tilde{x}(t, x))=f(\tilde{x}(t, x)+z(t)) \tag{4.11}
\end{equation*}
$$

we then have

$$
\tilde{x}(t, x)+z(t)=e^{A t}(x+z(0))+\int_{0}^{t} e^{A(t-\tau)} f(\tilde{x}(\tau, x)+z(\tau)) d \tau
$$

This means that $\tilde{x}(t, x)+z(t)$ is a solution of (1.1).

Lemma 4.5. Under the conditions of Lemma 4.4, for each $\left(x, x_{s}\right) \in$ $\mathbb{R}^{n} \times E_{s}$, there exists a unique solution $z=z^{*}\left(x, x_{s}\right) \in C_{\gamma}^{+}$of (4.6) which is uniformly continuous in $\left(x, x_{s}\right) \in \mathbb{R}^{n} \times E_{s}$ such that

$$
\begin{equation*}
M_{s}(x)=\left\{x+z^{*}\left(x, x_{s}\right)(0) \mid x_{s} \in E_{s}\right\} \tag{4.12}
\end{equation*}
$$

Proof. Let $J^{+}: \mathbb{R}^{n} \times E_{s} \times C_{\gamma}^{+} \rightarrow C_{\gamma}^{+}$be defined by

$$
\begin{align*}
J^{+}\left(x, x_{s}, z(\cdot)\right)(t)= & \left.e^{A t} x_{s}+\int_{0}^{t} e^{A(t-\tau)} \pi_{s} \tilde{f( } \tau ; x, z(\tau)\right) d \tau \\
& \left.+\int_{\infty}^{t} e^{A(t-\tau)} \pi_{c u} \tilde{f( } \tau ; x, z(\tau)\right) d \tau \tag{4.13}
\end{align*}
$$

By using a similar estimate as in the proof of Lemma 1.7, for each $z_{1}, z_{2} \in C_{\gamma}^{+}$, we have

$$
\begin{aligned}
& \left\|J^{+}\left(x, x_{s}, z_{1}(\cdot)\right)-J^{+}\left(x, x_{s}, z_{2}(\cdot)\right)\right\|_{\gamma}^{+} \\
& \quad \leq K\left(\frac{1}{\gamma-\alpha}+\frac{2}{\beta-\gamma}\right) \operatorname{Lip}(f)\left\|z_{1}-z_{2}\right\|_{\gamma}^{+} .
\end{aligned}
$$

Hence, there is a $\delta_{c u}>0$ such that if $\operatorname{Lip}(f)<\delta_{c u}$, then

$$
\left\|J^{+}\left(x, x_{s}, z_{1}(\cdot)\right)-J^{+}\left(x, x_{s}, z_{2}(\cdot)\right)\right\|_{\gamma}^{+}<\frac{1}{3}\left\|z_{1}-z_{2}\right\|_{\gamma}^{+} .
$$

Therefore, it follows from the Uniform Contraction Mapping Theorem that for each $\left(x, x_{s}\right) \in \mathbb{R}^{n} \times E_{s}, J^{+}\left(x, x_{s}, z(\cdot)\right)$ has a unique fixed point $z=z^{*}\left(x, x_{s}\right)(\cdot) \in C_{r}^{+}$, which is the unique solution of (4.6). Since for fixed $x, J^{+}(x, \cdot, \cdot)$ is Lipschitz in $x_{s}$ and $z(\cdot), z^{*}\left(x, x_{s}\right)$ is Lipschitz in $x_{s}$. By Lemma 4.4, $\tilde{x}(t, x)+z^{*}\left(x, x_{s}\right)(t)$ is a solution of (1.1). Hence there exists a $\hat{x} \in \mathbb{R}^{n}$ such that

$$
\tilde{x}(t, \hat{x})=\tilde{x}(t, x)+z^{*}\left(x, x_{s}\right)(t)
$$

where $\hat{x}=x+z^{*}\left(x, x_{s}\right)(0)$. We obtain (4.12) from (4.4).
It remains to show the continuity of $z^{*}\left(x, x_{s}\right)$ in $\left(x, x_{s}\right) \in \mathbb{R}^{n} \times E_{s}$. We note that $C_{\gamma+\sigma}^{+} \subset C_{\gamma}^{+}$and $\|z\|_{\gamma}^{+} \leq\|z\|_{\gamma+\sigma}^{+}$for $\sigma>0$, hence there is a continuous inclusion from $C_{\gamma+\sigma}^{+}$into $C_{\gamma}^{+}$. If $\sigma>0$ is sufficiently small, then we can apply the Contraction Mapping Theorem to $J^{+}$: $\mathbb{R}^{n} \times E_{s} \times C_{\gamma+\sigma}^{+} \rightarrow C_{\gamma+\sigma}^{+}$to obtain the fixed point $z=z_{\sigma}^{*}\left(x, x_{s}\right) \in$ $C_{\gamma+\sigma}^{+} \subset C_{\gamma}^{+}$for given $\left(x, x_{s}\right) \in \mathbb{R}^{n} \times E_{s}$. By uniqueness, we have $z_{\sigma}^{*}\left(x, x_{s}\right)=z^{*}\left(x, x_{s}\right), \forall x \in \mathbb{R}^{n}, x_{s} \in E_{s}$.

Now we consider $J^{+}$as a mapping from $\mathbb{R}^{n} \times E_{s} \times C_{\gamma+\sigma}^{+}$to $C_{\gamma}^{+}$. We will prove that for any given $\epsilon>0$, there exists a $\mu>0$, such that if $x, \bar{x} \in \mathbb{R}^{n}, x_{s}, \bar{x}_{s} \in E_{s}$, and $|x-\bar{x}|+\left|x_{s}-\bar{x}_{s}\right|<\mu$, then

$$
\begin{equation*}
\Delta J^{+}:=\left\|J^{+}\left(x, x_{s}, z^{*}\left(x, x_{s}\right)(\cdot)\right)-J^{+}\left(\bar{x}, \bar{x}_{s}, z^{*}\left(\bar{x}, \bar{x}_{s}\right)(\cdot)\right)\right\|_{\gamma}^{+}<\epsilon . \tag{4.14}
\end{equation*}
$$

Note that $\Delta J^{+}=\left\|z^{*}\left(x, x_{s}\right)(\cdot)-z^{*}\left(\bar{x}, \bar{x}_{s}\right)(\cdot)\right\|_{\gamma}^{+}$. This implies that the map $\left(x, x_{s}\right) \mapsto z^{*}\left(x, x_{s}\right)(\cdot)$ from $\mathbb{R}^{n} \times E_{s}$ to $C_{\gamma}^{+}$is uniformly continuous.

From (4.13) we have

$$
\begin{align*}
& \left|J^{+}\left(x, x_{s}, z^{*}\left(x, x_{s}\right)(t)\right)-J^{+}\left(\bar{x}, \bar{x}_{s}, z^{*}\left(\bar{x}, \bar{x}_{s}\right)(t)\right)\right| \\
& \quad \leq\left|e^{A t} \pi_{s}\left(x_{s}-\bar{x}_{s}\right)\right|+\left|\tilde{G}\left(g\left(\cdot, x, x_{s}, \bar{x}, \bar{x}_{s}\right)\right)(t)\right|, \tag{4.15}
\end{align*}
$$

where

$$
\begin{aligned}
\tilde{G}\left(g\left(\cdot, x, x_{s}, \bar{x}, \bar{x}_{s}\right)\right)(t):= & \int_{0}^{t} e^{A(t-\tau)} \pi_{s} g\left(\tau, x, x_{s}, \bar{x}, \bar{x}_{s}\right) d \tau \\
& +\int_{\infty}^{t} e^{A(t-\tau)} \pi_{c u} g\left(\tau, x, x_{s}, \bar{x}, \bar{x}_{s}\right) d \tau
\end{aligned}
$$

and

$$
\begin{aligned}
g\left(\tau, x, x_{s}, \bar{x}, \bar{x}_{s}\right):= & \tilde{f}\left(\tau, x, z^{*}\left(x, x_{s}\right)(\tau)\right)-\tilde{f}\left(\tau, \bar{x}, z^{*}\left(\bar{x}, \bar{x}_{s}\right)(\tau)\right) \\
= & f\left(\tilde{x}(\tau, x)+z^{*}\left(x, x_{s}\right)(\tau)\right)-f(\tilde{x}(\tau, x)) \\
& -f\left(\tilde{x}(\tau, \bar{x})+z^{*}\left(\bar{x}, \bar{x}_{s}\right)(\tau)\right)+f(\tilde{x}(\tau, \bar{x})) .
\end{aligned}
$$

By using (1.5) and the definition of $C_{\gamma}^{+}$, we obtain from (4.15) that

$$
\begin{align*}
\Delta J^{+} & \leq \sup _{t \geq 0} e^{-(\beta-\gamma) t}\left|x_{s}-\bar{x}_{s}\right|+\left\|\tilde{G}\left(g\left(\cdot, x, x_{s}, \bar{x}, \bar{x}_{s}\right)\right)\right\|_{\gamma}^{+} \\
& \leq\left|x_{s}-\bar{x}_{s}\right|+\left\|\tilde{G}\left(g\left(\cdot, x, x_{s}, \bar{x}, \bar{x}_{s}\right)\right)\right\|_{\gamma}^{+} . \tag{4.16}
\end{align*}
$$

We can use the same technique as in Lemma 2.3 to prove that $\left\|\tilde{G}\left(g\left(\cdot, x, x_{s}, z^{*}(\cdot)\right)\right)\right\|_{\gamma}^{+}<2 \epsilon / 3$ provided $\left|\left(x, x_{s}\right)-\left(\bar{x}, \bar{x}_{s}\right)\right|<\mu$. In fact, since

$$
\left|g\left(\tau, x, x_{s}, \bar{x}, \bar{x}_{s}\right)\right| \leq \operatorname{Lip}(f)\left(\left|z^{*}\left(x, x_{s}\right)(\tau)\right|+\left|z^{*}\left(\bar{x}, \bar{x}_{s}\right)(\tau)\right|\right),
$$

and $z^{*} \in C_{\gamma+\sigma}^{+}$, we can find $T>0$ such that the integral over the noncompact part ( $t \geq T$ ) is smaller than $\epsilon / 3$. Then, using the uniform continuity of $g$ in the compact part, we can find $\mu>0(\mu<\epsilon / 3)$ such that if $|x-\bar{x}|+\left|x_{s}-\bar{x}_{s}\right|<\mu$, then the integral over the compact part ( $0 \leq t \leq T$ ) is smaller than $\epsilon / 3$. Therefore, (4.14) follows from (4.16).

Lemma 4.6. Assume the conditions of Theorem 4.1 are satisfied. Then for each $x \in \mathbb{R}^{n}$ there exists a unique point $\hat{x} \in W^{c u}$ such that

$$
W^{c u} \cap M_{s}(x)=\{\hat{x}\}
$$

Proof. From (4.1) and (4.4) we see that $\hat{x} \in W^{c u} \cap M_{s}(x)$ if and only if

$$
\sup _{t \leq 0} e^{\gamma t}|\tilde{x}(t, \hat{x})|<\infty \quad \text { and } \quad \sup _{t \geq 0} e^{\gamma t}|\tilde{x}(t, \hat{x})-\tilde{x}(t, x)|<\infty .
$$

Denote

$$
w(t, x)= \begin{cases}\tilde{x}(t, x), & t \geq 0 \\ x_{c u}(t, x), & t \leq 0\end{cases}
$$

where $x_{c u}(t, x)$ satisfies the equation

$$
\dot{x}=A \pi_{c u} x+\pi_{c u} f(x)
$$

with $x_{c u}(0, x)=x$.
Suppose $\hat{x} \in W^{c u} \cap M_{s}(x)$. Let $z(t)=\tilde{x}(t, \hat{x})-w(t, x)$. It is easy to see that $z(t)$ belongs to the Banach space

$$
C_{\gamma}^{+-}:=\left\{z \in C^{0}\left(\mathbb{R}, \mathbb{R}^{n}\right)\left|\|z\|_{\gamma}^{+-}=\sup _{t \in \mathbb{R}} e^{\gamma t}\right| z(t) \mid<\infty\right\} .
$$

Conversely, it is also obvious that if $z(t) \in C_{\gamma}^{+-}$and $w(t, x)+z(t)$ is a solution of (1.1) then $\hat{x}=x+z(0) \in W^{c u} \cap M_{s}(x)$.

Using the same method as in the proof of Lemma 4.4, we can show that if $z(\cdot) \in C_{\gamma}^{+-}$, then $w(t, x)+z(t)$ is a solution of (1.1) if and only if

$$
\begin{align*}
z(t)= & -\pi_{s} w(t, x)+\int_{-\infty}^{t} e^{A(t-\tau)} \pi_{s} f(w(\tau, x)+z(\tau)) d \tau \\
& +\int_{\infty}^{t} e^{A(t-\tau)} \pi_{c u}[f(w(\tau, x)+z(t))-f(w(\tau, x))] d \tau \tag{4.17}
\end{align*}
$$

By the condition of the lemma and the uniform contraction principle, it follows that equation (4.17) has for each $x \in \mathbb{R}^{n}$ a unique continuous solution $z=z^{*}(x) \in C_{\gamma}^{+-}$.

We define a mapping $H_{c u}: \mathbb{R}^{n} \rightarrow W^{c u}$ by

$$
\begin{equation*}
H_{c u}(x):=x+z^{*}(x)(0) \quad \text { for all } x \in \mathbb{R}^{n} . \tag{4.18}
\end{equation*}
$$

From the uniqueness of the solution $z=z^{*}(x)$ it follows that $\hat{x}=$ $H_{c u}(x) \in W^{c u} \cap M_{s}(x)$ is unique for each $x \in \mathbb{R}^{n}$.

Proof of Theorem 4.3. By Lemma 4.5, $M_{s}(x)=\left\{x+z^{*}\left(x, \bar{x}_{s}\right)(0) \mid \bar{x}_{s} \in\right.$ $\left.E_{s}\right\}$, where $z^{*}\left(x, \bar{x}_{s}\right)(t)$ is the unique solution of (4.6) in $C_{\gamma}^{+}$with $x_{s}=\bar{x}_{s}$. From (4.6) we have

$$
\pi_{s}\left(x+z^{*}\left(x, \bar{x}_{s}\right)(0)\right)=\pi_{s} x+\bar{x}_{s} .
$$

Hence

$$
\begin{aligned}
x+z^{*}\left(x, \bar{x}_{s}\right)(0) & =\pi_{s} x+\bar{x}_{s}+\pi_{c u} x+\pi_{c u} z^{*}\left(x, \bar{x}_{s}\right)(0) \\
& =y_{s}+\pi_{c u} x+\pi_{c u} z^{*}\left(x, y_{s}-\pi_{s} x\right)(0)
\end{aligned}
$$

where $y_{s}:=\bar{x}_{s}+\pi_{s} x \in E_{s}$. Now, replace $y_{s}$ by $\bar{x}_{s}$ in the above expression and let

$$
J_{s}\left(x, \bar{x}_{s}\right)=\pi_{c u} x+\pi_{c u} z^{*}\left(x, \bar{x}_{s}-\pi_{s} x\right)(0) .
$$

Since $z^{*}\left(x, \bar{x}_{s}\right)$ is Lipschitz in $\bar{x}_{s}$, conclusion (i) follows. Conclusion (ii) follows from Lemma 4.6. Conclusion (iii) follows from (ii) and the fact that if $y \in M_{s}(x)$, then $M_{s}(y)=M_{s}(x)$. To prove conclusion (iv), we assume $\hat{x} \in M_{s}(x)$. By (4.4), $z(t):=\tilde{x}(t, \hat{x})-\tilde{x}(t, x) \in C_{\gamma}^{+}$. Hence for any $t_{1}>0$,

$$
z\left(t+t_{1}\right)=\tilde{x}\left(t, \tilde{x}\left(t_{1}, \hat{x}\right)\right)-\tilde{x}\left(t, \tilde{x}\left(t_{1}, x\right)\right) \in C_{\gamma}^{+}
$$

This means

$$
M_{s}(\tilde{x}(t, x))=\left\{\tilde{x}(t, \hat{x}) \mid \hat{x} \in M_{s}(x)\right\}=\tilde{x}\left(t, M_{s}(x)\right) .
$$

From Theorem 4.6 we have the following two corollaries. Corollary 4.7 will be needed in the proof of Theorem 4.13.

Corollary 4.7. Assume the conditions of Theorem 4.1 are satisfied. Then for each $y \in W^{c u}$ and $\epsilon>0$ there exists a $\delta>0$ such that if $|x-y|<\delta$, $x \in \mathbb{R}^{n}$, then

$$
\begin{equation*}
\left|\tilde{x}(t, x)-\tilde{x}\left(t, H_{c u}(x)\right)\right| \leq \epsilon e^{-\gamma t}, \quad \forall t \geq 0 . \tag{4.19}
\end{equation*}
$$

Proof. From the proof of Lemma 4.6 we have

$$
z^{*}(x)(t)=\tilde{x}(t, \hat{x})-w(t, x) \in C_{\gamma}^{+-},
$$

where $\hat{x}=H_{c u}(x)$, and $w(t, x)=\tilde{x}(t, x)$ if $t \geq 0$. Hence

$$
\begin{equation*}
z^{*}(x)(t)=\tilde{x}\left(t, H_{c u}(x)\right)-\tilde{x}(t, x), \quad \text { for all } t \geq 0, \quad x \in \mathbb{R}^{n} . \tag{4.20}
\end{equation*}
$$

If $y \in W^{c u}$, then $H_{c u}(y)=y$, which gives

$$
\begin{equation*}
z^{*}(y)(t)=0, \quad \text { for } t \geq 0, \quad y \in W^{c u} . \tag{4.21}
\end{equation*}
$$

Finally, by the continuity of $z^{*}$ we can find $\delta>0$ such that if $|x-y|<$ $\delta$, then $\left\|z^{*}(x)-z^{*}(y)\right\|_{\gamma}^{+-} \leq \epsilon$. By (4.21) we obtain

$$
\sup _{t \geq 0} e^{\gamma t}\left|z^{*}(x)(t)\right|=\left\|z^{*}(x)-z^{*}(y)\right\|_{\gamma}^{+} \leq\left\|z^{*}(x)-z^{*}(y)\right\|_{\gamma}^{+-} \leq \epsilon .
$$

Thus, (4.19) follows from (4.22) and (4.20).

Corollary 4.8. Assume the conditions of Theorem 4.1 are satisfied. Then

$$
\sup _{t \geq 0} e^{\gamma t}|\tilde{x}(t, \hat{x})-\tilde{x}(t, x)|<\infty, \quad x \in \mathbb{R}^{n}, \quad \hat{x} \in W^{c u},
$$

if and only if $\hat{x}=H_{c u}(x)$.

Remark 4.9. The above result gives the asymptotic behavior of solutions of (1.1) that do not lie on the center-unstable manifold. It says that any solution $\tilde{x}(t, x), x \in \mathbb{R}^{n}$, converges exponentially for $t \rightarrow+\infty$ to a uniquely determined solution $\tilde{x}\left(t, H_{c u}(x)\right)$ which is on the centerunstable manifold. In particular, if $\sigma_{u}=\varnothing$, that is, $W^{c u}=W^{c}$, then any solution of (1.1) converges exponentially as $t \rightarrow+\infty$ to a uniquely determined solution on the center manifold. This gives the stability property of center manifolds. We will give a local version of this property in Theorem 4.12.

Theorem 4.10. Suppose, in addition to the conditions of Theorem 4.1, that $f \in C_{b}^{k}\left(\mathbb{R}^{n}\right)$ for some $k \geq 1$. Then for each $x \in \mathbb{R}^{n}$ the stable leaf $M_{s}(x)$ is $C^{k}$, that is, the mapping $x_{s} \rightarrow J_{s}\left(x, x_{s}\right)$ given by Theorem 4.3 is $C^{k}$ from $E_{s}$ into $E_{c u}$.

Remark 4.11. By reversing time in Theorems 4.1, 4.3, and 4.10, we can obtain analogous results for the center-stable manifold $W^{c s}$, the unstable leaf $M_{u}(x)$, and the unstable foliation

$$
\mathbb{R}^{n}=\bigcup_{x \in W^{c s}} M_{u}(x)
$$

As in Section 2, we can get local results from the above global results.

Theorem 4.12. (Asymptotic Phase) Suppose that $f \in C^{1}\left(\mathbb{R}^{n}\right), f(0)=0$ and $D f(0)=0$, and $\sigma_{u}=\varnothing$. Let $M_{\phi}$ be a $C^{2}$ local center manifold of (1.1). Then we can find a neighborhood $\Omega$ of the origin in $\mathbb{R}^{n}$ and some constants $\gamma>0(\alpha<\gamma<\beta)$ such that if $x \in \Omega$ and $\operatorname{cl}(\tilde{x}(t, x) \mid t \geq 0\}$ $\subset \Omega$, then there exist some $t_{0} \geq 0, M>0$ and $y \in M_{\phi} \cap \Omega$ such that

$$
\begin{equation*}
\left|\tilde{x}(t, x)-\tilde{x}\left(t-t_{0}, y\right)\right| \leq M e^{-\gamma t} \quad \text { for all } t \geq t_{0} \tag{4.23}
\end{equation*}
$$

Proof. We use Theorem 3.6 for (1.1) with $\delta=\delta_{0}$. Then there exist a neighborhood $\Omega$ of the origin in $\mathbb{R}^{n}$, and mappings $\tilde{f} \in C_{b}^{1}\left(\mathbb{R}^{n}\right), \psi \in$ $C_{b}^{2}\left(E_{c}, E_{h}\right)$ such that (3.7) has the global center manifold $M_{\psi}$ and $M_{\psi} \cap \Omega=M_{\phi} \cap \Omega$.

Since $\sigma_{u}=\varnothing$, we can take $\delta_{c u}=\delta_{0}$, and the global center-unstable manifold $W^{c u}$ of (3.7) coincides with $M_{\psi}$. Letting $x \in \Omega$, by Lemma 4.6 and Remark 4.9, we can find $\hat{x}=H_{c u}(x) \in M_{\psi}$ such that

$$
\begin{equation*}
\sup _{t \geq 0} e^{\gamma t}|\tilde{x}(t, x)-\tilde{x}(t, \hat{x})|<\infty . \tag{4.24}
\end{equation*}
$$

Note that $\hat{x}$ may not belong to $\Omega$. The condition $\operatorname{cl}(\tilde{x}(t, x) \mid x \geq 0\} \subset \Omega$ and (4.24) imply that there exits a $t_{0} \geq 0$ such that $\tilde{x}(t, \hat{x}) \in \Omega$ for all $t \geq t_{0}$. Let $y=\tilde{x}\left(t_{0}, \hat{x}\right)$, then $y \in \Omega$, and $\tilde{x}\left(t-t_{0}, y\right)=\tilde{x}(t, \hat{x}) \in \Omega$ for $t \geq t_{0}$. Therefore (4.23) follows from (4.24).

Suppose that $f \in C^{1}\left(\mathbb{R}^{n}\right), M_{\phi}$ is a local center manifold of (1.1), and $y \in M_{\phi}$. Let $x_{c}(t)=\pi_{c} \tilde{x}(t, y)$, then by Lemma 2.6 and Theorem 3.6 $x_{c}(t)$ satisfies the equation

$$
\begin{equation*}
\dot{x}_{c}=A x_{c}+\pi_{c} f\left(x_{c}+\phi\left(x_{c}\right)\right), \quad x_{c} \in E_{c} . \tag{4.25}
\end{equation*}
$$

The following theorem gives the relationship between $x_{c}(t)$, as a solution of (4.25), and $\tilde{x}(t, y)$, as a solution of (1.1).

Theorem 4.13. (Pliss Reduction Principle) Assume the conditions of Theorem 4.12 are satisfied. Suppose that $y \in M_{\phi} \cap \Omega$ and $\operatorname{cll}(\tilde{x}(t, y) \mid$ $t \geq 0\} \subset \Omega$. Then $\tilde{x}(t, y)$ is stable (asymptotically stable, unstable) if and only if $x_{c}(t)$ is stable (asymptotically stable, unstable).

Proof. We use the same method and notations as in the proof of Theorem 4.12, that is, extend the local center manifold $M_{\phi}$ of (1.1) to the global center manifold $M_{\psi}$ of (3.7) in order to use some global results, and then restrict to $\Omega$ to get corresponding local results.
Suppose $x_{c}(t)=\pi_{c} \tilde{x}(t, y)$ is stable as a solution of (4.25). Then $x_{c}(t)$ is also stable as a solution of

$$
\begin{equation*}
\dot{x}_{c}=A x_{c}+\pi_{c} \tilde{f}\left(x_{c}+\psi\left(x_{c}\right)\right) \tag{4.26}
\end{equation*}
$$

where $\tilde{f}$ is given in Theorem 3.6, and the equation is globally defined.

We consider a special case first. Suppose $\hat{x} \in M_{\psi}$, then $\tilde{x}(t, \hat{x})=$ $\pi_{c} \tilde{x}(t, \hat{x})+\psi\left(\pi_{c} \tilde{x}(t, \hat{x})\right), \pi_{c} \tilde{x}(t, \hat{x})$ is a solution of (4.26). Thus

$$
\begin{aligned}
& |\tilde{x}(t, \hat{x})-\tilde{x}(t, y)| \\
& \quad \leq\left|\pi_{c} \tilde{x}(t, \hat{x})+\psi\left(\pi_{c} \tilde{x}(t, \hat{x})\right)-\left(x_{c}(t)+\psi\left(x_{c}(t)\right)\right)\right| \\
& \quad \leq(1+\|D \psi\|)\left|\pi_{c} \tilde{x}(t, \hat{x})-x_{c}(t)\right|
\end{aligned}
$$

On the other hand, $\left|\pi_{c} \tilde{x}(0, \hat{x})-x_{c}(0)\right| \leq\left\|\pi_{c}\right\||\hat{x}-y|$. The stability property of $x_{c}(t)$ implies that for $\epsilon>0$ there exists a $\delta_{1}>0$ such that

$$
\begin{equation*}
|\tilde{x}(t, \hat{x})-\tilde{x}(t, y)| \leq \epsilon / 2 \quad \text { for } t \geq 0, \quad \hat{x} \in M_{\psi}, \quad \text { and }|\hat{x}-y|<\delta_{1} \tag{4.27}
\end{equation*}
$$

Now we consider the general case. Suppose $x \in \mathbb{R}^{n}$, then we can use the continuous mapping $H_{c u}: \mathbb{R}^{n} \rightarrow M_{\psi}=W^{c u}$ (since $\sigma_{u}=\varnothing$ ) to find $\hat{x}=H_{c u}(x) \in M_{\psi}$. Noting $H_{c u}(y)=y$, we can find a $\delta>0$ such that $|\hat{x}-y|<\delta_{1}$ if $|x-y|<\delta$. Let $\delta$ be sufficiently small so that Corollary 4.7 holds. By using (4.19) and (4.27), we have

$$
\begin{align*}
|\tilde{x}(t, x)-\tilde{x}(t, y)| & \leq|\tilde{x}(t, x)-\tilde{x}(t, \hat{x})|+|\tilde{x}(t, \hat{x})-\tilde{x}(t, y)| \\
& \leq \frac{\epsilon}{2} e^{-\gamma t}+\frac{\epsilon}{2} \leq \epsilon, \quad \text { for } t \geq 0 \tag{4.28}
\end{align*}
$$

as long as $|x-y|<\delta$. This gives the stability property of $\tilde{x}(t, y)$ as a solution of (3.7). Restricting to $\Omega$, we obtain that $\tilde{x}(t, y)$ is stable as a solution of (1.1).

If $x_{c}(t)$ is asymptotically stable, then instead of (4.27) we can obtain

$$
\begin{align*}
|\tilde{x}(t, \hat{x})-\tilde{x}(t, y)| & \rightarrow 0 \\
\text { as } t & \rightarrow+\infty \quad \text { for } \hat{x} \in M_{\psi},|\hat{x}-y|<\delta_{1} . \tag{4.29}
\end{align*}
$$

Therefore, (4.29) and (4.28) imply that $\tilde{x}(t, y)$ is asymptotically stable as a solution of (1.1). On the other hand, if $\tilde{x}(t, y)$ is stable (or asymptotically stable), then $x_{c}(t)=\pi_{c} \tilde{x}(t, y)$ is obviously stable (or asymptotically stable).

The above results mean that $\tilde{x}(t, y)$ is stable (asymptotically stable) if and only if $x_{c}(t)$ is also. Hence, $\tilde{x}(t, y)$ must be unstable if $x_{c}(t)$ is unstable.

By using the foliation structure, Burchard, Deng and Lu [1] proved the following theorem.

Theorem 4.14. Suppose that $U$ is a neighborhood of the origin in $\mathbb{R}^{n}$, $f \in C^{k+1,1}\left(U, \mathbb{R}^{n}\right)$ for some $k \geq 0, f(0)=0$, and $D f(0)=0$. Then the flows on two arbitrary $C^{k+1,1}$ local center manifolds $W_{1}^{c}$ and $W_{2}^{c}$ of (1.1) in $U$ are locally conjugate. More precisely, there is a neighborhood $V \subset U$ of the origin in $\mathbb{R}^{n}$ and a $C^{k}$ diffeomorphism $\phi: W_{1}^{c} \cap V \rightarrow W_{2}^{c} \cap V$ such that

$$
\tilde{x}(t, \phi(x))=\phi(\tilde{x}(t, x))
$$

for all $x \in W_{1}^{c} \cap V$ and all $t \in \mathbb{R}^{1}$ as long as $\tilde{x}(t, x) \in W_{1}^{c} \cap V$.
Outline of the Proof. There is a $C^{k, 1}$ local center-stable manifold $W^{c s}$ containing $W_{1}^{c}$, and there is a $C^{k, 1}$ local center-unstable manifold $W^{c u}$ containing $W_{2}^{c}$. The intersection $W^{c s} \cap W^{c u}$ must be a $C^{k, 1}$ center manifold of (1.1) which is denoted by $W_{3}^{c}$. Since $W_{1}^{c}$ and $W_{3}^{c}$ are contained in the same center-stable manifold $W^{c s}$, the unstable foliation on $W^{c s}$ gives a $C^{k}$ conjugacy between $W_{1}^{c}$ and $W_{3}^{c}$. Similarly, the stable foliation on $W^{c u}$ gives a $C^{k}$ conjugacy between $W_{2}^{c}$ and $W_{3}^{c}$ which are contained in $W^{c u}$. Hence, $W_{1}^{c}$ and $W_{2}^{c}$ are $C^{k}$ conjugate.

### 1.5 Bibliographical Notes

The invariant manifold theory has a long history, and the center-manifold theory for the finite-dimensional case has been developed by Carr [1], Chow and Hale [1], Chow and Lu [3], Chow and Yi [1], Fenichel [1-4], Guckenheimer and Holmes [1], Hirsch and Pugh [1], Hirch, Pugh and Shub [1], Kelley [1], Marsden [1], Palmer [1], Pliss [1], Sijbrand [1], Vanderbauwhede [2-3], Vanderbauwhede and van Gils [1], Wan [2], Wells [1], Yi [1], and others. The center manifold theory for the infinite-dimensional case has been studied by Bates and Jones [1],

Burchard, Deng, and Lu [1], Chow, Lin and Lu [1], Chow and $\mathrm{Lu}[2-3]$, Chow, Lu, and Sell [1], Hale and Lin [1], Hale, Magahhães, and Oliva [1], Henry [1], Mielke [1], Sell [1], Sell and You [1], Temam [1-2], Vanderbauwhede and Iooss [1], and many others.

In this chapter we present a short introduction to the basic concepts and results in center-manifold theory for the finite-dimensional case. From this point of view, a clear description has been given by Vanderbauwhede [3]. We follow some of his approaches and notations, as well as some of his proofs (Lemma 3.1, Lemma 3.4, Theorem 3.6, Corollary 4.7, and Theorems 4.12 and 4.13). The proofs in Sections1.1-1.4 are essentially due to Chow and Lu [1]. The proof of the existence of center manifolds in Section 1.1 appears in many of the above references. The proof of the smoothness of center manifolds might be the most difficult part in this theory. We would like to mention some other works. Vanderbauwhede and van Gils [1] use the contractions on embedded Banach spaces, Vanderbauwhede [2] uses an approximation argument, and the fiber contraction theorem has been used in Vanderbauwhede [3]. Our approach in Section 1.2 uses only the definition of the derivative and a specific estimate described in Lemma 2.2.

Van Strien [1] gives an example to show that there may not exist any $C^{\infty}$ local center manifold of (1.1) for $f \in C^{\infty}$ (even if $f$ is analytic). Similar examples can be found in Carr [1], Guckenheimer and Holmes [1], Sijbrand [1], and Vanderbauwhede [3]. However, under certain conditions, $C^{\infty}$ center manifolds do exist, see Sijbrand [1], for example.

In Sections 1.3 and 1.4, we follow the standard approach to deal with local center manifolds from the global theory by using Theorem 3.6. Palmer [1] gives a direct proof of the local results (Theorems 4.12 and 4.13) by using Gronwall's inequality. We note that in Palmer [1], we only need to assume that $M_{\phi}$ is $C^{1}$. Theorem 4.14 belongs to Burchard, Deng, and $\mathrm{Lu}[1]$.

## 2

## Normal Forms

It is well known that a linear change of coordinates

$$
x=T y
$$

transforms a linear differential equation

$$
\dot{x}=A y
$$

to the form

$$
\dot{y}=\left(T^{-1} A T\right) y
$$

where $x, y \in \mathbb{R}^{n}, A$ and $T$ are $n \times n$ matrices, and $T$ is nondegenerate. Therefore without changing the topological structure of the orbits, we can study the case that $A$ is in its Jordan form.

One may ask if it is possible to do a similar procedure for a nonlinear differential equation, that is, to obtain the simplest possible form by a suitable (nonlinear) change of coordinates? The answer is positive, and this is just the subject of this chapter.

We remark here that in contrast to the linear case, the results of normal-form theory will be local, and the normal-form equation is not unique. Nevertheless, the normal-form theory is useful for the study of bifurcation problems.

### 2.1 Normal Forms for Differential Equations near a Critical Point

In this section we will consider a vector field near a critical point which we will take to be the origin. Consider a $C^{r+1}$ differential equation,
$r \geq 2$ :

$$
\begin{equation*}
\dot{x}=A x+h(x), \quad x \in \mathbb{C}^{n} \tag{1.1}
\end{equation*}
$$

where $A \in \mathbb{C}^{n \times n}$, the $n \times n$ matrices with complex entries, and $h(x)=$ $O\left(|x|^{2}\right)$ as $|x| \rightarrow 0$.

Consider a $C^{r}$ transformation in a neighborhood $\Omega$ of the origin:

$$
\begin{equation*}
x=\xi(y), \quad y \in \Omega, \tag{1.2}
\end{equation*}
$$

where $\boldsymbol{\xi}(0)=0$. By substituting (1.2) into (1.1), we get:

$$
\begin{equation*}
\dot{y}=\xi_{y}^{-1}(y) A \xi(y)+\xi_{y}^{-1}(y) h(\xi(y)), \quad y \in \Omega \tag{1.3}
\end{equation*}
$$

where $\xi_{y}(y)$ denotes the derivative of $\xi(y)$ with respect to $y$ and $\xi_{y}^{-1}(y)$ is the inverse of $\xi_{y}(y)$ in $\Omega$. Note that the linear part of (1.3) is $\xi_{y}^{-1}(0) A \xi_{y}(0) y$. Thus, if $A$ is already in a canonical form, we may assume that the diffeomorphism $\xi(y)$ in (1.2) takes the form

$$
\begin{equation*}
\xi(y)=y+O\left(|y|^{2}\right) \text { as } y \rightarrow 0 . \tag{1.4}
\end{equation*}
$$

Therefore we may write (1.3) as

$$
\begin{equation*}
\dot{y}=A y+g(y), \quad y \in \Omega, \tag{1.5}
\end{equation*}
$$

where $g(y)=O\left(|y|^{2}\right)$ as $|y| \rightarrow 0$.
Our goal is to determine a change of coordinates (1.2) such that the transformed equation (1.5) will be in the simplest possible form, so that the essential features of the flow of (1.1) near the critical point $x=0$ become more evident. The desired simplification of (1.1) will be obtained, up to terms of a specified order, by performing inductively a sequence of near identity change of coordinates of the form

$$
\begin{equation*}
\xi(y)=y+\xi^{k}(y), \quad y \in \Omega_{k}, \tag{1.6}
\end{equation*}
$$

where $\xi^{k}: \mathbb{C}^{n} \rightarrow \mathbb{C}^{n}$ is a homogeneous polynomial of order $k \geq 2$ and $\Omega_{k}$ is a neighborhood of the origin in $\mathbb{C}^{n}$. Notice that any map of the form (1.6) is a diffeomorphism in some neighborhood of the origin. To see how far $g$ can be simplified, we write $h(x)$ as a formal power series
using superscripts to denote the order of the homogeneous terms

$$
\begin{equation*}
h(x)=h^{2}(x)+h^{3}(x)+\cdots, \tag{1.7}
\end{equation*}
$$

where for each $k \geq 2, h^{k} \in H_{n}^{k}$, the vector space of homogeneous polynomials of order $k$ in $n$ variables with values in $\mathbb{C}^{n}$. From (1.6) we get

$$
\begin{equation*}
\xi_{y}(y)=I+\xi_{y}^{k}(y), \tag{1.8}
\end{equation*}
$$

and then

$$
\begin{equation*}
\left(\xi_{y}(y)\right)^{-1}=I-\xi_{y}^{k}(y)+O\left(|y|^{2 k-2}\right), \quad y \in \Omega_{k} \tag{1.9}
\end{equation*}
$$

where $\Omega_{k}$ is a small neighborhood of the origin in $\mathbb{C}^{n}$. Substituting (1.6)-(1.9) into (1.3) we obtain

$$
\begin{align*}
\dot{y}= & A y+h^{2}(y)+\cdots+h^{k-1}(y) \\
& +\left\{h^{k}(y)-\left[\xi_{y}^{k}(y) A y-A \xi^{k}(y)\right]\right\}+O\left(|y|^{k+1}\right), \quad y \in \Omega_{k} . \tag{1.10}
\end{align*}
$$

To simplify the term $h^{k}(y)$ we have to choose a suitable $\xi^{k}(y)$ before we make transformation (1.6). In order to see clearly the dependence of $\xi^{k}$ on $h^{k}(1.10)$ suggests introducing for each $k \geq 2$ a linear operator $L_{A}^{k}: H_{n}^{k} \rightarrow H_{n}^{k}$ defined by

$$
\begin{equation*}
\left(L_{A}^{k} \xi^{k}\right)(y)=\xi_{y}^{k}(y) A y-A \xi^{k}(y), \quad \xi^{k} \in H_{n}^{k} \tag{1.11}
\end{equation*}
$$

Then (1.10) can be expressed as

$$
\begin{align*}
\dot{y}= & A y+h^{2}(y)+\cdots+h^{k-1}(y) \\
& +\left(h^{k}(y)-L_{A}^{k} \xi^{k}(y)\right)+O\left(|y|^{k+1}\right), \quad y \in \Omega_{k} \tag{1.12}
\end{align*}
$$

Let $\mathscr{R}^{k}$ be the range of $L_{A}^{k}$ in $H_{n}^{k}$ and $\mathscr{C}^{k}$ be any complementary subspace to $\mathscr{R}^{k}$ in $H_{n}^{k}$. We have

$$
\begin{equation*}
H_{n}^{k}=\mathscr{R}^{k} \oplus \mathscr{E}^{k}, \quad k \geq 2 \tag{1.13}
\end{equation*}
$$

The following theorem gives the desired simplification of (1.1).

Theorem 1.1. Let $X: \mathbb{C}^{n} \rightarrow \mathbb{C}^{n}$ be a $C^{r+1}$ vector field with $X(0)=0$ and $D X(0)=A$. Let the decomposition (1.13) of $H_{n}^{k}$ be given for $k=2, \ldots, r$. Then there exists a sequence of near identity transformations $x=y+$ $\xi^{k}(y), y \in \Omega_{k}$, where $\xi^{k} \in H_{n}^{k}$ and $\Omega_{k}$ is a neighborhood of the origin, $\Omega_{k+1} \subseteq \Omega_{k}, k=2, \ldots, r$, such that equation (1.1) is transformed into:

$$
\begin{equation*}
\dot{y}=A y+g^{2}(y)+\cdots+g^{r}(y)+O\left(|y|^{r+1}\right), \quad y \in \Omega_{r} \tag{1.14}
\end{equation*}
$$

where $g^{k} \in \mathscr{C}^{k}$ for $k=2, \ldots, r$.

Proof. Let $X(x)=A x+h^{2}(x)+\cdots+h^{r}(x)+O\left(|x|^{r+1}\right)$, as $x \rightarrow 0$. For $k=2$, (1.12) becomes

$$
\begin{equation*}
\dot{y}=A y+\left(h^{2}(y)-L_{A}^{2} \xi^{2}(y)\right)+O\left(|y|^{3}\right), \quad y \in \Omega_{2}, \tag{1.15}
\end{equation*}
$$

where $\Omega_{2}$ is so small that $I+\xi_{y}^{2}(y)$ is invertible on it. Since for each $h^{2} \in H_{n}^{2}$ there exist $f^{2} \in \mathscr{R}^{2}$ and $g^{2} \in \mathscr{E}^{2}$ such that $h^{2}=f^{2}+g^{2}$, we can find a $\xi^{2} \in H_{n}^{2}$ with $L_{A}^{2} \xi^{2}=f^{2}$, and then (1.15) becomes

$$
\dot{y}=A y+g^{2}(y)+O\left(|y|^{3}\right), \quad y \in \Omega_{2} .
$$

Next we proceed by induction. Assume that Theorem 1.1 is true for $2 \leq k \leq s-1<r$. By a change of variables, we may assume that (1.1) becomes

$$
\begin{array}{r}
\dot{x}=A x+g^{2}(x)+\cdots+g^{s-1}(x)+h^{s}(x)+O\left(|x|^{s+1}\right), \\
x \in \Omega_{s-1},
\end{array}
$$

where $g^{k} \in \mathscr{C}^{k}$ for $k=2, \ldots, s-1, h^{s} \in H_{n}^{s}$ (we remark that $h^{s}$ here may be different from the one in (1.1)), and $\Omega_{s-1}$ is a neighborhood of the origin. Let $x=y+\xi^{s}(y), y \in \Omega_{s}$, where $\xi^{s} \in H_{n}^{s}$ is chosen according to (1.13) so that $h^{s}=L_{A}^{s} \xi^{s}+g^{s}, g^{s} \in \mathscr{E}^{s}$, and $\Omega_{s} \subseteq \Omega_{s-1}$ is a neighborhood of the origin on which $y+\xi^{s}(y)$ is invertible. Then from (1.12) with $k=s$ we obtain:

$$
\begin{aligned}
\dot{y} & =A y+g^{2}(y)+\cdots+g^{s-1}(y)+\left(h^{s}(y)-L_{A}^{s} \xi^{s}(y)\right)+O\left(|y|^{s+1}\right) \\
& =A y+g^{2}(y)+\cdots+g^{s-1}(y)+g^{s}(y)+O\left(|y|^{s+1}\right), \quad y \in \Omega_{s} .
\end{aligned}
$$

This completes the proof.

Definition 1.2. Suppose that the decompositions (1.13) are given. The following truncated equation of (1.14)

$$
\begin{equation*}
\dot{y}=A y+g^{2}(y)+\cdots+g^{r}(y) \tag{1.16}
\end{equation*}
$$

where $g^{k} \in \mathscr{C}^{k}, k=2, \ldots, r$, is called an $A$-normal form of equation (1.1) up to order $r$.

We note that an $A$-normal form is not unique for the fixed $A$. In fact, it depends on the choices of the complementary subspaces $\mathscr{C}^{k}$ ( $k=2, \ldots, r$ ).

Remark 1.3. Let $K=\left\{k \in \mathbb{N} \mid \mathscr{C}^{k} \neq \varnothing\right.$ \}. Suppose $\operatorname{dim} \mathscr{E}^{k}=n_{k} \geq 1$ and $\left\{v_{1}^{k}, \ldots, v_{n_{k}}^{k}\right\}$ is a basis of $\mathscr{C}^{k}$ for $k \in K$. Then (1.16) can be written as

$$
\begin{equation*}
\dot{y}=A y+\sum_{\substack{k=2 \\ k \in K}}^{r} \sum_{j=1}^{n_{k}} a_{k j} v_{j}^{k} \tag{1.17}
\end{equation*}
$$

where $a_{k j} \in \mathbb{C}$ for all $j=1, \ldots, n_{k}, k=2, \ldots, r$. Then an $A$-normal form of (1.1) up to order $r$ is of the form (1.17). Generally it is not easy to determine the coefficients of (1.17) for a particular equation (1.1) and it is not easy to find the transformation which transforms (1.1) into (1.17). Numerical and symbolic computational methods are available for users to find such transformations and to determine the coefficients in $A$-normal form equations. Equation (1.17) with arbitrary coefficients $\left\{a_{k j}\right\}$ is called a general form of an $A$-normal form up to order $r$.

From the above discussion the $A$-normal forms are determined by the choices of the complementary subspaces $\mathscr{E}^{k}(k=2, \ldots, r)$ and these subspaces are determined by the matrix $A$ only. In general, it is not easy to find complementary subspaces $\mathscr{E}^{k}$ for $k=2, \ldots, r$. However in the case when the matrix $A$ is diagonal, it is very easy. We will consider this case first.

A monomial in $H_{n}^{k}$ is an expression of the form $x^{\alpha} e_{j}$, where $\alpha=$ $\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ with nonnegative integers $\alpha_{i}$ is a multi-index and $|\alpha| \equiv \alpha_{1}+\alpha_{2}+\cdots+\alpha_{n}=k, \quad x^{\alpha}=x_{1}^{\alpha_{1}} x_{2}^{\alpha_{2}} \cdots x_{n}^{\alpha_{n}}, \quad e_{j}=$ $(0, \ldots, 1, \ldots, 0)^{T}$ is the standard basis element of $\mathbb{C}^{n}$ with only the $j$ th component being 1 and all other components zero. A basis for the
vector space $H_{n}^{k}, n \geq 1$, is given by

$$
\left\{x^{\alpha} e_{j}| | \alpha \mid=k, 1 \leq j \leq n\right\} .
$$

The dimension of $H_{n}^{k}$ is

$$
\begin{equation*}
\operatorname{dim} H_{n}^{k}=n \cdot\binom{n+k-1}{k} \tag{1.18}
\end{equation*}
$$

Definition 1.4. If $\sigma(A)=\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$ is the spectrum of $A$, then the following relations are called resonant conditions:

$$
\begin{equation*}
\lambda \cdot \alpha-\lambda_{j}=0, \tag{1.19}
\end{equation*}
$$

where $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right)^{T}, \alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)^{T},|\alpha| \geq 2,1 \leq j \leq n$, and $\lambda$. $\alpha=\lambda_{1} \alpha_{1}+\cdots+\lambda_{n} \alpha_{n}$. Let $\left(x_{1}, \ldots, x_{n}\right)$ be coordinates with respect to the standard basis $\left\{e_{1}, \ldots, e_{n}\right\}$ of $\mathbb{C}^{n}$ in which the matrix $A$ is in Jordan normal form with diagonal elements ( $\lambda_{1}, \ldots, \lambda_{n}$ ). Then a monomial $x^{\alpha} e_{j}(|\alpha|=k \geq 2$ and $1 \leq j \leq n)$ is called a resonant monomial of order $k$ if and only if (1.19) holds for $\alpha$ and $j$.

Theorem 1.5. Let $A=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$. Then an $A$-normal form up to order $r \geq 2$ can be chosen so that its nonlinear part consists of all resonant monomials up to order $r$.

Proof. A direct calculation shows that for any monomial $x^{\alpha} e_{j}$ with $|\alpha|=k \geq 2$ and $1 \leq j \leq n$,

$$
\begin{equation*}
L_{A}^{k}\left(x^{\alpha} e_{j}\right)=\left(\lambda \cdot \alpha-\lambda_{j}\right) x^{\alpha} e_{j} \tag{1.20}
\end{equation*}
$$

Hence $\operatorname{Ker}\left(L_{A}^{k}\right)$ is obviously a complementary subspace to the range of $L_{A}^{k}$ in $H_{n}^{k}$ and $\operatorname{Ker}\left(L_{A}^{k}\right)$ is spanned by all resonant monomials of order $k$ for each $k \geq 2$. Then the desired result follows.

In the following, we will present two methods for finding the complementary subspaces $\mathscr{E}^{k}$ for a given matrix $A$. The first is the adjoint operator method. Since an inner product can be introduced in $H_{n}^{k}$, a
possible choice for $\mathscr{C}^{k}$ is the orthogonal complement of $\mathscr{R}^{k}$, which will be characterized as $\operatorname{Ker}\left(\left(L_{A}^{k}\right)^{*}\right)$, the null space of the adjoint operator $\left(L_{A}^{k}\right)^{*}$ of $L_{A}^{k}$. Other choices will be obtained from $\operatorname{Ker}\left(\left(L_{A}^{k}\right)^{*}\right)$ by using linear algebraic techniques. The second is the matrix representation method. Each $L_{A}^{k}$ is a linear operator defined on a finite-dimensional linear space $H_{n}^{k}$. If $\tilde{L}_{A}^{k}$ is the matrix representation of $L_{A}^{k}$ with respect to a basis of $H_{n}^{k}$, then our problem is reduced to finding a complementary subspace to the range of $\tilde{L}_{A}^{k}$ in $\mathbb{C}^{d_{k}}$, where $d_{k}=\operatorname{dim} H_{n}^{k}$.

If $p(x)=\sum_{j=1}^{n} \sum_{|\alpha|=k} p_{\alpha j} x^{\alpha} e_{j}$ and $q(x)=\sum_{j=1}^{n} \sum_{|\alpha|=k} q_{\alpha j} x^{\alpha} e_{j}$, where $p_{\alpha j}$ and $q_{\alpha j}$ are complex constants, then we define

$$
\begin{equation*}
\langle p, q\rangle=\sum_{j=1}^{n} \sum_{|\alpha|=k} p_{\alpha j} \bar{q}_{\alpha j} \alpha!, \tag{1.21}
\end{equation*}
$$

where $\alpha!=\alpha_{1}!\alpha_{2}!\ldots \alpha_{n}!$.

Example 1.6. Let $|\alpha|=|\beta|=k$ and $1 \leq i, j \leq n$. Then

$$
\left\langle x^{\alpha} e_{i}, x^{\beta} e_{j}\right\rangle=\delta_{i j} \delta_{\alpha \beta} \alpha!,
$$

where $\delta_{i j}$ and $\delta_{\alpha \beta}$ are the Kronecker symbols.
It is easy to see that $\langle\cdot, \cdot\rangle$ is an inner product in $H_{n}^{k}$.

Theorem 1.7. Operator $L_{A^{*}}^{k}$ is the adjoint operator of $L_{A}^{k}$ with respect to the inner product $\langle\cdot, \cdot\rangle$ in $H_{n}^{k}$ for each $k \geq 2$, where $A^{*}$ is the adjoint operator of $A$ with respect to the usual product $(\cdot, \cdot)$ in $\mathbb{C}^{n}$.

Proof. Let $p, q \in H_{n}^{k}, \quad p(x)=\sum_{i=1}^{n} \sum_{|\alpha|=k} p_{\alpha i} x^{\alpha} e_{i}, \quad q(x)=$ $\sum_{j=1}^{n} \Sigma_{|\beta|=k} q_{\beta j} x^{\beta} e_{j}$. Then, using the linearity of $L_{A}^{k}, L_{A^{*}}^{k}$ and properties of the inner product, we get

$$
\begin{aligned}
& \left\langle L_{A}^{k} p, q\right\rangle=\sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{|\alpha|=k|\beta|=k} \sum_{\alpha i} p_{\alpha i} \bar{q}_{\beta j}\left\langle L_{A}^{k}\left(x^{\alpha} e_{i}\right), x^{\beta} e_{j}\right\rangle, \\
& \left\langle p, L_{A^{*}}^{k} q\right\rangle=\sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{|\alpha|=k|\beta|=k} \sum_{\alpha i} p_{\alpha i} \bar{q}_{\beta j}\left\langle x^{\alpha} e_{i}, L_{A^{*}}^{k}\left(x^{\beta} e_{j}\right)\right\rangle .
\end{aligned}
$$

Therefore it is enough to prove that

$$
\left\langle L_{A}^{k}\left(x^{\alpha} e_{i}\right), x^{\beta} e_{j}\right\rangle=\left\langle x^{\alpha} e_{i}, L_{A^{*}}^{k}\left(x^{\beta} e_{j}\right)\right\rangle
$$

for any $\alpha, \beta, i, j$ with $|\alpha|=|\beta|=k$ and $1 \leq i, j \leq n$. An easy computation shows:

$$
\begin{aligned}
L_{A}^{k}\left(x^{\alpha} e_{i}\right) & =D\left(x^{\alpha} e_{i}\right) A x-A\left(x^{\alpha} e_{i}\right) \\
& =\sum_{l=1}^{n} \sum_{m=1}^{n} \alpha_{l} a_{l m} \frac{x^{\alpha} x_{m}}{x_{l}} e_{i}-\sum_{l=1}^{n} a_{l i} x^{\alpha} e_{l} \\
L_{A^{*}}^{k}\left(x^{\beta} e_{j}\right) & =D\left(x^{\beta} e_{j}\right) A^{*} x-A^{*}\left(x^{\beta} e_{j}\right) \\
& =\sum_{m=1}^{n} \sum_{l=1}^{n} \beta_{m} \bar{a}_{l m} \frac{x^{\beta} x_{l}}{x_{m}} e_{j}-\sum_{m=1}^{n} \bar{a}_{j m} x^{\beta} e_{m}
\end{aligned}
$$

where $D$ is the differential operator. Therefore

$$
\begin{aligned}
& \left\langle L_{A}^{k}\left(x^{\alpha} e_{i}\right), x^{\beta} e_{j}\right\rangle \\
& \quad= \begin{cases}\left(\begin{array}{ll}
\left.\sum_{l=1}^{n} \alpha_{l} a_{l l}-a_{i i}\right) \alpha! & \text { if } i=j \text { and } \alpha=\beta, \\
\alpha_{l} a_{l m} \beta! & \text { if } i=j ; \beta_{l}=\alpha_{l}-1, \beta_{m}=\alpha_{m}+1 \\
\text { for some } l \neq m ; \\
\beta_{s}=\alpha_{s} \text { for any } s \neq l, m,
\end{array}\right. \\
-a_{j i} \alpha! & \text { if } i \neq j \text { but } \alpha=\beta, \\
0 & \text { otherwise; }\end{cases} \\
& \left\langle x^{\alpha} e_{i}, L_{\left.A^{*}\left(x^{\beta} e_{j}\right)\right\rangle}= \begin{cases}\left(\sum_{l=1}^{n} \beta_{l} a_{l l}-a_{i i}\right) \beta! & \text { if } i=j \text { and } \beta=\alpha, \\
\beta_{m} a_{l m} \alpha! & \text { if } i=j ; \alpha_{l}=\beta_{l}+1, \alpha_{m}=\beta_{m}-1 \\
-a_{j i} \beta! & \text { for some } l \neq m ; \\
0 & \text { if } i \neq j \text { but } \alpha=\beta,\end{cases} \right. \\
& \hline
\end{aligned}
$$

The two expressions are equal in each case. Thus the theorem is proved.

Corollary 1.8. $\operatorname{Ker}\left(L_{A^{*}}^{k}\right)$ is the orthogonal complementary subspace to $\mathscr{R}^{k}$ with respect to the inner product $\langle\cdot, \cdot\rangle$ in $H_{n}^{k}$ for each $k \geq 2$.

Remark 1.9. If we define $L_{A}: C^{1}\left(\mathbb{C}, \mathbb{C}^{n}\right) \rightarrow C^{0}\left(\mathbb{C}, \mathbb{C}^{n}\right)$ by

$$
\left(L_{A} \xi\right)(x)=\xi_{x}(x) A x-A \xi(x),
$$

then $L_{A}^{k}=\left.L_{A}\right|_{H_{n}^{k}}, L_{A^{*}}^{k}=\left.L_{A^{*}}\right|_{H_{n}^{k}}$. Thus a polynomial of order $r$, $g(x)=g^{2}(x)+\cdots+g^{r}(x)$, where $g^{k} \in H_{n}^{k}, k=2, \ldots, r$, belongs to $\operatorname{Ker}\left(L_{A^{*}}\right)$ if and only if $g^{k} \in \operatorname{Ker} L_{A^{*}}^{k}, k=2, \ldots, r$. Therefore to find $A$-normal form equations up to order $r$, it is sufficient to solve the partial differential equation $L_{A^{*}} \xi=0$ for $r$ th-order polynomial solutions with no constant and linear terms.

Example 1.10. Let

$$
A=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right] \quad \text { and } \quad \xi(x)=\left[\begin{array}{l}
\xi_{1}\left(x_{1}, x_{2}\right) \\
\xi_{2}\left(x_{1}, x_{2}\right)
\end{array}\right]
$$

where $\xi_{1}\left(x_{1}, x_{2}\right)$ and $\xi_{2}\left(x_{1}, x_{2}\right)$ are scalar polynomials of degree $r \geq 2$. Then

$$
\begin{aligned}
L_{A^{*}} \xi(x) & =\left[\begin{array}{ll}
\frac{\partial \xi_{1}}{\partial x_{1}} & \frac{\partial \xi_{1}}{\partial x_{2}} \\
\frac{\partial \xi_{2}}{\partial x_{1}} & \frac{\partial \xi_{2}}{\partial x_{2}}
\end{array}\right]\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]-\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right]\left[\begin{array}{l}
\xi_{1}\left(x_{1}, x_{2}\right) \\
\xi_{2}\left(x_{1}, x_{2}\right)
\end{array}\right] \\
& =\left[\begin{array}{l}
x_{1} \frac{\partial \xi_{1}}{\partial x_{2}} \\
x_{1} \frac{\partial \xi_{2}}{\partial x_{2}}-\xi_{1}
\end{array}\right]
\end{aligned}
$$

It is easy to see that the $r$ th-order polynomial solutions (without
constant and the first-order terms) of the equation $L_{A^{*}} \xi(x)=0$, that is,

$$
\left\{\begin{array}{l}
x_{1} \frac{\partial \xi_{1}}{\partial x_{2}}=0 \\
x_{1} \frac{\partial \xi_{2}}{\partial x_{2}}-\xi_{1}=0
\end{array}\right.
$$

are

$$
\xi_{1}\left(x_{1}, x_{2}\right)=x_{1}^{2} \phi_{1}\left(x_{1}\right), \quad \xi_{2}\left(x_{1}, x_{2}\right)=x_{1} x_{2} \phi_{1}\left(x_{1}\right)+x_{1}^{2} \phi_{2}\left(x_{1}\right)
$$

where $\phi_{1}\left(x_{1}\right)$ and $\phi_{2}\left(x_{1}\right)$ are arbitrary scalar polynomials of order $r-2$. Thus an $A$-normal form equation up to order $r$ is

$$
\left\{\begin{array}{l}
\dot{x}_{1}=x_{2}+x_{1}^{2} \phi_{1}\left(x_{1}\right) \\
\dot{x}_{2}=x_{1}^{2} \phi_{2}\left(x_{1}\right)+x_{1} x_{2} \phi_{1}\left(x_{1}\right)
\end{array}\right.
$$

We note that $r \geq 2$ can be any integer. An $A$-normal form up to order 2 is

$$
\left\{\begin{array}{l}
\dot{x}_{1}=x_{2}+b x_{1}^{2}  \tag{1.22}\\
\dot{x}_{2}=a x_{1}^{2}+b x_{1} x_{2}
\end{array}\right.
$$

where $a, b$ are complex constants.
We can also choose $\operatorname{span}\left\{x_{1}^{2} e_{2}, x_{1} x_{2} e_{2}\right\}$ as a complementary subspace to $\mathscr{R}^{2}$. In fact, if $v_{1}=x_{1}^{2} e_{2}, v_{2}=x_{1}^{2} e_{1}+x_{1} x_{2} e_{2}, w_{1}=\frac{1}{2} x_{1}^{2} e_{2}$, and $w_{2}=x_{1} x_{2} e_{2}$, then $\left\{v_{1}, v_{2}\right\}$ is a basis of $\operatorname{Ker}\left(L_{A^{*}}^{2}\right)$ and it is easy to see that $\left\langle v_{i}, w_{j}\right\rangle=\delta_{i j}$ for $i, j=1,2$. Hence $\operatorname{span}\left\{w_{1}, w_{2}\right\}$ is another complementary subspace to $\mathscr{R}^{2}$. Thus a different $A$-normal form up to order 2 is given by

$$
\left\{\begin{array}{l}
\dot{x}_{1}=x_{2}, \\
\dot{x}_{2}=a x_{1}^{2}+b x_{1} x_{2}, \quad a, b \in \mathbb{C} .
\end{array}\right.
$$

Example 1.11. Let

$$
A=\left[\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right] \quad \text { and } \quad \xi(x)=\left[\begin{array}{l}
\xi_{1}\left(x_{1}, x_{2}, x_{3}\right) \\
\xi_{2}\left(x_{1}, x_{2}, x_{3}\right) \\
\xi_{3}\left(x_{1}, x_{2}, x_{3}\right)
\end{array}\right]
$$

where $\xi_{i}\left(x_{1}, x_{2}, x_{3}\right)$ are scalar polynomials of order $r \geq 2, i=1,2,3$. Suppose that $\xi(x)$ is a solution of equation $L_{A^{*}} \xi=0$, that is,

$$
\begin{align*}
& x_{1} \frac{\partial \xi_{1}}{\partial x_{2}}+x_{2} \frac{\partial \xi_{1}}{\partial x_{3}}=0 \\
& x_{1} \frac{\partial \xi_{2}}{\partial x_{2}}+x_{2} \frac{\partial \xi_{2}}{\partial x_{3}}=\xi_{1}  \tag{1.23}\\
& x_{1} \frac{\partial \xi_{3}}{\partial x_{2}}+x_{2} \frac{\partial \xi_{3}}{\partial x_{3}}=\xi_{2}
\end{align*}
$$

The two independent first integrals of the first equation of (1.23) are $p_{1}=x_{1}$ and $p_{2}=2 x_{1} x_{3}-x_{2}^{2}$.

Suppose $\xi_{1}\left(x_{1}, x_{2}, x_{3}\right)=\sum_{i+j+k=m} c_{i j k} x_{1}^{i} x_{2}^{j} x_{3}^{k}$ and $\xi_{1}\left(x_{1}, x_{2}, x_{3}\right)=$ $\Phi\left(p_{1}, p_{2}\right)$. Let $p_{1} \neq 0$. Then $x_{3}=\left(p_{2}+x_{2}^{2}\right) /\left(2 p_{1}\right)$. Hence

$$
\Phi\left(p_{1}, p_{2}\right)=\sum_{i+j+k=m} \frac{c_{i j k}}{2^{k}} p_{1}^{i-k} x_{2}^{j}\left(p_{2}+x_{2}^{2}\right)^{k}
$$

Let $x_{2}=0$. Then

$$
\Phi\left(p_{1}, p_{2}\right)=\sum_{i+k=m} \frac{c_{i 0 k}}{2^{k}} p_{1}^{i-k} p_{2}^{k}
$$

Since $\Phi$ is differentiable in $p_{1}, i \geq k$. Thus $\Phi$ is a polynomial of $p_{1}$ and $p_{2}$ and hence so is $\xi_{1}$. Let

$$
\xi_{1}\left(x_{1}, x_{2}, x_{3}\right)=x_{1} \phi_{1}\left(p_{1}, p_{2}\right)+\psi_{1}\left(p_{2}\right)
$$

where $\phi_{1}$ and $\psi_{1}$ are polynomials in their arguments. Then $\xi_{2}$ can be
expressed as

$$
\xi_{2}\left(x_{1}, x_{2}, x_{3}\right)=x_{2} \phi_{1}\left(p_{1}, p_{2}\right)+\frac{x_{2}}{x_{1}} \psi_{1}\left(p_{2}\right)+\phi\left(p_{1}, p_{2}\right)
$$

where $\phi$ is a differentiable function in $p_{1}$ and $p_{2}$. By multiplying $\xi_{2}$ by $x_{1}$ and then taking $x_{1}=0$, we can show that $\psi_{1} \equiv 0$ and $\phi$ is a polynomial in $p_{1}$ and $p_{2}$. Let $\phi\left(p_{1}, p_{2}\right)=x_{1} \phi_{2}\left(p_{1}, p_{2}\right)+\psi_{2}\left(p_{2}\right)$, where $\phi_{2}$ and $\psi_{2}$ are polynomials in their arguments. Then it can be shown in a similar way that $\psi_{2} \equiv 0$ and

$$
\xi_{3}\left(x_{1}, x_{2}, x_{3}\right)=x_{3} \phi_{1}\left(p_{1}, p_{2}\right)+x_{2} \phi_{2}\left(p_{1}, p_{2}\right)+\phi_{3}\left(p_{1}, p_{2}\right),
$$

where $\phi_{3}$ is a polynomial in $p_{1}$ and $p_{2}$. Hence an $A$-normal form up to order $r$ is

$$
\left\{\begin{aligned}
\dot{x}_{1}= & x_{2}+x_{1} \phi_{1}\left(x_{1}, 2 x_{1} x_{3}-x_{2}^{2}\right) \\
\dot{x}_{2}= & x_{3}+x_{2} \phi_{1}\left(x_{1}, 2 x_{1} x_{3}-x_{2}^{2}\right)+x_{1} \phi_{2}\left(x_{1}, 2 x_{1} x_{3}-x_{2}^{2}\right) \\
\dot{x}_{3}= & x_{3} \phi_{1}\left(x_{1}, 2 x_{1} x_{3}-x_{2}^{2}\right)+x_{2} \phi_{2}\left(x_{1}, 2 x_{1} x_{3}-x_{2}^{2}\right) \\
& +\phi_{3}\left(x_{1}, 2 x_{1} x_{3}-x_{2}^{2}\right)
\end{aligned}\right.
$$

where $\phi_{i}$ are polynomials in their arguments such that $x_{3} \phi_{1}, x_{2} \phi_{2}$, and $\phi_{3}$ are polynomials in $x_{1}, x_{2}$, and $x_{3}$ of order $r$ without constant and linear terms.

A different method for finding $A$-normal forms is to use the matrix representation of the linear operator $L_{A}^{k}$ with respect to a given basis of $H_{n}^{k}$. First, we give an ordering of the elements of the basis of $H_{n}^{k}$, $\left\{x^{\alpha} e_{j}| | \alpha \mid=k, 1 \leq j \leq n\right\}$. This is taken to be the reverse lexicographic ordering, that is,

$$
x^{\alpha} e_{i}<x^{\beta} e_{j} \text { if and only if }\left(i, \alpha_{1}, \ldots, \alpha_{n}\right)>\left(j, \beta_{1}, \ldots, \beta_{n}\right),
$$

where $\left(i, \alpha_{1}, \ldots, \alpha_{n}\right)>\left(j, \beta_{1}, \ldots, \beta_{n}\right)$ if and only if $i>j$ or $i=j$ and the first unequal components, say, $\alpha_{s} \neq \beta_{s}$, satisfy $\alpha_{s}>\beta_{s}, 1 \leq s \leq n$. We shall write $i \sim(j, \alpha)$ if $x^{\alpha} e_{j}$ is the $i$ th basis element with respect to reverse lexicographic ordering.

Let $d_{k}=\operatorname{dim} H_{n}^{k}$ and $U_{k}=\left\{u_{1}, \ldots, u_{d_{k}}\right\}$ be an orthogonal basis of $H_{n}^{k}$. We will use hereafter only basis $U_{k}$ of the form

$$
\begin{equation*}
u_{i}(x)=x^{\alpha} e_{j}, \quad|\alpha|=k, \quad j=1, \ldots, n \tag{1.24}
\end{equation*}
$$

where $i \sim(j, \alpha)$ is in the reverse lexicographic ordering for $i=$ $1, \ldots, d_{k}$. We denote by $\tilde{L}_{A}^{k}$ the matrix representation of $L_{A}^{k}$ with respect to the basis $U_{k}$ of $H_{n}^{k}$. Then $\tilde{L}_{A}^{k}$ is a $d_{k} \times d_{k}$ matrix which can be viewed also as a linear operator on $\mathbb{C}^{d_{k}}$. Let $\tilde{\mathscr{R}}^{k}$ be the range of $\tilde{L}_{A}^{k}$ in $\mathbb{C}^{d_{k}}$ and $\tilde{\mathscr{G}}^{k}$ any complementary subspace, that is, $\mathbb{C}^{d_{k}}=\tilde{\mathscr{R}}^{k} \oplus \tilde{\mathscr{G}}^{k}$. If we define:

$$
\left\{\begin{array}{l}
\mathscr{R}^{k}=\left\{\xi^{k}=\sum_{i=1}^{d_{k}} a_{i} u_{i} \in H_{n}^{k} \mid\left(a_{1}, \ldots, a_{d_{k}}\right) \in \tilde{\mathscr{R}}^{k}\right\},  \tag{1.25}\\
\mathscr{\mathscr { C }}^{k}=\left\{\xi^{k}=\sum_{i=1}^{d_{k}} a_{i} u_{i} \in H_{n}^{k} \mid\left(a_{1}, \ldots, a_{d_{k}}\right) \in \tilde{\mathscr{C}}^{k}\right\},
\end{array}\right.
$$

then $\mathscr{R}^{k}$ is the range of $L_{A}^{k}$ in $H_{n}^{k}$ and $\mathscr{E}^{k}$ is a complementary subspace to $\mathscr{R}^{k}$ in $H_{n}^{k}$. Therefore, finding a complementary subspace $\mathscr{E}^{k}$ to $\mathscr{R}^{k}$ in $H_{n}^{k}$ is equivalent by (1.25) to finding a complementary subspace $\tilde{\mathscr{G}}^{k}$ to $\tilde{\mathscr{R}}^{k}$ in $\mathbb{C}^{d^{k}}$. Such a complementary subspace is provided by $\tilde{\mathscr{E}}^{k}=\operatorname{Ker}\left(\left(\tilde{L}_{A}^{k}\right)^{*}\right)$, which is the orthogonal complementary subspace of $\tilde{\mathscr{R}}^{k}$ in $\mathbb{C}^{d_{k}}$ with respect to the inner product $(\cdot, \cdot)$ in $\mathbb{C}^{d_{k}}$. Other complementary subspaces to $\tilde{\mathscr{R}}^{k}$ can be obtained from $\operatorname{Ker}\left(\left(\tilde{L}_{A}^{k}\right)^{*}\right)$ by performing elementary algebraic calculations.

Remark 1.12. Since the size of the matrix $\tilde{L}_{A}^{k}$ is $d_{k} \times d_{k}=$ $n\binom{n+k-1}{n-1} \times n\binom{n+k-1}{n-1}$, which increases rapidly as $k$ increases, to calculate matrices $L_{A}^{k}$ and to find bases of complementary subspaces $\tilde{\mathscr{E}}^{k}$ become generally more and more difficult. However, the matrix $\tilde{L}_{A}^{k}$ depends only on the matrix $A$ and $k$, so it involves only computing coefficients of the basis of $H_{n}^{k}$ in the expansion:

$$
\begin{equation*}
L_{A}^{k}\left(x^{\alpha} e_{j}\right)=\left(\sum_{i=1}^{n} \sum_{l=1}^{n} \frac{\alpha_{i}}{x_{i}} a_{i l} x_{l}\right) x^{\alpha} e_{j}-\sum_{i=1}^{n} a_{i j} x^{\alpha} e_{i} . \tag{1.26}
\end{equation*}
$$

Even though the computations might be tedious they can be performed in principle, especially when $n$ and $k$ are small, and one can use a computer to do it. Once $\tilde{L}_{A}^{k}$ is known, to find a basis of $\operatorname{Ker}\left(\left(\tilde{L}_{A}^{k}\right)^{*}\right)$ or some other complementary subspace $\tilde{\mathscr{G}}^{k}$, and hence $\mathscr{\mathscr { C }}^{k}$ by identification (1.25), becomes an algebraic problem.

In some cases, as we shall see, $\tilde{L}_{A}^{k}$ is easy to compute and so is a complementary subspace $\tilde{\mathscr{G}}^{k}$ to $\tilde{\mathscr{R}}^{k}$ in $\mathbb{C}^{d_{k}}$.

Lemma 1.13. If $A=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$, then $\tilde{L}_{A}^{k}$ is also diagonal; if $A$ is upper (lower) triangular with diagonal elements ( $\lambda_{1}, \ldots, \lambda_{n}$ ), then $\tilde{L}_{A}^{k}$ is lower (upper) triangular. Furthermore, for both cases, the ith element of the diagonal of $\tilde{L}_{A}^{k}$ is $\lambda \cdot \alpha-\lambda_{j}$, where $i \sim(j, \alpha)$.

Proof. The conclusion follows from (1.26) and the definition of the reverse lexicographic ordering of the basis $U_{k}$ of $H_{n}^{k}$.

Remark 1.14. When $A$ is diagonal or upper triangular it is fairly easy to obtain a basis of a complementary subspace since in those cases the matrix $\tilde{L}_{A}^{k}$ is diagonal or lower triangular and its range is spanned by the columns of the matrix. From the structure of the matrix it is easy to read off a basis of a complementary subspace, or to obtain the column echelon form from which this basis can be read off. This is the advantage of giving the reverse lexicographical ordering to the basis. When $A$ is not upper triangular we can make a linear transformation so that the linear part of the resulting equation is upper triangular.

Example 1.15. Consider the following equation in $\mathbb{C}^{2}$ :

$$
\dot{x}=A x+O\left(|x|^{2}\right), \quad x \in \mathbb{C}^{2}
$$

where

$$
A=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]
$$

For any $k \geq 2$, we shall determine a complemntary subspace $\mathscr{E}^{k}$ to the range $\mathscr{R}^{k}$ of $L_{A}^{k}$ in $H_{2}^{k}$. We have $\operatorname{dim} H_{2}^{k}=2(k+1)$ and the basis of
$H_{2}^{k}$ in the reverse lexicographic ordering is

$$
\begin{aligned}
\left\{u_{i}(x)\right\}_{i=1}^{2(k+1)}= & \left\{x_{1}^{k} x_{2}^{0} e_{2}, x_{1}^{k-1} x_{2} e_{2}, \ldots,\right. \\
& \left.x_{1}^{0} x_{2}^{k} e_{2}, x_{1}^{k} x_{2}^{0} e_{1}, x_{1}^{k-1} x_{2} e_{1}, \ldots, x_{1}^{0} x_{2}^{k} e_{1}\right\},
\end{aligned}
$$

that is, $u_{i}(x)=x_{1}^{k-i+1} x_{2}^{i-1} e_{2}, u_{k+i+1}(x)=x_{1}^{k-i+1} x_{2}^{i-1} e_{1}$ for $1 \leq i \leq$ $k+1$, where $\left\{e_{1}, e_{2}\right\}$ is the standard basis of $\mathbb{C}^{2}$. For $\xi=\left(\xi_{1}, \xi_{2}\right)^{T} \in H_{2}^{k}$ we have

$$
\begin{aligned}
L_{A}^{k}\left[\begin{array}{l}
\xi_{1} \\
\xi_{2}
\end{array}\right] & =\left[\begin{array}{ll}
\frac{\partial \xi_{1}}{\partial x_{1}} & \frac{\partial \xi_{1}}{\partial x_{2}} \\
\frac{\partial \xi_{2}}{\partial x_{1}} & \frac{\partial \xi_{2}}{\partial x_{2}}
\end{array}\right]\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]-\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]\left[\begin{array}{l}
\xi_{1} \\
\xi_{2}
\end{array}\right] \\
& =\left[\begin{array}{c}
x_{2} \frac{\partial \xi_{1}}{\partial x_{1}}-\xi_{2} \\
x_{2} \frac{\partial \xi_{2}}{\partial x_{1}}
\end{array}\right] .
\end{aligned}
$$

Then, applying $L_{A}^{k}$ to the elements of our basis we get

$$
\left\{\begin{array}{l}
L_{A}^{k} u_{i}=(k-i+1) u_{i+1}-u_{i+k+1}, \\
L_{A}^{k} u_{i+k+1}=(k-i+1) u_{k+i+2},
\end{array} \quad 1 \leq i \leq k+1\right.
$$

with the convention $u_{2 k+3}=0$. So we have the following $2(k+1) \times$ $2(k+1)$ matrix for $\tilde{L}_{A}^{k}$.

$$
\tilde{L}_{A}^{k}=\left[\begin{array}{cccccccccc}
0 & 0 & \cdots & 0 & 0 & \vdots & 0 & \cdots & 0 & 0 \\
k & 0 & \cdots & 0 & 0 & 0 & 0 & \cdots & 0 & 0 \\
0 & k-1 & \cdots & 0 & 0 & 0 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & & \vdots & \vdots \\
0 & 0 & \cdots & 1 & 0 & \vdots & 0 & \cdots & 0 & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \cdots & \cdots \\
-1 & 0 & \cdots & 0 & 0 & \vdots 0 & 0 & \cdots & 0 & 0 \\
0 & -1 & \cdots & 0 & 0 & k & 0 & \cdots & 0 & 0 \\
0 & 0 & \ddots & \vdots & 0 & 0 & k-1 & & 0 & 0 \\
\vdots & \vdots & & -1 & \vdots \vdots \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & -1 & 0 & 0 & \cdots & 1 & 0
\end{array}\right]_{2(k+1) \times 2(k+1)}
$$

Let $\left\{\tilde{e}_{i} \mid i=1, \ldots, 2 k+2\right\}$ be the standard basis of $\mathbb{C}^{2 k+2}$. Then a basis of $\operatorname{Ker}\left(\left(\tilde{L}_{A}^{k}\right)^{*}\right)$ is given by

$$
\tilde{v}_{1}=\tilde{e}_{1}, \quad \tilde{v}_{2}=\tilde{e}_{2}+k \tilde{e}_{k+2} .
$$

We can choose also $\tilde{\mathscr{E}}^{k}=\operatorname{span}\left\{\tilde{w}_{1}, \tilde{w}_{2}\right\}$, where $\tilde{w}_{1}=\tilde{e}_{1}, \tilde{w}_{2}=\tilde{e}_{k+2}$, as a complementary subspace to $\tilde{R}^{k}$ in $\mathbb{C}^{2 k+2}$. By the correspondence between $H_{2}^{k}$ and $\mathbb{C}^{2 k+2}$

$$
\mathscr{C}^{k}=\operatorname{span}\left\{\left[\begin{array}{l}
0 \\
x_{1}^{k}
\end{array}\right],\left[\begin{array}{l}
x_{1}^{k} \\
0
\end{array}\right]\right\}
$$

is a complementary subspace to $\mathscr{R}^{k}$ in $H_{2}^{k}$ and an $A$-normal form equation up to order $r$ is

$$
\dot{x}=\left[\begin{array}{c}
x_{2}  \tag{1.27}\\
0
\end{array}\right]+\sum_{k=2}^{r}\left[\begin{array}{l}
a_{k} x_{1}^{k} \\
b_{k} x_{1}^{k}
\end{array}\right],
$$

where $a_{k}, b_{k} \in \mathbb{C}, k=2, \ldots, r$. We can rewrite (1.27) as

$$
\left\{\begin{array}{l}
\dot{x}_{1}=x_{2}+x_{1}^{2} \phi_{1}\left(x_{1}\right) \\
\dot{x}_{2}=x_{1}^{2} \phi_{2}\left(x_{1}\right)
\end{array}\right.
$$

where $\phi_{1}, \phi_{2}$ are polynomials of degree $r-2$, for $r \geq 2$.
Since we can also choose $\tilde{\mathscr{G}}^{k}=\operatorname{span}\left\{\tilde{w}_{1}, \tilde{w}_{2}\right\}$, where $\tilde{w}_{1}=\tilde{e}_{1}, \tilde{w}_{2}=\tilde{e}_{2}$, as a basis for a complementary subspace to $\tilde{\mathscr{R}}^{k}$ in $\mathbb{C}^{2 k+2}$, the corresponding $A$-normal form is

$$
\dot{x}=\left[\begin{array}{l}
x_{2} \\
0
\end{array}\right]+\sum_{k=2}^{r}\left[\begin{array}{c}
0 \\
a_{k} x_{1}^{k}+b_{k} x_{1}^{k-1} x_{2}
\end{array}\right],
$$

where $a_{k}, b_{k} \in \mathbb{C}, k=2, \ldots, r$, or

$$
\left\{\begin{array}{l}
\dot{x}_{1}=x_{2}, \\
\dot{x}_{2}=x_{1}^{2} \phi_{1}\left(x_{1}\right)+x_{1} x_{2} \phi_{2}\left(x_{1}\right),
\end{array}\right.
$$

where $\phi_{1}, \phi_{2}$ are polynomials of degree $r-2, r \geq 2$. In particular,

$$
\left\{\begin{array}{l}
\dot{x}_{1}=x_{2} \\
\dot{x}_{2}=a x_{1}^{2}+b x_{1} x_{2}
\end{array}\right.
$$

where $a, b \in \mathbb{C}$ is an $A$-normal form equation up to order 2 .
To deal with the case when $A$ is not diagonalizable we can apply the $S-N$ decompositions of linear operators in finite-dimensional vector spaces.

Definition 1.16. Let $L$ be a linear operator in a finite-dimensional vector space $V$ over $\mathbb{C}$. $L=S+N$ is called the $S-N$ decomposition of $L$ if $S$ is semisimple, that is, the matrix representation of $S$ with respect to a basis of $V$ is diagonal, $N$ is nilpotent, and $S N=N S$.

It is well known that for any linear operator in finite-dimensional vector spaces there exists a unique $S-N$ decomposition.

Theorem 1.17. Let $L$ be a linear operator in a finite-dimensional vector space $V$. If $L=S+N$ is its $S-N$ decomposition, then

$$
\operatorname{Ker}(L)=\operatorname{Ker}(S) \cap \operatorname{Ker}(N)
$$

Proof. It is not hard to see that $V=\operatorname{Im}(S) \oplus \operatorname{Ker}(S)$ since $S$ is semisimple. Then it follows that $S$ is invertible on $\operatorname{Im}(S) . \operatorname{Ker}(S) \cap$ $\operatorname{Ker}(N) \subseteq \operatorname{Ker}(L)$ is also apparent. Let $v \in \operatorname{Ker}(L)$. Then $S v=-N v$. Since $S N=N S, S^{m} v=(-1)^{m} N^{m} v=0$ for some positive integer $m$. If $m=1$, then $S v=-N v=0$. Thus $v \in \operatorname{Ker}(S) \cap \operatorname{Ker}(N)$. If $m>1$, then $S^{m-1}(S v)=0$ and then we still have $S v=0$ since $S$ is invertible on $\operatorname{Im}(S)$. Consequently $N v=0$. The proof is completed.

Theorem 1.18. If $A=S+N$ is the $S-N$ decomposition of $A$, then $L_{A}^{k}=L_{S}^{k}+L_{N}^{k}$ is the $S-N$ decomposition of $L_{A}^{k}$ for each $k \geq 2$.

Proof. Let $\left\{\eta_{1}, \ldots, \eta_{n}\right\}$ be such a basis of $\mathbb{C}^{n}$ that the matrix of $A$ with respect to the basis is in Jordan form denoted by

$$
A=\left[\begin{array}{lll}
\lambda_{1} I_{1}+N_{1} & & \\
& \ddots & \\
& & \lambda_{s} I_{s}+N_{s}
\end{array}\right]
$$

where $\lambda_{i}$ is an eigenvalue of $A, I_{i}$ is the $n_{i} \times n_{i}$ identity matrix,

$$
N_{i}=\left[\begin{array}{llll}
0 & 1 & & \\
& \ddots & \ddots & \\
& & \ddots & 1 \\
& & & 0
\end{array}\right]_{n_{i} \times n_{i}},
$$

$i=1, \ldots, s$, and $n_{1}+\cdots+n_{2}=n$. By the uniqueness of the $S-N$ decomposition of $A$,

$$
S=\left[\begin{array}{lll}
\lambda_{1} I_{1} & & \\
& \ddots & \\
& & \lambda_{s} I_{s}
\end{array}\right] \text { and } \quad N=\left[\begin{array}{lll}
N_{1} & & \\
& \ddots & \\
& & N_{s}
\end{array}\right]
$$

The matrix representations of $L_{S}^{k}$ and $L_{N}^{k}$ with respect to the basis $U_{k}$ are diagonal and strictly lower triangular, respectively, by Lemma 1.13. Hence $L_{s}^{k}$ is semisimple and $L_{N}^{k}$ is nilpotent. Furthermore, for any monomial $x^{\alpha} e_{j}$, if $n_{1}+\cdots+n_{i-1}<j \leq n_{1}+\cdots+n_{i}$ for some $1 \leq i$ $\leq s$, then by (1.26)

$$
\begin{gather*}
L_{S}^{k}\left(x^{\alpha} e_{j}\right)=\left(\lambda \cdot \alpha-\lambda_{i}\right) x^{\alpha} e_{j},  \tag{1.28}\\
L_{N}^{k}\left(x^{\alpha} e_{j}\right)=\left(\sum_{l=1}^{n-1} a_{l, l+1} \frac{\alpha_{l}}{x_{l}} x_{l+1}\right) x^{\alpha} e_{j}-a_{j-1, j} x^{\alpha} e_{j-1}, \tag{1.29}
\end{gather*}
$$

where $a_{l, l+1}=1$ if $l \neq n_{1}+\cdots+n_{t}$ for any $1 \leq t<s$ or $a_{l, l+1}=0$ if $l=n_{1}+\cdots+n_{t}$ for $t=1, \ldots, s-1$, and $a_{0,1}=0$. A simple calculation shows that if $l \neq n_{1}+\cdots+n_{t}$ for any $1 \leq t<s$ and if $n_{1}+\cdots+n_{i-1}<j \leq n_{1}+\cdots+n_{i}$ for some $1 \leq i \leq s$, then

$$
L_{S}^{k}\left(\frac{x_{l+1}}{x_{l}} x^{\alpha} e_{j}\right)=\left(\lambda \cdot \alpha-\lambda_{i}\right) \frac{x_{l+1}}{x_{l}} x^{\alpha} e_{j} .
$$

Therefore if $n_{1}+\cdots+n_{i-1}<j \leq n_{1}+\cdots+n_{i}$ for some $1 \leq i \leq s$,

$$
L_{S}^{k} L_{N}^{k}\left(x^{\alpha} e_{j}\right)=\left(\lambda \cdot \alpha-\lambda_{i}\right) L_{N}^{k}\left(x^{\alpha} e_{j}\right)
$$

and

$$
L_{N}^{k} L_{S}^{k}\left(x^{\alpha} e_{j}\right)=\left(\lambda \cdot \alpha-\lambda_{i}\right) L_{N}^{k}\left(x^{\alpha} e_{j}\right)
$$

Since $x^{\alpha} e_{j}$ is arbitrary it follows that $L_{N}^{k}$ commutes with $L_{S}^{k}$. The theorem is then proved.

Corollary 1.19. Let $A=S+N$ be the $S-N$ decomposition of $A$ and $F(x)$ be an $n$-vector valued polynomial in $x \in \mathbb{C}^{n}$. Then $F(x) \in \operatorname{Ker}\left(L_{A^{*}}\right)$ if and only if $F(x)$ is a solution of the following system of partial differential equations:

$$
\left\{\begin{array}{l}
L_{S^{*}} F(x)=0 \\
L_{N^{*}} F(x)=0
\end{array}\right.
$$

We note that when $S$ is diagonal $\operatorname{Ker}\left(L_{S}^{k}\right)$ and $\operatorname{Ker}\left(L_{S^{*}}^{k}\right)$ are the same for any $k \geq 2$. Then we have the following corollary.

Corollary 1.20. Let $A=S+N$ be the $S-N$ decomposition of $A$. If $S=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$, then an $A$-normal form up to order $r \geq 2$ can be chosen so that its nonlinear part is spanned by resonant monomials up to order $r$.

It is not hard to see that if $A=S+N$ is the $S-N$ decomposition of $A$ then $\operatorname{Ker}\left(L_{s}^{k}\right) \cap \operatorname{Ker}\left(L_{N^{*}}^{k}\right)$ is also a complementary subspace to the range of $L_{A}^{k}$ for any $k \geq 2$. Hence we can also get $A$-normal forms by finding polynomial solutions of the system of linear partial differential equations

$$
\left\{\begin{array}{l}
L_{s} F(x)=0 \\
L_{N^{*}} F(x)=0
\end{array}\right.
$$

We note that if $S=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ then any resonant monomial commutes with $\exp (S)$. In general we have the following corollary.

Corollary 1.21. Let $A=S+N$ be the $S-N$ decomposition of $A$. Then an $A$-normal form can be chosen so that it is invariant under the linear transformation $x \rightarrow e^{s} x$.

Now we discuss $A$-normal forms of the real equation

$$
\begin{equation*}
\dot{x}=A x+f(x), \quad x \in \Omega \subseteq \mathbb{R}^{n} \tag{1.30}
\end{equation*}
$$

where $\Omega$ is a neighborhood of the origin of $\mathbb{R}^{n}$ and $f(x)=O\left(|x|^{2}\right)$ as $x \rightarrow 0$.

Let $\bar{H}_{n}^{k}$ be the linear space of all homogeneous polynomials of order $k$ in $n$ real variables with values in $\mathbb{R}^{n}$ and the operator $\bar{L}_{A}^{k}: \bar{H}_{n}^{k} \rightarrow \bar{H}_{n}^{k}$ be defined by the same formula (1.11). We can get a real $A$-normal form of (1.30) by solving the partial differential equation $\bar{L}_{A^{*}} F(x)=0$ for its real polynomial solutions or by the matrix representation method.

If $A$ is diagonalizable over $\mathbb{C}$, we cannot apply resonant conditions to find its real $A$-normal form directly. Let $B=P^{-1} A P$ be diagonal, where $P$ is a nonsingular complex matrix. We change variables in (1.30) by $x=P z$, where $z \in \mathbb{C}^{n}$ and $\overline{P z}=P z$. Then (1.30) becomes

$$
\begin{equation*}
\dot{z}=B z+h(z) \tag{1.31}
\end{equation*}
$$

where $h(z)=O\left(|z|^{2}\right)$ as $z \rightarrow 0$. Let

$$
E=\left\{z \mid \overline{P z}=P z, z \in \mathbb{C}^{n}\right\}
$$

It can be shown that $E$ is a real $n$-dimensional linear space. Thus (1.31) is an equation in the real linear space $E$. We note that the $k$ th-order homogeneous part of $h(z)$ in (1.31) belongs to the real linear space

$$
\tilde{H}_{n}^{k}=\left\{g(z) \in H_{n}^{k} \mid \overline{P g(z)}=P g(z) \text { for any } z \in E\right\}
$$

and $\tilde{H}_{n}^{k}$ is $L_{B}^{k}$-invariant. Since $B$ is diagonal, $\operatorname{Ker}\left(L_{B}^{k}\right) \cap \tilde{H}_{n}^{k}$ is a complementary subspace to the range of $\left.L_{B}^{k}\right|_{\tilde{H}_{n}^{k}}$ in $\tilde{H}_{n}^{k}$. Therefore we can find a near identity transformation in $E$,

$$
\begin{equation*}
z=v+\xi(v), \quad v \in \Omega_{r} \tag{1.32}
\end{equation*}
$$

where $\xi(v)=O\left(|v|^{2}\right)$ as $v \rightarrow 0$ and $\Omega_{r}$ is a neighborhood of the origin in $E$, to obtain a $B$-normal form of (1.31)

$$
\begin{equation*}
\dot{v}=B v+G^{2}(v)+\cdots+G^{r}(v), \quad v \in \Omega_{r} \tag{1.33}
\end{equation*}
$$

where $G^{k}$ is a linear combination of all resonant monomials of order $k$ with suitable complex coefficients such that $\overline{P G^{k}(v)}=P G^{k}(v)$ for $v \in E, k=2, \ldots, r$. We change variables by $y=P v$ in (1.33). Then the resulting equation

$$
\begin{equation*}
\dot{y}=A y+P G^{2}\left(P^{-1} y\right)+\cdots+P G^{r}\left(P^{-1} y\right) \tag{1.34}
\end{equation*}
$$

is an $A$-normal form of (1.30), which is real. From (1.32), we get the required real transformation $x=y+P \xi\left(P^{-1} y\right)$. We illustrate this method by the next example.

Example 1.22. Consider the equation:

$$
\begin{equation*}
\dot{x}=A x+O\left(|x|^{2}\right), \quad x=\left(x_{1}, x_{2}\right)^{T} \in \mathbb{R}^{2} \tag{1.35}
\end{equation*}
$$

where

$$
A=\left[\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right]
$$

We change variables by $z_{1}=x_{1}+i x_{2}$ and $z_{2}=x_{1}-i x_{2}$. We note that $z_{2}=\bar{z}_{1}$. Then (1.35) becomes

$$
\left\{\begin{array}{l}
\dot{z}_{1}=i z_{1}+O\left(\left|z_{1}\right|^{2}+\left|z_{2}\right|^{2}\right)  \tag{1.36}\\
\dot{z}_{2}=-i z_{2}+O\left(\left|z_{1}\right|^{2}+\left|z_{2}\right|^{2}\right)
\end{array}\right.
$$

where the second equation of (1.36) is conjugate to the first one. Since the matrix of the linear part of (1.36) $\Lambda=\operatorname{diag}\{i,-i\}$, the resonant conditions are

$$
\begin{cases}\alpha_{1}-\alpha_{2}-1=0, & j=1 \\ \alpha_{1}-\alpha_{2}+1=0, & j=2\end{cases}
$$

where $\alpha_{1}+\alpha_{2} \geq 2$. Therefore, $\alpha_{1}+\alpha_{2}$ must be odd and $\alpha_{1}-\alpha_{2}=$ $(-1)^{j-1}$. Thus if $k=2 m+1, m \geq 1$, then

$$
\operatorname{Ker}\left(L_{\Lambda^{*}}^{k}\right)=\operatorname{span}\left\{z_{1}^{m+1} z_{2}^{m} e_{1}, z_{1}^{m} z_{2}^{m+1} e_{2}\right\}
$$

A $\Lambda$-normal form up to order $r$ will be of the form

$$
\left\{\begin{array}{l}
\dot{z}_{1}=i z_{1}+c_{1} z_{1}^{2} z_{2}+\cdots+c_{s} z_{1}^{s+1} z_{2}^{s}  \tag{1.37}\\
\dot{z}_{2}=-i z_{2}+d_{1} z_{1} z_{2}^{2}+\cdots+d_{s} z_{1}^{s} z_{2}^{s+1}
\end{array}\right.
$$

where $r-1 \leq 2 s+1 \leq r, c_{k}$ and $d_{k}$ are complex constants, and $d_{k}=\bar{c}_{k}, k=1, \ldots, s$. Applying the change of coordinates $z_{1}=x_{1}+i x_{2}$ and $z_{2}=x_{1}-i x_{2}$ to (1.37), we get a real $A$-normal form up to order $r$ as follows:

$$
\left\{\begin{array}{l}
\dot{x}_{1}=-x_{2}+\sum_{k=1}^{s}\left(x_{1}^{2}+x_{2}^{2}\right)^{k}\left(a_{k} x_{1}-b_{k} x_{2}\right) \\
\dot{x}_{2}=x_{1}+\sum_{k=1}^{s}\left(x_{1}^{2}+x_{2}^{2}\right)^{k}\left(a_{k} x_{2}+b_{k} x_{1}\right)
\end{array}\right.
$$

where $a_{k}$ and $b_{k}$ are $\operatorname{Re}\left(c_{k}\right)$ and $\operatorname{Im}\left(c_{k}\right)$, respectively, $k=1, \ldots, s$. A different type of normal form can be obtained by making a change to polar coordinates, $z=z_{1}=r e^{i \theta}$, in the first equation of (1.37) (from the second equation of (1.37), we can change variables by $z=z_{2}=r e^{-i \theta}$, but we will get the same result). Then, we get

$$
\left\{\begin{array}{l}
\dot{r}=a_{1} r^{3}+\cdots+a_{s} r^{2 s+1} \\
\dot{\theta}=1+b_{1} r^{2}+\cdots+b_{s} r^{2 s}
\end{array}\right.
$$

where $a_{i}$ and $b_{i}$ are real constants, $i=1, \ldots, s$.
We note that in (1.37) the second equation is conjugate to the first one. Let $z=z_{1}$. Then $\bar{z}=z_{2}$. We may say that

$$
\dot{z}=i z+c_{1}|z|^{2} z+\cdots+c_{s}|z|^{2 s} z, \quad z \in \mathbb{C}
$$

where $c_{1}, \ldots, c_{s}$ are complex constants, $r-1 \leq 2 s+1 \leq r$, is an $A$ normal form (in $\mathbb{C}$ ) of (1.35).

### 2.2 Poincaré's Theorem and Siegel's Theorem

Consider the differential equation

$$
\begin{equation*}
\dot{x}=A x+f(x), \quad x \in \mathbb{C}^{n}, \tag{2.1}
\end{equation*}
$$

where $A$ is an $n \times n$ complex matrix, $f(x)=O\left(|x|^{2}\right)$ as $x \rightarrow 0$, and $f(x)$ is analytic in $x$. If the resonant conditions for $A$ do not hold for any $\alpha$ and $j$ with $|\alpha| \geq 2,1 \leq j \leq n$, then it is clear that (2.1) can be formally transformed into a linear equation

$$
\begin{equation*}
\dot{x}=A x \tag{2.2}
\end{equation*}
$$

In this section we will give sufficient conditions on $A$ for (2.1) to be transformed to (2.2) by an analytic transformation.

Definition 2.1. If the convex hull of the spectrum $\sigma(A)$ of $A$ in the complex plane does not contain the origin of $\mathbb{C}$, then $\sigma(A)$ is said to be in the Poincare domain. If the origin of $\mathbb{C}$ lies inside the convex hull of $\sigma(A)$, then we say $\sigma(A)$ is in the Siegel domain.

Lemma 2.2. If $\sigma(A)=\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$ is in the Poincaré domain, then there are at most finitely many resonant monomials.

Proof. Let $D$ be the convex hull of $\sigma(A)$ in the complex plane. By the assumption, $d=\operatorname{dist}(0, D)>0$. Then for any $\alpha$ with $|\alpha| \geq 2, \frac{\alpha \cdot \lambda}{|\alpha|}=$ $\frac{\alpha}{|\alpha|} \cdot \lambda \in D$ and hence $\frac{|\alpha \cdot \lambda|}{|\alpha|} \geq d$. Let $M=\max _{1 \leq j \leq n}\left\{\left|\lambda_{j}\right|\right\}$. Thus for any $j=1, \ldots, n$, if $|\alpha| \geq \frac{2 M}{d}$, then

$$
\frac{\left|\alpha \cdot \lambda-\lambda_{j}\right|}{|\alpha|} \geq \frac{|\alpha \cdot \lambda|}{|\alpha|}-\frac{\left|\lambda_{j}\right|}{|\alpha|} \geq \frac{d}{2}>0
$$

This proves the lemma.

Corollary 2.3. If $\sigma(A)$ is in the Poincaré domain and the resonant conditions for $A$ do not hold for any $\alpha$ and $j$ with $|\alpha| \geq 2$ and $1 \leq j \leq n$, then there exists a constant $C_{0}>0$ such that

$$
\left|\alpha \cdot \lambda-\lambda_{j}\right| \geq C_{0}|\alpha|, \quad|\alpha| \geq 2, \quad 1 \leq j \leq n
$$

Theorem 2.4. (Poincaré) Let $A=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$. If $\sigma(A)$ is in the Poincaré domain and the resonant conditions for $A$ do not hold for any $\alpha$ and $j$ with $|\alpha| \geq 2$ and $1 \leq j \leq n$, then there exists an analytic change of
variables $x=y+\xi(y), y \in \Omega$, where $\xi(y)=O\left(|y|^{2}\right)$ as $y \rightarrow 0$ and $\Omega$ is a neighborhood of the origin in $\mathbb{C}^{n}$, which transforms (2.1) into (2.2).

To prove Poincaré's Theorem 2.4 it is sufficient to show that the following equation

$$
\begin{equation*}
D \xi(y) A y-A \xi(y)-f(y+\xi(y))=0, \tag{2.3}
\end{equation*}
$$

where $D \xi(y)$ is the derivative of $\xi$ with respect to $y$, has a solution $\xi(y)$ which is analytic in $y \in \Omega$ (where $\Omega$ is a neighborhood of the origin in $\mathbb{C}^{n}$ ) and $\xi(y)=O\left(|y|^{2}\right)$ as $y \rightarrow 0$. We will apply the Implicit Function Theorem to solve (2.3) for any given analytic function $f$ with $f(x)=O\left(|x|^{2}\right)$ as $x \rightarrow 0$. To do so, we first introduce some Banach spaces of analytic functions.

Let $\left\{X,|\cdot|_{X}\right\}$ be a Banach space with norm $|\cdot|_{X}$ and $L_{S}^{k}\left(\mathbb{C}^{n}, X\right)$ be the linear space of all bounded symmetric $k$-linear maps from $\mathbb{C}^{n}$ into $X(k \geq 1)$. In $\mathbb{C}^{n}$ we use the norm $|\cdot|$ defined by $|x|=\max _{1 \leq i \leq n}\left|x_{i}\right|$ for $x=\left(x_{1}, \ldots, x_{n}\right)^{T} \in \mathbb{C}^{n}$. Let $e_{1}, \ldots, e_{n}$ be the usual basis of $\mathbb{C}^{n}$. A $k$-linear map $m$ from $\mathbb{C}^{n}$ to $X$ has the form

$$
m\left(x_{1}, x_{2}, \ldots, x_{k}\right)=\sum_{i_{1}=1}^{n} \cdots \sum_{i_{k}=1}^{n} \alpha_{i_{1} i_{2} \cdots i_{k}} x_{1 i_{1}} \cdots x_{k i_{k}}
$$

where $x_{j}=\left(x_{j 1}, \ldots, x_{j n}\right)$ and $\alpha_{i_{1} i_{2} \ldots i_{k}}=m\left(e_{i_{1}}, \ldots, e_{i_{k}}\right) \in X$.
The map $m$ is symmetric if and only if a permutation of the subscripts of the $\alpha$ s leaves them unchanged. We define

$$
|m|_{k}=\sum_{i_{1}=1}^{n} \cdots \sum_{i_{k}=1}^{n}\left|\alpha_{i_{1} \ldots i_{k}}\right|_{x}, \quad \text { for } m \in L_{S}^{k}\left(\mathbb{C}^{n}, X\right)
$$

From this definition we can show that
(i) $\left\{L_{s}^{k}\left(\mathbb{C}^{n}, X\right),|\cdot|_{k}\right\}$ is a Banach space;
(ii) $\left|m\left(x_{1}, \ldots, x_{k}\right)\right| \leq|m|_{k}\left|x_{1}\right|\left|x_{2}\right| \cdots\left|x_{k}\right|$ for all $x_{i} \in \mathbb{C}^{n}$;
(iii) the usual isomorphism of $L_{s}^{k+h}\left(\mathbb{C}^{n}, X\right)$ into $L_{s}^{h}\left(\mathbb{C}^{n}, L_{S}^{k}\left(\mathbb{C}^{n}, X\right)\right)$ is a norm-preserving isomorphism.
If $f: \mathbb{C}^{n} \rightarrow X$ is an analytic function, then $f$ can be represented as a power series of the form

$$
f(x)=\sum_{k=0}^{\infty} f_{k}\left(x^{k}\right)
$$

where $f_{k} \in L_{S}^{k}\left(\mathbb{C}^{n}, X\right), x^{k}=(x, \ldots, x) \in \mathbb{C}^{n} \times \mathbb{C}^{n} \times \ldots \times \mathbb{C}^{n}(k$ times), $k=1,2, \ldots$, and $f_{0}\left(x^{0}\right)=f(0)$ is an element in $X$. If we denote $f_{k}\left(x^{k}\right)=\sum_{|\alpha|=k} C_{\alpha} x_{1}^{\alpha_{1}} \cdots x_{n}^{\alpha_{n}}$, where $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in X$, $\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ is a multi-index, and $C_{\alpha} \in X$, then it is easy to see that $\left|f_{k}\right|_{k}=\sum_{|\alpha|-k}\left|C_{\alpha}\right|_{x}, k \geq 1$. We define $\left|f_{0}\right|_{0}=|f(0)|_{x}$.
Now we define:

$$
\begin{gathered}
\mathscr{D}_{r}=\left\{x \in \mathbb{C}^{n}| | x \mid<r\right\}, \quad r>0 . \\
C^{\omega}\left(\mathscr{D}_{r}, X\right)=\left\{f \mid f: \mathscr{D}_{r} \rightarrow X \text { is analytic }\right) . \\
A_{0, r}\left(\mathbb{C}^{n}, X\right)=\left\{f \in C^{\omega}\left(\mathscr{D}_{r}, X\right) \mid f(x)=\sum_{k=0}^{\infty} f_{k}\left(x^{k}\right),\right. \\
\left.f_{k} \in L_{S}^{k}\left(\mathbb{C}^{n}, X\right), \sum_{k=0}^{\infty}\left|f_{k}\right|_{k} r^{k}<\infty\right\} . \\
A_{1, r}\left(\mathbb{C}^{n}, X\right)=\left\{f \in A_{0, r}\left(\mathbb{C}^{n}, X\right) \mid D f \in A_{0, r}\left(\mathbb{C}^{n}, L\left(\mathbb{C}^{n}, X\right)\right)\right\} .
\end{gathered}
$$

For $f \in A_{0, r}\left(\mathbb{C}^{n}, X\right)$ we define $|f|_{0, r}=\sum_{k=0}^{\infty}\left|f_{k}\right|_{k} r^{k}$. For $f \in$ $A_{1, r}\left(\mathbb{C}^{n}, X\right)$ we define $|f|_{1, r}=|f|_{0, r}+|D f|_{0, r}$. Then $\left\{A_{0, r}\left(\mathbb{C}^{n}, X\right)\right.$, $\left.|\cdot|_{0, r}\right\}$ and $\left\{A_{1, r}\left(\mathbb{C}^{n}, X\right),|\cdot|_{1, r}\right\}$ are Banach spaces. Let $B_{i, r}(\delta)=$ $\left\{\left.g \in A_{i, r}\left(\mathbb{C}^{n}, \mathbb{C}^{n}\right)| | g\right|_{i, r}<\delta\right\}, i=0,1$.

Lemma 2.5. If $f \in A_{0, r}\left(\mathbb{C}^{n}, X\right)$ and $0<\delta<r$, then $D^{k} f \in$ $A_{0, \delta}\left(\mathbb{C}^{n}, L_{S}^{k}\left(\mathbb{C}^{n}, X\right)\right)$ and

$$
D^{k} f(x)=k!\sum_{j=k}^{\infty}\binom{j}{k} f_{j}\left(x^{j-k}, \cdot\right), \quad\left|D^{k} f\right|_{0, \delta} \leq k!\frac{|f|_{0, r}}{(r-\delta)^{k}},
$$

for $k=1,2, \ldots$, where $f_{k}\left(x^{0}, \cdot\right)=f_{k}(\cdot)$.

Proof. Let $f=\sum_{k=0}^{\infty} f_{k}\left(x^{k}\right)$. Then

$$
|f|_{0, r}=\sum_{k=0}^{\infty}\left|f_{k}\right|_{k} r^{k}=\sum_{k=0}^{\infty}\left|f_{k}\right|_{k}(\delta+(r-\delta))^{k} .
$$

Hence

$$
\begin{equation*}
|f|_{0, r}=\sum_{k=0}^{\infty} \sum_{i=0}^{k}\binom{k}{i}\left|f_{k}\right|_{k} \delta^{k-i}(r-\delta)^{i} \tag{2.4}
\end{equation*}
$$

Since $|f|_{0, r}<\infty$ and the terms in the above series are all nonnegative, we can rearrange terms. Thus

$$
\begin{equation*}
|f|_{0, r}=\sum_{i=0}^{\infty}\left\{\sum_{k=i}^{\infty}\binom{k}{i}\left|f_{k}\right|{ }_{k} \delta^{k-i}\right\}(r-\delta)^{i} . \tag{2.5}
\end{equation*}
$$

Let

$$
g(z)=\sum_{i=0}^{\infty}\left\{\left.\sum_{k=i}^{\infty}\binom{k}{i}\left|f_{k}\right|\right|_{k} \delta^{k-i}\right\} z^{i}, \quad z \in \mathbb{C} \text { and }|z| \leq r-\delta .
$$

Then $g(z)$ is analytic in $\Omega_{r-\delta}=\{z \in \mathbb{C}| | z \mid<r-\delta\}$ since (2.5) majorizes the series of $g(z)$. Applying Cauchy's inequality to $g(z)$, we have

$$
\sum_{k=i}^{\infty}\binom{k}{i}\left|f_{k}\right|_{k} \delta^{k-i} \leq \frac{M}{(r-\delta)^{i}}
$$

where $M=\max _{|z|=r-\delta}\{|g(z)|\}$. From (2.5), $M \leq|f|_{0, r}$. Therefore

$$
\begin{equation*}
\sum_{k=i}^{\infty}\binom{k}{i}\left|f_{k}\right|_{k} \delta^{k-i} \leq \frac{|f|_{0, r}}{(r-\delta)^{i}} \tag{2.6}
\end{equation*}
$$

Let $|x| \leq \delta$ and $|y|<r-\delta$. Then $|x+y|<r$ and then

$$
f(x+y)=\sum_{k=0}^{\infty} f_{k}\left((x+y)^{k}\right)=\sum_{k=0}^{\infty}\left\{\sum_{i=0}^{k}\binom{k}{i} f_{k}\left(x^{k-i}, y^{i}\right)\right\} .
$$

We note that the last series is majorized by series (2.4) and hence is absolutely convergent. Thus we can rearrange the terms such that

$$
\begin{aligned}
f(x+y) & =\sum_{i=0}^{\infty}\left\{\sum_{k=i}^{\infty}\binom{k}{i} f_{k}\left(x^{k-i}, y^{i}\right)\right\} \\
& =\sum_{i=0}^{\infty}\left\{\sum_{k=i}^{\infty}\binom{k}{i} f_{k}\left(x^{k-i}, \cdot\right)\right\}\left(y^{i}\right) .
\end{aligned}
$$

From (2.5) and by the uniqueness of the Taylor's series of $f$ at $x$, $D^{i} f(x)=i!\sum_{k=i}^{\infty}\binom{k}{i} f_{k}\left(x^{k-i}, \cdot\right), \quad i=0,1,2, \ldots$ Let $g_{j}\left(x^{j}\right)=f_{k}\left(x^{j}, \cdot\right)$ for each $j \leq k$. Then

$$
\left|D^{i} f\right|_{0, \delta}=i!\sum_{k=i}^{\infty}\binom{k}{i}\left|g_{k-i}\right|_{k-i} \delta^{k-i}=i!\sum_{k=i}^{\infty}\binom{k}{i}\left|f_{k}\right|_{k} \delta^{k-i} .
$$

The desired conclusion follows from (2.6).

Lemma 2.6. Let $f \in A_{0, r}\left(\mathbb{C}^{n}, X\right), g \in B_{0, \delta}(r)$. Then $f \circ g \in A_{0, \delta}\left(\mathbb{C}^{n}, X\right)$ and $|f \circ g|_{0, \delta} \leq|f|_{0, r}$.

Proof. Since $|g(x)| \leq|g|_{0, \delta}<r$ for $|x| \leq \delta, f \circ g \in C^{\omega}\left(\mathscr{D}_{\delta}, X\right)$. Let $f(x)=\sum_{k=0}^{\infty} f_{k}\left(x^{k}\right)$ and $g(x)=\sum_{l=0}^{\infty} g_{l}\left(x^{l}\right)$, where $f_{k} \in L_{S}^{k}\left(\mathbb{C}^{n}, X\right)$ and $g_{l} \in L_{s}^{l}\left(\mathbb{C}^{n}, \mathbb{C}^{n}\right)$ for $k \geq 0$ and $l \geq 0$. Then for $|x| \leq \delta$

$$
\begin{aligned}
f \circ g(x) & =\sum_{k=0}^{\infty} f_{k}\left(\left(\sum_{l=0}^{\infty} g_{l}\left(x^{l}\right)\right)^{k}\right) \\
& =\sum_{i=0}^{\infty} \sum_{k=0}^{\infty} \sum_{|l|=i} f_{k}\left(g_{l_{1}}\left(x^{l_{1}}\right), \ldots, g_{l_{k}}\left(x^{l_{k}}\right)\right),
\end{aligned}
$$

where $|l|=l_{1}+\cdots+l_{k}$ and each $l_{i}$ is a nonnegative integer.

$$
\begin{aligned}
|f \circ g|_{0, \delta} & \leq \sum_{i=0}^{\infty}\left(\sum_{k=0}^{\infty}\left|f_{k}\right|_{k}\left(\sum_{|l|=i}\left|g_{l_{1}}\right|_{l_{1}} \cdots\left|g_{l_{k}}\right|_{l_{k}}\right)\right) \delta^{i} \\
& =\sum_{k=0}^{\infty}\left|f_{k}\right|_{k} \sum_{i=0}^{\infty}\left(\sum_{|l|=i}\left|g_{l_{1}}\right|_{l_{1}} \cdots\left|g_{l_{k}}\right|_{l_{k}}\right) \delta^{i} \\
& =\sum_{k=0}^{\infty}\left|f_{k}\right|_{k}\left(\sum_{l=0}^{\infty}\left|g_{l}\right| \delta^{\prime}\right)^{k}<\sum_{k=0}^{\infty}\left|f_{k}\right|_{k} r^{k}=|f|_{0, r} .
\end{aligned}
$$

Lemma 2.7. Let $E: A_{0, r}\left(\mathbb{C}^{n}, X\right) \times B_{1, \delta}(r) \rightarrow A_{0, \delta}\left(\mathbb{C}^{n}, X\right)$ be defined by $E(f, g)=f \circ g$, where $f \in A_{0, r}\left(\mathbb{C}^{n}, X\right)$ and $g \in B_{1, \delta}(r)$. Then $E$ is continuous.

Proof. Let $f$ and $f_{1} \in A_{0, r}\left(\mathbb{C}^{n}, X\right), g \in B_{1, \delta}(r)$. By Lemma 2.6

$$
\left|E\left(f+f_{1}, g\right)-E(f, g)\right|_{0, \delta}=\left|f_{1} \circ g\right|_{0, \delta} \leq\left|f_{1}\right|_{0, r}
$$

Hence $E$ is uniformly continuous in its first argument.
Let $|g|_{1, \delta}=\alpha<r, \beta=(r-\alpha) / 3$, and $h \in B_{1, \delta}(\beta)$. Then $E(f, g+$ $h)(x)=f(g(x)+h(x)) \in C^{\omega}\left(\mathscr{D}_{\delta}, X\right)$. Let $g(x)=\sum_{l=0}^{\infty} g_{l}\left(x^{l}\right)$ and $h(x)=\Sigma_{m=0}^{\infty} h_{m}\left(x^{m}\right)$, where $g_{l} \in L_{S}^{l}\left(\mathbb{C}^{n}, \mathbb{C}^{n}\right)$ for $l \geq 0$ and $h_{m} \in$ $L_{S}^{m}\left(\mathbb{C}^{n}, \mathbb{C}^{n}\right)$ for $m \geq 0$, respectively. By Taylor's Theorem

$$
f(x+y)=\sum_{k=0}^{\infty} \frac{D^{k} f(x)}{k!}\left(y^{k}\right), \quad|x| \leq \alpha, \quad|y|<r-\alpha .
$$

Thus

$$
E(f, g+h)(x)-E(f, g)(x)=\sum_{k=1}^{\infty} \frac{D^{k} f(g(x))}{k!}\left((h(x))^{k}\right)
$$

From Lemma 2.5,

$$
\begin{aligned}
& E(f, g+h)(x)-E(f, g)(x) \\
& \quad=\sum_{k=1}^{\infty} \sum_{i=k}^{\infty}\binom{i}{k} f_{i}\left((g(x))^{i-k},(h(x))^{k}\right) \\
& = \\
& =\sum_{i=1}^{\infty} \sum_{k=i}^{\infty}\binom{k}{i} f_{k}\left((g(x))^{k-i},(h(x))^{i}\right) \\
& =\sum_{k=1}^{\infty} \sum_{i=1}^{k}\binom{k}{i} f_{k}\left((g(x))^{k-i},(h(x))^{i}\right) \\
& \quad=\sum_{k=1}^{\infty} \sum_{i=1}^{\infty}\binom{k}{i} \sum_{j=0}^{\infty} \sum_{|l|+|m|=j} f_{k}\left(g_{l_{1}}\left(x^{l_{1}}\right), \ldots, g_{l_{k-i}}\left(x^{l_{k-i}}\right)\right.
\end{aligned}
$$

$$
\left.h_{m_{1}}\left(x^{m_{1}}\right), \ldots, h_{m_{i}}\left(x^{m_{i}}\right)\right)
$$

where $|l|=l_{1}+\cdots+l_{k-i},|m|=m_{1}+\cdots+m_{i}$. Hence

$$
\begin{aligned}
& |E(f, g+h)-E(f, g)|_{0, \delta} \\
& \leq \sum_{j=0}^{\infty}\left(\sum_{k=1}^{\infty}\left|f_{k}\right|_{k} \sum_{i=1}^{k}\binom{k}{i}\right. \\
& \left.\quad \times \sum_{|l|+|m|=j}\left|g_{l_{1}}\right|_{l_{1}} \cdots\left|g_{l_{k-i} \mid}\right|_{l_{k-i}}\left|h_{m_{1}}\right|_{m_{1}} \cdots\left|h_{m_{i}}\right|_{m_{i}}\right) \delta^{j} \\
& \leq \\
& \leq \sum_{k=1}^{\infty}\left|f_{k}\right|_{k} \sum_{i=1}^{\infty}\binom{k}{i}\left(\sum_{l=0}^{\infty}\left|g_{l}\right|_{l} \delta^{l}\right)^{k-i}\left(\sum_{m=0}^{\infty}\left|h_{m}\right|_{m} \delta^{m}\right)^{i} \\
& \leq \sum_{k=1}^{\infty} k\left|f_{k}\right|_{k}\left(|g|_{0, \delta}+|h|_{0, \delta}\right)^{k-1}|h|_{0, \delta} \\
& \leq\left(\sum_{k=1}^{\infty} k\left|f_{k}\right|_{k}(r-\beta)^{k-1}\right)|h|_{0, \delta} \\
& \leq
\end{aligned}
$$

Thus $E$ is continuous in the second argument.

Lemma 2.8. Let $E$ be defined as in Lemma 2.7. Then $E$ is $C^{\infty}$.

Proof. Let $f \in A_{0, r}\left(\mathbb{C}^{n}, X\right)$ and $g \in B_{1, \delta}(r)$ with $|g|_{1, \delta}=\alpha<r$ and let $\beta=(r-\alpha) / 3$. Let $h \in B_{1, \delta}(\beta)$. Since by Taylor's Theorem, for $|x| \leq \alpha$ and $|y| \leq r-\alpha$,

$$
f(x+y)=\sum_{k=0}^{\infty} \frac{D^{k} f(x)}{k!}\left(y^{k}\right)
$$

for any positive integer $N$,

$$
E(f, g+h)(x)=\sum_{k=0}^{N} \frac{D^{k} f(g(x))(h(x))^{k}}{k!}+R_{N+1}(x),
$$

where

$$
R_{N+1}(x)=\sum_{k=N+1}^{\infty} \frac{D^{k} f(g(x))(h(x))^{k}}{k!} .
$$

From Lemma 2.5,

$$
R_{N+1}(x)=\sum_{k=N+1}^{\infty} \sum_{j=k}^{\infty}\binom{j}{k} f_{j}\left((g(x))^{j-k},(h(x))^{k}\right) .
$$

By a similar argument as in Lemma 2.7, we have

$$
\left|R_{N+1}\right|_{0, \delta} \leq \frac{|f|_{0, r}}{\beta^{N+1}}\left(|h|_{1, \delta}\right)^{N+1} .
$$

From the converse of Taylor's Theorem, $D_{2}^{k} E$ exists for $0 \leq k \leq N$ and $D_{2}^{k} E(f, g)=D^{k} f \circ g$. By Lemma 2.7, $D_{2}^{k} E(f, g)$ is continuous and $D_{2}^{k} E(f, g)$ is linear in its first argument. It follows that $D_{1} D_{2}^{k} E(f, g)$ exists and $D_{1} D_{2}^{k} E(f, g)=D_{2}^{k} E(\cdot, g)$. The lemma may now be proved by induction.

Lemma 2.9. If $g \in A_{1, r}\left(\mathbb{C}^{n}, X\right)$ and $M \in \mathbb{C}^{n \times n}$, then

$$
f(x)=D g(x) M x \in A_{0, r}\left(\mathbb{C}^{n}, X\right)
$$

and

$$
|f|_{0, r} \leq r|M \| D g|_{0, r}
$$

Proof. Let $g(x)=\sum_{k=0}^{\infty} g_{k}\left(x^{k}\right)$, where $g_{k} \in L_{S}^{k}\left(\mathbb{C}^{n}, X\right), k=0,1,2, \ldots$. From Lemma 2.5, $D g(x)=\sum_{k=1}^{\infty} k g_{k}\left(x^{k-1}, \cdot\right)$ and $|D g|_{0, r}=$
$\sum_{k=1}^{\infty} k\left|g_{k}\right|_{k} r^{k-1}$. Then $f(x)=\sum_{k=1}^{\infty} k g_{k}\left(x^{k-1}, M x\right)$. Let $f_{k}: \mathbb{C}^{n} \times$ $\cdots \times \mathbb{C}^{n}$ ( $k$ times) $\rightarrow X$ be defined by

$$
\begin{aligned}
f_{k}\left(v_{1}, \ldots, v_{k}\right) & =\sum_{i=1}^{k} g_{k}\left(v_{1}, \ldots, M v_{i}, \ldots, v_{k}\right), \\
v_{i} & \in \mathbb{C}^{n}, \quad i=1, \ldots, k .
\end{aligned}
$$

Then $f_{k} \in L_{S}^{k}\left(\mathbb{C}^{n}, X\right),\left|f_{k}\right|_{k} \leq k\left|M \| g_{k}\right|_{k}$ and $f(x)=\sum_{k=1}^{\infty} f_{k}\left(x^{k}\right)$. Thus

$$
|f|_{0, r}=\sum_{k=1}^{\infty}\left|f_{k}\right|_{k} r^{k} \leq|M| \sum_{k=1}^{\infty} k\left|g_{k}\right|_{k} r^{k}=r|M \| D g|_{0, r}
$$

Proof of Poincaré's Theorem. Let $r>0$. We define $V_{0, r}=\{g \mid g \in$ $\left.A_{0, r}\left(\mathbb{C}^{n}, \mathbb{C}^{n}\right), g(0)=0, \quad D g(0)=0\right\}$ and $V_{1, r}=\left\{g \mid g \in A_{1, r}\left(\mathbb{C}^{n}, \mathbb{C}^{n}\right)\right.$, $g(0)=0, D g(0)=0\}$. Then $V_{0, r}$ and $V_{1, r}$ are closed linear subspaces of Banach spaces $A_{0, r}$ and $A_{1, r}$ respectively. Let $\bar{B}_{1, r}(\delta)=\{g \in$ $\left.\left.V_{1, r}| | g\right|_{1, r} \leq \delta\right\}$. We define $F: V_{0, r} \times \bar{B}_{1, r / 2}(r / 2) \rightarrow V_{0, r / 2}$ by

$$
\begin{equation*}
F(f, \xi)(y)=D \xi(y) A y-A \xi(y)-f(y+\xi(y)) \tag{2.7}
\end{equation*}
$$

Then $F(0,0)=0$ and from Lemma $2.8 F$ is $C^{1}$. Equation (2.3) can be expressed as

$$
\begin{equation*}
F(f, \xi)(y) \equiv 0, \quad y \in \Omega \tag{2.8}
\end{equation*}
$$

Let $K=F_{\xi}(0,0)$. Then $K: V_{1, r / 2} \rightarrow V_{0, r / 2}$ is defined by

$$
(K v)(y)=D v(y) A y-A v(y) .
$$

For any $g(x)=\sum_{j=1}^{n}\left(\sum_{k=2}^{\infty} \sum_{|\alpha|=k} c_{\alpha}^{j} x^{\alpha}\right) e_{j} \in V_{0, r / 2}$ we define

$$
\begin{equation*}
(\tilde{K g})(x)=\sum_{j=1}^{n}\left(\sum_{k=2}^{\infty} \sum_{|\alpha|=k} \frac{c_{\alpha}^{j}}{\alpha \cdot \lambda-\lambda_{j}} x^{\alpha}\right) e_{j} . \tag{2.9}
\end{equation*}
$$

Since $\sigma(A)$ is in the Poincaré domain and there are no resonant monomials, by Corollary 2.3 there exists a constant $C_{0}>0$ such that $\left|\alpha \cdot \lambda-\lambda_{j}\right| \geq C_{0}|\alpha|$ for any $\alpha$ and $j$ with $|\alpha| \geq 2,1 \leq j \leq n$. Let $C_{\alpha}=$ $\left(c_{\alpha}^{1}, \ldots, c_{\alpha}^{n}\right)^{T}$ and $\tilde{C}_{\alpha}=\left(c_{\alpha}^{1} /\left(\alpha \cdot \lambda-\lambda_{1}\right), \ldots, c_{\alpha}^{n} /\left(\alpha \cdot \lambda-\lambda_{n}\right)\right)^{T}$. Denote $v(x)=(\tilde{K} g)(x)=\sum_{k=2}^{\infty} v_{k}\left(x^{k}\right)$ for a given $g \in V_{0, r / 2}$. Then
$v_{k}\left(x^{k}\right)=\sum_{|\alpha|=k} \tilde{C}_{\alpha} x^{\alpha}$ and $\left|v_{k}\right|_{k}=\sum_{|\alpha|=k}\left|\tilde{C}_{\alpha}\right| \leq \frac{1}{C_{0} k} \sum_{|\alpha|=k}\left|C_{\alpha}\right|=\frac{1}{C_{0} k}\left|g_{k}\right|_{k}$ for each $k \geq 2$, where $g_{k}\left(x^{k}\right)=\Sigma_{|\alpha|=k} C_{\alpha} x^{\alpha}$. Hence
$|v|_{0, r / 2}=\sum_{k=2}^{\infty}\left|v_{k}\right|_{k}(r / 2)^{k} \leq \frac{1}{C_{0}} \sum_{k=2}^{\infty} \frac{1}{k}\left|g_{k}\right|_{k}(r / 2)^{k} \leq \frac{1}{C_{0}}|g|_{0, r / 2}<\infty$,
and from Lemma 2.5, we have

$$
\begin{aligned}
|D v|_{0, r / 2} & =\sum_{k=2}^{\infty} k\left|v_{k}\right|_{k}(r / 2)^{k-1} \leq \frac{2}{C_{0} r} \sum_{k=2}^{\infty}\left|g_{k}\right|_{k}(r / 2)^{k} \\
& =\frac{2}{C_{0} r}|g|_{0, r / 2}<\infty
\end{aligned}
$$

These imply that $\tilde{K g} \in V_{1, r / 2}$ and $\tilde{K}$ is a bounded linear operator from $V_{0, r / 2}$ to $V_{1, r / 2}$. A calculation shows

$$
(K v)(x)=\sum_{j=1}^{n}\left(\sum_{k=2}^{\infty} \sum_{|\alpha|=k} c_{\alpha}^{j} x^{\alpha}\right) e_{j}=g(x)
$$

Hence $\tilde{K}=K^{-1}$, that is, $F_{\xi}(0,0)$ has a bounded inverse.
By the Implicit Function Theorem, there exists an $\epsilon>0$ such that for any $f \in V_{0, r}$, if $|f|_{0, r} \leq \epsilon$, there exists $\xi=\xi(f) \in \bar{B}_{1, r / 2}(r / 2)$ such that $F(f, \xi)=0$ and $\xi(0)=0$.

For a given $f \in V_{0, r}$, let $\tilde{f}(x)=\gamma^{-1} f(\gamma x)$, where $0<\gamma<1$. It is obvious that $f \in V_{0, r}$. Since $f(x)=O\left(|x|^{2}\right)$ as $x \rightarrow 0$, we can choose $\gamma>0$ such that $|\tilde{f}|_{0, r}<\epsilon$. From the above discussion, there exists a $\tilde{\xi} \in \bar{B}_{1, r / 2}(r / 2)$ such that $F(\tilde{f}, \tilde{\xi})=0$. Let $\xi(x)=\gamma \tilde{\xi}\left(\gamma^{-1} x\right),|x| \leq$ $\gamma r / 2$. Then $\xi(x) \in V_{1, \gamma r / 2}$ and

$$
\begin{aligned}
F(f, \xi)(x) & =D \xi(x) A x-A \xi(x)-f(x+\xi(x)) \\
& =\gamma F(\tilde{f}, \tilde{\xi})\left(\gamma^{-1} x\right)=0, \quad|x| \leq \gamma r / 2
\end{aligned}
$$

Thus the theorem is proved.

Corollary 2.10. Poincaré's Theorem is valid even if $A$ is not diagonalizable.

Proof. It is sufficient to show that the operator $K$ defined in the proof of the theorem has also a bounded inverse even though $A$ is not diagonalizable. Without loss of generality, we assume that $A$ is in upper triangular Jordan normal form and $A=S+\epsilon N$, where $S=$ $\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right), \epsilon>0$ is arbitrarily small and $N=\left(a_{i j}\right)$ satisfies $a_{i j}=0$ if $j \neq i+1, a_{i, i+1}=1$ or $0, i=1, \ldots, n-1$. We see that $K=K_{S}+$ $K_{\epsilon N}$, where $K_{S}$ and $K_{\epsilon N}$ are defined by

$$
\left(K_{s} v\right)(y)=D v(y) S y-S v(y)
$$

and

$$
\left(K_{\epsilon N} v\right)(y)=D v(y)(\epsilon N) y-(\epsilon N) v(y)
$$

for $v \in V_{1, r}$. From the proof of the theorem we see that $K_{S}$ has a bounded inverse on $V_{0, r}$. Since $\left\|K_{\epsilon N}\right\|=\epsilon\left\|K_{N}\right\|$, we can always choose $\epsilon$ to be so small that

$$
\left\|K_{\epsilon N}\right\|<\frac{1}{\left\|K_{s}^{-1}\right\|}
$$

Thus $K=K_{S}+K_{\epsilon N}$ has a bounded inverse.

Corollary 2.11. If $\sigma(A)$ is in the Poincare domain, then there exists an analytic change of variables $x=y+\xi(y)$, where $\xi(y)=O\left(|y|^{2}\right)$ as $y \rightarrow 0$, and $y$ is in a neighborhood of the origin in $\mathbb{C}^{n}$, such that it transforms (2.1) into

$$
\begin{equation*}
\dot{x}=A x+h(x) \tag{2.10}
\end{equation*}
$$

where $h(x)$ consists of at most finitely many monomials and $h$ commutes with $e^{S}$ with $S$ being the semisimple part of $A$.

Proof. Without loss of generality, we assume that $A=S+\epsilon N$ is in the Jordan normal form, where $S=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right), N$ is nilpotent, and $\epsilon$ is arbitrary small. Since $\sigma(A)$ is in the Poincaré domain, there are at most a finite number of resonant monomials. Suppose that there are no resonant monomials of order bigger than $m$. We note that $m$ is independent of $\epsilon$. By the normal form theory (see Section 2.1), there is
an analytic change of variables which transforms (2.1) to

$$
\begin{equation*}
\dot{x}=A x+h(x)+f(x), \tag{2.11}
\end{equation*}
$$

where $h(x)$ is a linear combination of resonant monomials and $f(x)=$ $O\left(|x|^{m+1}\right)$ as $x \rightarrow \mathbf{0}$.
We define $V_{0, r}^{m}=\left\{g \mid g \in A_{0, r}\left(\mathbb{C}^{n}, \mathbb{C}^{n}\right), g(x)=O\left(|x|^{m+1}\right)\right.$ as $x \rightarrow 0$, $\left.|g|_{0, r}<\infty\right\}$ and $V_{1, r}^{m}=\left\{g \mid g \in A_{1, r}\left(\mathbb{C}^{n}, \mathbb{C}^{n}\right), g(x)=O\left(|x|^{m+1}\right)\right.$ as $x \rightarrow 0$, $\left.|g|_{1, r}<\infty\right\}$. Then $V_{0, r}^{m}$ and $V_{1, r}^{m}$ are closed linear subspaces of $A_{0, r}$ and $A_{1, r}$ respectively. Let $\bar{B}_{1, \delta}^{m}(r)=\left\{g \in V_{1, \delta}^{m} \|\left. g\right|_{1, \delta} \leq r\right\}$. We define $F$ : $V_{0, r}^{m} \times V_{0, r}^{m} \times \bar{B}_{1, r / 2}(r / 2) \rightarrow V_{0, r / 2}^{m}$ by

$$
\begin{aligned}
F(f, h, \xi)(y)= & D \xi(y) A y-A \xi(y)-f(y+\xi(y)) \\
& +h(y)+D \xi(y) h(y)-h(y+\xi(y)) .
\end{aligned}
$$

Then $F(0,0,0)=0$. Let $K=F_{\xi}(0,0,0)$. Then $K: V_{1, r / 2}^{m} \rightarrow V_{0, r / 2}^{m}$ is defined by

$$
(K v)(y)=D v(y) A y-A v(y) .
$$

Since there are no resonant monomials of order greater than $m$, in a similar way as in the proof of the Poincaré Theorem and Corollary 2.11, the corollary can be proved.

Theorem 2.12. (Siegel) Let $\sigma(A)=\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$ be the spectrum of $A$. If there exist $C_{0}>0$ and $\mu>0$ such that for any $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ with $|\alpha| \geq 2$

$$
\begin{equation*}
\left|\lambda \cdot \alpha-\lambda_{j}\right| \geq \frac{C_{0}}{|\alpha|^{\mu}}, \quad 1 \leq j \leq n \tag{2.12}
\end{equation*}
$$

then the equation (2.1) can be transformed to (2.2) by an analytic transformation.

As in the proof of Poincarés Theorem, we need to find an analytic solution $\xi$ with $\xi(z)=O\left(|z|^{2}\right)$ as $z \rightarrow 0$ of equation (2.3). However, since there does not exist a positive lower bound for $\left\{\left|\lambda \cdot \alpha-\lambda_{j}\right|,|\alpha| \geq\right.$ $2,1 \leq j \leq n\}$ and there does not exist a bounded inverse of $F_{\xi}(0,0)$, we
are not able to apply the Implicit Function Theorem to solve (2.3) as we did in the case of Poincaré's Theorem.
We shall prove Siegel's Theorem in the case $A=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$. The idea of the proof is the following: We find first an "approximate bounded inverse of $F_{\xi}(0,0)$ by which we construct a sequence of approximate solutions $\left\{\phi_{j}\right\}$ of (2.3). The domains of $\left\{\phi_{j}\right\}$ will shrink as $j$ increases, each $\phi_{j+1}$ is a better approximate solution than $\phi_{j}$, and $\left\{\phi_{j}\right\}$ tends to an analytic solution of (2.3) which is defined in a neighborhood of the origin in $\mathbb{C}^{n}$.
First we need some notation and lemmas.
$H_{0, r}=\left\{g \mid g: \mathscr{D}_{r} \rightarrow \mathbb{C}^{n}\right.$ is analytic and $g(z)=O\left(|z|^{2}\right)$ as $z \rightarrow$ $\left.0, \sup _{z \in \mathscr{G}_{r}}|g(z)|<+\infty\right\}$.
$H_{1, r}=\left\{g \mid g \in H_{0, r}\right.$ and $\left.\|D g\|_{0, r}=\sup _{z \in \mathscr{g}}|D g(z)|<+\infty\right\}$.
For $g \in H_{0, r}$, we define $\|g\|_{0, r}=\sup _{z \in \mathscr{G}}|g(z)|$. For $g \in H_{1, r}$, we define $\|g\|_{1, r}=\|g\|_{0, r}+\|D g\|_{0, r}$. Then $\left\{H_{0, r},\|\cdot\|_{0, r}\right\}$ and $\left\{H_{1, r},\|\cdot\|_{1, r}\right\}$ are Banach spaces.

We denote $\bar{B}_{i, r}(\delta)=\left\{g \in H_{i, r} \mid\|g\|_{i, r} \leq \delta\right\}, \delta>0$, the closed ball with radius $\delta$ in $H_{i, r}, i=0,1$.

Define a linear operator $K_{r}: H_{1, r} \rightarrow H_{0, r}$ by

$$
K_{r} v(z)=D_{z} v(z) \cdot A z-A v(z), \quad v \in H_{1, r}, \quad z \in D_{r} .
$$

Lemma 2.13. Let $r \in(0,1)$. If $A=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ and the small divisor condition (2.12) holds for $A$, then for any $g \in H_{0, r}$ and any $\delta \in(0, r)$, there exist a unique $v \in H_{1, r-\delta}$ and a positive constant $C$ which does not depend on $g, r$ and $\delta$ such that $\left(K_{r-\delta} v\right)(z)=g(z)$ for $z \in \mathscr{D}_{r-\delta}$, that is,

$$
K_{r-\delta} v=g \quad \text { in } H_{0, r-\delta},
$$

and

$$
\|v\|_{1, r-\delta} \leq C \frac{\|g\|_{0, r}}{\delta^{\mu+2}} .
$$

Proof. Let the Taylor expansion of $g$ at $z=0$ be

$$
g(z)=\sum_{k=2}^{\infty} \sum_{|\alpha|=k} \sum_{j=1}^{n} c_{\alpha}^{j} z^{\alpha} e_{j},
$$

where the $c_{\alpha}^{j}$ are complex constants. For any $w \in H_{1, r-\delta}$ we assume that the Taylor expansion of $w$ at $z=0$ is

$$
w(z)=\sum_{k=2}^{\infty} \sum_{|\alpha|=k} \sum_{j=1}^{n} d_{\alpha}^{j} z^{\alpha} e_{j},
$$

where the $d_{\alpha}^{j}$ are complex constants. If $K_{r-\delta} w=g$ in $H_{0, r-\delta}$ then by a direct calculation we must have

$$
d_{\alpha}^{j}=\frac{c_{\alpha}^{j}}{\lambda \cdot \alpha-\lambda_{j}}, \quad \text { for }|\alpha| \geq 2 \text { and } 1 \leq j \leq n .
$$

Let

$$
v(z)=\sum_{k=2}^{\infty} \sum_{|\alpha|=k} \sum_{j=1}^{n} \frac{c_{\alpha}^{j}}{\lambda \cdot \alpha-\lambda_{j}} z^{\alpha} e_{j} .
$$

Let $C_{\alpha}=\left(c_{\alpha}^{1}, \ldots, c_{\alpha}^{n}\right)^{T}$ for $|\alpha| \geq 2$. Then by the small divisor condition (2.12) and the Cauchy's inequality

$$
\begin{aligned}
\|v\|_{0, r-\delta} & \leq \sum_{k=2}^{\infty} \sum_{|\alpha|=k} \frac{\left|C_{\alpha}\right|}{C_{0}} k^{\mu}(r-\delta)^{k} \\
& \leq \frac{\|g\|_{0, r}}{C_{0}} \sum_{k=2}^{\infty} k^{\mu} \frac{(r-\delta)^{k}}{r^{k}} \leq \frac{\|g\|_{0, r}}{C_{0}} \sum_{k=2}^{\infty} k^{\mu} e^{-k \delta / r} \\
& \leq \frac{\|g\|_{0, r}}{C_{0}} \delta^{-(\mu+1)}\left(\int_{0}^{\infty} y^{\mu} e^{-y} d y+(\mu+1)^{\mu}\right) \\
& \leq C_{1}\|g\|_{0, r} \delta^{-(\mu+1)},
\end{aligned}
$$

where $C_{1}=C_{0}^{-1}\left(\Gamma(\mu+1)+(\mu+1)^{\mu}\right)$, which is a positive constant and does not depend on $g, r$ and $\delta$. Thus $v \in H_{0, r-\delta}$. Furthermore, from the Cauchy's inequality
$\left\|D_{z} v\right\|_{0, r-\delta} \leq \frac{n\|v\|_{0, r-\delta / 2}}{\left(\frac{\delta}{2}\right)} \leq n C_{1}\|g\|_{0, r}\left(\frac{\delta}{2}\right)^{-(\mu+2)} \leq C_{2}\|g\|_{0, r} \delta^{-(\mu+2)}$,
where $C_{2}$ is a positive constant which does not depend on $g, r$, and $\delta$
either. Therefore $v \in H_{1, r-\delta}$ and

$$
\|v\|_{1, r-\delta} \leq C\|g\|_{0, r} \delta^{-(\mu+2)},
$$

where $C$ is a positive constant which does not depend on $g, r$ and $\delta$. This proves the lemma.

The above lemma says that even though $K_{r}$ has no bounded inverse, it has an "approximate bounded inverse $\tilde{K}_{r-\delta}^{-1}$ from $H_{0, r}$ to $H_{1, r-\delta}$ which is defined as follows: For any $g \in H_{0, r}$ and $\delta \in(0, r)$, where $0<r<1$, let $v \in H_{1, r-\delta}$ be the unique solution of equation $K_{r-\delta} v=g$ in $H_{0, r-\delta}$. We define $\tilde{K}_{r-\delta}^{-1} g=v$. Then by Lemma 2.13, $\tilde{K}_{r-\delta}^{-1}$ is a bounded linear operator from $H_{0, r}$ to $H_{1, r-\delta}$.

Let $r \in(0,1)$ and $\beta \in(0, r / 2)$. Now we consider a mapping $\mathscr{F}(\cdot ; r, \beta): \bar{B}_{1, \beta}(r / 2) \rightarrow H_{0, \beta}$ defined by

$$
\mathscr{F}(\xi ; r, \beta)=D_{z} \xi \cdot A-A \xi-f \circ(I+\xi) .
$$

Since $\|I+\xi\|_{0, \beta} \leq \beta+r / 2<r$ and $D^{k} f$ is uniformly continuous on $\overline{\mathscr{D}}_{\beta+r / 2}$ for any $k \geq 0, \mathscr{F}(\cdot ; r, \beta)$ is $C^{2}$ from $\bar{B}_{1, \beta}(r / 2)$ to $H_{0, \beta}$ for any fixed $r \in(0,1)$ and $\beta \in(0, r / 2)$. Thus equation (2.3) can be written as

$$
\mathscr{F}(\xi ; r, \beta)=0, \quad \xi \in \bar{B}_{1, \beta}(r / 2), \quad 0<r<1 \text { and } \beta \in(0, r / 2) .
$$

Lemma 2.14. Let $r \in(0,1), \quad \beta \in(0, r / 2), \delta \in(0, \beta)$, and $\phi \in$ $\bar{B}_{1, \beta}(r / 2)$. Then for any $u \in H_{1, \beta-\delta}$,

$$
\begin{align*}
& D_{\xi} \mathscr{F}(\phi ; r, \beta-\delta)\left(I+D_{z} \phi\right) u-D_{z}(\mathscr{F}(\phi ; r, \beta-\delta)) u \\
& \quad=\left(I+D_{z} \phi\right) K_{\beta-\delta} u . \tag{2.13}
\end{align*}
$$

Proof. In fact (2.13) holds if and only if

$$
\left(D_{z} \phi\right) K_{\beta-\delta} u+D_{z}\left(K_{\beta-\delta} \phi\right) u=K_{\beta-\delta}\left(\left(D_{z} \phi\right) u\right)
$$

or

$$
\begin{aligned}
D_{z}\left(\left(D_{z} \phi\right) A\right) u+\left(D_{z} \phi\right)\left(D_{z} u\right) A=D_{z}\left(\left(D_{z} \phi\right) u\right) A+ & \left(D_{z} \phi\right) A u, \\
& \text { for } u \in H_{1, \beta-\delta} .
\end{aligned}
$$

The last equality follows from a direct calculation.

Proof of Siegel's Theorem. Since the small divisor condition (2.12) implies that there exist no resonant monomials, by the normal-form theory introduced in Section 2.1, we can make near identity transformations

$$
x=z+\xi^{k}(z), \quad k=2,3, \ldots, 4[n+\mu+3],
$$

such that (2.1) becomes

$$
\dot{z}=A z+\tilde{f}(z), \quad z \in \mathscr{\mathscr { D }}_{r}
$$

where $\tilde{f}(z)=O\left(|z|^{4(n+\mu+3)+1}\right)$ as $z \rightarrow 0$, and $r>0$ is sufficiently small. Therefore we may assume for (2.1) that $f \in H_{0, r}$ with $r \in(0,1)$ sufficiently small and $f(z)=O\left(|z|^{4(n+\mu+3)+1}\right)$ as $z \rightarrow 0$. We can also assume that $\left\|D_{z}^{2} f\right\|_{0, r} \leq \frac{1}{2}$ if $r$ is sufficiently small.

We consider the following sequences of real numbers $\left\{r_{j}\right\}$ and $\left\{\delta_{j}\right\}$ :

$$
r_{j}=\frac{1}{4} r\left(1+\frac{1}{2^{j}}\right), \quad \delta_{j}=\frac{\left(r_{j}-r_{j+1}\right)}{2}, \quad j=0,1, \ldots
$$

Define sequences of functions $\left\{\phi_{j}\right\}$ and $\left\{u_{j}\right\}, j=0,1,2, \ldots$, inductively as follows:

$$
\begin{aligned}
\phi_{0} & =0 ; \\
u_{j} & =-\left(I+D_{z} \phi_{j}\right) \tilde{K}_{r_{j}-\delta_{j}}^{-1}\left(I+D_{z} \phi_{j}\right)^{-1} \mathscr{F}\left(\phi_{j} ; r, r_{j}\right) ; \\
\phi_{j+1} & =\phi_{j}+u_{j} .
\end{aligned}
$$

We will show that if $r$ is sufficiently small, then the sequences $\left\{\phi_{j}\right\}$ and $\left\{u_{j}\right\}$ are well defined.
From Lemma 2.13, for any $\delta \in(0, r)$, there is a constant $C$ such that $\left\|\tilde{K}_{r-\delta}^{-1}\right\| \leq C \delta^{-(\mu+n+2)}$. We may assume that $C \geq 1$. Let $\bar{C}_{0}=$ $8 n C(16 / r)^{n+\mu+3}$ and $\epsilon_{0}=1 /\left(2 \bar{C}_{0}^{2}\right)$. We note that $r_{0}=r / 2$ and $\epsilon_{0}=$ $O\left(r^{2(n+\mu+3)}\right)$ as $r \rightarrow 0$. We may assume that $r$ is so small that $\epsilon_{0} \leq \frac{r}{2}$. Let the sequence $\left\{\epsilon_{j}\right\}, j=0,1,2, \ldots$, be defined recursively as follows: $\epsilon_{j+1}=\bar{C}_{0}^{j+1} \epsilon_{j}^{2}$. It is clear that (1) $\epsilon_{j}=\bar{C}_{0}^{-(j+2)}\left(\frac{1}{2}\right)^{2 j}$, (2) $\epsilon_{j} \rightarrow 0$ as $j \rightarrow \infty$, and (3) $\epsilon_{j+1} \leq \frac{1}{2} \epsilon_{j} \leq \epsilon_{j}-\epsilon_{j+1}$. We claim that if $r>0$ is small
enough then $\left\{\phi_{j}\right\}$ and $\left\{u_{j}\right\}$ have the following properties:
$\left(A_{j}\right): \phi_{j} \in H_{1, r_{j}}$ and $\|\phi\|_{1, r_{j}} \leq \epsilon_{0}-\epsilon_{j}$,
$\left(B_{j}\right): \mathscr{F}\left(\phi_{j} ; r, r_{j}\right) \in H_{0, r_{j}}$ and $\left\|\mathscr{F}\left(\phi_{j} ; r, r_{j}\right)\right\|_{0, r_{j}} \leq \epsilon_{j}^{2}$,
$\left(C_{j}\right): u_{j} \in H_{1, r_{j+1}}$ and $\left\|u_{j}\right\|_{1, r_{j+1}} \leq \epsilon_{j+1}$,
for $j=0,1,2, \ldots$
We prove this claim by induction on $j$. It is sufficient to show the following statements:
(1) $\left(A_{0}\right)$ and ( $\left.B_{0}\right)$ are true;
(2) $\left(A_{j}\right)$ and ( $B_{j}$ ) imply ( $C_{j}$;
(3) $\left(A_{j}\right)$ and ( $\left.C_{j}\right)$ imply $\left(A_{j+1}\right)$;
(4) $\left(A_{j}\right),\left(B_{j}\right),\left(C_{j}\right)$, and $\left(A_{j+1}\right)$ imply $\left(B_{j+1}\right)$.

Proof of $(1) .\left(A_{0}\right)$ is trivial since $\phi_{0}=0$. We note that $\mathscr{F}\left(0 ; r, r_{0}\right)(z)=$ $-f(z)$ for $z \in \mathscr{D}_{r_{0}}$ and $r_{0}=\frac{r}{2}$. Thus $\mathscr{F}\left(0 ; r, r_{0}\right) \in H_{0, r_{0}}$. Since $\|f\|_{0, r}=$ $O\left(r^{4(\mu+n+3)+1}\right)$ and $\epsilon_{0}^{2}=O\left(r^{4(\mu+n+3)}\right)$, we may choose $r>0$ so small that $\|f\|_{0, r_{0}} \leq \epsilon_{0}^{2}$. Hence ( $B_{0}$ ) holds.

Proof of (2). We note that $\delta_{j}=\left(r_{j}-r_{j+1}\right) / 2=\left(1 / 2^{j+4}\right) r$. By using $\left(A_{j}\right)$, we have

$$
\left\|D_{z} \phi_{j}\right\|_{0, r_{j}} \leq \frac{1}{2} .
$$

Hence $I+D_{z} \phi_{j}$ has a bounded inverse for $z \in \mathscr{D}_{r_{j}}$ and

$$
\left\|\left(I+D_{z} \phi_{j}\right)^{-1}\right\|_{0, r_{j}} \leq 2
$$

Then by the definition of $u_{j}$,

$$
\begin{aligned}
\left\|u_{j}\right\|_{0, r_{j}-\delta_{j}} & =\left\|\left(I+D_{z} \phi_{j}\right) \tilde{K}_{r_{j}-\delta_{j}}^{-1}\left(I+D_{z} \phi_{j}\right)^{-1} \mathscr{F}\left(\phi_{j} ; r, r_{j}\right)\right\|_{0, r_{j}-\delta_{j}} \\
& \leq 4 C\left\|\mathscr{F}\left(\phi_{j} ; r, r_{j}\right)\right\|_{0, r_{j}} \delta_{j}^{-(n+\mu+2)} \leq 4 C \delta_{j}^{-(n+\mu+2)} \epsilon_{j}^{2} \\
\left\|D_{z} u_{j}\right\|_{0, r_{j+1}} & \leq n\left|u_{j}\right|_{0, r_{j}-\delta_{j}} \delta_{j}^{-1} \leq 4 n C \delta_{j}^{-(n+\mu+3)} \epsilon_{j}^{2}
\end{aligned}
$$

Thus

$$
\left\|u_{j}\right\|_{1, r_{j+1}} \leq 8 n C \delta_{j}^{-(n+\mu+3)} \epsilon_{j}^{2}=8 n C\left(\frac{2^{j+4}}{r}\right)^{n+\mu+3} \epsilon_{j}^{2} \leq \bar{C}_{0}^{j+1} \epsilon_{j}^{2}=\epsilon_{j+1}
$$

Proof of (3). By using $\left(A_{j}\right)$ and $\left(C_{j}\right), \phi_{j+1}$ is obviously analytic in $\mathscr{D}_{r_{j+1}}$ and

$$
\left\|\phi_{j+1}\right\|_{1, r_{j+1}} \leq\left\|\phi_{j}\right\|_{1, r_{j}}+\left\|u_{j}\right\|_{1, r_{j+1}} \leq \epsilon_{0}-\epsilon_{j}+\epsilon_{j+1} \leq \epsilon_{0}-\epsilon_{j+1}
$$

Proof of (4). By Taylor expansion, for any $\beta \in(0, r / 2), \phi \in \bar{B}_{1, \beta}(r / 2)$ and $u \in H_{1, \beta}$ such that $\phi+u \in \bar{B}_{1, \beta}(r / 2)$, we have the following equality,

$$
\begin{equation*}
\mathscr{F}(\phi+u ; r, \beta)=\mathscr{F}(\phi ; r, \beta)+D_{\xi} \mathscr{F}(\phi ; r, \beta) u+R(\phi, u) \tag{2.14}
\end{equation*}
$$

where

$$
\begin{aligned}
R(\phi, u) & =\int_{0}^{1}(1-t) D_{\xi}^{2} \mathscr{F}(\phi+t u ; r, \beta)\left(u^{2}\right) d t \\
& =\int_{0}^{1}(1-t) D_{z}^{2} f(I+\phi+t u)\left(u^{2}\right) d t
\end{aligned}
$$

$D_{\xi}^{2} \mathscr{F}$ is the second derivative of $\mathscr{F}$ with respect to $\xi$, and $D_{z}^{2} f$ is the second derivative of $f$ with respect to $z$.

By Lemma 2.14,

$$
\begin{gathered}
D_{\xi} \mathscr{F}\left(\phi_{j} ; r, r_{j+1}\right) u_{j}-D_{z}\left(\mathscr{F}\left(\phi_{j} ; r, r_{j+1}\right)\right)\left(I+D_{z} \phi_{j}\right)^{-1} u_{j} \\
=\left(I+D_{z} \phi_{j}\right) K_{r_{j+1}}\left(I+D_{z} \phi_{j}\right)^{-1} u_{j} \quad \text { in } H_{0}, r_{j+1}
\end{gathered}
$$

Thus by the definition of $\left\{u_{j}\right\}$ we have

$$
\begin{align*}
& D_{\xi} \mathscr{F}\left(\phi_{j} ; r, r_{j+1}\right) u_{j}-D_{z}\left(\mathscr{F}\left(\phi_{j} ; r, r_{j+1}\right)\right)\left(I+D_{z} \phi_{j}\right)^{-1} u_{j} \\
& \quad=-\mathscr{F}\left(\phi_{j} ; r, r_{j}\right) \quad \text { in } H_{0, r_{j+1}} \tag{2.15}
\end{align*}
$$

Hence from (2.14),

$$
\mathscr{F}\left(\phi_{j+1} ; r, r_{j+1}\right)=D_{z}\left(\mathscr{F}\left(\phi_{j} ; r, r_{j+1}\right)\right)\left(I+D_{z} \phi_{j}\right)^{-1} u_{j}+R\left(\phi_{j}, u_{j}\right) .
$$

Then we have the following estimates:

$$
\begin{aligned}
& \left\|D_{z}\left(\mathscr{F}\left(\phi_{j} ; r, r_{j+1}\right)\right)\left(I+D_{z} \phi_{j}\right)^{-1} u_{j}\right\|_{0, r_{j+1}} \\
& \quad \leq 2 n\left\|\mathscr{F}\left(\phi_{j} ; r, r_{j}\right)\right\|_{0, r_{j}}\left(r_{j}-r_{j+1}\right)^{-1} \epsilon_{j+1} \\
& \quad \leq n\left(\frac{2^{j+4}}{r}\right) \epsilon_{j}^{2} \epsilon_{j+1} \leq \frac{1}{2} \bar{C}_{0}^{j+1} \epsilon_{j}^{2} \epsilon_{j+1}=\frac{1}{2} \epsilon_{j+1}^{2} .
\end{aligned}
$$

Since $\left\|I+\phi_{j}+t u_{j}\right\|_{0, r_{j+1}}<r$ for $t \in[0,1], R\left(\phi_{j}, u_{j}\right)$ is well defined. We note that $\left\|D_{z}^{2} f\right\| \leq \frac{1}{2}$. Therefore

$$
\left\|R\left(\phi_{j}, u_{j}\right)\right\|_{0, r_{j+1}} \leq \frac{1}{2} \epsilon_{j+1}^{2} .
$$

Hence

$$
\left\|\mathscr{F}\left(\phi_{j+1} ; r, r_{j+1}\right)\right\|_{0, r_{j+1}} \leq \epsilon_{j+1}^{2} .
$$

Thus the claim is proved.
We note that $r_{j}>r / 4$ for every $j \geq 0$. Then by Claim ( $A_{j}$ ), every $\phi_{j} \in \bar{B}_{1, r / 4}(r / 2)$. By Claim $\left(C_{j}\right),\left\{\phi_{j}\right\}$ is a Cauchy sequence in $\bar{B}_{1, r / 4}(r / 2)$. Thus there exists $\bar{\xi} \in \bar{B}_{1, r / 4}(r / 2)$ such that $\bar{\xi}=\lim _{j \rightarrow \infty} \phi_{j}$. From ( $B_{j}$ ) we conclude that $\lim _{j \rightarrow \infty} \mathscr{F}\left(\phi_{j} ; r, r / 4\right)=0$. Therefore $\mathscr{F}(\bar{\xi} ; r, r / 4)=0$ since $\mathscr{F}$ is continuous in $\xi \in \bar{B}_{1, r / 4}(r / 2)$. This completes the proof of Siegel's Theorem.

### 2.3 Normal Forms of Equations with Periodic Coefficients

Consider the $T$-periodic differential equation

$$
\begin{equation*}
\dot{x}=f(t, x), \quad x \in \mathbb{C}^{n}, \quad t \in \mathbb{R}, \tag{3.1}
\end{equation*}
$$

where $f$ is continuous, $f(t, \cdot) \in C^{r+1}\left(\mathbb{C}^{n}, \mathbb{C}^{n}\right), r \geq 2, f(t, 0)=0$ for all
$t \in \mathbb{R}$, and there is $T>0$ such that $f(t+T, x)=f(t, x)$ for all $t \in \mathbb{R}$, $x \in \mathbb{C}^{n}$. We may make a change of variables in (3.1) such that the resulting equation is simpler than (3.1).

Let $H_{n}^{k}$ be as in Section 2.1, and

$$
\begin{aligned}
& H_{n, T}^{k, s}=\left\{f \in C^{s}\left(\mathbb{R} \times \mathbb{C}^{n}, \mathbb{C}^{n}\right) \mid f(t, \cdot) \in H_{n}^{k} \quad \text { for each } t \in \mathbb{R}\right. \\
&\left.f(t+T, x)=f(t, x) \text { for all } t \in \mathbb{R} \text { and } x \in \mathbb{C}^{n}\right\},
\end{aligned}
$$

where $s$ is a nonnegative integer. When $s=0$, we use $H_{n, T}^{k}$ instead of $H_{n, T}^{k, 0}$. Each $H_{n, T}^{k, s}$ is a linear space. Suppose (3.1) is in the following form

$$
\begin{array}{r}
\dot{x}=B(t) x+f^{2}(t, x)+\cdots+f^{r}(t, x)+O\left(|x|^{r+1}\right) \\
x \in \mathbb{C}^{n} \tag{3.2}
\end{array}
$$

where $B(t)$ is an $n \times n$ matrix with continuous $T$-periodic entries and $f^{k} \in H_{n, T}^{k}, k=2, \ldots, r, r \geq 2$.

The linear part of equation (3.2) is

$$
\begin{equation*}
\dot{x}=B(t) x, \quad x \in \mathbb{C}^{n} \tag{3.3}
\end{equation*}
$$

Let $X(t)$ be the fundamental matrix of (3.3) with $X(0)=I$. Then $J=X(T)$ is a monodromy matrix of the $T$-periodic linear equation (3.3). Let $A$ be a constant $n \times n$ matrix such that $e^{A T}=J$. It is well known from Floquet theory that the nonsingular $T$-periodic transformation

$$
\begin{equation*}
x=P(t) y \tag{3.4}
\end{equation*}
$$

where $P(t)=X(t) e^{-A t}$, converts (3.3) to a linear system with constant coefficients, $\dot{y}=A y$.

By transformation (3.4), (3.2) changes into the following:

$$
\begin{equation*}
\dot{x}=A x+f^{2}(t, x)+\cdots+f^{r}(t, x)+O\left(|x|^{r+1}\right), \quad x \in \mathbb{C}^{n} \tag{3.5}
\end{equation*}
$$

where $f^{k} \in H_{n, T}^{k}, k=2, \ldots, r$. We note that the $f^{k}(t, x), k=2, \ldots, r$, in (3.4) may be different from those in (3.2). In the following, we discuss (3.5) instead of (3.2) since they are equivalent.

Now we change variables in (3.5) by a $T$-periodic transformation

$$
\begin{equation*}
x=y+h^{k}(t, y), \quad y \in \Omega, \quad t \in \mathbb{R} \tag{3.6}
\end{equation*}
$$

where $h^{k} \in H_{n, T}^{k, 1}, 2 \leq k \leq r$, and $\Omega$ is a neighborhood of the origin in $\mathbb{C}^{n}$ on which $I+h^{k}(t, \cdot)$ is invertible for each $t \in \mathbb{R}$. Substituting (3.6) into (3.5) we obtain:

$$
\begin{align*}
\dot{y}= & A y+f^{2}(t, y)+\cdots+f^{k-1}(t, y) \\
& +\left(f^{k}(t, y)+A h^{k}(t, y)-h_{y}^{k}(t, y) A y-\frac{\partial}{\partial t} h^{k}(t, y)\right) \\
& +O\left(|y|^{k+1}\right), \quad y \in \Omega . \tag{3.7}
\end{align*}
$$

Notice that transformation (3.6) does not affect the terms in (3.5) of order less than $k$ in $x$.
We define for each $k \geq 2$ an operator $\mathscr{L}_{A}^{k}: H_{n, T}^{k, 1} \rightarrow H_{n, T}^{k}$ by

$$
\begin{equation*}
\mathscr{L}_{A}^{k} h(t, y)=\frac{\partial}{\partial t} h(t, y)+h_{y}(t, y) A y-A h(t, y), \quad h \in H_{n, T}^{k, 1} . \tag{3.8}
\end{equation*}
$$

It is clear that $\mathscr{L}_{A}^{k}$ is linear. We recall that the operator $L_{A}^{k}: H_{n}^{k} \rightarrow H_{n}^{k}$ is defined by

$$
L_{A}^{k} h(y)=h_{y}(y) A y-A h(y), \quad h \in H_{n}^{k} .
$$

Thus

$$
\mathscr{L}_{A}^{k} h(t, \cdot)=\frac{\partial}{\partial t} h(t, \cdot)+L_{A}^{k} h(t, \cdot),
$$

and (3.7) can be rewritten as

$$
\begin{aligned}
\dot{y}= & A y+f^{2}(t, y)+\cdots+f^{k-1}(t, y) \\
& +\left(f^{k}(t, y)-\mathscr{L}_{A}^{k} h^{k}(t, y)\right)+O\left(|y|^{k+1}\right), \quad y \in \Omega
\end{aligned}
$$

Let $\mathscr{R}_{T}^{k}$ be the range of $\mathscr{L}_{A}^{k}$ in $H_{n, T}^{k}$, and $\mathscr{Z}_{T}^{k}$ be a complementary subspace to $\mathscr{R}_{T}^{k}$ in $H_{n, T}^{k}$, that is,

$$
\begin{equation*}
H_{n, T}^{k}=\mathscr{R}_{T}^{k} \oplus \mathscr{E}_{T}^{k} . \tag{3.9}
\end{equation*}
$$

We have then the following theorem.

Theorem 3.1. Let the decompositions (3.9) be given for $k=2, \ldots, r$. There exist a neighborhood $\Omega$ of the origin and a sequence of near identity $T$-periodic transformations $x=y+h^{k}(t, y), y \in \Omega, k=2, \ldots, r$, such that the resulting equation of (3.5) is of the form:

$$
\begin{equation*}
\dot{y}=A y+g^{2}(t, y)+\cdots+g^{r}(t, y)+O\left(|y|^{r+1}\right), \quad y \in \Omega \tag{3.10}
\end{equation*}
$$

where $g^{k} \in \mathscr{C}_{T}^{k}, k=2, \ldots, r$.

Definition 3.2. The truncated equation of (3.10)

$$
\dot{y}=A y+g^{2}(t, y)+\cdots+g^{r}(t, y)
$$

is called an $A$-normal form up to order $r$ of (3.5).

As in Section 2.1, we may find $A$-normal forms by solving a system of partial differential equations or by using the matrix representation method. Let

$$
C_{T}\left(\mathbb{R}, \mathbb{C}^{d}\right)=\left\{f \in C^{0}\left(\mathbb{R}, \mathbb{C}^{d}\right) \mid f(t+T)=f(t) \text { for all } t \in \mathbb{R}\right\}
$$

and $C_{T}^{r}\left(\mathbb{R}, \mathbb{C}^{d}\right)$ be the linear space of all $C^{r}$ functions in $C_{T}\left(\mathbb{R}, \mathbb{C}^{d}\right)$. Recall also that

$$
\left\{u_{i}(x)\right\}_{i=1}^{d_{k}}=\left\{\left.\frac{1}{\sqrt{\alpha!}} x^{\alpha} e_{j}| | \alpha \right\rvert\,=k, j=1, \ldots, n\right\}
$$

is an orthonormal basis for $H_{n}^{k}$, where $d_{k}=\operatorname{dim} H_{n}^{k}$ (see (1.18)) and $i \sim(j, \alpha)$ is in the reverse lexicographic ordering. Any element of $H_{n, T}^{k}$ is of the form

$$
\sum_{i=1}^{d_{k}} p_{i}(t) u_{i}(x)
$$

where $p_{i} \in C_{T}(\mathbb{R}, \mathbb{C})$. We then identify $H_{n, T}^{k}$ with $C_{T}\left(\mathbb{R}, \mathbb{C}^{d_{k}}\right)$ in the following way:

$$
\begin{equation*}
\sum_{i=1}^{d_{k}} p_{i}(t) u_{i}(x) \rightarrow \sum_{i=1}^{d_{k}} p_{i}(t) \tilde{e}_{i} \tag{3.11}
\end{equation*}
$$

where $\left\{\tilde{e}_{i}\right\}_{i=1}^{d_{k}}$ is the standard basis of $\mathbb{C}^{d_{k}}$. Then, the linear operator

$$
\mathscr{L}_{A}^{k}: H_{n, T}^{k, 1} \rightarrow H_{n, T}^{k}
$$

gives, by the identification (3.11), the linear operator

$$
\overline{\mathscr{L}}_{A}^{k}: C_{T}^{1}\left(\mathbb{R}, \mathbb{C}^{d_{k}}\right) \rightarrow C_{T}\left(\mathbb{R}, \mathbb{C}^{d_{k}}\right)
$$

defined by

$$
\begin{equation*}
\left(\tilde{\mathscr{L}}_{A}^{k} f\right)(t)=\frac{d}{d t} f(t)+\tilde{L}_{A}^{k} f(t), \quad f \in C_{T}^{1}\left(\mathbb{R}, \mathbb{C}^{d_{k}}\right) \tag{3.1}
\end{equation*}
$$

where $\tilde{L}_{A}^{k}: \mathbb{C}^{d_{k}} \rightarrow \mathbb{C}^{d_{k}}$ is the matrix representation of $L_{A}^{k}$ with respect to the basis $\left\{(1 / \sqrt{\alpha!}) x^{\alpha} e_{j}\right\}$. Let $\tilde{\mathscr{R}}_{T}^{k}$ be the range of $\tilde{\mathscr{L}}_{A}^{k}$ and $\tilde{\mathscr{E}}_{T}^{k}$ be a complementary subspace to $\tilde{\mathscr{R}}_{T}^{k}$ in $C_{T}\left(\mathbb{R}, \mathbb{C}^{d_{k}}\right)$. Then the range of $\mathscr{L}_{A}^{k}$ is

$$
\begin{equation*}
\mathscr{R}_{T}^{k}=\left\{f(t, x)=\sum_{i=1}^{d_{k}} p_{i}(t) u_{i}(x) \mid\left(p_{1}(t), \ldots, p_{d_{k}}(t)\right)^{T} \in \tilde{\mathscr{R}}_{T}^{k}\right\}, \tag{3.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathscr{E}_{T}^{k}=\left\{f(t, x)=\sum_{i=1}^{d_{k}} p_{i}(t) u_{i}(x) \mid\left(p_{1}(t), \ldots, p_{d_{k}}(t)\right)^{T} \in \tilde{\mathscr{E}}_{T}^{k}\right\} \tag{3.14}
\end{equation*}
$$

is a complementary subspace to $\mathscr{R}_{T}^{k}$ in $H_{n, T}^{k}$.
Let $(\cdot, \cdot)_{T}$ be an inner product on $C_{T}\left(\mathbb{R}, \mathbb{C}^{d_{k}}\right)$ that is defined as follows: For any $f, g \in C_{T}\left(\mathbb{R}, \mathbb{C}^{d_{k}}\right)$,

$$
(f, g)_{T}=\frac{1}{T} \int_{0}^{T}(f(t), g(t)) d t
$$

where $(\cdot, \cdot)$ is the usual inner product in $\mathbb{C}^{d_{k}}$.

Theorem 3.3. The space of T-periodic solutions of the equation

$$
\begin{equation*}
\dot{g}(t)=\left(\tilde{L}_{A}^{k}\right)^{*} g(t), \quad g \in C_{T}^{1}\left(\mathbb{R}, \mathbb{C}^{d_{k}}\right) \tag{3.15}
\end{equation*}
$$

is an orthogonal complementary subspace $\tilde{\mathscr{E}}_{T}^{k}$ to $\tilde{\mathscr{R}}_{T}^{k}$ with respect to the inner product $(\cdot, \cdot)_{T}$ in $C_{T}\left(\mathbb{R}, \mathbb{C}^{d_{k}}\right), k=2, \ldots, r$.

Recall that $L_{A^{*}}^{k}$ is the adjoint operator of $L_{A}^{k}$ with respect to the inner product $\langle\cdot, \cdot\rangle$ in $H_{n}^{k}$. We define the inner product $\langle\cdot, \cdot\rangle_{T}$ on $H_{n, T}^{k}$ by

$$
\langle f(t, x), g(t, x)\rangle_{T}=\frac{1}{T} \int_{0}^{T}\langle f(t, x), g(t, x)\rangle d t, \quad f, g \in H_{n, T}^{k}
$$

We have the following:

Theorem 3.4. The linear operator $\left(\mathscr{L}_{A}^{k}\right)^{*}: H_{n, T}^{k, 1} \rightarrow H_{n, T}^{k}$ defined by

$$
\begin{equation*}
\left(\left(\mathscr{L}_{A}^{k}\right)^{*} h\right)(t, x)=-\frac{\partial}{\partial t} h(t, x)+L_{A^{*}}^{k} h(t, x), \quad h \in H_{n, T}^{k, 1} \tag{3.16}
\end{equation*}
$$

is the adjoint operator of $\mathscr{E}_{A}^{k}$ with respect to the inner product $\langle\cdot, \cdot\rangle_{T}$ in $H_{n, T}^{k}$.

Lemma 3.5. Let $A=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ and $f \in C_{T}^{1}(\mathbb{R}, \mathbb{C})$. Then $f(t) x^{\alpha} e_{j} \in \operatorname{Ker}\left(\mathscr{L}_{A}^{k}\right)^{*}$ if and only if there exists an integer $m$ such that

$$
\lambda \cdot \alpha-\lambda_{j}=\frac{2 m \pi}{T} i, \quad i=\sqrt{-1},
$$

and

$$
f(t)=c e^{\frac{2 m \pi}{T} i t}
$$

where $c$ is a constant.

Definition 3.6. If $\sigma(A)=\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$ is the spectrum of $A$, then the following relations are called resonant conditions:

$$
\begin{equation*}
\lambda \cdot \alpha-\lambda_{j}=\frac{2 m \pi}{T} i, \quad i=\sqrt{-1}, \quad m \in \mathbb{Z}, \quad|\alpha| \geq 2 \tag{3.17}
\end{equation*}
$$

where $\mathbb{Z}$ denotes the set of all integers. Let $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ be coordinates with respect to the standard basis $\left\{e_{1}, \ldots, e_{n}\right\}$ of $\mathbb{C}^{n}$ in which the matrix $A$ has a Jordan normal form with diagonal elements $\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$.

Then a monomial $\exp \left(\frac{2 m \pi i t}{T}\right) x^{\alpha} e_{j}(|\alpha|=k \geq 2,1 \leq j \leq n)$ is called a resonant monomial of order $k$ if and only if there exists an integer $m$ such that (3.17) is satisfied for $\alpha$ and $j$.

Let $A=S+N$ be the $S-N$ decomposition of $A$. Then it is easy to see that $\mathscr{L}_{A}^{k}=\mathscr{L}_{s}^{k}+L_{N}^{k}$ is the $S-N$ decomposition of $\mathscr{L}_{A}^{k}$. So we have the following:

Theorem 3.7. If $A=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$, then an $A$-normal form up to order $r \geq 2$ can be chosen so that its nonlinear part consists of all resonant monomials up to order $r$. If $A$ is upper (or lower) triangular with diagonal elements $\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$, then an $A$-normal form up to order $r \geq 2$ can be chosen so that its nonlinear part is spanned by resonant monomials up to order $r$.

Remark 3.8. If we consider a $T$-periodic system over the reals, then the above discussion is valid except for the following. It is well known that we cannot always find a real matrix $A$ such that $e^{A T}=J$, but we can always find a real matrix $A$ such that $e^{2 A T}=J^{2}$. In this case there is a real $2 T$-periodic transformation $x=P(t) y$ such that the equation (3.2) is changed to $\dot{y}=A y$ and (3.1) is changed to a $2 T$-periodic system over reals. We note that such a $2 T$-periodic system has some kind of symmetry. We will discuss normal forms of equations with symmetry in Section 2.5 .
If $A$ is diagonalizable over the complex numbers, then we cannot apply Theorem 3.7 directly. But we can use the method for getting $A$-normal forms of real equations described in Section 2.1. We illustrate the method in the following example.

Example 3.9. Assume that the $T$-periodic system (3.1) is real and two-dimensional and the monodromy matrix of (3.3) is

$$
J=\left[\begin{array}{cc}
\cos \omega T & -\sin \omega T \\
\sin \omega T & \cos \omega T
\end{array}\right], \quad 0 \leq \frac{\omega T}{2 \pi}=\frac{p}{q}<1,
$$

where $p$ and $q$ are positive integers with $(p, q)=1$. Then after a Floquet change of coordinates, equation (3.1) is transformed into (3.5)
where

$$
A=\left[\begin{array}{cc}
0 & -\omega \\
\omega & 0
\end{array}\right]
$$

We make a transformation to complex coordinates by $z_{1}=x_{1}+i x_{2}$, $z_{2}=x_{1}-i x_{2}$. Then the resulting equation of the form of (3.5) is

$$
\begin{equation*}
\dot{z}=\Lambda z+g^{2}(t, z)+\cdots+g^{r}(t, z)+O\left(|z|^{r+1}\right) \tag{3.18}
\end{equation*}
$$

where $z=\left(z_{1}, z_{2}\right)^{T}, \Lambda=\left[\begin{array}{cc}\omega i & 0 \\ 0 & -\omega i\end{array}\right]$, and $g^{k}(t, z) \in H_{2, T}^{k}$ for $2 \leq k \leq$ $r$. We note that the second equation of (3.18) is conjugate to the first one. The resonance conditions in our case are

$$
\begin{cases}\alpha_{1} \omega i-\alpha_{2} \omega i-\omega i=m \frac{2 \pi i}{T} & \text { for } j=1, \quad|\alpha|=k \geq 2, \quad m \in \mathbb{Z} \\ \alpha_{1} \omega i-\alpha_{2} \omega i+\omega i=m \frac{2 \pi i}{T} & \text { for } j=2, \quad|\alpha|=k \geq 2, \quad m \in \mathbb{Z}\end{cases}
$$

which are equivalent to

$$
\begin{array}{ll}
\left(\alpha_{1}-\alpha_{2}-1\right) \frac{p}{q}=m & \text { for } j=1, \quad|\alpha|=k \geq 2, \quad m \in \mathbb{Z} \\
\left(\alpha_{1}-\alpha_{2}+1\right) \frac{p}{q}=m & \text { for } j=2, \quad|\alpha|=k \geq 2, \quad m \in \mathbb{Z}
\end{array}
$$

The only possibilities to get resonant monomials when $2 \leq k \leq q$ are: for $j=1$, when $\alpha_{1}-\alpha_{2}-1=0$ and then $m=0$, or $\alpha_{1}-\alpha_{2}-1=$ $-q$ and then $k=q-1, m=-p$; for $j=2$, when $\alpha_{1}-\alpha_{2}+1=0$ and then $m=0$, or $\alpha_{1}-\alpha_{2}+1=q$ and then $k=q-1, m=p$. Therefore the resonant monomials up to order $q$ are: $\left\{z_{1}^{\alpha_{1}} z_{2}^{\alpha_{2}} e_{1} \mid \alpha_{1}-\right.$ $\left.\alpha_{2}=1,2 \leq \alpha_{1}+\alpha_{2} \leq q\right\} \cup\left\{z_{1}^{\alpha_{1}} z_{2}^{\alpha_{2}} e_{2} \mid \alpha_{2}-\alpha_{1}=1,2 \leq \alpha_{1}+\alpha_{2} \leq q\right\} \cup$ $\left\{z_{2}^{q-1} e_{1}, z_{1}^{q-1} e_{2}\right\}$. The coefficient of any resonant monomial will be $c \exp \left(-m_{p}^{q} \omega i t\right)$, where $c$ is a complex constant. Hence a $\Lambda$-normal
form of (3.18) up to order $q$ is:

$$
\left\{\begin{array}{l}
\dot{z}_{1}=\omega i z_{1}+c_{1} z_{1}^{2} z_{2}+\cdots+c_{k} z_{1}^{k+1} z_{2}^{k}+d e^{q \omega i t} z_{2}^{q-1}  \tag{3.19}\\
\dot{z}_{2}=-\omega i z_{2}+\bar{c}_{1} z_{1} z_{2}^{2}+\cdots+\bar{c}_{k} z_{1}^{k} z_{2}^{k+1}+\bar{d} e^{-q \omega i t} z_{1}^{q-1}
\end{array}\right.
$$

where $\bar{z}_{2}=z_{1}, c_{1}, \ldots, c_{k}, d$ are complex constants, $q-1 \leq 2 k+$ $1 \leq q$.
If we let $w=z_{1}, \bar{w}=z_{2}$, then from (3.19) we get

$$
\begin{equation*}
\dot{w}=\omega i w+c_{1}|w|^{2} w+\cdots+c_{k}|w|^{2 k} w+d e^{q \omega i t} \bar{w}^{q-1} . \tag{3.20}
\end{equation*}
$$

The equation for $\bar{w}$ is omitted since it is conjugate to the equation for $w$.
We can obtain a real $A$-normal form from (3.20) by applying the transformation $w=x_{1}+i x_{2}$. We can also apply the transformation $w=r e^{i \theta}$ to (3.20) to get real normal forms in polar coordinates. For example, the normal form in polar coordinates is

$$
\left\{\begin{aligned}
\dot{r}= & a_{1} r^{3}+\cdots+a_{k} r^{2 k+1} \\
& +r^{q-1}\left(d_{1} \cos \left(\frac{2 p \pi}{T} t-q \theta\right)-d_{2} \sin \left(\frac{2 p \pi}{T} t-q \theta\right)\right), \\
\dot{\theta}= & \omega+b_{1} r^{2}+\cdots+b_{k} r^{2 k} \\
& +r^{q-2}\left(d_{2} \cos \left(\frac{2 p \pi}{T} t-q \theta\right)+d_{1} \sin \left(\frac{2 p \pi}{T} t-q \theta\right)\right),
\end{aligned}\right.
$$

where $a_{i}=\operatorname{Re}\left(c_{i}\right), b_{i}=\operatorname{Im}\left(c_{i}\right), d_{1}=\operatorname{Re}(d)$, and $d_{2}=\operatorname{Im}(d)$.
Now if we let $w=v e^{\omega i t},(3.20)$ becomes

$$
\begin{equation*}
\dot{v}=c_{1}|v|^{2} v+\cdots+c_{k}|v|^{2 k} v+d \bar{v}^{q-1} . \tag{3.21}
\end{equation*}
$$

It is simpler than (3.20), but we note that the original equation (3.1) is a $q T$-periodic perturbation of (3.21). If we change (3.21) to polar coordinates, then (3.21) becomes

$$
\left\{\begin{array}{l}
\dot{r}=a_{1} r^{3}+\cdots+a_{k} r^{2 k+1}+r^{q-1}\left(d_{1} \cos (q \theta)+d_{2} \sin (q \theta)\right), \\
\dot{\theta}=b_{1} r^{2}+\cdots+b_{k} r^{2 k}+r^{q-2}\left(d_{2} \cos (q \theta)-d_{1} \sin (q \theta)\right),
\end{array}\right.
$$

where $a_{i}=\operatorname{Re}\left(c_{i}\right), b_{i}=\operatorname{Im}\left(c_{i}\right), d_{1}=\operatorname{Re}(d)$, and $d_{2}=\operatorname{Im}(d)$.

### 2.4 Normal Forms of Maps near a Fixed Point

Consider a $C^{r+1}$ map $F: \Omega \subseteq \mathbb{C}^{n} \rightarrow \mathbb{C}^{n}$, where $r \geq 2$ and $\Omega$ is a neighborhood of the origin in $\mathbb{C}^{n}$. We assume that the origin is a fixed point of $F(x)$, that is, $F(0)=0$. Then $F(x)$ can be written as

$$
\begin{align*}
F(x)=A x+f^{2}(x)+f^{3}(x)+\cdots+f^{r}(x) & +O\left(|x|^{r+1}\right) \\
x & \in \Omega, \text { as } x \rightarrow 0, \tag{4.1}
\end{align*}
$$

where $A$ is an $n \times n$ constant matrix and $f^{k} \in H_{n}^{k}$ for $2 \leq k \leq r$.
Now we change variables in (4.1) by

$$
\begin{equation*}
x=H(y) \equiv y+h^{k}(y), \quad y \in \Omega_{k} \tag{4.2}
\end{equation*}
$$

where $h^{k} \in H_{n}^{k}, 2 \leq k \leq r$, and $\Omega_{k} \subseteq \Omega$ is a neighborhood of the origin in $\mathbb{C}^{n}$ on which $I+h^{k}(\cdot)$ is invertible. The inverse transformation to (4.2),

$$
y=x-h^{k}(x)+O\left(|x|^{k+1}\right), \quad \text { as } x \rightarrow 0
$$

is a smooth diffeomorphism in $\Omega_{k}$. The transformed map of (4.1), $G=H^{-1} \circ F \circ H$, will take the form:

$$
\begin{align*}
G(y)= & A y+f^{2}(y)+\cdots+f^{k-1}(y) \\
& +\left[f^{k}(y)+A h^{k}(y)-h^{k}(A y)\right]+O\left(|y|^{k+1}\right), \quad \text { as } y \rightarrow 0 \tag{4.3}
\end{align*}
$$

where $G(y)$ is defined in the neighborhood $\Omega_{k}$. We note that transformation (4.2) does not affect the terms in (4.1) with order $\leq k-1$.

We define the operator $L_{A}^{k}: H_{n}^{k} \rightarrow H_{n}^{k}$ by

$$
\begin{equation*}
L_{A}^{k} h(x)=h(A x)-A h(x), \quad h \in H_{n}^{k} \tag{4.4}
\end{equation*}
$$

and let $\mathscr{R}^{k}$ be the range of $L_{A}^{k}$ in $H_{n}^{k}$, and $\mathscr{C}^{k}$ be any complementary subspace to $\mathscr{R}^{k}$ in $H_{n}^{k}$, that is,

$$
\begin{equation*}
H_{n}^{k}=\mathscr{R}^{k} \oplus \mathscr{E}^{k} \tag{4.5}
\end{equation*}
$$

Notice that the operator $L_{A}^{k}$ is different from the one in Section 2.1. We have the following theorem.

Theorem 4.1. Suppose that the decompositions (4.5) are given for $k=$ $2, \ldots, r$. There exists a sequence of near identity transformations,

$$
x=y+h^{k}(y), \quad y \in \tilde{\Omega}, \quad 2 \leq k \leq r,
$$

where $h^{k} \in H_{n}^{k}$ and $\tilde{\Omega} \subseteq \Omega$ is a neighborhood of the origin in $\mathbb{C}^{n}$, such that the map (4.1) takes the form

$$
\begin{equation*}
G(y)=A y+g^{2}(y)+\cdots+g^{r}(y)+O\left(|y|^{r+1}\right), \quad y \in \tilde{\Omega}, \tag{4.6}
\end{equation*}
$$

where $g^{k}(y) \in \mathscr{C}^{k}, 2 \leq k \leq r$.

Definition 4.2. The truncated form of the map (4.6),

$$
G(y)=A y+g^{2}(y)+\cdots+g^{r}(y)
$$

is called an $A$-normal form of (4.1) up to order $r$.

Lemma 4.3. If $p, q \in H_{n}^{k}$ and $A$ is an $n \times n$ matrix, then

$$
\begin{align*}
\langle p(A x), q(x)\rangle & =\left\langle p(x), q\left(A^{*} x\right)\right\rangle,  \tag{1}\\
\langle A p(x), q(x)\rangle & =\left\langle p(x), A^{*} q(x)\right\rangle, \tag{2}
\end{align*}
$$

where $A^{*}$ is the adjoint operator of $A$ with respect to the inner product $(\cdot, \cdot)$ in $\mathbb{C}^{n}$.

Proof. To prove (1) it is sufficient to show that

$$
\left\langle(A x)^{\alpha} e_{i}, x^{\beta} e_{i}\right\rangle=\left\langle x^{\alpha} e_{i},\left(A^{*} x\right)^{\beta} e_{i}\right\rangle
$$

or equivalently that

$$
\left\langle(A x)^{\alpha} e_{i}, x^{\beta} e_{i}\right\rangle=\left\langle\left(A^{T} x\right)^{\beta} e_{i}, x^{\alpha} e_{i}\right\rangle
$$

for $|\alpha|=k,|\beta|=k$, and $1 \leq i \leq n$.

We have

$$
\begin{aligned}
& \left\langle(A x)^{\alpha} e_{i}, x^{\beta} e_{i}\right\rangle \\
& \quad=\left\langle\prod_{j=1}^{n}\left(a_{j 1} x_{1}+a_{j 2} x_{2}+\cdots+a_{j n} x_{n}\right)^{\alpha_{j}} e_{i}, x^{\beta} e_{i}\right\rangle=\beta!c_{\alpha}
\end{aligned}
$$

where $c_{\alpha}$ is the coefficient of $x^{\beta}$ in the expansion of $(A x)^{\alpha}$. Similarly,

$$
\begin{aligned}
& \left\langle\left(A^{T} x\right)^{\beta} e_{i}, x^{\alpha} e_{i}\right\rangle \\
& \quad=\left\langle\prod_{j=1}^{n}\left(a_{1 j} x_{1}+a_{2 j} x_{2}+\cdots+a_{n j} x_{n}\right)^{\beta_{j}} e_{i}, x^{\alpha} e_{i}\right\rangle=\alpha!c_{\beta}
\end{aligned}
$$

where $c_{\beta}$ is the coefficient of $x^{\alpha}$ in the expansion of $\left(A^{T} x\right)^{\beta}$. It can be shown that $\beta!c_{\alpha}=\alpha!c_{\beta}$ by the Binomial Theorem and elementary calculations. The proof of (1) is then complete. The proof of (2) is trivial.

Theorem 4.4. $L_{A^{*}}^{k}$ is the adjoint operator of $L_{A}^{k}$ with respect to the inner product $\langle\cdot, \cdot\rangle$ in $H_{n}^{k}$ for each $k \geq 2$, where $A^{*}$ is the adjoint operator of $A$ with respect to the inner product $(\cdot, \cdot)$ in $\mathbb{C}^{n}$.

Proof. By Lemma 4.3, for any $p, q \in H_{n}^{k}$ we have

$$
\begin{aligned}
\left\langle L_{A}^{k} p(x), q(x)\right\rangle & =\langle p(A x)-A p(x), q(x)\rangle \\
& =\langle p(A x), q(x)\rangle-\langle A p(x), q(x)\rangle \\
& =\left\langle p(x), q\left(A^{*} x\right)\right\rangle-\left\langle p(x), A^{*} q(x)\right\rangle \\
& =\left\langle p(x), L_{A^{*}}^{k} q(x)\right\rangle
\end{aligned}
$$

Corollary 4.5. $\operatorname{Ker}\left(L_{A^{*}}^{k}\right)$ is the orthogonal complementary subspace to $\mathscr{R}^{k}$ with respect to the inner product $\langle\cdot, \cdot\rangle$ in $H_{n}^{k}$ for $k \geq 2$.

Definition 4.6. Let $\sigma(A)=\left\{\lambda_{1}, \ldots, \lambda_{n}\right\} \subset \mathbb{C}$ be the spectrum of $A$. Then the following relations are called resonant conditions:

$$
\begin{equation*}
\lambda^{\alpha}=\lambda_{j}, \tag{4.7}
\end{equation*}
$$

where $\lambda^{\alpha}=\lambda_{1}^{\alpha_{1}} \cdots \lambda_{n}^{\alpha_{n}},|\alpha| \geq 2$. Let ( $x_{1}, \ldots, x_{j}$ ) be coordinates with respect to the standard basis $\left\{e_{1}, \ldots, e_{n}\right\}$ of $\mathbb{C}^{n}$ in which the matrix $A$ has a Jordan normal form with diagonal elements $\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$. Then a monomial $x^{\alpha} e_{j}(|\alpha|=k \geq 2$ and $1 \leq j \leq n)$ is called a resonant monomial of order $k$ if and only if (4.7) holds for $\alpha$ and $j$.

Theorem 4.7. If $A=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$, then an $A$-normal form up to order $r \geq 2$ can be chosen so that its nonlinear part consists of all resonant monomials up to order $r$.

As in Section 2.1, we can apply also the matrix representation method to compute $A$-normal forms of maps. Let $\tilde{L}_{A}^{k}$ be the matrix representation of $L_{A}^{k}$ with respect to the basis $U_{k}$ (see Section 2.1) of $H_{n}^{k}$. Then we have the following:

Theorem 4.8. If $A=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ then $\tilde{L}_{A}^{k}$ is diagonal; if $A$ is upper (or lower) triangular with the diagonal elements $\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$, then $\tilde{L}_{A}^{k}$ is lower (or upper) triangular and if $u_{i}(x)=x^{\alpha} e_{j}$ is the ith element of basis $U_{k}$, then the ith element of the diagonal of $\tilde{L}_{A}^{k}$ is $\lambda^{\alpha}-\lambda_{j}$.

Let $A=S+N$ be the $S-N$ decomposition of $A$. We define the operator $\mathscr{N}^{k}: H_{n}^{k} \rightarrow H_{n}^{k}$ by

$$
\mathscr{N}^{k} h(x)=h(A x)-h(S x)-N h(x), \quad h \in H_{n}^{k} .
$$

Theorem 4.9. If $A=S+N$ is the $S-N$ decomposition of $A$, then $L_{A}^{k}=L_{S}^{k}+\mathscr{N}^{k}$ is the $S-N$ decomposition of $L_{A}^{k}$.

Corollary 4.10. If $A=S+N$ is the $S-N$ decomposition of $A$ and $S=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$, then an $A$ normal form up to order $r$ can be chosen so that its nonlinear part is spanned by resonant monomials up to order $r$.

Resonant monomials have the following symmetry property.

Lemma 4.11. Let $A=S+N$ be the $S-N$ decomposition of $A$ and $S=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$. Then every resonant monomial $\gamma(x)=x^{\alpha} e_{j}$ commutes with $S$, that is,

$$
S \gamma(x)=\gamma(S x)
$$

Corollary 4.12. If $A=S+N$ is the $S-N$ decomposition of $A$, then an $A$-normal form up to order $r$ can be chosen so that it commutes with $S$.

Proof. We consider first the case that $S$ is diagonal. By Corollary 4.10, an $A$-normal form can be chosen to contain only resonant monomials in its nonlinear part. Then the desired conclusion follows from Lemma 4.11.

Suppose now that $S$ is not diagonal. Let $P$ be a nonsingular transformation such that $A_{0}=P^{-1} A P$ is in upper triangular Jordan form and $A_{0}=S_{0}+N_{0}$ is the $S-N$ decomposition of $A_{0}$, where $S_{0}$ is diagonal and $N_{0}$ is strictly upper triangular. Then $A=P S_{0} P^{-1}+P N_{0} P^{-1}$ is the $S-N$ decomposition of $A$. By the uniqueness of such a decomposition, $S=P S_{0} P^{-1}$ and $N=P N_{0} P^{-1}$. From Corollary 4.10 and Lemma 4.11 there is an $A_{0}$-normal form

$$
\begin{equation*}
F(x)=A_{0} x+f^{2}(x)+\cdots+f^{r}(x), \tag{4.8}
\end{equation*}
$$

so

$$
S_{0} f^{k}(x)=f^{k}\left(S_{0} x\right), \quad k=2, \ldots, r
$$

Then we change variables in (4.8) by $x=P^{-1} y$. We get an $A$-normal form

$$
G(y)=A y+g^{2}(y)+\cdots+g^{k}(y),
$$

where $G(y)=P F\left(P^{-1} y\right)$ and $g^{k}(y)=P f^{k}\left(P^{-1} y\right), k=2, \ldots, r$. The
nonlinear terms of $G$ satisfy

$$
\begin{aligned}
g^{k}(S y) & =P f^{k}\left(P^{-1} S y\right)=P f^{k}\left(S_{0} P^{-1} y\right) \\
& =P S_{0} f^{k}\left(P^{-1} y\right)=S P f^{k}\left(P^{-1} y\right)=S g^{k}(y)
\end{aligned}
$$

for $k=2, \ldots, r$. And the matrix $A$ commutes with $S$ obviously. Thus the theorem is proved.

The above results are valid for normal forms of maps on $\mathbb{R}^{n}$.

Example 4.13. Consider a mapping $F(x)=-x+O\left(|x|^{2}\right)$ as $x \rightarrow 0$ from $\mathbb{R}$ to $\mathbb{R} . \lambda=-1$ is the only eigenvalue. Then the resonant conditions are

$$
\lambda^{k}-\lambda=0, \quad k \geq 2
$$

that is,

$$
(-1)^{k-1}=1, \quad k \geq 2
$$

Hence, the resonant monomials are $x^{3}, x^{5}, \ldots, x^{2 k+1}, \ldots, k \geq 1$. Thus the normal form up to order 4 is

$$
G(x)=-x+a x^{3}
$$

where $a$ is a real constant.
The next example illustrates the use of the matrix representation method.

Example 4.14. Suppose that the matrix $A$ of the linear part of a nonlinear map from $\mathbb{R}^{2}$ to $\mathbb{R}^{2}$ is

$$
A=\left[\begin{array}{cc}
-1 & 1 \\
0 & -1
\end{array}\right]
$$

The resonant conditions are $(-1)^{\alpha_{1}+\alpha_{2}}=-1, j=1,2$, for $k=\alpha_{1}+$ $\alpha_{2} \geq 2$. Hence there are no resonant monomials of even order and every monomial of odd order is resonant. Therefore we need only to
find a basis of a complementary subspace $\mathscr{C}^{k}$ for $k$ odd. The matrix representation of $L_{A}^{k}$ is taken with respect to the following basis of $H_{2}^{k}$ :

$$
\begin{aligned}
& \left\{u_{\beta+1}(x, y)=x^{k-\beta} y^{\beta} e_{2}, \beta=0, \ldots, k\right. \\
& \left.u_{\beta+k+2}(x, y)=x^{k-\beta} y^{\beta} e_{1}, \quad \beta=0, \ldots, k\right\}
\end{aligned}
$$

where $\left\{e_{1}, e_{2}\right\}$ is the standard basis of $\mathbb{R}^{2}$. We have to compute $L_{A}^{k} u_{i}$ for $i=1, \ldots, d_{2}=2(k+1)$.
$L_{A}^{k}\left[\begin{array}{c}x^{k-\beta} y^{\beta} \\ 0\end{array}\right]$

$$
=\left[\begin{array}{c}
(-x+y)^{k-\beta}(-y)^{\beta} \\
0
\end{array}\right]-\left[\begin{array}{cc}
-1 & 1 \\
0 & -1
\end{array}\right]\left[\begin{array}{c}
x^{k-\beta} y^{\beta} \\
0
\end{array}\right]
$$

$=(-1)^{k}\left[\left((-1)^{k}+1\right) x^{k-\beta} y^{\beta}+\sum_{j=1}^{k-\beta}(-1)^{j}\binom{k-\beta}{j} x^{k-\beta-j} y^{\beta+j}\right]$.
$L_{A}^{k}\left[\begin{array}{c}0 \\ x^{k-\beta} y^{\beta}\end{array}\right]$

$$
\begin{aligned}
& =\left[\begin{array}{c}
0 \\
(-x+y)^{k-\beta}(-y)^{\beta}
\end{array}\right]-\left[\begin{array}{cc}
-1 & 1 \\
0 & -1
\end{array}\right]\left[\begin{array}{c}
0 \\
x^{k-\beta} y^{\beta}
\end{array}\right] \\
& =(-1)^{k}\left[\begin{array}{c}
(-1)^{k+1} x^{k-\beta} y^{\beta} \\
\left((-1)^{k}+1\right) x^{k-\beta} y^{\beta}+\sum_{j=1}^{k-\beta}(-1)^{j}\binom{k-\beta}{j} x^{k-\beta-j} y^{\beta+j}
\end{array}\right] .
\end{aligned}
$$

In terms of the basis of $H_{2}^{k}$ we have, for odd $k \geq 3$ :

$$
\begin{aligned}
L_{A}^{k} u_{\beta+1} & =-u_{\beta+k+2}+\sum_{j=1}^{k-\beta}(-1)^{j+1}\binom{k-\beta}{j} u_{\beta+j+1}, \quad \beta=0, \ldots, k, \\
L_{A}^{k} u_{\beta+k+1} & =\sum_{j=1}^{k-\beta}(-1)^{j+1}\binom{k-\beta}{j} u_{\beta+j+k+2}, \quad \beta=0, \ldots, k .
\end{aligned}
$$

Therefore we get the following matrix representations of $L_{A}^{k}$, for $k$ odd:
$\tilde{L}_{A}^{k}$ is the following $2(k+1) \times 2(k+1)$ matrix


It follows that for $k$ odd a basis of $\operatorname{Ker}\left(\tilde{L}_{A}^{k}\right)^{*}$ can be chosen as $\left\{\tilde{e}_{1}, \tilde{e}_{2}+k \tilde{e}_{k+2}\right\}$, where $\left\{\tilde{e}_{1}, \ldots, \tilde{e}_{2(k+1)}\right\}$ is the standard basis of $\mathbb{R}^{2(k+1)}$. We may also take $\left\{\tilde{e}_{1}, \tilde{e}_{2}\right\}$ as a basis for a complementary subspace $\tilde{\tilde{E}}^{k}$, $k \geq 3$, odd. Hence a normal form up to order $r \geq 3$ is

$$
G(x, y)=\left[\begin{array}{c}
-x+y \\
-y+\sum_{k=1}^{m}\left(a_{k} x^{2 k+1}+b_{k} x^{2 k} y\right)
\end{array}\right],
$$

where $a_{k}, b_{k} \in \mathbb{R}$ are real constants, and $r-1 \leq 2 m+1 \leq r$.

### 2.5 Normal Forms of Equations with Symmetry

In this section, we consider equations with symmetry and their normal forms.

Definition 5.1. Let $S$ be an invertible $n \times n$ matrix. We say that the equation

$$
\begin{equation*}
\dot{x}=f(x), \quad x \in \Omega \subseteq \mathbb{C}^{n}, \tag{5.1}
\end{equation*}
$$

where $\Omega$ is a neighborhood of the origin of $\mathbb{C}^{n}$, and $f \in C^{r}\left(\Omega, \mathbb{C}^{n}\right)$ ( $r \geq 1$ ), has $S$-symmetry if and only if

$$
\begin{equation*}
f(S x)=S f(x), \quad \text { for all } x \in \Omega \tag{5.2}
\end{equation*}
$$

That (5.1) has $S$-symmetry is equivalent to the fact that (5.1) is invariant under the transformation $x \rightarrow S x$.

From the definition, for a fixed $f \in C^{r}\left(\Omega, \mathbb{C}^{n}\right)$, if matrix $S$ satisfies (5.2), then so does $S^{-1}$; if $S_{1}, S_{2}$ both satisfy (5.2), then so does $S_{1} \cdot S_{2}$. Thus the set $\Gamma$ of all $n \times n$ matrices which satisfy the relation (5.2) forms a group under matrix multiplication.

Definition 5.2. Let $\Gamma$ be a group of $n \times n$ matrices. If the right-hand side of equation (5.1) satisfies

$$
f(S x)=S f(x), \quad \text { for all } x \in \Omega \subseteq \mathbb{C}^{n} \text { and any } S \in \Gamma
$$

then we say that (5.1) has the group $\Gamma$-symmetry.

Example 5.3. The following are some examples of symmetry groups:
(1) $O(n)$, the $n$-dimensional orthogonal group, which consists of all $n \times n$ orthogonal matrices;
(2) $\operatorname{SO}(n)$, the $n$-dimensional special orthogonal group, which consists of all $n \times n$ orthogonal matrices whose determinants are equal to $1, S O(n)$ is also called the $n$-dimensional rotation group;
(3) $Z_{q}$, the group generated by $S=K_{2 \pi / q}=\left[\begin{array}{cc}\cos \frac{2 \pi}{q} & -\sin \frac{2 \pi}{q} \\ \sin \frac{2 \pi}{q} & \cos \frac{2 \pi}{q}\end{array}\right]$, where $q$ is a positive integer;
(4) the flip group generated by $K_{n}=\left[\begin{array}{cc}I_{n-1} & 0 \\ 0 & -1\end{array}\right]$, where $I_{n-1}$ is the ( $n-1$ ) $\times(n-1)$ identity matrix;
(5) $D_{q}$, the dihedral group, generated by $\left\{K_{2 \pi / q}, K_{2}\right\}$, where $K_{2 \pi / q}$ is defined in (3) and $K_{2}$ is defined in (4).
In what follows, we will discuss $A$-normal forms of equations with $S$-symmetry, where $S$ is an invertible $n \times n$ matrix.

Lemma 5.4. If equation (5.1) has S-symmetry and is of the following form

$$
\begin{equation*}
\dot{x}=A x+f^{2}(x)+\cdots+f^{k}(x)+O\left(|x|^{k+1}\right), \quad x \in \Omega \tag{5.3}
\end{equation*}
$$

where $f^{k} \in H_{n}^{k}, k=2, \ldots, r$, then
(i) $S A=A S$;
(ii) $f^{k}(S x)=S f^{k}(x)$, for any $x \in \Omega, k=2,3, \ldots, r$.

Proof. It follows from Definition 5.1.

Lemma 5.5. The $S$-symmetry of an equation is invariant under $S$-symmetrical transformations of variables.

Proof. Suppose that (5.1) has $S$-symmetry. We change variables in (5.1) by

$$
\begin{equation*}
x=h(y), \quad y \in \Omega, \tag{5.4}
\end{equation*}
$$

where $h(y)$ is a diffeomorphism on $\Omega$ with the property $h(S y)=S h(y)$ for any $y \in \Omega$. The resulting equation after the change of variables (5.4) is

$$
\dot{y}=\left(h_{y}(y)\right)^{-1} f(h(y)), \quad y \in \Omega .
$$

Let

$$
g(y)=\left(h_{y}(y)\right)^{-1} f(h(y)) .
$$

Then

$$
\begin{aligned}
g(S y) & =\left(h_{y}(S y)\right)^{-1} f(h(S y))=\left(S h_{y}(y) S^{-1}\right)^{-1} f(S h(y)) \\
& =S\left(h_{y}(y)\right)^{-1} S^{-1} S f(h(y))=S g(y), \quad \text { for any } y \in \Omega
\end{aligned}
$$

Thus Lemma 5.5 is proved.
For any $k \geq 2$, the set

$$
\bar{H}_{n}^{k, s}=\left\{f \in H_{n}^{k} \mid f(S x)=S f(x), \text { for any } x \in \mathbb{C}^{n}\right\}
$$

is a linear subspace of $H_{n}^{k}$. We shall use the notation $\bar{H}_{n}^{k}$ instead of $\bar{H}_{n}^{k, S}$ whenever it is clear from the context what the matrix $S$ is.

Lemma 5.6. Suppose $A S=S A$. Then $\bar{H}_{n}^{k}$ is $L_{A}^{k}$-invariant.

Proof. For any $h \in \bar{H}_{n}^{k}$, let $g(x)=L_{A}^{k} h(x)$. Then

$$
\begin{aligned}
g(S x) & =h_{x}(S x) \cdot A S x-A h(S x) \\
& =S \cdot h_{x}(x) \cdot S^{-1} \cdot S A x-A S h(x)=S g(x), \quad \text { for any } x \in \mathbb{C}^{n}
\end{aligned}
$$

Thus Lemma 5.6 is proved.
Suppose $A S=S A$. Let $\bar{L}_{A}^{k}$ be the restriction of $L_{A}^{k}$ to the subspace $\bar{H}_{n}^{k}$. Let $\overline{\mathscr{R}}^{k}$ be the range of $\bar{L}_{A}^{k}$ in $\bar{H}_{n}^{k}$, and $\overline{\mathscr{C}}^{k}$ be any complementary subspace to $\overline{\mathscr{R}}^{k}$ in $\bar{H}_{n}^{k}$. Then we have the following theorem.

Theorem 5.7. If equation (5.3) has $S$-symmetry, then there exists a series of near identity transformations with $S$-symmetry which bring equation (5.3) into the form

$$
\begin{equation*}
\dot{y}=A y+g^{2}(y)+\cdots+g^{r}(y)+O\left(|y|^{r+1}\right) \tag{5.5}
\end{equation*}
$$

where $g^{k} \in \overline{\mathscr{C}}^{k}, k=2, \ldots, r$.

Definition 5.8. Suppose that equation (5.3) has $S$-symmetry. Then the truncated equation of (5.5)

$$
\dot{y}=A y+g^{2}(y)+\cdots+g^{r}(y),
$$

where $g^{k} \in \overline{\mathscr{E}}^{k}, k=2, \ldots, r$, is called an $A$-normal form with $S$-symmetry up to order $r$ of equation (5.3).

Lemma 5.9. Assume that $A S=S A$ and $A^{*} S=S A^{*}$. Then a complementary subspace $\overline{\mathscr{B}}^{k}$ to the range of $\bar{L}_{A}^{k}$ in $\bar{H}_{n}^{k}$ is given by $\operatorname{Ker}\left(L_{A^{*}}^{k}\right) \cap \bar{H}_{n}^{k}$.

Proof. It follows from Lemma 5.6 that the subspace $\bar{H}_{n}^{k}$ is invariant with respect to both $L_{A}^{k}$ and $L_{A^{*}}^{k}$. From Theorem $1.7,\left(\bar{L}_{A}^{k}\right)^{*}=\left.L_{A^{*}}^{k}\right|_{H_{n}^{k}}$. Then the lemma is proved.

Remark 5.10. In the case when $\bar{H}_{n}^{k}$ is not $L_{A^{*}}^{k}$ invariant, we can apply the matrix representation method as discussed in Section 2.1 to find $\overline{\mathscr{L}}^{k}$. We notice that the matrix representation $\widetilde{\bar{L}}_{A}^{k}$ of $\bar{L}_{A}^{k}$ is an $s \times s$ matrix where $s=\operatorname{dim}\left(\bar{H}_{n}^{k}\right)$.

To find $A$-normal forms of equations with $S$-symmetry, we have to find the subspaces $\bar{H}_{n}^{k}, k \geq 2$. To do this we introduce a linear operator $L^{k, S}: H_{n}^{k} \rightarrow H_{n}^{k}$ by

$$
\begin{equation*}
L^{k, S} h(x)=h(S x)-S h(x), \quad h \in H_{n}^{k} . \tag{5.6}
\end{equation*}
$$

It is clear that $\bar{H}_{n}^{k}=\operatorname{Ker}\left(L^{k, s}\right)$. We may apply the matrix representation method to find $\operatorname{Ker}\left(L^{k, S}\right)$ in general. In the case when $S$ is diagonal, we can easily find a basis of $\operatorname{Ker}\left(L^{k, s}\right)$.

Lemma 5.11. If $S=\operatorname{diag}\left(s_{1}, \ldots, s_{n}\right)$, then the set of all $S$-symmetrical monomials of order $k$

$$
\left\{x^{\alpha} e_{j}\left|s^{\alpha}=s_{j},|\alpha|=k, 1 \leq j \leq n\right\}\right.
$$

forms a basis of $\bar{H}_{n}^{k}$.

Proof. It is easy to see that any $S$-symmetrical monomial of order $k$ belongs to $\operatorname{Ker}\left(L^{k, S}\right)$ and thus to $\bar{H}_{n}^{k}$. If $h(x)=\sum_{j=1}^{n} \sum_{|\alpha|=k} c_{j \alpha} x^{\alpha} e_{j} \in$ $\bar{H}_{n}^{k}$, then we have

$$
L^{k, s} h(x)=\sum_{j=1}^{n} \sum_{|\alpha|=k} c_{j \alpha}\left(s^{\alpha}-s_{j}\right) x^{\alpha} e_{j}=0 .
$$

Hence $c_{j \alpha}=0$ for all monomials which are not $S$-symmetrical. It follows that $h(x)$ must be a linear combination of $S$-symmetrical monomials of order $k$.

Example 5.12. Let

$$
S=\left[\begin{array}{cc}
-1 & 0  \tag{5.7}\\
0 & -1
\end{array}\right] .
$$

Then $x^{\alpha} e_{j} \in \bar{H}_{n}^{k}$ if and only if

$$
(-1)^{\alpha_{1}}(-1)^{\alpha_{2}}=-1, \quad \alpha_{1}+\alpha_{2}=k
$$

that is,

$$
(-1)^{\alpha_{1}+\alpha_{2}}=-1, \quad \alpha_{1}+\alpha_{2}=k
$$

Hence, the $S$-symmetrical monomials are those for which $|\alpha|=\alpha_{1}+$ $\alpha_{2} \geq 2$ is odd. Therefore

$$
\bar{H}_{n}^{2 k}=\{0\}, \quad \bar{H}_{n}^{2 k+1}=H_{n}^{2 k+1}, \quad k=1,2, \ldots
$$

If equation (5.1) is two-dimensional with linear part

$$
A=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right],
$$

and has $S$-symmetry, where $S$ is defined by (5.7), then by Lemma 5.9 , Example 1.15, and the above discussion, an $A$-normal form up to order $r \geq 2$ is

$$
\left\{\begin{array}{l}
\dot{x}=y, \\
\dot{y}=\sum_{k=1}^{m}\left(a_{k} x^{2 k+1}+b_{k} x^{2 k} y\right),
\end{array}\right.
$$

where $a_{k}, b_{k}$ are all complex constants, $k=1, \ldots, m, r-1 \leq 2 m+$ $1 \leq r$.

Theorem 5.13. Suppose that

$$
\dot{x}=A x+f(x), \quad f(x)=O\left(|x|^{2}\right) \quad \text { as } x \rightarrow 0,
$$

is an A-normal form with $S$-symmetry. Then the resulting equation of the linear change of coordinates

$$
x=P y
$$

is an $\tilde{A}$-normal form with $\tilde{S}$-symmetry, where $\tilde{A}=P^{-1} A P, \tilde{S}=P^{-1} S P$.

Proof. The assertion that the resulting equation is an $\tilde{A}$-normal form is trivial. The $\tilde{S}$-symmetry follows from the following calculation:

$$
\tilde{A} \tilde{S}=P^{-1} A P P^{-1} S P=P^{-1} A S P=P^{-1} S A P=P^{-1} S P P^{-1} A P=\tilde{S} \tilde{A}
$$

and
$g(\tilde{S y})=P^{-1} f\left(P P^{-1} S P y\right)=P^{-1} S f(P y)=P^{-1} S P P^{-1} f(P y)=\tilde{S g}(y)$,
where $g(y)=P^{-1} f(P y)$.

Remark 5.14. For a real equation with $S$-symmetry, if the matrix $A$ is diagonalizable over the complex numbers, then we can also apply the method introduced in Section 2.1 to this case. We illustrate this idea with the following example.

Example 5.15. Suppose

$$
\begin{gather*}
\dot{x}=f(x), \quad x=\left(x_{1}, x_{2}\right)^{T} \in \mathbb{R}^{2} \\
f(x)=O\left(|x|^{2}\right) \quad \text { as } x \rightarrow 0 \tag{5.8}
\end{gather*}
$$

has $Z_{q}$-symmetry, $q \geq 3$. With the complex change of variables $z=$ $P^{-1} x$, where $z=\left(z_{1}, z_{2}\right)^{T} \in \mathbb{C}^{2}$ and

$$
P^{-1}=\left[\begin{array}{cc}
1 & i \\
1 & -i
\end{array}\right]
$$

(5.8) becomes

$$
\begin{equation*}
\dot{z}=g(z), \quad z=\left(z_{1}, z_{2}\right)^{T} \in \mathbb{C}^{2}, \quad z_{2}=\bar{z}_{1} \tag{5.9}
\end{equation*}
$$

where $g(z)=P^{-1} f(P z)$ and the second component of (5.9) is conjugate to the first one. Let $S$ denote the generator matrix of the $Z_{q}$-symmetry
group ( $q \geq 3$ ):

$$
S=\left[\begin{array}{cc}
\cos \frac{2 \pi}{q} & -\sin \frac{2 \pi}{q} \\
\sin \frac{2 \pi}{q} & \cos \frac{2 \pi}{q}
\end{array}\right]
$$

Let

$$
\tilde{S}=P^{-1} S P=\left[\begin{array}{cc}
e^{i \frac{2 \pi}{q}} & 0 \\
0 & e^{-i \frac{2 \pi}{q}}
\end{array}\right]
$$

Since (5.8) has an $S$-symmetry, (5.9) has an $\tilde{S}$-symmetry by Theorem 5.13. We can find a normal form with $\tilde{S}$-symmetry. The linear part of equation (5.9) has the zero matrix since (5.8) does. Therefore every nonlinear monomial is resonant. We note that $\tilde{S}$ is a diagonal matrix and the $\tilde{S}$-symmetry conditions are

$$
\begin{aligned}
& \left(e^{i \frac{2 \pi}{q}}\right)^{\alpha_{1}}\left(e^{-i \frac{2 \pi}{q}}\right)^{\alpha_{2}}=e^{i \frac{2 \pi}{q}}, \quad \alpha_{1}+\alpha_{2}=k \geq 2, \quad \text { for the first equation, } \\
& \left(e^{i \frac{2 \pi}{q}}\right)^{\alpha_{1}}\left(e^{-i \frac{2 \pi}{q}}\right)^{\alpha_{2}}=e^{-i \frac{2 \pi}{q}}, \quad \alpha_{1}+\alpha_{2}=k \geq 2
\end{aligned}
$$

for the second equation,
which are equivalent to

$$
\begin{cases}\alpha_{1}-\alpha_{2}-1=l q, & l \in \mathbb{Z},  \tag{5.10}\\ \alpha_{1}-\alpha_{2}+1=l q, & \text { for the first equation } \\ \alpha_{1}+\alpha_{2}=k \geq 2\end{cases}
$$

Therefore

$$
\begin{aligned}
\bar{H}_{2}^{k, \bar{s}} & =\{0\} \quad \text { for } \quad k \leq q, k \text { even, and } k \neq q-1 \\
\bar{H}_{2}^{k, \tilde{s}} & =\operatorname{span}\left\{z_{1}^{m+1} z_{2}^{m} e_{1}, z_{1}^{m} z_{2}^{m+1} e_{2}\right\}, \\
2 m+1 & =k, \quad \text { for } k \leq q, k \text { odd, and } k \neq q-1 \\
\bar{H}_{2}^{q-1, \tilde{s}} & =\operatorname{span}\left\{z_{2}^{q-1} e_{1}, z_{1}^{q-1} e_{2}, z_{1}^{m+1} z_{2}^{m} e_{1}, z_{1}^{m} z_{2}^{m+1} e_{2}\right\} \\
& \text { for } q=2(m+1), m \geq 1 \\
\bar{H}_{2}^{q-1, \tilde{s}}= & \operatorname{span}\left\{z_{2}^{q-1} e_{1}, z_{1}^{q-1} e_{2}\right\} \quad \text { for odd } q \geq 3 .
\end{aligned}
$$

Thus the normal form of (5.9) with $\tilde{S}$-symmetry up to order $q$ is

$$
\left\{\begin{array}{l}
\dot{z}_{1}=c_{1} z_{1}^{2} z_{2}+\cdots+c_{m} z_{1}^{m+1} z_{2}^{m}+c_{m+1} z_{2}^{q-1},  \tag{5.11}\\
\dot{z}_{2}=\bar{c}_{1} z_{1} z_{2}^{2}+\cdots+\bar{c}_{m} z_{1}^{m} z_{2}^{m+1}+\bar{c}_{m+1} z_{1}^{q-1},
\end{array}\right.
$$

where $c_{k}$ are all complex constants, $q-1 \leq 2 m+1 \leq q$. Since the second equation of (5.11) is conjugate to the first one, we let $z=z_{1}$ and omit the second equation of (5.11). Then we say that

$$
\begin{equation*}
\dot{z}=c_{1}|z|^{2} z+\cdots+c_{m}|z|^{2 m} z+c_{m+1} \bar{z}^{q-1} \tag{5.12}
\end{equation*}
$$

is an $A$-normal form with $Z_{q}$-symmetry up to order $q$.
We can apply to (5.12) the change of coordinates $z=x_{1}+i x_{2}$ to obtain a real normal form with $S$-symmetry of (5.8) up to order $q$.
Another real normal form can be obtained from (5.12) by using polar coordinates $z=r e^{i \theta}$ :

$$
\left\{\begin{array}{l}
\dot{r}=a_{1} r^{3}+\cdots+a_{m} r^{2 m+1}+\left(a_{m+1} \cos q \theta+b_{m+1} \sin q \theta\right) r^{q-1} \\
\dot{\theta}=b_{1} r^{2}+\cdots+b_{m} r^{2 m}-\left(a_{m+1} \sin q \theta-b_{m+1} \cos q \theta\right) r^{q-2}
\end{array}\right.
$$

where $a_{k}=\operatorname{Re}\left(c_{k}\right), b_{k}=\operatorname{Im}\left(c_{k}\right)$ for $k=1, \ldots, m+1$.

### 2.6 Normal Forms of Linear Hamiltonian Systems

In this and the next sections, we discuss normal forms of Hamiltonian systems over the reals

$$
\begin{equation*}
\dot{x}=J \nabla H(x), \quad x \in \mathbb{R}^{2 n}, \tag{6.1}
\end{equation*}
$$

where

$$
J=\left[\begin{array}{rr}
0 & I_{n} \\
-I_{n} & 0
\end{array}\right],
$$

$I_{n}$ is the $n \times n$ identity matrix, $H \in C^{r}\left(\mathbb{R}^{2 n}, \mathbb{R}\right), r \geq 1$, and $\nabla H(x)$ is the gradient of $H(x)$.
We note that $J^{T}=J^{-1}=-J$, where $J^{T}$ is the transpose of $J$. Hence $J$ is an orthogonal skew-symmetric matrix.

If $H(x)$ is a quadratic form, then $H(x)=\frac{1}{2}(x, B x)$, where $(\cdot, \cdot)$ is the usual scalar product in $\mathbb{R}^{2 n}$, and $B$ is a $2 n \times 2 n$ symmetric matrix. We note that $\nabla H(x)=B x$. For such an $H(x),(6.1)$ can be rewritten as

$$
\begin{equation*}
\dot{x}=J B x, \quad x \in \mathbb{R}^{2 n}, \tag{6.2}
\end{equation*}
$$

which is a linear Hamiltonian system.

Definition 6.1. A linear operator $A: \mathbb{R}^{2 n} \rightarrow \mathbb{R}^{2 n}$ is called infinitesimally symplectic if and only if

$$
A^{*}=J A J,
$$

where $A^{*}$ is the adjoint operator of $A$.
The set of all infinitesimally symplectic operators is a vector space, denoted by $s p(2 n, \mathbb{R})$.

Lemma 6.2. A linear system of equations

$$
\dot{x}=A x, \quad x \in \mathbb{R}^{2 n}
$$

is Hamiltonian if and only if $A$ is an infinitesimally symplectic operator.

Proof. Suppose the system is Hamiltonian. Then $A=J B$ for some symmetric matrix $B$. Therefore

$$
A^{T}=B^{T} J^{T}=-B J=-J^{-1} A J=J A J
$$

Conversely, suppose $A^{T}=J A J$. We define $B=J^{-1} A$. Then

$$
B^{T}=-A^{T} J^{T}=J A J \cdot J=-J A=J^{-1} A=B
$$

that is, $B$ is symmetric. We define $H(x)=\frac{1}{2}(x, B x)$. Then the system can be rewritten as

$$
\dot{x}=J \nabla H(x), \quad x \in \mathbb{R}^{2 n}
$$

Corollary 6.3. If

$$
A=\left[\begin{array}{ll}
A_{1} & A_{2} \\
A_{3} & A_{4}
\end{array}\right],
$$

where each $A_{i}(1 \leq i \leq 4)$ is an $n \times n$ matrix, then $A \in s p(2 n, \mathbb{R})$ if and only if $A_{2}^{T}=A_{2}, A_{3}^{T}=A_{3}$, and $A_{1}^{T}=-A_{4}$.

Theorem 6.4. Let $A \in \operatorname{sp}(2 n, \mathbb{R})$. If $\lambda$ is an eigenvalue of $A$ with algebraic multiplicity $m$, then $-\lambda, \bar{\lambda}$, and $-\bar{\lambda}$ are also eigenvalues of $A$ with the same multiplicity.

Proof. Let $p(\lambda)$ be the characteristic polynomial of $A$. Then by Lemma 6.2,

$$
\begin{aligned}
p(\lambda) & =\operatorname{det}(\lambda I-A)=\operatorname{det}\left(\lambda I-J^{-1} A^{T} J^{-1}\right) \\
& =\operatorname{det}\left(J\left(\lambda I+A^{T}\right) J^{-1}\right)=\operatorname{det}(-J) \operatorname{det}\left(J^{-1}\right) \operatorname{det}\left(-\lambda I-A^{T}\right) \\
& =p(-\lambda)
\end{aligned}
$$

Since $A$ is a real matrix we also have $p(\lambda)=\overline{p(\bar{\lambda})}$. This implies the result.

Corollary 6.5. The characteristic polynomial of an infinitesimally symplectic operator must be a product of factors of the form $\lambda^{2},(\lambda+\alpha)(\lambda-\alpha)$, $\lambda^{2}+\alpha^{2}$, and $\left((\lambda-\alpha)^{2}+\beta^{2}\right)\left((\lambda+\alpha)^{2}+\beta^{2}\right)$, where $\alpha, \beta$ are real positive numbers.

Definition 6.6. A linear operator $S: \mathbb{R}^{2 n} \rightarrow \mathbb{R}^{2 n}$ is called a symplectic operator if and only if

$$
S^{*} J S=J
$$

where $S^{*}$ is the adjoint operator of $S$.
The set of all linear symplectic operators forms a Lie group under the matrix composition, and is denoted by $\operatorname{Sp}(2 n, \mathbb{R})$.

Lemma 6.7. A linear symplectic transformation brings a linear Hamiltonian system into a linear Hamiltonian system.

Proof. Suppose that $S$ is a linear symplectic operator. We apply a change of variables $x=S y$ to the linear Hamiltonian system

$$
\begin{equation*}
\dot{x}=J B x \tag{6.3}
\end{equation*}
$$

where $B$ is a symmetric matrix. Then the resulting equation of (6.3) is

$$
\begin{equation*}
\dot{y}=S^{-1} J B S y . \tag{6.4V}
\end{equation*}
$$

Since $S$ is symplectic, $S^{-1} J=J S^{T}$. Therefore, (6.4) can be expressed as

$$
\dot{y}=J \tilde{B} y,
$$

where $\tilde{B}=S^{T} B S$. Since $B$ is symmetric, the matrix $\tilde{B}$ is also symmetric, thus the transformed equation (6.4) is a linear Hamiltonian system.

Definition 6.8. Two $2 n \times 2 n$ infinitesimally symplectic matrices $A_{1}$ and $A_{2}$ are symplectically similar if there exists a symplectic matrix $S$ such that $A_{2}=S^{-1} A_{1} S$. Two linear Hamiltonian systems

$$
\dot{x}=A_{1} x \quad \text { and } \quad \dot{x}=A_{2} x, \quad x \in \mathbb{R}^{2 n},
$$

are symplectically conjugate if matrices $A_{1}$ and $A_{2}$ are symplectically similar.

It is easy to see that symplectic conjugacy (or symplectic similarity) is an equivalent relation. In every equivalence class of symplectically conjugate linear Hamiltonian systems we will find one as a representation of this class. We will call this system a normal form. In order to describe these normal forms, we introduce below some basic concepts of symplectic vector spaces.

Definition 6.9. Let $V$ be an even-dimensional vector space over the reals. A bilinear form $\tau(\cdot, \cdot)$ on $V$ is called skew-symmetric if

$$
\tau(x, y)=-\tau(y, x), \quad \text { for all } x, y \in V ;
$$

$\tau(\cdot, \cdot)$ is called nondegenerate if $\tau(x, y)=0$ for all $y \in V$ implies $x=0$. A nondegenerate, skew-symmetric, bilinear form $\tau(\cdot, \cdot)$ defined on $V$ is called a symplectic form and $(V, \tau)$ is called a symplectic vector
space. A basis $\left\{v_{1}, \ldots, v_{n}, w_{1}, \ldots, w_{n}\right\}$ of a symplectic vector space ( $V, \tau$ ) is called a symplectic basis if

$$
\begin{aligned}
\tau\left(v_{i}, v_{j}\right)=0, \quad \tau\left(w_{i}, w_{j}\right)=0, \quad \text { and } \quad & \tau\left(v_{i}, w_{j}\right)=\delta_{i j} \\
& \text { for } i, j=1,2, \ldots, n,
\end{aligned}
$$

where $\delta_{i j}$ is the Kronecker symbol.

Example 6.10. The bilinear form $\omega(\cdot, \cdot): \mathbb{R}^{2 n} \times \mathbb{R}^{2 n} \rightarrow \mathbb{R}$ defined by

$$
\omega(x, y)=(x, J y), \quad \text { for all } x, y \in \mathbb{R}^{2 n},
$$

where $(\cdot, \cdot)$ is the usual scalar product in $\mathbb{R}^{2 n}$, is a symplectic form, $\left(\mathbb{R}^{2 n}, \omega\right)$ is a symplectic vector space, and the standard basis of $\mathbb{R}^{2 n}$ is also a symplectic basis of $\left(\mathbb{R}^{2 n}, \omega\right)$.

Definition 6.11. Let $W$ be a subspace of a symplectic vector space ( $V, \tau$ ). $W$ is called a symplectic subspace if $\left.\tau\right|_{W}$ is nondegenerate. Let $W_{1}, W_{2}$ be two symplectic subspaces of a symplectic vector space $(V, \tau)$. $W_{1}$ and $W_{2}$ are called $\tau$-orthogonal if $\tau(x, y)=0$ for all $x \in W_{1}$ and $y \in W_{2}$.

Definition 6.12. An infinitesimally symplectic mapping $A$ on $(V, \tau)$ is called decomposable if $V=V_{1} \oplus V_{2}$, where $V_{1}$ and $V_{2}$ are proper, $A$-invariant, and $\tau$-orthogonal symplectic subspaces of $V . A$ is called indecomposable if $A$ is not decomposable.

Theorem 6.13. Let $A$ be an infinitesimally symplectic mapping defined on a symplectic vector space $(V, \tau)$. Suppose $V=V_{1} \oplus \cdots \oplus V_{s}$, where $V_{i}$, $i=1, \ldots, s$, are proper, A-invariant, mutually $\tau$-orthogonal, symplectic subspaces. If

$$
\Gamma_{i}=\left\{v_{1}^{i}, \ldots, v_{n_{i}}^{i}, w_{1}^{i}, \ldots, w_{n_{i}}^{i}\right\}
$$

is a symplectic basis of $V_{i}$ and the matrix representation of $\left.A\right|_{V_{i}}$ with respect to $\Gamma_{i}$ is

$$
\left[\begin{array}{cc}
A_{i} & B_{i} \\
C_{i} & -A_{i}^{T}
\end{array}\right],
$$

where $B_{i}^{T}=B_{i}, C_{i}^{T}=C_{i}$ for $i=1, \ldots, s$, and $n_{1}+\cdots+n_{s}=n$, then $\left\{v_{1}^{1}, \ldots, v_{n_{1}}^{1}, \ldots, v_{1}^{s}, \ldots, v_{n_{s}}^{s}, w_{1}^{1}, \ldots, w_{n_{1}}^{1}, \ldots, w_{1}^{s}, \ldots, w_{n_{s}}^{s}\right\}$ is a symplectic basis of $(V, \tau)$ and the matrix representation of $A$ under this basis is

$$
\left.\left[\begin{array}{ccccccc}
A_{1} & & & \vdots & B_{1} & & \\
\\
& A_{2} & & \vdots & B_{2} & & \\
& & \ddots & \vdots & & \ddots & \\
& & & A_{s} & & & \\
B_{s} \\
\cdots & \cdots & \cdots & \ddots & \cdots & \cdots & \cdots
\end{array}\right] \cdots \cdots \cdots\right] .
$$

By using Theorem 6.13 we may consider only the cases where $A$ is an indecomposable infinitesimally symplectic operator defined on ( $\mathbb{R}^{2 n}, \omega$ ). We have two cases: (i) $A$ is semisimple; (ii) $A=S+N$ is nonsemisimple, where $S$ is the semisimple part of $A, N$ is the nilpotent part of $A$, and $N \neq 0$. We give below the list of normal forms of infinitesimally symplectic operators, but omit their proofs. The normal forms will be denoted by $A$ and the corresponding Hamiltonian functions by $H(x)$.

List I. Normal forms of indecomposable semisimple infinitesimally symplectic mappings.
(1) $\sigma(A)=\{0\}$,

$$
A=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right], \quad H(x, y)=0, \quad x, y \in \mathbb{R} .
$$

(2) $\sigma(A)=\{ \pm \alpha, \alpha>0\}$,

$$
A=\left[\begin{array}{rr}
\alpha & 0 \\
0 & -\alpha
\end{array}\right], \quad H(x, y)=\alpha x y, \quad x, y \in \mathbb{R} .
$$

(3) $\sigma(A)=\{ \pm \beta i, \beta>0\}$,

$$
A=\left[\begin{array}{rr}
0 & \pm \beta \\
\mp \beta & 0
\end{array}\right], \quad H(x, y)= \pm \frac{1}{2} \beta\left(x^{2}+y^{2}\right), \quad x, y \in \mathbb{R} .
$$

(4) $\sigma(A)=\{ \pm \alpha \pm \beta i, \alpha>0, \beta>0\}$,

$$
\begin{gathered}
A=\left[\begin{array}{rrrr}
\alpha & \beta & 0 & 0 \\
-\beta & \alpha & 0 & 0 \\
0 & 0 & -\alpha & \beta \\
0 & 0 & -\beta & -\alpha
\end{array}\right], \\
H(x)=\alpha\left(x_{1} y_{1}+x_{2} y_{2}\right)+\beta\left(x_{2} y_{1}-x_{1} y_{2}\right), \quad x=\left(x_{1}, x_{2}, y_{1}, y_{2}\right)^{T} \\
\in \mathbb{R}^{4} .
\end{gathered}
$$

List II. Normal forms of indecomposable nonsemisimple infinitesimally symplectic mappings.
(1) $\sigma(A)=\{0\}$,


$$
H(x)=\sum_{i=1}^{n-1} x_{i} y_{i+1} \mp \frac{1}{2} x_{n}^{2}, \quad x=\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right)^{T} \in \mathbb{R}^{2 n} .
$$

(2) $\sigma(A)=\{0\}$,


$$
H(x)=\sum_{i=1}^{n-1} x_{i} y_{i+1}, \quad x=\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right)^{T} \in \mathbb{R}^{2 n} .
$$

(3) $\sigma(A)=\{ \pm \alpha, \alpha>0\}$,


$$
H(x)=\alpha \sum_{i=1}^{n} x_{i} y_{i}+\sum_{i=1}^{n-1} x_{i} y_{i+1}, \quad x=\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right) \in \mathbb{R}^{2 n} .
$$

(4) $\sigma(A)=\{ \pm \beta i, \beta>0\}$,
where $I_{2}=\left[\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right], A_{2}=\left[\begin{array}{rr}0 & -\beta \\ \beta & 0\end{array}\right]$,

$$
H(x)=\beta \sum_{i=1}^{n / 2}\left(x_{2 i-1} y_{2 i}-x_{2 i} y_{2 i-1}\right)+\sum_{i=1}^{n-2} x_{i} y_{i+2} \mp \frac{1}{2}\left(x_{n-1}^{2}+x_{n}^{2}\right),
$$

where $x=\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right)^{T} \in \mathbb{R}^{2 n}$.
(5) $\sigma(A)=\{ \pm \beta i, \beta>0\}$,


$$
\begin{aligned}
H(x)= & -\epsilon \beta \sum_{i=1}^{\frac{n-1}{2}}(-1)^{i+1}\left(x_{i} x_{n+1-i}+y_{i} y_{n+1-i}\right) \\
& +\sum_{i=1}^{n-1} x_{i} y_{i+1}+\frac{1}{2}(-1)^{\left[\frac{n}{2}\right]+1} \epsilon \beta\left(x_{\frac{n+1}{2}}^{2}+y_{\frac{n+1}{2}}^{2}\right)
\end{aligned}
$$

where $x \in\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right)^{T} \in \mathbb{R}^{2 n}$.
(6) $\sigma(A)=\{ \pm \alpha \pm \beta i, a>0, \beta>0\}$,
where $B_{2}=\left[\begin{array}{cc}\alpha & -\beta \\ \beta & \alpha\end{array}\right], I_{2}=\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]$,

$$
H(x)=\alpha \sum_{i=1}^{n} x_{i} y_{i}+\beta \sum_{i=1}^{n / 2}\left(x_{2 i-1} y_{2 i}-x_{2 i} y_{2 i-1}\right)+\sum_{i=1}^{n-2} x_{i} y_{i+2}
$$

where $x=\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right) \in \mathbb{R}^{2 n}$.

### 2.7 Normal Forms of Nonlinear Hamiltonian Systems

Consider a Hamiltonian system of equations

$$
\begin{equation*}
\dot{x}=J \nabla H(x), \quad x \in \Omega \subseteq \mathbb{R}^{2 n}, \tag{7.1}
\end{equation*}
$$

where $\Omega$ is a neighborhood of the origin in $\mathbb{R}^{2 n}$, the Hamiltonian function $H(x)=H_{2}(x)+H_{3}(x)+\cdots+H_{r}(x)+O\left(|x|^{r+1}\right), \quad H_{k} \in$ $P_{2 n}^{k}$, the linear space of all $k$ th order scalar homogeneous polynomials in $2 n$ variables, $k=2, \ldots, r$.

Definition 7.1. A diffeomorphism $S: \Omega \subseteq \mathbb{R}^{2 n} \rightarrow \mathbb{R}^{2 n}$ is called a symplectic diffeomorphism if

$$
(D S(x))^{*} J(D S(x))=J \quad \text { for all } x \in \Omega \subseteq \mathbb{R}^{2 n}
$$

that is, the linear mapping $D S(x): \mathbb{R}^{2 n} \rightarrow \mathbb{R}^{2 n}$ is symplectic for all $x \in \Omega \subseteq \mathbb{R}^{2 n}$, where $\Omega$ is a neighborhood of the origin in $\mathbb{R}^{2 n}$. If $S(x)$ is a symplectic diffeomorphism on $\Omega$, then $x=S(y), y \in \Omega$, is called a symplectic transformation.

Theorem 7.2. A symplectic transformation $x=S(y), y \in \Omega$, where $\Omega$ is a neighborhood of the origin in $\mathbb{R}^{2 n}$, transforms a Hamiltonian system on $\Omega$ with Hamiltonian function $H(x)$ to a Hamiltonian system on $\tilde{\Omega}=S(\Omega)$ with Hamiltonian function $H(S(y))$.

Proof. The resulting system of (7.1) under the transformation $x=S(y)$ is

$$
\begin{equation*}
\dot{y}=(D S(y))^{-1} J\left((D S(y))^{*}\right)^{-1} \nabla_{y} H(S(y)), \quad y \in \tilde{\Omega} \tag{7.2}
\end{equation*}
$$

Since $S$ is symplectic,

$$
(D S(y))^{-1} J\left((D S(y))^{*}\right)^{-1}=J, \quad \text { for all } y \in \tilde{\Omega} \subseteq \mathbb{R}^{2 n}
$$

Therefore equation (7.2) can be expressed as:

$$
\dot{y}=J \nabla_{y} H(S(y)), \quad y \in \tilde{\Omega}
$$

which is a Hamiltonian system with Hamiltonian function $H(S(y))$.

Theorem 7.2 says that simplifying a Hamiltonian system by a symplectic transformation is equivalent to simplifying its Hamiltonian function by composing it with this transformation.

Lemma 7.3. If

$$
F(x)=x+F^{k}(x)+O\left(|x|^{k+1}\right), \quad x \in \Omega \subseteq \mathbb{R}^{2 n}
$$

is a symplectic diffeomorphism, where $F^{k} \in P_{2 n}^{k}, k \geq 2$, and $\Omega$ is a neighborhood of the origin in $\mathbb{R}^{2 n}$, then

$$
\begin{equation*}
\left(D F^{k}(x)\right)^{*} J+J\left(D F^{k}(x)\right)=0, \quad x \in \Omega \subseteq \mathbb{R}^{2 n} \tag{7.3}
\end{equation*}
$$

that is, $D F^{k}(x)$ is an infinitesimally symplectic linear map for any $x \in \Omega \subseteq \mathbb{R}^{2 n}$.

Proof. By Definition 7.1, we have

$$
\begin{aligned}
& \left(I+D F^{k}(x)+O\left(|x|^{k}\right)\right)^{*} J\left(I+D F^{k}(x)+O\left(|x|^{k}\right)\right)=J \\
& \quad \text { for any } x \in \Omega \subseteq \mathbb{R}^{2 n}
\end{aligned}
$$

Hence (7.3) follows.

Corollary 7.4. If

$$
F(x)=x+F^{k}(x)+O\left(|x|^{k+1}\right), \quad x \in \Omega \subseteq \mathbb{R}^{2 n}
$$

is a symplectic diffeomorphism, where $F^{k} \in H_{2 n}^{k}, k \geq 2$, and $\Omega$ is a neighborhood of the origin in $\mathbb{R}^{2 n}$, then $J\left(D F^{k}(x)\right)$ is symmetric for any $x \in \Omega$.

Let

$$
\bar{H}_{2 n}^{k}=\left\{f \in H_{2 n}^{k} \mid D f(x) \text { is symmetric for any } x \text { in } \mathbb{R}^{2 n}\right\}
$$

Then $\bar{H}_{2 n}^{k}$ is a linear subspace of $H_{2 n}^{k}$.

Lemma 7.5. For any $f \in \bar{H}_{2 n}^{k}$, the equation

$$
\begin{equation*}
\nabla H_{k+1}(x)=f(x), \quad x \in \mathbb{R}^{2 n} \tag{7.4}
\end{equation*}
$$

is uniquely solvable for $H_{k+1} \in P_{2 n}^{k+1}$.

Proof. Let $\Gamma_{i}^{k}=\left\{\alpha \in \mathbb{R}^{2 n}, \alpha=\left(0, \ldots, 0, \alpha_{i}, \ldots, \alpha_{2 n}\right), \alpha_{j}\right.$ are nonnegative integers, $i \leq j \leq 2 n$, and $|\alpha|=k\}, i=1, \ldots, 2 n, k \geq 2$. For each $\alpha \in \Gamma_{i}^{k}$ we define

$$
f_{i, \alpha}(x)=x^{\alpha} e_{i}+\sum_{j=i+1}^{2 n} \frac{\alpha_{j}}{\alpha_{i}+1} \frac{x^{\alpha} x_{i}}{x_{j}} e_{j} \quad(1 \leq i \leq 2 n-1)
$$

and

$$
f_{2 n, \alpha}(x)=x_{2 n}^{k} e_{2 n}
$$

We will show that the set $\left\{f_{i, \alpha}\right\}$ defined above forms a basis of $\bar{H}_{2 n}^{k}$.

Component-wise for each $f_{i, \alpha}$ :

$$
\left(f_{i, \alpha}\right)_{j}= \begin{cases}0, & j<i, \\ x_{i}^{\alpha_{i}} x_{i+1}^{\alpha} \cdots x_{2 n}^{\alpha_{2 n}}, & j=i, \\ \frac{\alpha_{j}}{\alpha_{i}+1} x_{i}^{\alpha_{i}+1} x_{i+1}^{\alpha_{i+1}} \cdots x_{j}^{\alpha_{j}-1} \cdots x_{2 n}^{\alpha_{2 n}}, & i<j \leq 2 n .\end{cases}
$$

Each $f_{i, \alpha} \in \bar{H}_{2 n}^{k}$ since as the following calculation shows $D f_{i, \alpha}$ is symmetric for any $x \in \mathbb{R}^{2 n}$.

$$
\left(D f_{i, \alpha}(x)\right)_{j l}= \begin{cases}0, & j<i \text { or } l<i, \\ \alpha_{l} \frac{x^{\alpha}}{x_{l}}, & j=i \text { and } l>i, \\ \alpha_{j} \frac{x^{\alpha}}{x_{j}}, & j>i \text { and } l=i, \\ \frac{\alpha_{j} \alpha_{l}}{\alpha_{i}+1} \frac{x^{\alpha} x_{i}}{x_{l} x_{j}}, & j>i, l>i, \text { and } l \neq j .\end{cases}
$$

Any $f \in \bar{H}_{2 n}^{k}$ is a linear combination of the $\left\{f_{i, \alpha}\right\}$. To see this we suppose $f \in \bar{H}_{2 n}^{k}$ and $f(x)=\sum_{i=1}^{n} \Sigma_{|\alpha|=k} c_{i \alpha} x^{\alpha} e_{i}$, where the $c_{i \alpha}$ are real constants. Then we define

$$
\tilde{f}(x) \equiv f(x)-\sum_{\alpha \in \Gamma_{1}^{k}} c_{1 \alpha} f_{1, \alpha}(x)=\sum_{i=2}^{2 n} \sum_{|\alpha|=k} c_{i \alpha}^{(1)} x^{\alpha} e_{i} .
$$

It is clear that $\tilde{f} \in \bar{H}_{2 n}^{k}$. Since $D f(x)$ is a symmetric matrix and its elements in the first row are all zero,

$$
0 \equiv(D \tilde{f}(x))_{1_{j}}=(D \tilde{f}(x))_{j 1}=\sum_{|\alpha|=k} c_{j \alpha}^{(1)} \alpha_{1} \frac{x^{\alpha}}{x_{1}}, \quad 2 \leq j \leq n
$$

it follows that each monomial $x^{\alpha} e_{i}$ in $\tilde{f}(x)$ with nonzero coefficient is
such that $\alpha_{1}=0$. Hence

$$
\tilde{f}(x)=\sum_{i=2}^{2 n} \sum_{\alpha \in \Gamma_{2}^{K}} c_{i \alpha}^{(1)} x^{\alpha} e_{i}
$$

By induction, after $2 n-1$ steps we obtain:

$$
\begin{aligned}
f(x) & -\sum_{\alpha \in \Gamma_{1}^{k}} c_{1 \alpha} f_{1, \alpha}(x)-\cdots-\sum_{\alpha \in \Gamma_{2 n-1}^{k}} c_{2 n-1}^{(2 n-2)} f_{2 n-1, \alpha}(x) \\
& -c_{2 n}^{(2 n-1)} x_{2 n}^{k}=0 .
\end{aligned}
$$

To show that the $\left\{f_{i, \alpha}\right\}$ are linearly independent, we assume that $\sum_{i=1}^{2 n} \Sigma_{\alpha \in \Gamma_{i}^{k}} c_{i \alpha} f_{i, \alpha}(x)=0$. The first component of this equation is

$$
\sum_{|\alpha|=k} c_{1 \alpha} x^{\alpha}=0 .
$$

Therefore all $c_{1 \alpha}=0$. The second component of the equation is

$$
\sum_{\alpha \in \Gamma_{2}^{k}} c_{2 \alpha} x^{\alpha}+\sum_{\alpha \in \Gamma_{1}^{k}} \frac{c_{1 \alpha} \alpha_{2}}{\alpha_{1}+1} \frac{x^{\alpha} x_{1}}{x_{2}}=\sum_{\alpha \in \Gamma_{2}^{k}} c_{2 \alpha} x^{\alpha}=0
$$

Therefore all $c_{2 \alpha}=0$. An induction argument shows that all $c_{i \alpha}=0$ for $\alpha \in \Gamma_{i}^{k}$ and $1 \leq i \leq 2 n$.

Consider now the equation:

$$
\begin{equation*}
\nabla H_{k+1}(x)=f_{i, \alpha}(x), \quad \alpha \in \Gamma_{i}^{k}, \quad 1 \leq i \leq 2 n . \tag{7.5}
\end{equation*}
$$

It is obvious that $H_{k+1}(x)=\frac{1}{\alpha_{i}+1} x^{\alpha} x_{i}, \alpha \in \Gamma_{i}^{k}$, is the unique solution of (7.5) in $P_{2 n}^{k+1}$. Since any $f \in \bar{H}_{2 n}^{k}$ can be uniquely represented as a linear combination of the $\left\{f_{i, \alpha}\right\}$ and $\nabla$ is a linear operator, it follows that (7.4) is uniquely solvable for $H_{k+1} \in P_{2 n}^{k+1}$.

Let $j^{k}$ be the truncation operator that keeps only the terms up to order $k$ in a Taylor expansion.

Lemma 7.6. For any symplectic diffeomorphism of the form

$$
F(x)=x+F^{k}(x)+O\left(|x|^{k+1}\right), \quad x \in \Omega \subseteq \mathbb{R}^{2 n},
$$

where $F^{k}(x) \in H_{2 n}^{k}, k \geq 2$, and $\Omega$ is a neighborhood of the origin in $\mathbb{R}^{2 n}$, there exists a Hamiltonian system on $\Omega$ with Hamiltonian function $H(x)$ whose time-one mapping $\Phi_{H}(x)$ satisfies

$$
\begin{equation*}
x+F^{k}(x)=j^{k} \Phi_{H}(x) \tag{7.6}
\end{equation*}
$$

In particular, we can choose $H \in P_{2 n}^{k+1}$.

Proof. We note that $J F^{k}(x) \in \bar{H}_{2 n}^{k}$ by Corollary 7.4. Then we define $H(x)=H_{k+1}(x)$ which is the unique solution of equation

$$
J \nabla H_{k+1}(x)=F^{k}(x)
$$

in $P_{2 n}^{k+1}$ (by Lemma 7.5). Let $\Phi(t, x)$ be the flow of the system

$$
\dot{x}=J \nabla H(x)
$$

Then $\Phi(t, x)$ can be expanded in a Taylor series

$$
\Phi(t, x)=\Phi_{1}(t) x+\Phi_{2}(t, x)+\cdots+\Phi_{k}(t, x)+O\left(|x|^{k+1}\right)
$$

where $\Phi_{1} \in C^{1}\left(\mathbb{R}, \mathbb{R}^{2 n \times 2 n}\right), \Phi_{j} \in C^{1}\left(\mathbb{R} \times \mathbb{R}^{2 n}, \mathbb{R}^{2 n}\right)$ and $\Phi_{j}(t, \cdot) \in H_{2 n}^{j}$ for each $t \in \mathbb{R}, j=2, \ldots, k$. By definition, $\Phi(t, x)$ is the solution of

$$
\left\{\begin{array}{l}
\dot{\Phi}(t, x)=J \nabla H(\Phi(t, x))  \tag{7.7}\\
\Phi(0, x)=x
\end{array}\right.
$$

From (7.7), expanding $\Phi(t, x)$ in its Taylor expansion and equating coefficients, we get

$$
\begin{gather*}
\left\{\begin{array}{l}
\dot{\Phi}_{1}(t)=0, \\
\Phi_{1}(0)=I_{2 n},
\end{array}\right.  \tag{7.8}\\
\left\{\begin{array}{l}
\dot{\Phi}_{j}(t, x)=0, \\
\Phi_{j}(0, x)=0, \quad j=2, \ldots, k-1,
\end{array}\right. \tag{7.8}
\end{gather*}
$$

and

$$
\left\{\begin{array}{l}
\dot{\Phi}_{k}(t, x)=J \nabla H\left(\Phi_{1}(t) x\right)  \tag{7.9}\\
\Phi_{k}(0, x)=0
\end{array}\right.
$$

From (7.8) ${ }_{1}$, we get $\Phi_{1}(t) \equiv I_{2 n}$. From (7.8) $)_{j} 2 \leq j \leq k-1$, it is easy to see that $\Phi_{j}(t, x) \equiv 0, j=2, \ldots, k-1$. Accordingly, (7.9) becomes

$$
\left\{\begin{array}{l}
\dot{\Phi}_{k}(t, x)=J \nabla H(x)=F^{k}(x) \\
\Phi_{k}(0, x)=0
\end{array}\right.
$$

Hence $\Phi_{k}(t, x)=F^{k}(x) t$, for any $t \in \mathbb{R}$, and $x \in \mathbb{R}^{2 n}$. It is clear that $\Phi_{k}(1, x)=F^{k}(x)$. Thus

$$
j^{k} \Phi_{H}(x)=j^{k} \Phi(1, x)=x+F^{k}(x)
$$

Lemma 7.7. The time-one mapping of a Hamiltonian system is a symplectic diffeomorphism.

Proof. Let $\Phi(t, x)$ be the flow of the Hamiltonian system

$$
\dot{x}=J \nabla H(x), \quad x \in \Omega \subseteq \mathbb{R}^{2 n},
$$

where $\Omega$ is a neighborhood of the origin in $\mathbb{R}^{2 n}$. Then we have

$$
\frac{d}{d t} \Phi(t, x)=J \nabla H(\Phi(t, x)), \quad t \in I_{x}, \quad x \in \Omega
$$

where $I_{x}$ is the maximal interval containing 0 such that $\Phi(t, x) \in \Omega$ if $t \in I_{x}$ for any $x \in \Omega$. And

$$
\begin{align*}
& \frac{d}{d t} D_{x} \Phi(t, x) \\
& \quad=J(D \nabla H)(\Phi(t, x)) \cdot\left(D_{x} \Phi(t, x)\right), \quad t \in I_{x}, \quad x \in \Omega \tag{7.10}
\end{align*}
$$

For any $x \in \Omega \subseteq \mathbb{R}^{2 n}$, let us consider the function

$$
\psi_{x}(t)=\left(D_{x} \Phi(t, x)\right)^{*} J\left(D_{x} \Phi(t, x)\right)
$$

Since

$$
\begin{aligned}
\frac{d}{d t} \psi_{x}(t)= & \left(\frac{d}{d t}\left(D_{x} \Phi(t, x)\right)^{*}\right) J\left(D_{x} \Phi(t, x)\right) \\
& +\left(D_{x} \Phi(t, x)\right)^{*} J\left(\frac{d}{d t}\left(D_{x} \Phi(t, x)\right)\right)
\end{aligned}
$$

from (7.10),

$$
\begin{aligned}
& \frac{d}{d t} \psi_{x}(t)=\left(D_{x} \Phi(t, x)\right)^{*}((D \nabla H)(\Phi(t, x)))^{*}(-J) \cdot J\left(D_{x} \Phi(t, x)\right) \\
&+\left(D_{x} \Phi(t, x)\right)^{*} J \cdot J((D \nabla H)(\Phi(t, x)))\left(D_{x} \Phi(t, x)\right) \\
&=\left(D_{x} \Phi(t, x)\right)^{*}((D \nabla H)(\Phi(t, x)))^{*}\left(D_{x} \Phi(t, x)\right) \\
&-\left(D_{x} \Phi(t, x)\right)^{*}((D \nabla H)(\Phi(t, x)))\left(D_{x} \Phi(t, x)\right), \\
& t \in I_{x}, \quad x \in \Omega
\end{aligned}
$$

We note that $D \nabla H(x)$ is symmetric, being equal to the Hessian matrix of $H(x)$. Therefore $(d / d t) \psi_{x}(t) \equiv 0$, for $t \in I_{x}$ and $x \in \Omega$. Hence $\left(D_{x} \Phi(t, x)\right)^{*} J\left(D_{x} \Phi(t, x)\right)=\left(D_{x} \Phi(0, x)\right)^{*} J\left(D_{x} \Phi(0, x)\right)=J, t \in I_{x}, x \in$ $\Omega$. By Definition 7.1, $\Phi(t, x)$ is a symplectic diffeomorphism on $\Omega$ for any $t \in I_{x}$.

Let $H(x)=H_{2}(x)+H_{3}(x)+\cdots+H_{r}(x)+O\left(|x|^{r+1}\right)$ be the Hamiltonian function of a Hamiltonian system on a neighborhood of the origin in $\mathbb{R}^{2 n}$, where $H_{j} \in P_{2 n}^{j}, j=2, \ldots, r$. From the results of Section 2.6, we may assume $H_{2}(x)$ is already in normal form. Thus to
simplify $H(x)$ we may apply only near identity symplectic transformations. From Lemmas 7.3-7.7, any near identity symplectic transformation is of the form

$$
x=y+J \nabla F_{k+1}(y)+O\left(|y|^{k+1}\right), \quad x \in \Omega
$$

where $F_{k+1}(y) \in P_{2 n}^{k+1}, k \geq 2$, and $\Omega$ is a neighborhood of the origin in $\mathbb{R}^{2 n}$.

Lemma 7.8. If $H_{2}(x)$ is a quadratic form in $x_{1}, \ldots, x_{2 n}$, then for any $k \geq 3$ and $F_{k} \in P_{2 n}^{k}$, the kth-order homogeneous polynomial in the expansion of $H_{2}\left(y+J \nabla F_{k}(y)+O\left(|y|^{k}\right)\right)$ is

$$
\sum_{i=1}^{n}\left(\frac{\partial F_{k}}{\partial y_{n+i}} \frac{\partial H_{2}}{\partial y_{i}}-\frac{\partial H_{2}}{\partial y_{n+i}} \frac{\partial F_{k}}{\partial y_{i}}\right)
$$

Proof. Let $H_{2}(x)=\frac{1}{2}(x, B x)$, where $B$ is a $2 n \times 2 n$ symmetric matrix, and $(\cdot, \cdot)$ is the usual scalar product in $\mathbb{R}^{2 n}$. We note that $\nabla H_{2}(x)=B x$. Then

$$
\begin{aligned}
H_{2}(y & \left.+J \nabla F_{k}(y)+O\left(|y|^{k}\right)\right) \\
= & \frac{1}{2}\left(y+J \nabla F_{k}(y)+O\left(|y|^{k}\right), B y+B J \nabla F_{k}(y)+O\left(|y|^{k}\right)\right) \\
= & \frac{1}{2}(y, B y)+\frac{1}{2}\left(J \nabla F_{k}(y), B y\right) \\
& \quad+\frac{1}{2}\left(y, B J \nabla F_{k}(y)\right)+O\left(|y|^{k+1}\right)
\end{aligned}
$$

The $k$ th-order terms in the above expansion are

$$
\begin{aligned}
& \frac{1}{2}\left(J \nabla F_{k}(y), B y\right)+\frac{1}{2}\left(y, B J \nabla F_{k}(y)\right) \\
&=\frac{1}{2}\left(J \nabla F_{k}(y), B y\right)+\frac{1}{2}\left(B y, J \nabla F_{k}(y)\right) \\
&=\left(J \nabla F_{k}(y), B y\right)=\left(J \nabla F_{k}(y), \nabla H_{2}(y)\right) \\
&=\sum_{i=1}^{n}\left(\frac{\partial P}{\partial y_{n+i}} \frac{\partial H_{2}}{\partial y_{i}}-\frac{\partial H_{2}}{\partial y_{n+i}} \frac{\partial F_{k}}{\partial y_{i}}\right)
\end{aligned}
$$

Definition 7.9. Let $P, Q \in C^{1}\left(\mathbb{R}^{2 n}, \mathbb{R}\right)$.

$$
[P, Q]=(J \nabla P, \nabla Q)=\sum_{i=1}^{n}\left(\frac{\partial P}{\partial x_{n+i}} \frac{\partial Q}{\partial x_{i}}-\frac{\partial Q}{\partial x_{n+i}} \frac{\partial P}{\partial x_{i}}\right)
$$

is called the Poisson bracket of $P$ and $Q$.

If $H_{2}$ and $F_{k}$ are as in Lemma 7.8, then we have

$$
\begin{align*}
H_{2}(x & \left.+J \nabla F_{k}(x)+O\left(|x|^{k}\right)\right) \\
& =H_{2}(x)+\left[F_{k}(x), H_{2}(x)\right]+O\left(|x|^{k+1}\right) \tag{7.11}
\end{align*}
$$

For a given quadratic form $H_{2}(x)$ in $2 n$ variables $x_{1}, \ldots, x_{2 n}$, we define a linear operator ad ${ }_{H_{2}}^{k}: P_{2 n}^{k} \rightarrow P_{2 n}^{k}$ by

$$
\begin{equation*}
\operatorname{ad}_{H_{2}}^{k} F(x)=\left[H_{2}(x), F(x)\right], \quad F \in P_{2 n}^{k}, \tag{7.12}
\end{equation*}
$$

where $k=3,4, \ldots$. Thus (7.11) can be rewritten as

$$
j^{k} H_{2}\left(x+J \nabla F_{k}(x)+O\left(|x|^{k}\right)\right)=H_{2}(x)-\operatorname{ad}_{H_{2}}^{k} F_{k}(x)
$$

Let $R^{k}$ be the range of $\mathrm{ad}_{H_{2}}^{k}$ and $C^{k}$ be any complement of $R^{k}$ in $P_{2 n}^{k}$.

Theorem 7.10. There exist a series of near identity symplectic transformations

$$
x=y+J \nabla F_{k}(y)+O\left(|y|^{k}\right), \quad y \in \Omega_{r}
$$

where $F_{k} \in P_{2 n}^{k}, k=3, \ldots, r$, and $\Omega_{r}$ is a neighborhood of the origin in $\mathbb{R}^{2 n}$, such that the Hamiltonian function $K(y)$ of the resulting system of (7.1) is of the form

$$
K(y)=H_{2}(y)+K_{3}(y)+\cdots+K_{r}(y)+O\left(|y|^{r+1}\right), \quad y \in \Omega_{r}
$$

where $K_{j}(y) \in C^{j}, j=3, \ldots, r$.

Proof. The theorem is proved by induction.

Definition 7.11. A Hamiltonian function $H(x)$ is called an $H_{2}$-normal form up to order $r \geq 3$ if $H(x)=H_{2}(x)+K_{3}(x)+\cdots K_{r}(x)$, where $H_{2}(x)$ is a quadratic form and $K_{j}(x) \in C^{j}, j=3, \ldots, r$.

To find normal forms of a Hamiltonian system, it is sufficient to determine the structure of a complementary subspace $C^{k}$ to the range of $\operatorname{ad}_{H_{2}}^{k}$ for $3 \leq k \leq r$. We note that if $J \nabla H_{2}(x)=A x$, where $A$ is an infinitesimally symplectic matrix, then $\operatorname{ad}_{H_{2}}^{k} F^{k}(x)=\left(A x, \nabla F^{k}(x)\right)$, where $(\cdot, \cdot)$ is the usual inner product in $\mathbb{R}^{2 n}$. We define $\operatorname{ad}_{A}^{k}: P_{2 n}^{k} \rightarrow P_{2 n}^{k}$ by $\operatorname{ad}_{A}^{k} F(x)=(A x, \nabla F(x))$ for any $F \in P_{2 n}^{k}, k \geq 2$. Then $\operatorname{ad}_{H_{2}}^{k}=\operatorname{ad}_{A}^{k}$. Hence we may use ad ${ }_{A}^{k}$ to study the normal forms instead of ad $H_{H_{2}}^{k}$.

Definition 7.12. Let $\sigma(A)=\left\{\lambda_{1}, \ldots, \lambda_{n},-\lambda_{1}, \ldots,-\lambda_{n}\right\}$ be the spectrum of $A$. Then the following relations are called resonant conditions:

$$
\begin{equation*}
\sum_{i=1}^{n} \lambda_{i}\left(\alpha_{i}-\alpha_{i+n}\right)=0, \quad|\alpha| \geq 3 \tag{7.13}
\end{equation*}
$$

Let ( $x_{1}, x_{2}, \ldots, x_{2 n}$ ) be symplectic coordinates with respect to the standard basis of $\mathbb{R}^{2 n}$, in which the semisimple part of matrix $A$ is $\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n},-\lambda_{1}, \ldots,-\lambda_{n}\right)$. Then a monomial $x^{\alpha}$ with $|\alpha|=k \geq 3$ is called a resonant monomial of order $k$ if and only if the multi-index $\alpha=\left(\alpha_{1}, \ldots, \alpha_{2 n}\right)$ satisfies (7.13).

Theorem 7.13. If $A=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n},-\lambda_{1}, \ldots,-\lambda_{n}\right)$ is the matrix of linear Hamiltonian system $\dot{x}=J \nabla \mathrm{H}_{2}(x)$, then an $\mathrm{H}_{2}$-normal form up to order $r \geq 3$ can be chosen so that its kth-order homogeneous terms are linear combinations of all resonant monomials of order $k, k=3, \ldots, r$.

Proof. For any monomial $x^{\alpha} \in P_{2 n}^{k}$, a calculation shows that

$$
\operatorname{ad}_{A}^{k} x^{\alpha}=\sum_{i=1}^{n} \lambda_{i}\left(\alpha_{i}-\alpha_{i+n}\right) x^{\alpha}=0
$$

This implies that $\operatorname{Ker}\left(\mathrm{ad}_{A}^{k}\right)$ is a complementary subspace to $\operatorname{Im}\left(\operatorname{ad}_{A}^{k}\right)$. Thus the result follows from the definitions of the $\mathrm{H}_{2}$-normal form and resonant monomials.

Corollary 7.14. Suppose that $A=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n},-\lambda_{n}, \ldots,-\lambda_{n}\right)$ is the matrix associated to the Hamiltonian function $H_{2}(x, y),(x, y) \in$ $\mathbb{R}^{n} \times \mathbb{R}^{n}$. If $\lambda_{1}, \ldots, \lambda_{n}$ are rationally independent, then the $H_{2}$-normal form up to order $r \geq 3$ is

$$
H(x, y)=\sum_{i=1}^{n} \lambda_{i} x_{i} y_{i}+\sum_{2 \leq|\alpha| \leq[r / 2]} a_{\alpha} x^{\alpha} y^{\alpha}
$$

where $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ is a multi-index and all $a_{\alpha}$ are real constants.

Example 7.15. Suppose $H_{2}\left(x_{1}, x_{2}, y_{1}, y_{2}\right)=x_{1} y_{1}-x_{2} y_{2}$. Then

$$
A=\left[\begin{array}{cccc}
1 & & & \\
& -1 & & \\
& & -1 & \\
& & & 1
\end{array}\right], \quad \lambda_{1}=1, \quad \lambda_{2}=-1
$$

This is the case called 1 : -1 resonance. The resonant conditions are

$$
\left(\alpha_{1}-\alpha_{3}\right)-\left(\alpha_{2}-\alpha_{4}\right)=0, \quad|\alpha| \geq 3
$$

that is,

$$
\alpha_{1}+\alpha_{4}=\alpha_{2}+\alpha_{3}, \quad|\alpha| \geq 3
$$

This implies that any resonant monomial is of even order. Hence an $\mathrm{H}_{2}$-normal form up to order $r$ is

$$
H(x)=x_{1} y_{1}-x_{2} y_{2}+\sum_{k=2}^{[r / 2]} \sum_{i=0}^{k} \sum_{j=0}^{k} c_{i j} x_{1}^{i} x_{2}^{j} y_{1}^{k-j} y_{2}^{k-i},
$$

where $c_{i j}$ are real constants, $0 \leq i, j \leq k, k=2, \ldots,[r / 2]$.

Example 7.16. Suppose $H_{2}(x, y)=x y$. Then

$$
A=\left[\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right]
$$

$\lambda=1$ is clearly rationally independent. Thus, by Corollary 7.14, an $H_{2}$-normal form of $H(x, y)$ up to order $r \geq 3$ is

$$
H(x, y)=x y+\sum_{k=2}^{[r / 2]} a_{k} x^{k} y^{k}
$$

where $a_{k}$ are real constants, $k=2, \ldots,[r / 2]$.
In general we can apply the following adjoint operator method to get the $H_{2}$-normal forms. In linear space $P_{2 n}^{k}$ we define an inner product $\langle\cdot, \cdot\rangle_{1}$ as the following. If $p(x)=\sum_{|\alpha|=k} a_{\alpha} x^{\alpha}, q(x)=\sum_{|\alpha|=k} b_{\alpha} x^{\alpha}$, then $\langle p(x), q(x)\rangle_{1}=\sum_{|\alpha|=k} a_{\alpha} b_{\alpha} \alpha$ !. In fact, $\langle\cdot, \cdot\rangle_{1}$ is the inner product $\langle\cdot, \cdot\rangle$ defined in Section 2.1 for the case dimension $=1$.

Theorem 7.17. Under the scalar product $\langle\cdot, \cdot\rangle_{1}$ in the space $P_{2 n}^{k}$, the linear operator $\operatorname{ad}_{A^{*}}^{k}: P_{2 n}^{k} \rightarrow P_{2 n}^{k}$ is the adjoint operator of $\operatorname{ad}_{A}^{k}$.

Proof. Let

$$
F(x)=\sum_{|\alpha|=k} f_{\alpha} x^{\alpha} \in P_{2 n}^{k}, \quad G(x)=\sum_{|\beta|=k} g_{\beta} x^{\beta} \in P_{2 n}^{k}
$$

where the $f_{\alpha}$ and $g_{\beta}$ are real constants. Then

$$
\begin{aligned}
\left\langle\operatorname{ad}_{A}^{k} F(x), G(x)\right\rangle_{1} & =\sum_{|\alpha|=k|\beta|=k} \sum_{\alpha} g_{\beta}\left\langle\left(A x, \nabla x^{\alpha}\right), x^{\beta}\right\rangle_{1} . \\
\left\langle F(x), \operatorname{ad}_{A^{*}}^{k} G(x)\right\rangle_{1} & =\sum_{|\alpha|=k} \sum_{|\beta|=k} f_{\alpha} g_{\beta}\left\langle x^{\alpha},\left(A^{*} x, \nabla x^{\beta}\right)\right\rangle_{1}
\end{aligned}
$$

Therefore it will be enough to show that the following is true for any two monomials $x^{\alpha}$ and $x^{\beta}$ in $P_{2 n}^{k}$ :

$$
\left\langle\left(A x, \nabla x^{\alpha}\right), x^{\beta}\right\rangle_{1}=\left\langle x^{\alpha},\left(A^{*} x, \nabla x^{\beta}\right)\right\rangle_{1} .
$$

We have

$$
\begin{aligned}
& \left\langle\left(A x, \nabla x^{\alpha}\right), x^{\beta}\right\rangle_{1} \\
& \quad=\left\langle\left(\left(\sum_{j=1}^{n} a_{i j} x_{j}\right)_{i=1}^{n},\left(\alpha_{i} \frac{x^{\alpha}}{x_{i}}\right)_{i=1}^{n}\right), x^{\beta}\right\rangle_{1} \\
& \\
& =\left\langle\sum_{i=1}^{n} \alpha_{i} \sum_{j=1}^{n} a_{i j} \frac{x^{\alpha} x_{j}}{x_{i}}, x^{\beta}\right\rangle_{1} \\
& = \begin{cases}\left(\sum_{i=1}^{n} \alpha_{i} a_{i i}\right) \alpha!, & \text { if } \beta=\alpha, \\
a_{i j} \alpha_{i} \beta!, & \text { if } \beta_{i}=\alpha_{i}-1, \beta_{j}=\alpha_{j}+1 \\
\text { for some } i \neq j, \\
0, \text { otherwise. } & \text { and } \beta_{k}=\alpha_{k} \text { for } k \neq i \text { and } j,\end{cases}
\end{aligned}
$$

$$
\left\langle x^{\alpha},\left(A^{*} x, \nabla x^{\beta}\right)\right\rangle_{1}
$$

$$
=\left\langle x^{\alpha},\left(\left(\sum_{j=1}^{n} a_{j i} x_{j}\right)_{i=1}^{n},\left(\beta_{i} \frac{x^{\beta}}{x_{i}}\right)_{i=1}^{n}\right)\right\rangle_{1}
$$

$$
=\left\langle x^{\alpha}, \sum_{i=1}^{n} \beta_{i} \sum_{j=1}^{n} a_{j i} \frac{x^{\beta} x_{j}}{x_{i}}\right\rangle_{1}=\left\langle x^{\alpha}, \sum_{j=1}^{n} \beta_{j} \sum_{i=1}^{n} a_{i j} \frac{x^{\beta} x_{i}}{x_{j}}\right\rangle_{1}
$$

$$
= \begin{cases}\left(\sum_{j=1}^{n} \beta_{j} a_{j j}\right) \alpha!, & \text { if } \alpha=\beta \\ a_{i j} \beta_{j} \alpha!, & \text { if } \alpha_{i}=\beta_{i}+1, \alpha_{j}=\beta_{j}-1 \\ & \text { for some } i \neq j, \\ \text { and } \alpha_{k}=\beta_{k} \text { for } k \neq i \text { and } j, \\ 0, & \text { otherwise. }\end{cases}
$$

Both expressions are equal. Thus the lemma is proved.

Corollary 7.18. $\operatorname{Ker}\left(\operatorname{ad}_{A^{*}}^{k}\right)$ is a complementary subspace to the range of $\mathrm{ad}_{A}^{k}$ in $P_{2 n}^{k}$ for $k \geq 3$.

Example 7.19. Suppose $H_{2}(x, y)=\frac{1}{2} y^{2}$. Then

$$
A=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]
$$

Consider the system of linear partial differential equations

$$
\left(A^{*}\binom{x}{y}, \nabla F(x, y)\right)=0
$$

that is,

$$
\begin{equation*}
x \frac{\partial F}{\partial y}=0 . \tag{7.14}
\end{equation*}
$$

The homogeneous polynomial solutions of (7.14) are

$$
F(x, y)=c_{k} x^{k}, \quad k \geq 1,
$$

where $c_{k}$ are real constants. Hence an $H_{2}$-normal form up to order $r \geq 3$ is

$$
H(x, y)=\frac{1}{2} y^{2}+\sum_{k=3}^{r} c_{k} x^{k},
$$

where $c_{k}$ are real constants.

Example 7.20. Suppose $H_{2}\left(x_{1}, x_{2}, y_{1}, y_{2}\right)=\frac{1}{2}\left(y_{1}^{2}+y_{2}^{2}\right)$. Then

$$
A=\left[\begin{array}{llll}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] .
$$

If we solve the partial differential equation

$$
\left(A^{*} x, \nabla F(x)\right)=x_{1} \frac{\partial F}{\partial y_{1}}+x_{2} \frac{\partial F}{\partial y_{2}}=0,
$$

where $x=\left(x_{1}, x_{2}, y_{1}, y_{2}\right)^{T}$, then any polynomial solution is of the following form:

$$
F(x)=\Phi\left(x_{1}, x_{2}, x_{1} y_{2}-x_{2} y_{1}\right)
$$

where $\Phi$ is an arbitrary differentiable function. In order to show $\Phi$ is a polynomial in its arguments, without loss of generality, we assume $F$ is a homogeneous polynomial of order $m$. Let

$$
F\left(x_{1}, x_{2}, y_{1}, y_{2}\right)=\sum_{i+j+k+l=m} c_{i j k l} x_{1}^{i} x_{2}^{j} y_{1}^{k} y_{2}^{l} .
$$

Denote $z=x_{1} y_{2}-x_{2} y_{1}$. If $x_{1} \neq 0$, then we have

$$
\Phi\left(x_{1}, x_{2}, z\right)=\sum_{i+j+k+l=m} c_{i j k l} x_{1}^{i-l} x_{2}^{j} y_{1}^{k}\left(z+x_{2} y_{1}\right)^{\prime} .
$$

Note that the left-hand side of the above equality is independent of $y_{1}$. Taking $y_{1}=0$, we have

$$
\begin{aligned}
F\left(x_{1}, x_{2}, y_{1}, y_{2}\right) & =\Phi\left(x_{1}, x_{2}, z\right)=\sum_{i+j+l=m} c_{i j 0} x_{1}^{i-l} x_{2}^{j} z^{l} \\
& =\sum_{i+j+l=m} c_{i j 0 l} x_{1}^{i-l} x_{2}^{j}\left(x_{1} y_{2}-x_{2} y_{1}\right)^{l}
\end{aligned}
$$

Since $F\left(x_{1}, x_{2}, y_{1}, y_{2}\right)$ is a polynomial in $x_{1}, x_{2}, y_{1}, y_{2}, c_{i j 0 l}=0$ if $i<l$. Hence

$$
\Phi\left(x_{1}, x_{2}, z\right)=\sum_{\substack{i+j+l=m \\ i \geq l}} c_{i j 0 l} x_{1}^{i-l} x_{2}^{j} z^{l}
$$

By reindexing, we get

$$
\Phi\left(x_{1}, x_{2}, z\right)=\sum_{k+j+2 l=m} c_{j k} x_{1}^{k} x_{2}^{j} z^{l},
$$

where $c_{j k l}$ are real constants. So $\Phi$ is a polynomial in its arguments and has the form shown above. Therefore, an $H_{2}$-normal form up to order $r$ is

$$
H\left(x_{1}, x_{2}, y_{1}, y_{2}\right)=\frac{1}{2}\left(y_{1}^{2}+y_{2}^{2}\right)+\sum_{i+j+2 k=3}^{r} c_{i j k} x_{1}^{i} x_{2}^{j}\left(x_{1} y_{2}-x_{2} y_{1}\right)^{k}
$$

where $c_{i j k}$ are real constants. For $r=3$,
$\operatorname{Ker}\left(\operatorname{ad}_{A^{*}}^{3}\right)$

$$
=\operatorname{span}\left\{x_{1}^{3}, x_{1}^{2} x_{2}, x_{1} x_{2}^{2}, x_{2}^{3}, x_{1}\left(x_{1} y_{2}-x_{2} y_{1}\right), x_{2}\left(x_{1} y_{2}-x_{2} y_{1}\right)\right\}
$$

By an elementary argument we can choose also the following as a complementary subspace to the range of ad ${ }_{A}^{3}$ in $P_{4}^{3}$ :

$$
C^{3}=\operatorname{span}\left\{x_{1}^{3}, x_{1}^{2} x_{2}, x_{1} x_{2}^{2}, x_{2}^{3}, x_{1}^{2} y_{2}, x_{2}^{2} y_{1}\right\}
$$

Hence an $H_{2}$-normal form up to order 3 is

$$
\begin{aligned}
H(x)= & \frac{1}{2}\left(y_{1}^{2}+y_{2}^{2}\right)+a_{1} x_{1}^{3}+a_{2} x_{1}^{2} x_{2} \\
& +a_{3} x_{1} x_{2}^{2}+a_{4} x_{2}^{3}+a_{5} x_{1}^{2} y_{2}+a_{6} x_{2}^{2} y_{2}
\end{aligned}
$$

where $a_{1}, \ldots, a_{6}$ are all real constants.
We suppose that the standard basis $\left\{x^{\alpha}| | \alpha \mid=k\right\}$ of $P_{2 n}^{k}$ is in the reverse lexicographic ordering. We denote by $\widetilde{\mathrm{ad}}_{A}^{k}$ the matrix representation of $\mathrm{ad}_{A}^{k}$ with respect to the basis $\left\{x^{\alpha}| | \alpha \mid=k\right\}$.

Lemma 7.21. If $A=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n},-\lambda_{1}, \ldots,-\lambda_{n}\right)$, then $\widetilde{\operatorname{ad}}_{A}^{k}$ is also diagonal. If $A$ is upper (or lower) triangular with diagonal elements $\left\{\lambda_{1}, \ldots, \lambda_{n},-\lambda_{1}, \ldots,-\lambda_{n}\right\}$, then $\widetilde{\mathrm{ad}}_{A}^{k}$ is lower (or upper) triangular. Furthermore, if $x^{\alpha}$ is the ith basis element of $P_{2 n}^{k}$, then for both cases the ith element of the diagonal of $\widetilde{\mathrm{ad}}_{A}^{k}$ is $\sum_{i=1}^{n} \lambda_{i}\left(\alpha_{i}-\alpha_{i+n}\right)$.

The proof of Lemma 7.21 is similar to that of Lemma 1.13.

Theorem 7.22. Suppose $A=S+N$ is the $S-N$ decomposition of $A$. Then $\operatorname{ad}_{A}^{k}=\operatorname{ad}_{S}^{k}+\operatorname{ad}_{N}^{k}$ is the $S-N$ decomposition of $\operatorname{ad}_{A}^{k}$ and $\operatorname{Ker}\left(\operatorname{ad}_{S^{*}}^{k}\right) \cap \operatorname{Ker}\left(\operatorname{ad}_{N^{*}}^{k}\right)$ is a complementary subspace to the range of $\mathrm{ad}_{A}^{k}$ in $P_{2 n}^{k}$ for each $k \geq 3$.

The proof of Theorem 7.22 is similar to that of Theorem 1.18.
We can also choose $\operatorname{Ker}\left(\operatorname{ad}_{S}^{k}\right) \cap \operatorname{Ker}\left(\operatorname{ad}_{N^{*}}^{k}\right)$ as a complementary subspace to the range of $\mathrm{ad}_{A}^{k}$ in $P_{2 n}^{k}$ for $k \geq 3$.

Corollary 7.23. Let $A$ be the matrix of linear Hamiltonian system $\dot{x}=$ $J \nabla H_{2}(x), x \in \mathbb{R}^{2 n}$. If $A=S+N$ is the $S-N$ decomposition of $A$ and $S=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n},-\lambda_{1}, \ldots,-\lambda_{n}\right)$, then an $H_{2}$-normal form up to order $r \geq 3$ can be chosen so that its nonlinear part of order greater than 2 is spanned by resonant monomials up to order $r$.

Corollary 7.24. Suppose $A$ is the matrix of the linear Hamiltonian system $\dot{x}=J \nabla H_{2}(x), x \in \mathbb{R}^{2 n}$. Let $A=S+N$ be the $S-N$ decomposition of A. An $\mathrm{H}_{2}$-normal form can be chosen so that it satisfies the relation $H\left(e^{s} x\right)=H(x)$ for any $x$ in a neighborhood of the origin in $\mathbb{R}^{2 n}$. Consequently an $\mathrm{H}_{2}$-normal form of the Hamiltonian system can be chosen so that it has group Г-symmetry, where $\Gamma$ is the group generated by $e^{s}$.

For the case when the semisimple part of the matrix $A$ is diagonalizable over the complex numbers, we can apply a method similar to that introduced in Section 2.1 for real normal forms to get a real basis of $\operatorname{Ker}\left(\mathrm{ad}_{A^{*}}^{k}\right)$. We illustrate this idea by Examples 7.25 and 7.28.

Example 7.25. Let $H_{2}(x, y)=\frac{1}{2}\left(x^{2}+y^{2}\right)$. Then

$$
A=\left[\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right] .
$$

We change variables to $z_{1}=x+i y, z_{2}=x-i y$. Then the matrix of the linear transformation is

$$
P=\frac{1}{2}\left[\begin{array}{rr}
1 & 1 \\
-i & i
\end{array}\right],
$$

and the matrix of the linear part of the transformed equation is $\tilde{A}=P^{-1} A P=\operatorname{diag}(i,-i)$ with respect to the new basis. The resonant monomials are $\left\{z_{1}^{k} z_{2}^{k}, k \geq 2\right\}$. Since $\bar{z}_{2}=z_{1}, z_{1}^{k} z_{2}^{k}$ is real. We change coordinates by $z_{1}=x+i y$ and $z_{2}=x-i y$. Then the corresponding real basis of $\operatorname{Ker}\left(\mathrm{ad}_{A}^{2 k}\right)$ is $\left\{\left(x^{2}+y^{2}\right)^{k}\right\}$ for each $k \geq 2$ and $\operatorname{Ker}\left(\operatorname{ad}_{A}^{2 k+1}\right)$ $=\{0\}$ for any $k \geq 1$. Hence an $H_{2}$-normal form up to order $r$ is

$$
H(x, y)=\frac{1}{2}\left(x^{2}+y^{2}\right)+a_{2}\left(x^{2}+y^{2}\right)^{2}+\cdots+a_{k}\left(x^{2}+y^{2}\right)^{k},
$$

where $a_{2}, \ldots, a_{k}$ are real constants, $r-1 \leq 2 k \leq r$.

Definition 7.26. If Hamiltonian $H$ is a polynomial of degree $r$ in the symplectic variables $x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}$, that is actually a polynomial of degree $[r / 2]$ in the variables $\rho_{i}=\left(x_{i}^{2}+y_{i}^{2}\right) / 2, i=1, \ldots, n$, then $H$ is called a Birkhoff normal form of degree $r$.

Then by a similar argument to that in example 7.25 , we have the following theorem.

Theorem 7.27. Let $H_{2}\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right)=\frac{1}{2} \lambda_{1}\left(x_{1}^{2}+y_{1}^{2}\right)+$ $\cdots+\frac{1}{2} \lambda_{n}\left(x_{n}^{2}+y_{n}^{2}\right)$, where the $\lambda_{i}$ are real constants. If $\lambda_{1}, \ldots, \lambda_{n}$ are rationally independent, then an $\mathrm{H}_{2}$-normal form up to order $r \geq 3$ is a Birkhoff normal form of degree $r$.

Example 7.28. Suppose

$$
H_{2}\left(x_{1}, x_{2}, y_{1}, y_{2}\right)=\alpha\left(x_{1} y_{2}-x_{2} y_{1}\right)-\frac{1}{2} \rho\left(x_{1}^{2}+x_{2}^{2}\right),
$$

where $\alpha>0, \rho= \pm 1$. Then

$$
A=\left[\begin{array}{cccc}
0 & -\alpha & 0 & 0 \\
\alpha & 0 & 0 & 0 \\
\rho & 0 & 0 & -\alpha \\
0 & \rho & \alpha & 0
\end{array}\right]
$$

Let $z_{1}=x_{1}+i x_{2}, z_{2}=y_{1}+i y_{2}, z_{3}=x_{1}-i x_{2}, z_{4}=y_{1}-i y_{2}$. Then we have

$$
\tilde{A}=\left[\begin{array}{cccc}
\alpha i & & & \\
\rho & \alpha i & & \\
& & -\alpha i & \\
& & \rho & -\alpha i
\end{array}\right]
$$

Let $\tilde{A}=\tilde{S}+\tilde{N}$ be the $S-N$ decomposition of $\tilde{A}$, where

$$
\tilde{S}=\left[\begin{array}{cccc}
\alpha i & & & \\
& \alpha i & & \\
& & -\alpha i & \\
& & & -\alpha i
\end{array}\right] \text { and } \quad \tilde{N}=\left[\begin{array}{cccc}
0 & & & \\
\rho & 0 & & \\
& & 0 & \\
& & \rho & 0
\end{array}\right] .
$$

The set of all resonant monomials of order $k$ forms a basis of $\operatorname{Ker}\left(\operatorname{ad}_{s}^{k}\right)$. The resonant conditions are $\alpha_{1}+\alpha_{2}=\alpha_{3}+\alpha_{4}$ with $|\alpha|=k \geq 3$. Ob-
viously, all resonant monomials must be of even order. All the fourthorder resonant monomials are $z_{1}^{2} z_{3}^{2}, z_{1} z_{2} z_{3}^{2}, z_{2}^{2} z_{3}^{2}, z_{1}^{2} z_{3} z_{4}, z_{1} z_{2} z_{3} z_{4}$, $z_{2}^{2} z_{3} z_{4}, z_{1}^{2} z_{4}^{2}, z_{1} z_{2} z_{4}^{2}$, and $z_{2}^{2} z_{4}^{2}$.

To find a basis of

$$
\tilde{C}^{4}=\operatorname{Ker}\left(\operatorname{ad}_{S}^{4}\right) \cap \operatorname{Ker}\left(\operatorname{ad}_{\tilde{N}^{*}}^{4}\right)
$$

we apply the undetermined coefficient method. Since the system of linear partial differential equations for $\operatorname{Ker}\left(\operatorname{ad}_{N^{*}}^{4}\right)$ is

$$
z_{2} \frac{\partial F}{\partial z_{1}}+z_{4} \frac{\partial F}{\partial z_{3}}=0
$$

we get for a basis of $\tilde{C}^{4}: z_{2}^{2} z_{4}^{2}, i\left(z_{1} z_{2} z_{4}^{2}-z_{2}^{2} z_{3} z_{4}\right),\left(z_{2} z_{3}-z_{1} z_{4}\right)^{2}$. We note that $\bar{z}_{3}=z_{1}$ and $\bar{z}_{4}=z_{2}$, whence this basis is real. After changing variables by $z_{1}=x_{1}+i x_{2}, z_{2}=y_{1}+i y_{2}, z_{3}=x_{1}-i x_{2}, z_{4}=y_{1}-i y_{2}$, we get a real basis of $C^{4}:\left(y_{1}^{2}+y_{2}^{2}\right)^{2},\left(y_{1}^{2}+y_{2}^{2}\right)\left(x_{1} y_{2}-x_{2} y_{1}\right),\left(x_{1} y_{2}-\right.$ $\left.x_{2} y_{1}\right)^{2}$. Thus the $H_{2}$-normal form up to order 4 is

$$
\begin{aligned}
H\left(x_{1}, x_{2}, y_{1}, y_{2}\right)= & \alpha\left(x_{1} y_{2}-x_{2} y_{1}\right)-\frac{1}{2} \rho\left(x_{1}^{2}+x_{2}^{2}\right)+a\left(y_{1}^{2}+y_{2}^{2}\right)^{2} \\
& +b\left(y_{1}^{2}+y_{2}^{2}\right)\left(x_{1} y_{2}-x_{2} y_{1}\right)+c\left(x_{1} y_{2}-x_{2} y_{1}\right)^{2}
\end{aligned}
$$

where $a, b, c$ are real constants.
Since $\mathrm{ad}_{A}^{k}$ is a linear operator on $P_{2 n}^{k}$, we can apply also a matrix representation method to find complement $C^{k}$ for each $k \geq 3$. We illustrate this method with the following example.

Example 7.29. Suppose $H_{2}\left(x_{1}, x_{2}, y_{1}, y_{2}\right)=x_{1} y_{2} \mp \frac{1}{2} x_{2}^{2}$. Then

$$
A=\left[\begin{array}{rrrr}
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 \\
0 & \pm 1 & 0 & 0
\end{array}\right] .
$$

For $k=3$, under the basis $\left\{x^{\alpha},|\alpha|=3\right\}$ of $P_{4}^{3}$ which is in the reverse
lexicographic ordering, the matrix representation $\widetilde{\mathrm{ad}}_{A}^{3}$ of operator $\mathrm{ad}_{A}^{3}$ is shown in the table below.
$\left[\begin{array}{cccccccccccccccccccc}0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & \pm 1 & 2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & -1 & 0 & 0 & 0 & 1 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & \pm 1 & 0 & 0 & 0 & 3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \pm 1 & 0 & 0 & 2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & \pm 2 & 0 & 0 & 2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & -2 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \pm 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \pm 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & \pm 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \pm 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -2 & 0 & 0 & 0 & 0 & \pm 2 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & +3 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -3 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -2 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0\end{array}\right]$

Then $\operatorname{Ker}\left(\left(\widetilde{(\mathrm{ad}}_{A}^{3}\right)^{*}\right)=\operatorname{span}\left\{e_{14} \pm \frac{1}{2} e_{19}, 2 e_{8}+e_{15} \pm 2 e_{20}, e_{17}\right\}$. We can choose $\tilde{C}^{3}=\operatorname{span}\left\{e_{14}, e_{15}, e_{17}\right\}$ as a complementary space to the range of $\widetilde{\operatorname{ad}}_{A}^{3}$ in $\mathbb{R}^{20}$. Then an $H_{2}$-normal form up to order 3 is

$$
H\left(x_{1}, x_{2}, y_{1}, y_{2}\right)=x_{1} y_{2} \mp \frac{1}{2} x_{2}^{2}+a_{1} x_{2} y_{1}^{2}+a_{2} x_{2} y_{1} y_{2}+a_{3} y_{1}^{3},
$$

where $a_{1}, a_{2}, a_{3}$ are all real constants.

### 2.8 Takens's Theorem

Takens's Theorem gives relationships between diffeomorphisms and vector fields in neighborhoods of the origin in $\mathbb{R}^{n}$. In the simple case where $F(x)=A x$ is a linear diffeomorphism on $\mathbb{R}^{n}$, if there exists a real $n \times n$ matrix $B$ such that $\exp (B)=A$, then $F(x)$ is the time-one map of the flow generated by the vector field $X(x)=B x$. Takens's Theorem generalizes this simple case to nonlinear diffeomorphisms.

We assume that $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a $C^{r}$-diffeomorphism ( $r \geq 2$ ), with $F(0)=0$. The Taylor expansion of $F(x)$ at the origin is

$$
\begin{array}{r}
F(x)=A x+F^{2}(x)+F^{3}(x)+\cdots+F^{r}(x)+o\left(|x|^{r}\right), \\
\text { as } x \rightarrow 0, \tag{8.1}
\end{array}
$$

where $F^{k} \in H_{n}^{k}$ for $k=2, \ldots, r$. We assume that

$$
\begin{equation*}
A=S(I+N) \tag{8.2}
\end{equation*}
$$

where $S$ is semisimple, $N$ is nilpotent, $S N=N S$ and $I$ is the identity. There is no loss of generality in this assumption since any linear transformation on $\mathbb{R}^{n}$ has the $S-N$ decomposition and if the transformation is invertible so is its semisimple part. Then Takens's Theorem can be stated as follows:

Theorem 8.1. (Takens) Given the diffeomorphism $F(x)$ defined by (8.1) and (8.2) and any integer $1 \leq l \leq r$, there exist a diffeomorphism $\psi_{l}$ : $\Omega \subseteq \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, where $\Omega$ is a neighborhood of the origin in $\mathbb{R}^{n}$, and a vector field $X(x)$ on $\mathbb{R}^{n}$ such that
(i) $j^{l}\left(\psi_{l} \circ F \circ \psi_{l}^{-1}\right)$ is an $A$-normal form of diffeomorphism $F(x)$ up to order $l$,
(ii) $X(S x)=S X(x)$ for any $x \in \mathbb{R}^{n}$,
(iii) $j^{l}\left(\psi_{l} \circ F \circ \psi_{l}^{-1}\right)(x)=j^{l}\left(\Phi_{X}(1, S x)\right)$,
where $j^{l}$ is the truncation operator up to order $l$ and $\Phi_{X}(t, x)$ is the flow of $X(x)$. Furthermore for such a vector field $X(x), j^{l} X(x)$ is uniquely determined by $j^{l} F(x)$.

Theorem 8.1 will be proved using several lemmas. First we consider the simple case when $A=I+N$, where $N$ is nilpotent and upper triangular, that is, the diffeomorphism is given by

$$
\begin{equation*}
F_{1}(x)=(I+N) x+F^{2}(x)+F^{3}(x)+\cdots+F^{r}(x)+o\left(|x|^{r}\right) \tag{8.3}
\end{equation*}
$$

Lemma 8.2. There exists a vector field $X(x)$ on $\mathbb{R}^{n}$ such that $j^{r} X(x)$ is uniquely determined by $j^{r} F_{1}(x)$, and its flow $\Phi_{X}(t, x)$ satisfies:

$$
\begin{equation*}
j^{r} \Phi_{X}(1, x)=j^{r} F_{1}(x) \tag{8.4}
\end{equation*}
$$

Proof. Assume that $X(x)$ is of the form:

$$
\begin{equation*}
X(x)=B x+X^{2}(x)+\cdots+X^{r}(x)+O\left(|x|^{r+1}\right) \tag{8.5}
\end{equation*}
$$

where $B \in \mathbb{R}^{n \times n}$ and $X^{k} \in H_{n}^{k}, k=2, \ldots, r$ and that its flow is of the form:

$$
\begin{equation*}
\Phi_{X}(t, x)=\Phi^{1}(t) x+\Phi^{2}(t, x)+\cdots+\Phi^{r}(t, x)+O\left(|x|^{r+1}\right) \tag{8.6}
\end{equation*}
$$

where $\Phi^{k}(t, \cdot) \in H_{n}^{k}$ for any $t \in \mathbb{R}$; and $\Phi^{1}(t)$ and $\Phi^{k}(t, x)$ for $k=$ $2, \ldots, r$ are $C^{r}$ in $t$. Then we have to determine the vector field $X(x)$ such that its flow $\Phi_{X}(t, x)$ satisfies (8.4). Since $\Phi_{X}$ is the flow of $X$ :

$$
\left\{\begin{align*}
\dot{\Phi}_{X}(t, x) & =X\left(\Phi_{X}(t, x)\right)  \tag{8.7}\\
= & B \Phi_{X}(t, x)+X^{2}\left(\Phi_{X}(t, x)\right) \\
& +\cdots+X^{r}\left(\Phi_{X}(t, x)\right)+O\left(|x|^{r+1}\right) \\
\Phi_{X}(0, x) & =x
\end{align*}\right.
$$

We denote by $p^{i j}(t, x)(j>1, i=2, \ldots, r-1)$ the homogeneous polynomial of order $j$ in the expansion of $X^{i}\left(\Phi_{X}(t, x)\right)$. From (8.6) and (8.7), comparing equal-order homogeneous polynomials, we have

$$
\begin{align*}
& \left\{\begin{array}{l}
\dot{\Phi}^{1}(t)=B \Phi^{1}(t) \\
\dot{\Phi}^{1}(0)=I
\end{array}\right.  \tag{8.8}\\
& \left\{\begin{array}{l}
\dot{\Phi}^{k}(t, x)=B \Phi^{k}(t, x)+\sum_{i=2}^{k-1} p^{i k}(t, x)+X^{k}\left(\Phi^{1}(t, x)\right) \\
\Phi^{k}(t, 0)=0
\end{array}\right.
\end{align*}
$$

$$
\begin{equation*}
2 \leq k \leq r \tag{8.9}
\end{equation*}
$$

The solution of (8.8) is $\Phi^{1}(t)=e^{B t}$ and therefore $j^{1} \Phi_{X}(1, x)=j^{1} F_{1}(x)$ implies $e^{B}=I+N$. Then $B=\log (I+N) \equiv \tilde{N}$ is also upper triangular. So, the solution of (8.8) is now determined as:

$$
\begin{equation*}
\Phi^{1}(t)=e^{\tilde{N} t} \quad \text { with } \quad \tilde{N}=\log (I+N) \tag{8.10}
\end{equation*}
$$

Assume now by induction that $X^{2}, \ldots, X^{k}, \Phi^{2}, \ldots, \Phi^{k}$ have already been determined. Then

$$
p^{k+1}(t, x) \equiv \sum_{i=2}^{k} p^{i, k+1}(t, x)
$$

is known and (8.9) (with $k+1$ instead of $k$ ) becomes

$$
\left\{\begin{array}{l}
\dot{\Phi}^{k+1}(t, x)=\tilde{N} \Phi^{k+1}(t, x)+p^{k+1}(t, x)+X^{k+1}\left(e^{\tilde{N} t} x\right) \\
\Phi^{k+1}(0, x)=0
\end{array}\right.
$$

By the variation of constants formula, we get

$$
\begin{equation*}
\Phi^{k+1}(t, x)=e^{\tilde{N} t} \int_{0}^{t} e^{-\tilde{N} s}\left[X^{k+1}\left(e^{\tilde{N} s} x\right)+p^{k+1}(s, x)\right] d s \tag{8.11}
\end{equation*}
$$

From (8.4), $\Phi^{k+1}(1, x)=F^{k+1}(x)$, which gives:

$$
\begin{equation*}
\int_{0}^{1} e^{-\tilde{N} t} X^{k+1}\left(e^{\tilde{N} t} x\right) d t=e^{-\tilde{N}} F^{k+1}(x)-\int_{0}^{1} e^{-\tilde{N} t} p^{k+1}(t, x) d t \tag{8.12}
\end{equation*}
$$

We note that both sides of (8.12) belong to $H_{n}^{k+1}$ and $X^{k+1}$ is unknown. We define the operator $T^{k}: H_{n}^{k} \rightarrow H_{n}^{k}$ by

$$
\begin{equation*}
\left(T^{k} h\right)(x)=\int_{0}^{1} e^{-\tilde{N} t} h\left(e^{\tilde{N} t} x\right) d t, \quad h \in H_{n}^{k} \tag{8.13}
\end{equation*}
$$

Claim 8.3. $T^{k}$ is a linear invertible operator for $k \geq 2$.
From Claim 8.3 it follows that (8.12) is uniquely solvable for $X^{k+1}$ and consequently $\Phi^{k+1}$ is determined by (8.11).

Proof of Claim 8.3. It is obvious that $T^{k}$ is linear. Since $H_{n}^{k}$ is a finite dimensional linear space, to show that $T^{k}$ is invertible is equivalent to showing that the null space of $T^{k}$ is $\{0\}$. Since $N$ is upper triangular and nilpotent,

$$
\tilde{N}=\log (I+N)=\sum_{j=1}^{m} \frac{(-N)^{j}}{j}
$$

for some integer $m$ is also upper triangular and nilpotent. Thus, $e^{\tilde{N} t}$ and $e^{-\tilde{N} t}$ are of the form:

$$
\left[\begin{array}{llll}
1 & & & * \\
& 1 & & \\
& & \ddots & \\
0 & & & 1
\end{array}\right]
$$

where ( ${ }^{*}$ ) denotes entries depending on $t$. Let $x^{\alpha} e_{j}$ be any monomial in $H_{n}^{k}$. Then $\left(e^{N_{t}} x\right)^{\alpha} e_{j}=x^{\alpha} e_{j}+r(t, x) e_{j}$, where $r(t, x) e_{j}$ consists of terms "bigger" than $x^{\alpha} e_{j}$ in the reverse lexicographic ordering for any $t \in \mathbb{R}$. Similarly, $e^{-\tilde{N} t}\left(e^{N t} x\right)^{\alpha} e_{j}=x^{\alpha} e_{j}+\tilde{r}(t, x)$, where $\tilde{r}(t, x)$ consists only of terms "bigger" than $x^{\alpha} e_{j}$ for any $t \in \mathbb{R}$. Let $0 \neq h \in H_{n}^{k}$ and $c x^{\alpha} e_{j}$ with $c \neq 0,|\alpha|=k, 1 \leq j \leq n$, be the "smallest" monomial of $h$ with respect to the reverse lexicographic ordering. Thus from above discussion, $\left(T^{k} h\right)(x)=c x^{\alpha} e_{j}+\hat{r}(x)$, where $\hat{r}(x)$ consists only of terms "bigger" than $x^{\alpha} e_{j}$ in the reverse lexicographic ordering. This implies that $\left(T^{k} h\right)(x) \neq 0$ if $h \neq 0$.

Corollary 8.4. Lemma 8.2 is still valid in the case where $N$ is not upper triangular.

Proof. Let $P$ be a nonsingular $n \times n$ matrix. It is easy to see that (1) $\log \left(I+P^{-1} N P\right)=P^{-1} \log (I+N) P$ and (2) $h(x)$ is a solution of $T^{k}(h)=f$ if and only if $\tilde{h}(x)=P^{-1} h(P x)$ is the solution of

$$
\int_{0}^{1} e^{-P^{-1} \tilde{N} P t} \tilde{h}\left(e^{P^{-1} \tilde{N} P t} x\right) d t=P^{-1} f(P x)
$$

Hence $T^{k}$ is also invertible in the case where $\tilde{N}$ is not upper triangular.

Lemma 8.5. Let $X(x)$ be a $C^{r}$ vector field on $\mathbb{R}^{n}$ and $\Phi_{X}(t, x)$ be its flow. Suppose that $\sigma$ is an invertible $n \times n$ matrix. Then $\sigma^{-1} \Phi_{X}(t, \sigma x)$ is the flow of the vector field $\sigma^{-1} X(\sigma x)$, that is,

$$
\Phi_{\sigma^{-1} X \sigma}(t, x)=\sigma^{-1} \Phi_{X}(t, \sigma x) .
$$

Proof. Let $\Phi_{X}(t, x)$ be the flow of $\dot{y}=X(y)$. Then $\sigma^{-1} \Phi_{X}(t, \sigma x)$ satisfies the equation $\dot{z}=\sigma^{-1} X(\sigma z)$ and the initial condition at $t=0$ is $\sigma^{-1} \Phi_{X}(0, \sigma x)=\sigma^{-1} \sigma x=x$. Therefore $\sigma^{-1} \Phi_{X}(t, \sigma x)$ is the flow of the vector field $\sigma^{-1} X(\sigma x)$.

Lemma 8.6. Suppose that $F(x)$ is a $C^{r}$ diffeomorphism with linear part $(I+N) x$, where $N$ is nilpotent, and that $F(x)$ commutes with a nonsingular matrix $\sigma \in \mathbb{R}^{n \times n}$. Then the vector field $X(x)$ defined by Lemma 8.2 has $\sigma$ symmetry up to order $r$, that is,

$$
j^{r} \sigma^{-1} X(\sigma x)=j^{r} X(x) \quad \text { for any } x \in \mathbb{R}^{n}
$$

Proof. By Lemma 8.2, $j^{r} \Phi_{X}(1, x)=j^{r} F(x)$. Therefore, $\sigma^{-1} j^{r} \Phi_{X}(1$, $\sigma x)=\sigma^{-1} j^{r} F(\sigma x)$ and since $F$ has $\sigma$-symmetry, $j^{r} \sigma^{-1} \Phi_{X}(1, \sigma x)=$ $j^{r} F(x)$. By Lemma 8.5, $j^{r} \Phi_{\sigma^{-1} X \sigma}(1, x)=j^{r} F(x)$ and by Lemma 8.2, $j^{r} X(x)$ is uniquely determined by $j^{r} F(x)$. Thus

$$
j^{r} \sigma^{-1} X(\sigma x)=j^{r} X(x), \quad \text { for any } x \in \mathbb{R}^{n}
$$

Proof of Theorem 8.1. From Corollary 4.12 an $A$-normal form of diffeomorphism (8.1) can be chosen so that it commutes with $S$, the semisimple part of $A$. Let $\psi_{l}$ be a diffeomorphism in neighborhood $\Omega$ of the origin in $\mathbb{R}^{n}$ for $2 \leq l \leq r$ such that

$$
j^{l}\left(\psi_{l} \circ F \circ \psi_{l}^{-1}\right)(x)=S(I+N) x+\tilde{F}^{2}(x)+\cdots+\tilde{F}^{l}(x)
$$

is the $A$-normal form of (8.1) which commutes with $S$. We factor out $S$. Then we get

$$
\begin{equation*}
j^{l}\left(\psi_{l} \circ F \circ \psi_{l}^{-1}\right)(x)=S\left[(I+N) x+\hat{F}^{2}(x)+\cdots+\hat{F}^{l}(x)\right] \tag{8.14}
\end{equation*}
$$

where $\hat{F}^{k}(x)=S^{-1} \tilde{F}^{k}(x), 2 \leq k \leq l$, and $\hat{F}^{k}$ commutes with $S$ since $\tilde{F}^{k}$ commutes with $S$. By Lemma 8.2, Corollary 8.4, and Lemma 8.6 there exists a vector field $X(x)$ which commutes with $S$ such that

$$
j^{l}\left(\psi_{l} \circ F \circ \psi_{l}^{-1}\right)=\bar{S}^{l}\left(\Phi_{X}(1, x)\right)
$$

where $\Phi_{X}(t, x)$ is the flow of $X(x)$. Since $X(x)$ commutes with $S$ it follows from Lemma 8.5 that $\Phi_{X}(1, x)$ also commutes with $S$. Therefore $j^{l}\left(\psi_{l} \circ F \circ \psi_{l}^{-1}\right)(x)=j^{l}\left(\Phi_{X}(1, S x)\right)$.

We show next that if the diffeomorphism satisfies some group symmetry, then the vector field given by Theorem 8.1 also satisfies the same group symmetry.

Theorem 8.7. Let $\Gamma$ be a group of invertible $n \times n$ matrices. If the diffeomorphism (8.1) has $\Gamma$-symmetry, that is, $F(\gamma x)=\gamma F(x)$ for any $\gamma \in \Gamma$, then the diffeomorphism $\psi_{r}$ and the vector field $X$ given by Theorem 8.1 also have $\Gamma$-symmetry up to order $r$, that is,

$$
\begin{array}{r}
j^{r} \psi_{r}(\gamma x)=\gamma j^{r} \psi_{r}(x) \text { and } j^{r} X(\gamma x)=\gamma j^{r} X(x), \\
\text { for any } x \in \mathbb{R}^{n}, \quad \gamma \in \Gamma .
\end{array}
$$

Proof. The linear part of diffeomorphism (8.1) is $A x=S(I+N) x=$ $\left(S+N_{1}\right) x$, where $N_{1}=S N$ is nilpotent and commutes with $S$. From the symmetry assumption it follows that

$$
S+N_{1}=\gamma^{-1}\left(S+N_{1}\right) \gamma=\gamma^{-1} S \gamma+\gamma^{-1} N_{1} \gamma, \quad \gamma \in \Gamma .
$$

But $\gamma^{-1} S \gamma$ is semisimple, $\gamma^{-1} N_{1} \gamma$ is nilpotent, and the two commute. By the uniqueness of the $S-N$ decomposition it follows that $S=$ $\gamma^{-1} S_{\gamma}$ and $N_{1}=\gamma^{-1} N_{1} \gamma$. Thus, $S_{\gamma}=\gamma S$ and $N_{1} \gamma=\gamma N_{1}$ for any $\gamma \in \Gamma$. Therefore also $N \gamma=\gamma N$ for any $\gamma \in \Gamma$. From the results in Section 2.5, we can find an $A$-normal form of (8.1) with $\Gamma$-symmetry by a transformation with $\Gamma$-symmetry. It follows that the nonlinear terms in (8.14) commute with every $\gamma \in \Gamma$ and therefore by Lemma 8.6 the vector field $X(x)$ given by Theorem 8.1 also commutes with each $\gamma \in \Gamma$ up to order $r$.

### 2.9 Versal Deformations of Matrices

Let $A: \Lambda \subseteq \mathbb{R}^{k} \rightarrow \mathbb{R}^{n \times n}$ be a $C^{1}$ mapping, where $\Lambda$ is a neighborhood of the origin in $\mathbb{R}^{k}$. To find a canonical form of $A(\lambda), \lambda \in \Lambda$, we may try to find the Jordan canonical form for each $A(\lambda)$ by a linear change of coordinates depending on $\lambda$. However, the linear transformations which change $A(\lambda)$ to its Jordan form may not depend smoothly on $\lambda$. As an example, let

$$
A(\lambda)=\left[\begin{array}{ll}
0 & \lambda \\
0 & 0
\end{array}\right], \quad \lambda \in \mathbb{R} .
$$

The Jordan form of $A(\lambda)$ for each $\lambda \in \mathbb{R}$ is

$$
\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right] \text {, if } \lambda=0, \quad \text { and }\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right] \text {, if } \lambda \neq 0 .
$$

It is easy to see that any linear transformation which changes $A(\lambda)$ to its Jordan form must be discontinuous at $\lambda=0$.

In this section we will derive a canonical form (or normal form) for a family of matrices that depend smoothly on parameters by a linear transformation also depending smoothly on parameters.

Definition 9.1. Let $A_{0} \in \mathbb{R}^{n \times n}$ be fixed. A family of matrices $A(\lambda)$, $\lambda \in \Lambda \subseteq \mathbb{R}^{k}$, is called a deformation of $A_{0}$ if $A: \Lambda \rightarrow \mathbb{R}^{n \times n}$ is $C^{1}$ and $A(0)=A_{0}$.

Definition 9.2. Let both $A(\lambda)$ and $B(\mu)$ be deformations of $A_{0}$, where $\lambda \in \Lambda \subseteq \mathbb{R}^{k}$ and $\mu \in \Delta \subseteq \mathbb{R}^{l}$. If there exist a deformation $C(\mu)$ of the identity matrix $I$ with $\mu \in \tilde{\Delta} \subseteq \Delta$ and a $C^{1}$ mapping $\phi: \tilde{\Delta} \rightarrow \Lambda$ with $\phi(0)=0$ such that

$$
\begin{equation*}
B(\mu)=C(\mu) A(\phi(\mu)) C(\mu)^{-1}, \quad \mu \in \tilde{\Delta} \tag{9.1}
\end{equation*}
$$

then we say that $B(\mu)$ is induced from the deformation $A(\lambda)$ by $C(\mu)$ and $\phi(\mu)$.

Definition 9.3. A deformation $A(\lambda)$ of $A_{0}$ is called a versal deformation of $A_{0}$ if any deformation $B(\mu)$ of $A_{0}$ can be induced from $A(\lambda)$. A versal deformation of $A_{0}$ is called a miniversal deformation if the dimension of its parameter space is the smallest among all versal deformations of $A_{0}$.

Example 9.4. Let $A_{0}=\left[\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right]$. Consider the following three deformations of $A_{0}$ :

$$
\begin{gathered}
A_{1}(\lambda)=\left[\begin{array}{cc}
1+\lambda_{1} & \lambda_{2} \\
\lambda_{3} & \lambda_{4}
\end{array}\right], \quad A_{2}(\lambda)=\left[\begin{array}{cc}
1 & 0 \\
0 & \lambda_{1}
\end{array}\right] \\
A_{3}(\lambda)=\left[\begin{array}{cc}
1+\lambda_{1} & 0 \\
0 & \lambda_{2}
\end{array}\right]
\end{gathered}
$$

where $\lambda_{1}, \ldots, \lambda_{4}$ are real parameters. We will show that $A_{1}(\lambda)$ is a versal deformation but it is not a miniversal deformation, $A_{2}(\lambda)$ is not a versal deformation, and $A_{3}(\lambda)$ is a miniversal deformation.

Let $B(\mu)$ be an arbitrary deformation $A_{0}$ with $\mu \in \Delta \subseteq \mathbb{R}^{l}$. Then $B(\mu)$ must have the following form:

$$
B(\mu)=\left[\begin{array}{cc}
1+b_{1}(\mu) & b_{2}(\mu) \\
b_{3}(\mu) & b_{4}(\mu)
\end{array}\right], \quad \mu \in \Delta
$$

where the $b_{i}: \Delta \rightarrow \mathbb{R}$ are $C^{1}$ functions with $b_{i}(0)=0,1 \leq i \leq 4$. Thus, $B(\mu)$ is induced from $A_{1}(\lambda)$ by $C(\mu)=I$ and $\phi(\mu)=\left(b_{1}(\mu), b_{2}(\mu)\right.$, $\left.b_{3}(\mu), b_{4}(\mu)\right)^{T}$. Hence, $A_{1}(\lambda)$ is a versal deformation.

To show that $A_{2}(\lambda)$ is not a versal deformation, we consider the following deformation of $A_{0}$ :

$$
B(\mu)=\left[\begin{array}{cc}
1+\mu & 0 \\
0 & 0
\end{array}\right], \quad \mu \in \mathbb{R}
$$

Suppose $B(\mu)$ is induced from $A_{2}(\lambda)$ by a deformation $C(\mu)$ of $I$ and a $C^{1}$ mapping $\phi: \Delta \rightarrow \mathbb{R}$, that is,

$$
\begin{equation*}
B(\mu)=C(\mu) A_{2}(\phi(\mu)) C(\mu)^{-1}, \quad \mu \in \Delta \tag{9.2}
\end{equation*}
$$

where $\Delta$ is a neighborhood of the origin in $\mathbb{R}$. Let

$$
C(\mu)=\left[\begin{array}{ll}
c_{1}(\mu) & c_{2}(\mu) \\
c_{3}(\mu) & c_{4}(\mu)
\end{array}\right], \quad \mu \in \Delta
$$

where the $c_{i}(\mu)$ are $C^{1}$ functions. Since $C(\lambda)$ is a deformation of $I$, $c_{1}(0)=c_{4}(0)=1, c_{2}(0)=c_{3}(0)=0$. Then from (9.2) one must have

$$
\left[\begin{array}{cc}
1+\mu & 0 \\
0 & 0
\end{array}\right]\left[\begin{array}{ll}
c_{1}(\mu) & c_{2}(\mu) \\
c_{3}(\mu) & c_{4}(\mu)
\end{array}\right]=\left[\begin{array}{cc}
c_{1}(\mu) & c_{2}(\mu) \\
c_{3}(\mu) & c_{4}(\mu)
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
0 & \phi(\mu)
\end{array}\right]
$$

$$
\mu \in \Delta
$$

This implies $(1+\mu) c_{1}(\mu)=c_{1}(\mu)$ and therefore $c_{1}(\mu)=0, \mu \in \Delta$, which contradicts $c_{1}(0)=1$.

It will be shown later by Theorem 9.17 that $A_{3}(\lambda)$ is a miniversal deformation of $A_{0}$ and $A_{1}(\lambda)$ is not a miniversal deformation of $A_{0}$.

Now we consider a characterization of versal deformations. We first introduce some notation. Let $G L(n, \mathbb{R})$ be the set of all invertible real $n \times n$ matrices. It is well known that $G L(n, \mathbb{R})$ is a Lie group and $g l(n, \mathbb{R})$ is the Lie algebra associated with $G L(n, \mathbb{R})$ with respect to the Lie bracket:

$$
[u, v]=u v-v u, \quad u, v \in \operatorname{gl}(n, \mathbb{R}) .
$$

We define a group action $\pi: G L(n, \mathbb{R}) \times g l(n, \mathbb{R}) \rightarrow g l(n, \mathbb{R})$ by

$$
\pi(g, u)=\operatorname{gug}^{-1}, \quad g \in G L(n, \mathbb{R}), \quad u \in g l(n, \mathbb{R})
$$

Definition 9.5. Let $A_{0} \in g l(n, \mathbb{R})$. The set

$$
\gamma\left(A_{0}\right)=\left\{\pi\left(g, A_{0}\right) \mid g \in G L(n, \mathbb{R})\right\}
$$

is called the orbit through $A_{0}$.
In other words, the orbit through $A_{0}$ under the action $\pi$ is the set of all real $n \times n$ matrices similar to $A_{0}$. It is well known that $\gamma\left(A_{0}\right)$ is a submanifold of $g l(n, \mathbb{R})$. For a fixed $u \in g l(n, \mathbb{R})$, we define a linear operator $L_{u}: g l(n, \mathbb{R}) \rightarrow g l(n, \mathbb{R})$ by

$$
L_{u} v=[v, u], \quad v \in g l(n, \mathbb{R}) .
$$

Definition 9.6. Let $A_{0} \in g l(n, \mathbb{R})$. The set

$$
Z_{A_{0}}=\operatorname{Ker}\left(L_{A_{0}}\right)
$$

is called the centralizer of $A_{0}$.
We note that $Z_{A_{0}}$ is the set of all real $n \times n$ matrices that commute with $A_{0}$, and it is a subspace of $g l(n, \mathbb{R})$.

Let $T_{A_{0}}\left(\gamma\left(A_{0}\right)\right)$ be the tangent space to $\gamma\left(A_{0}\right)$ at $A_{0}$ and $\operatorname{Im}\left(L_{A_{0}}\right)$ be the image of $L_{A_{0}}$ in $g l(n, \mathbb{R})$. Then we have the following lemma.

Lemma 9.7. $T_{A_{0}}\left(\gamma\left(A_{0}\right)\right)=\operatorname{Im}\left(L_{A_{0}}\right)$.

Proof. Let $u \in g l(n, \mathbb{R})$ and $|u|$ be sufficiently small. Hence $I+u \in$ $G L(n, \mathbb{R})$. Then as $|u| \rightarrow 0$,

$$
\begin{aligned}
\pi\left(I+u, A_{0}\right) & =(I+u) A_{0}(I+u)^{-1}=(I+u) A_{0}(I-u+o(|u|)) \\
& =A_{0}+u A_{0}-A_{0} u+o(|u|)=\pi\left(I, A_{0}\right)+L_{A_{0}} u+o(|u|) .
\end{aligned}
$$

Therefore $D_{g} \pi\left(I, A_{0}\right)=L_{A_{0}}$ and hence $T_{A_{0}}\left(\gamma\left(A_{0}\right)\right)=\operatorname{Im}\left(L_{A_{0}}\right)$.

Corollary 9.8. $\operatorname{codim}\left(\gamma\left(A_{0}\right)\right)=\operatorname{dim}\left(Z_{A_{0}}\right)$.

Proof

$$
\begin{aligned}
\operatorname{dim}(g l(n, \mathbb{R})) & =\operatorname{dim}\left(\operatorname{Im}\left(L_{A_{0}}\right)\right)+\operatorname{dim}\left(\operatorname{Ker}\left(L_{A_{0}}\right)\right) \\
& =\operatorname{dim}\left(T_{A_{0}}\left(\gamma\left(A_{0}\right)\right)\right)+\operatorname{dim}\left(Z_{A_{0}}\right) \\
& =\operatorname{dim}\left(\gamma\left(A_{0}\right)\right)+\operatorname{dim}\left(Z_{A_{0}}\right) .
\end{aligned}
$$

Corollary 9.9. Let $V$ be a submanifold of $G L(n, \mathbb{R})$. If $V$ is transversal to $Z_{A_{0}}$ at $I$, then

$$
T_{A_{0}}\left(\gamma\left(A_{0}\right)\right)=L_{A_{0}}\left(T_{I} V\right)
$$

Proof. By the definition of the transversality, for any $u \in g l(n, \mathbb{R})$ there exist $u_{1} \in T_{I} V$ and $u_{2} \in T_{I}\left(Z_{A_{0}}\right)$ such that $u=u_{1}+u_{2}$. Hence

$$
L_{A_{0}} u=\left[u, A_{0}\right]=\left[u_{1}, A_{0}\right]+\left[u_{2}, A_{0}\right]=\left[u_{1}, A_{0}\right]=L_{A_{0}} u_{1} .
$$

Lemma 9.10. Let $A: \Lambda \rightarrow g l(n, \mathbb{R})$ be $C^{1}$, where $\Lambda$ is a neighborhood of the origin in $\mathbb{R}^{k}$, and $V$ be a submanifold of $G L(n, \mathbb{R})$. Assume that $A(\lambda)$ is transversal to $\gamma\left(A_{0}\right)$ at $\lambda=0, I \in V$ and $V$ is transuersal to $Z_{A_{0}}$ at $I$, $k=\operatorname{codim}\left(\gamma\left(A_{0}\right)\right)$, and $\operatorname{dim}(V)=\operatorname{dim}\left(\gamma\left(A_{0}\right)\right)$. Then the mapping $\Phi$ : $V \times \Lambda \rightarrow g l(n, \mathbb{R})$ defined by

$$
\Phi(v, \lambda)=v A(\lambda) v^{-1}, \quad v \in V, \quad \lambda \in \Lambda,
$$

is a local diffeomorphism in a neighborhood of $(1,0)$ in $V \times \Lambda$.

Proof. From Lemma 9.7, $D_{\imath} \Phi(I, 0)=D_{g} \pi\left(I, A_{0}\right)=L_{A_{0}}, D_{\lambda} \Phi(I, 0)=$ DA(0). Therefore

$$
D \Phi(I, 0)(u, v)=L_{A_{0}} u+D A(0) v, \quad u \in T_{I} V, \quad v \in T_{0} \Lambda .
$$

By the transversality hypothesis on $A(\lambda)$,

$$
\begin{equation*}
T_{A_{0}}\left(\gamma\left(A_{0}\right)\right)+D A(0)\left(T_{0} \Lambda\right)=g l(n, \mathbb{R}) \tag{9.3}
\end{equation*}
$$

By Corollary 9.9, $L_{A_{0}}\left(T_{I} V\right)=T_{A_{0}}\left(\gamma\left(A_{0}\right)\right)$. Therefore $D \Phi(I, 0)$ is surjective. We note that $\operatorname{dim}(V \times \Lambda)=\operatorname{dim}(g l(n, \mathbb{R}))$. Hence the conclusion follows from the Inverse Function Theorem.

Theorem 9.11. $A$ deformation $A(\lambda)$ of $A_{0}$ is a versal deformation if and only if $A(\lambda)$ is transversal to the submanifold $\gamma\left(A_{0}\right)$ at $\lambda=0$ in $g l(n, \mathbb{R})$.

Proof. Let $\lambda$ be in a neigborhood $\Lambda$ of the origin in $\mathbb{R}^{k}$. Assume that $A(\lambda)$ is a versal deformation of $A_{0}$. Let $B(\mu)$ be an arbitrary deformation of $A_{0}$ with $\mu \in \Delta \subseteq \mathbb{R}^{l}$. Then there exists a deformation $C(\mu)$ of $I$ with $\mu \in \tilde{\Delta} \subseteq \Delta$ and a $C^{1}$ mapping $\phi: \tilde{\Delta} \rightarrow \Lambda$ with $\phi(0)=0$ such that

$$
B(\mu)=C(\mu) A(\phi(\mu)) C(\mu)^{-1}, \quad \mu \in \tilde{\Delta}
$$

By taking the derivative with respect to $\mu$ at $\mu=0$ we get

$$
D B(0) v=D A(0) \cdot D \phi(0) v+\left[D C(0) v, A_{0}\right], \quad v \in \mathbb{R}^{l} .
$$

Since $B(\mu)$ is an arbitrary deformation of $A_{0}, D B(0) v$ can be any element in $g l(n, \mathbb{R})$. On the other hand, by Lemma 9.7, $\left[D C(0) v, A_{0}\right] \in$ $T_{A_{0}}\left(\gamma\left(A_{0}\right)\right)$. Therefore

$$
T_{A(0)}(g l(n, \mathbb{R}))=D A(0)\left(T_{0} \Lambda\right)+T_{A(0)}\left(\gamma\left(A_{0}\right)\right)
$$

This says that $A(\lambda)$ is transversal to the submanifold $\gamma\left(A_{0}\right)$ at $\lambda=0$ in $g l(n, \mathbb{R})$.

Conversely, assume that $A(\lambda)$ is transversal to $\gamma\left(A_{0}\right)$ at $\lambda=0$. By the definition of transversality, $k \geq \operatorname{codim}\left(\gamma\left(A_{0}\right)\right)$. First we consider
the case $k=\operatorname{codim}\left(\gamma\left(A_{0}\right)\right)$. Let $V$ and $\Phi$ be as in Lemma 9.10. Let $B(\mu)$ be an arbitrary deformation of $A_{0}$ with $\mu \in \Delta \subseteq \mathbb{R}^{l}$. Then by Lemma 9.10 the equation

$$
B(\mu)=\Phi(v, \lambda), \quad v \in V, \quad \lambda \in \Lambda
$$

has a unique solution $v=C(\mu), \lambda=\phi(\mu)$ for $\mu$ in a sufficiently small neighborhood $\tilde{\Delta} \subseteq \Delta$ of the origin in $\mathbb{R}^{k}$, where $C(\mu)$ and $\phi(\mu)$ are $C^{1}$ with $C(0)=I$ and $\phi(0)=0$. Thus

$$
B(\mu)=\Phi(C(\mu), \phi(\mu))=C(\mu) A(\phi(\mu)) C(\mu)^{-1}, \quad \mu \in \tilde{\Delta}
$$

This says that $A(\lambda)$ is a versal deformation of $A_{0}$. For the case where $k>\operatorname{codim}\left(\gamma\left(A_{0}\right)\right)=d$, there exists a $C^{1}$ mapping $\lambda(\mu)$ defined in a neighborhood $\tilde{\Lambda}$ of the origin in $\mathbb{R}^{d}$ such that $A(\lambda(\mu))$ is a deformation of $A_{0}$ induced from $A(\lambda)$ and it is transversal to $\gamma\left(A_{0}\right)$ at $\mu=0$. From the above discussion, $A\left(\lambda(\mu)\right.$ ) is a versal deformation of $A_{0}$. Hence $A(\lambda)$ is a versal deformation of $A_{0}$.

From Theorem 9.11, the dimension of a parameter space of a miniversal deformation of $A_{0}$ is equal to $\operatorname{codim}\left(\gamma\left(A_{0}\right)\right)=\operatorname{dim}\left(Z_{A_{0}}\right)$. On the other hand, a miniversal deformation of $A_{0}$ is not unique since the mapping $A(\lambda)$ which is transversal to $\gamma\left(A_{0}\right)$ at $\lambda=0$ is not unique.

Theorem 9.11 shows also that the problem of finding a miniversal deformation of $A_{0}$ can be reduced to an algebraic problem of finding a complementary subspace to $T_{A_{0}}\left(\gamma\left(A_{0}\right)\right)=\operatorname{Im}\left(L_{A_{0}}\right)$ in $g l(n, \mathbb{R})$. We show next how to construct a complementary subspace to $\operatorname{Im}\left(L_{A_{0}}\right)$ in $g l(n, \mathbb{R})$. We introduce first a Hermitian scalar product in $g l(n, \mathbb{R})$ :

$$
\langle\langle u, v\rangle\rangle=\operatorname{tr}\left(u v^{*}\right), \quad u, v \in g l(n, \mathbb{R}) .
$$

where $\operatorname{tr}\left(u v^{*}\right)$ denotes the trace of $u v^{*}$ and $v^{*}$ is the transpose of the matrix $v$. If $u=\left(u_{i j}\right)$ and $v=\left(v_{i j}\right)$, then by definition $\langle\langle u, v\rangle\rangle=$ $\Sigma_{i, j} u_{i j} v_{i j}$.

Theorem 9.12. $L_{A_{0}^{*}}$ is the adjoint operator of $L_{A_{0}}$ with respect to the inner product $\langle\langle\cdot, \cdot\rangle\rangle$ in $g l(n, \mathbb{R})$.

Proof. For any $u, v \in g l(n, \mathbb{R})$,

$$
\begin{aligned}
\left\langle\left\langle L_{A_{0}} u, v\right\rangle\right\rangle & =\left\langle\left\langle u A_{0}, v\right\rangle\right\rangle-\left\langle\left\langle A_{0} u, v\right\rangle\right\rangle \\
& =\operatorname{tr}\left(u A_{0} v^{*}\right)-\operatorname{tr}\left(A_{0} u v^{*}\right)=\left\langle\left\langle u, L_{A_{0}} v\right\rangle\right\rangle .
\end{aligned}
$$

Corollary 9.13. $\operatorname{Ker}\left(L_{A_{0}^{*}}\right)$ is the orthogonal complementary subspace to $\operatorname{Im}\left(L_{A_{0}}\right)$ with respect to the inner product $\langle\langle\cdot, \cdot\rangle\rangle$ in $g l(n, \mathbb{R})$.

Corollary 9.14. Let $\left\{v_{1}, \ldots, v_{k}\right\}$ be a basis of $\operatorname{Ker}\left(L_{A_{0}^{*}}\right)$. Then

$$
A_{0}+\sum_{i=1}^{k} \lambda_{i} v_{i},
$$

where $\lambda_{1}, \ldots, \lambda_{k}$ are real parameters, is a miniversal deformation of $A_{0}$.

By Corollaries 9.13 and 9.14 , the problem of finding a miniversal deformation of $A_{0}$ can be reduced to finding a basis of the centralizer $Z_{A_{0}^{*}}$ of $A_{0}^{*}$. In the case where $A_{0}$ is an upper triangular Jordan matrix, we have the following lemma.

Lemma 9.15. Suppose $A_{0}$ is an upper triangular Jordan matrix with only one eigenvalue and a sequence of Jordan blocks of sizes $n_{1} \geq n_{2} \geq$ $\cdots \geq n_{s}$. Then $Z_{A_{0}^{*}}$ consists precisely of the matrices of the form shown in Figure 9.1, where each oblique segment stands for a sequence of identical entries and the blank part consists of zero entries and $\operatorname{dim}\left(Z_{A_{0}^{*}}\right)$ $=n_{1}+3 n_{2}+5 n_{3}+\cdots+(2 s-1) n_{s}=$ number of oblique segments.

Proof. For simplicity, we consider the case where $s=2$. Then the matrix $A_{0}$ has the following form

$$
A_{0}=\lambda I+\left[\begin{array}{cc}
N_{1} & 0 \\
0 & N_{2}
\end{array}\right],
$$



Figure 9.1. Case $s=3$.
where

$$
\begin{array}{r}
N_{1}=\left[\begin{array}{llll}
0 & 1 & & {\left[\begin{array}{llll} 
& 0 & \ddots & \\
& & \ddots & 1 \\
& & & 0
\end{array}\right]_{n_{1} \times n_{1}}, \quad N_{2}=\left[\begin{array}{cccc}
0 & 1 & & \\
& 0 & \ddots & \\
& & \ddots & 1 \\
& & & 0
\end{array}\right]_{n_{2} \times n_{2}},} \\
& \text { and } n_{1}+n_{2}=n .
\end{array}, .\right.
\end{array}
$$

Let $u \in \operatorname{Ker}\left(L_{A_{0}^{*}}\right)$ and

$$
u=\left[\begin{array}{ll}
u_{1} & u_{2} \\
u_{3} & u_{4}
\end{array}\right],
$$

where the sizes of $u_{1}, u_{2}, u_{3}$, and $u_{4}$ are $n_{1} \times n_{1}, n_{1} \times n_{2}, n_{2} \times n_{1}$, and $n_{2} \times n_{2}$, respectively. Since

$$
\left[\begin{array}{ll}
u_{1} & u_{2} \\
u_{3} & u_{4}
\end{array}\right]\left[\begin{array}{cc}
N_{1}^{*} & 0 \\
0 & N_{2}^{*}
\end{array}\right]-\left[\begin{array}{cc}
N_{1}^{*} & 0 \\
0 & N_{2}^{*}
\end{array}\right]\left[\begin{array}{ll}
u_{1} & u_{2} \\
u_{3} & u_{4}
\end{array}\right]=0
$$

one must have

$$
\begin{array}{ll}
u_{1} N_{1}^{*}-N_{1}^{*} u_{1}=0, & u_{2} N_{1}^{*}-N_{2}^{*} u_{2}=0, \\
u_{3} N_{1}^{*}-N_{2}^{*} u_{3}=0, & u_{4} N_{2}^{*}-N_{2}^{*} u_{4}=0 . \tag{9.4}
\end{array}
$$

By solving (9.4) for $u_{1}, u_{2}, u_{3}$, and $u_{4}$, one obtains the desired result.

Remark 9.16. A basis $\left\{v_{1}, \ldots, v_{k}\right\}$ of $\operatorname{Ker}\left(L_{A *}^{*}\right)$ can be chosen such that each $v_{i}$ is a matrix with all entries on one of the oblique segments


Figure 9.2. Case $s=3$.
described in Lemma 9.15 equal to 1 and all other entries being zero. By an elementary algebraic discussion, we can show that a basis $\left\{w_{1}, \ldots, w_{k}\right\}$ of a complementary subspace to $\operatorname{Im}\left(L_{A_{0}}\right)$ can be chosen such that each $w_{i}$ is a matrix with only one entry on one of the oblique segments described in Lemma 9.15 equal to 1 and all other entries being zero. Thus

$$
A_{0}+\sum_{i=1}^{k} \lambda_{i} w_{i}
$$

where each $\lambda_{i}$ is a real parameter, is also a miniversal deformation of $A_{0}$.
Some of the matrices generated by such matrices $\left\{w_{1}, \ldots, w_{k}\right\}$ are shown in Figure 9.2, in which all entries that are not on the black segments are equal to zero.

Theorem 9.17. If $A_{0}$ is an upper triangular Jordan matrix with $m$ distinct eigenvalues $\omega_{1}, \ldots, \omega_{m}$, and the sequence of blocks corresponding to the eigenvalue $\omega_{i}$ are of sizes $n_{1}\left(\omega_{i}\right) \geq n_{2}\left(\omega_{i}\right) \geq \cdots \geq n_{s_{t}}\left(\omega_{i}\right), 1 \leq i \leq m$, then the dimension of the parameter space of a miniversal deformation of $A_{0}$ is

$$
d=\sum_{i=1}^{m}\left(n_{1}\left(\omega_{i}\right)+3 n_{2}\left(\omega_{i}\right)+5 n_{3}\left(\omega_{i}\right)+\cdots+\left(2 s_{i}-1\right) n_{s_{i}}\left(\omega_{i}\right)\right),
$$

and a miniversal deformation of $A_{0}$ is block diagonal, each of the blocks being a miniversal deformation described in Remark 9.16 for the block of $A_{0}$ corresponding to each eigenvalue.

Proof. The proof is similar to that of Lemma 9.15.

Example 9.18. (1) Let

$$
A_{0}=\left[\begin{array}{llll}
\omega_{1} & & & \\
& \omega_{2} & & \\
& & \ddots & \\
& & & \omega_{n}
\end{array}\right], \quad \omega_{i} \neq \omega_{j} \text { if } i \neq j, i, j=1, \ldots, n .
$$

Then a miniversal deformation of $A_{0}$ is

$$
\left[\begin{array}{llll}
\omega_{1} & & & \\
& \omega_{2} & & \\
& & \ddots & \\
& & & \omega_{n}
\end{array}\right]+\left[\begin{array}{llll}
\lambda_{1} & & & \\
& \lambda_{2} & & \\
& & \ddots & \\
& & & \lambda_{n}
\end{array}\right]
$$

where $\lambda_{i}, i=1, \ldots, n$, are parameters.
(2) Let

$$
A_{0}=0 .
$$

Then a miniversal deformation of $A_{0}$ is

$$
\left[\begin{array}{ccc}
\lambda_{11} & \cdots & \lambda_{1 n} \\
\lambda_{21} & \cdots & \lambda_{2 n} \\
\vdots & & \\
\lambda_{n 1} & \cdots & \lambda_{n n}
\end{array}\right]
$$

where the $\lambda_{i j}, i, j=1, \ldots, n$, are parameters.
(3) Let

$$
A_{0}=\left[\begin{array}{llll}
0 & 1 & & \\
& 0 & \ddots & \\
& & \ddots & 1 \\
& & & 0
\end{array}\right]
$$

Then a miniversal deformation of $A_{0}$ can be chosen as one of the following:

$$
\left[\begin{array}{cccc}
\lambda_{1} & 1 & & \\
\lambda_{2} & \lambda_{1} & \ddots & \\
\vdots & \ddots & \ddots & 1 \\
\lambda_{n} & \cdots & \lambda_{2} & \lambda_{1}
\end{array}\right] \quad \text { or } \quad\left[\begin{array}{cccc}
0 & 1 & & \\
0 & 0 & \ddots & \\
0 & \ddots & 0 & 1 \\
\lambda_{1} & \lambda_{2} & \cdots & \lambda_{n}
\end{array}\right]
$$

where the $\lambda_{i}, i=1, \ldots, n$, are parameters.
(4) Let

$$
A_{0}=\left[\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right]
$$

A miniversal deformation of $A_{0}$ can be chosen as one of the following:

$$
\begin{aligned}
& {\left[\begin{array}{ccc}
0 & 1 & 0 \\
0 & 0 & 1 \\
\lambda_{1} & \lambda_{2} & \lambda_{3}
\end{array}\right] \text { or }\left[\begin{array}{ccc}
\lambda_{1} & 1 & 0 \\
\lambda_{2} & 0 & 1 \\
\lambda_{3} & 0 & 0
\end{array}\right]} \\
& \text { or }\left[\begin{array}{ccc}
0 & 1 & 0 \\
\lambda_{1} & \lambda_{2} & 1 \\
\lambda_{3} & 0 & 0
\end{array}\right] \text { or }\left[\begin{array}{ccc}
\lambda_{1} & 1 & 0 \\
\lambda_{2} & \lambda_{1} & 1 \\
\lambda_{3} & \lambda_{2} & \lambda_{1}
\end{array}\right],
\end{aligned}
$$

where $\lambda_{1}, \lambda_{2}$, and $\lambda_{3}$ are parameters.
(5) Let

$$
A_{0}=\left[\begin{array}{cccc}
0 & 1 & \vdots & 0 \\
0 & 0 & \vdots \\
\hdashline 0 & \cdots & \vdots & 0
\end{array}\right]
$$

Here we have two blocks corresponding to the same eigenvalue. Therefore, a miniversal deformation of $A_{0}$ can be chosen as one of the
following:

$$
\left[\begin{array}{ccc}
0 & 1 & 0 \\
\lambda_{1} & \lambda_{2} & \lambda_{3} \\
\lambda_{4} & 0 & \lambda_{5}
\end{array}\right] \text { or }\left[\begin{array}{ccc}
\lambda_{1} & 1 & 0 \\
\lambda_{2} & 0 & \lambda_{4} \\
\lambda_{3} & 0 & \lambda_{5}
\end{array}\right],
$$

where $\lambda_{i}, i=1, \ldots, 5$, are parameters.
(6) Let

$$
A_{0}=\left[\begin{array}{cccc}
\alpha & 1 & 0 & 0 \\
0 & \alpha & 0 \\
\hdashline 0 & 0 & 0 & \beta \\
\hline
\end{array}\right], \quad \alpha \neq \beta .
$$

Here we have two blocks corresponding to distinct eigenvalues. Therefore, a miniversal deformation of $A_{0}$ can be chosen as one of the following:

$$
A_{0}+\left[\begin{array}{ccc}
\lambda_{1} & 0 & 0 \\
\lambda_{2} & \lambda_{1} & 0 \\
0 & 0 & \lambda_{3}
\end{array}\right] \quad \text { or } \quad A_{0}+\left[\begin{array}{ccc}
0 & 0 & 0 \\
\lambda_{1} & \lambda_{2} & 0 \\
0 & 0 & \lambda_{3}
\end{array}\right]
$$

where $\lambda_{1}, \lambda_{2}$, and $\lambda_{3}$ are parameters.
(7) Let

$$
A_{0}=\left[\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right] .
$$

By solving $L_{A_{0}^{*}} u=0$ directly, a miniversal deformation of $A_{0}$ can be found as one of the following:

$$
A_{0}+\left[\begin{array}{rr}
\lambda_{1} & \lambda_{2} \\
-\lambda_{2} & \lambda_{1}
\end{array}\right] \quad \text { or } \quad A_{0}+\left[\begin{array}{cc}
0 & 0 \\
\lambda_{1} & \lambda_{2}
\end{array}\right]
$$

where $\lambda_{1}$ and $\lambda_{2}$ are parameters.

Remark 9.19. For the case where the matrix $A_{0}$ has nonreal eigenvalues, one can find a nonsingular matrix $p \in \mathbb{C}^{n \times n}$ such that $p^{-1} A_{0} p$ is in an upper triangular Jordan form. Then one can apply Lemma 9.15 or Theorem 9.17 to find a basis of the linear space of all complex matrices commuting with $\left(p^{-1} A_{0} p\right)^{*}$ and then to find miniversal deformations of $A_{0}$. We illustrate this idea by the following example.

## Example 9.20. Let

$$
A_{0}=\left[\begin{array}{rrrr}
\alpha & \beta & 1 & 0 \\
-\beta & \alpha & 0 & 1 \\
0 & 0 & \alpha & \beta \\
0 & 0 & -\beta & \alpha
\end{array}\right], \quad \beta \neq 0 .
$$

We take

$$
p=\left[\begin{array}{rrrr}
1 & 0 & 1 & 0 \\
-i & 0 & i & 0 \\
0 & 1 & 0 & 1 \\
0 & -i & 0 & i
\end{array}\right] .
$$

Then

$$
p^{-1} A_{0} p=\left[\begin{array}{cccc}
\alpha+\beta i & 1 & 0 & 0 \\
0 & \alpha+\beta i & 0 & 0 \\
0 & 0 & \alpha-\beta i & 1 \\
0 & 0 & 0 & \alpha-\beta i
\end{array}\right] .
$$

Any complex $4 \times 4$ matrix commuting with $\left(p^{-1} A_{0} p\right)^{*}$ is of the form

$$
B(\epsilon)=\left[\begin{array}{cccc}
\epsilon_{1} & 0 & 0 & 0 \\
\epsilon_{2} & \epsilon_{1} & 0 & 0 \\
0 & 0 & \epsilon_{3} & 0 \\
0 & 0 & \epsilon_{4} & \epsilon_{3}
\end{array}\right], \quad \epsilon_{i} \in \mathbb{C}, \quad i=1, \ldots, 4 .
$$

Since

$$
\begin{aligned}
& \left(p^{-1}\right)^{*} B(\epsilon) p^{*} \\
& \quad=\left[\begin{array}{cccc}
\epsilon_{1}+\epsilon_{3} & \left(\epsilon_{1}-\epsilon_{3}\right) i & 0 & 0 \\
-\left(\epsilon_{1}-\epsilon_{3}\right) i & \epsilon_{1}+\epsilon_{3} & 0 & 0 \\
\epsilon_{2}+\epsilon_{4} & \left(\epsilon_{2}-\epsilon_{4}\right) i & \epsilon_{1}+\epsilon_{3} & \left(\epsilon_{1}-\epsilon_{3}\right) i \\
-\left(\epsilon_{2}-\epsilon_{4}\right) i & \epsilon_{2}+\epsilon_{4} & -\left(\epsilon_{1}-\epsilon_{3}\right) i & \epsilon_{1}+\epsilon_{3}
\end{array}\right], \\
& \left.\left.\operatorname{Ker}\left(L_{A_{0}^{*}}\right)=\left\{\begin{array}{rrrr}
\lambda_{1} & \lambda_{2} & 0 & 0 \\
-\lambda_{2} & \lambda_{1} & 0 & 0 \\
\lambda_{3} & \lambda_{4} & \lambda_{1} & \lambda_{2} \\
-\lambda_{4} & \lambda_{3} & -\lambda_{2} & \lambda_{1}
\end{array}\right] \right\rvert\, \lambda_{1}, \ldots, \lambda_{4} \in \mathbb{R}\right\} .
\end{aligned}
$$

Hence a miniversal deformation of $A_{0}$ can be chosen as one of the following:

$$
A_{0}+\left[\begin{array}{rrrr}
\lambda_{1} & \lambda_{2} & 0 & 0 \\
-\lambda_{2} & \lambda_{1} & 0 & 0 \\
\lambda_{3} & \lambda_{4} & \lambda_{1} & \lambda_{2} \\
-\lambda_{4} & \lambda_{3} & -\lambda_{2} & \lambda_{1}
\end{array}\right],
$$

or

$$
A_{0}+\left[\begin{array}{llll}
\lambda_{1} & 0 & 0 & 0 \\
\lambda_{2} & 0 & 0 & 0 \\
\lambda_{3} & 0 & 0 & 0 \\
\lambda_{4} & 0 & 0 & 0
\end{array}\right]
$$

or

$$
A_{0}+\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\lambda_{1} & \lambda_{2} & \lambda_{3} & \lambda_{4}
\end{array}\right]
$$

where $\lambda_{i}$ 's are real parameters.

### 2.10 Versal Deformations of Infinitesimally Symplectic Matrices

In this section we discuss versal deformations of infinitesimally symplectic matrices. We recall that

$$
\begin{aligned}
& S p(2 n, \mathbb{R})=\left\{u \in G L(2 n, \mathbb{R}) \mid u^{*} J u=J\right\} \\
& s p(2 n, \mathbb{R})=\left\{u \in \operatorname{gl}(2 n, \mathbb{R}) \mid u^{*} J+J u=0\right\}
\end{aligned}
$$

where

$$
J=\left[\begin{array}{cc}
0 & I_{n} \\
-I_{n} & 0
\end{array}\right],
$$

$I_{n}$ is the identity matrix in $\mathbb{R}^{n \times n}$.

Definition 10.1. Let $A_{0} \in s p(2 n, \mathbb{R})$ be given. A deformation $A(\lambda)$ of $A_{0}$ with $\lambda \in \Lambda \subseteq \mathbb{R}^{k}$ is called an infinitesimally symplectic deformation of $A_{0}$ if every $A(\lambda)$ is infinitesimally symplectic.

Definition 10.2. An infinitesimally symplectic deformation $A(\lambda)$ of $A_{0}$ is called an infinitesimally symplectic versal deformation of $A_{0}$ if and only if any infinitesimally symplectic deformation $B(\mu)$ of $A_{0}$ can be induced from $A(\lambda)$ by an infinitesimally symplectic deformation $C(\mu)$ of the identity matrix $I$ in $\mathbb{R}^{2 n \times 2 n}$ and a $C^{1}$ mapping $\phi(\mu)$. An infinitesimally symplectic versal deformation of $A_{0}$ is called an infinitesimally symplectic miniversal deformation of $A_{0}$ if the dimension of its parameter space is the smallest among all infinitesimally symplectic versal deformations of $A_{0}$.

Lemma 10.3. $\operatorname{Sp}(2 n, \mathbb{R})$ is a $C^{\infty}$-submanifold of $G L(2 n, \mathbb{R})$.

Proof. We define a mapping $F: G L(2 n, \mathbb{R}) \rightarrow G L(2 n, \mathbb{R})$ by

$$
F(p)=p^{*} J p, \quad p \in G L(2 n, \mathbb{R}) .
$$

Hence $S p(2 n, \mathbb{R})=\{p \in G L(2 n, \mathbb{R}) \mid F(p)=J\}$. We note that, for any fixed $p \in G L(2 n, \mathbb{R}), \quad D F(p) u=u^{*} J p+p^{*} J u=p^{*}\left(\left(u p^{-1}\right)^{*} J+\right.$ $\left.J\left(u p^{-1}\right)\right) p=p^{*} D F(I)\left(u p^{-1}\right) p$. Hence $\operatorname{rank}(D F(p))=\operatorname{rank}(D F(I))$. Since $F$ is $C^{\infty}, S p(2 n, \mathbb{R})$ is a $C^{\infty}$-submanifold of $G L(2 n, \mathbb{R})$.

It is easy to see that $s p(2 n, \mathbb{R})$ is a linear subspace of $g l(2 n, \mathbb{R})$.

Lemma 10.4. $T_{I}(S p(2 n, \mathbb{R}))=s p(2 n, \mathbb{R})$.

Proof. Let $c(t)$ be any curve in $\operatorname{Sp}(2 n, \mathbb{R})$ with $c(0)=I, t \in[-1,1]$. Since $c(t)^{*} J c(t)=J$, for any $t \in[-1,1]$,

$$
c^{\prime}(0)^{*} J+J c^{\prime}(0)=0 .
$$

This says that the tangent vector $c^{\prime}(0) \in \operatorname{sp}(2 n, \mathbb{R})$.

On the other hand, if $A_{0} \in s p(2 n, \mathbb{R})$, then we define $c(t)=\exp \left(A_{0} t\right)$ and $B(t)=c(t)^{*} J c(t), t \in[-1,1]$. Then

$$
\begin{aligned}
B^{\prime}(t) & =\exp \left(\left(A_{0} t\right)^{*}\right) A_{0}^{*} J \exp \left(A_{0} t\right)+\exp \left(\left(A_{0} t\right)^{*}\right) J A_{0} \exp \left(A_{0} t\right) \\
& =\exp \left(\left(A_{0} t\right)^{*}\right)\left(A_{0}^{*} J+J A_{0}\right) \exp \left(A_{0} t\right)=0, \quad t \in[-1,1]
\end{aligned}
$$

Hence $B(t) \equiv J$. This says that $c(t)$ is a curve in $s p(2 n, \mathbb{R})$. Since $c^{\prime}(0)=A_{0}, A_{0} \in T_{I}(S p(2 n, \mathbb{R}))$.

Lemma 10.5. $\operatorname{dim}(S p(2 n, \mathbb{R}))=\operatorname{dim}(s p(2 n, \mathbb{R}))=2 n^{2}+n$.

Proof. For any $p \in \operatorname{sp}(2 n, \mathbb{R})$, we may assume that

$$
p=\left[\begin{array}{ll}
p_{1} & p_{2} \\
p_{3} & p_{4}
\end{array}\right],
$$

where $p_{i} \in g l(n, \mathbb{R}), \quad i=1,2,3,4$. Then from Corollary 6.3, $p \in$ $s p(2 n, \mathbb{R})$ if and only if $p_{4}=-p_{1}^{*}, p_{2}^{*}=p_{2}, p_{3}^{*}=p_{3}$. Therefore

$$
\operatorname{dim}(s p(2 n, \mathbb{R}))=2 n^{2}+n
$$

From Lemma 10.4, $\operatorname{dim}(S p(2 n, \mathbb{R}))=\operatorname{dim}(s p(2 n, \mathbb{R}))$.
We define a group action $\pi^{s}: S p(2 n, \mathbb{R}) \times s p(2 n, \mathbb{R}) \rightarrow s p(2 n, \mathbb{R})$ by

$$
\pi^{s}(g, u)=g u g^{-1}, \quad g \in S p(2 n, \mathbb{R}), \quad u \in s p(2 n, \mathbb{R})
$$

Let $A_{0} \in s p(2 n, \mathbb{R})$ be fixed. Then the orbit through $A_{0}$ in $s p(2 n, \mathbb{R})$ is

$$
\gamma^{s}\left(A_{0}\right)=\left\{\pi^{s}\left(g, A_{0}\right) \mid g \in S p(2 n, \mathbb{R})\right\} .
$$

Then $\gamma^{s}\left(A_{0}\right)$ is a submanifold of $\operatorname{Sp}(2 n, \mathbb{R})$.
For a given $u \in s p(2 n, \mathbb{R})$, we define a linear operator $L_{u}^{s}: s p(2 n$, $\mathbb{R}) \rightarrow s p(2 n, \mathbb{R})$ by

$$
L_{u}^{s} v=[v, u], \quad v \in s p(2 n, \mathbb{R})
$$

Then for given $A_{0} \in s p(2 n, \mathbb{R})$, the centralizer of $A_{0}$ in $s p(2 n, \mathbb{R})$ is

$$
Z_{A_{0}}^{s}=\operatorname{Ker}\left(L_{A_{0}}^{s}\right) .
$$

If we replace $g l(n, \mathbb{R})$ and $G L(n, \mathbb{R})$ by $s p(2 n, \mathbb{R})$ and $S p(2 n, \mathbb{R})$ respectively, derivatives for corresponding maps by tangent maps, $\gamma\left(A_{0}\right)$, $L_{A_{0}}$, and $Z_{A_{0}}$ by $\gamma^{s}\left(A_{0}\right), L_{A_{0}}^{s}$, and $Z_{A_{0}}^{s}$, respectively, and the condition that $V$ is transversal to $Z_{A_{0}}$ in $g l(n, \mathbb{R})$ by the assumption that $s p(2 n$, $\mathbb{R})=T_{I} V \oplus Z_{A_{0}}^{s}$, then it is not hard to see that Lemmas 9.7 and 9.10 and Corollaries 9.8 and 9.9 hold for infinitesimally symplectic matrices. Thus we have the following.

Theorem 10.6. An infinitesimally symplectic deformation $A(\lambda)$ of $A_{0}$ is versal if and only if $A(\lambda)$ is transversal to $\gamma^{s}\left(A_{0}\right)$ in $s p(2 n, \mathbb{R})$ at $\lambda=0$.

Let $\langle\langle\cdot, \cdot\rangle\rangle$ be the inner product in $s p(2 n, \mathbb{R})$ which is induced from the Hermitian inner product in $g l(2 n, \mathbb{R})$ defined in Section 2.9. It is easy to show the following.

Theorem 10.7. $L_{A_{0}^{*}}^{s}$ is the adjoint operator of $L_{A_{0}}^{s}$ with respect to the inner product $\langle\langle\cdot, \cdot\rangle\rangle$ in $s p(2 n, \mathbb{R})$.

Corollary 10.8. $\operatorname{Ker}\left(L_{A_{0}^{*}}^{s}\right)$ is the orthogonal complementary subspace to $\operatorname{Im}\left(L_{A_{0}}^{s}\right)$ with respect to the inner product $\langle\langle\cdot, \cdot\rangle\rangle$ in $s p(2 n, \mathbb{R})$.

We note that $\operatorname{Ker}\left(L_{A_{0}^{*}}^{s}\right)=\operatorname{Ker}\left(L_{A_{0}^{*}}\right) \cap \operatorname{sp}(2 n, \mathbb{R})$, where $L_{A_{0}^{*}}$ is defined in Section 2.9. We can first apply the results in Section 2.9 to find a basis of $\operatorname{Ker}\left(L_{A_{0}^{*}}\right)$ and then by restricting $\operatorname{Ker}\left(L_{A_{0}^{*}}\right)$ to $s p(2 n, \mathbb{R})$ to obtain $\operatorname{Ker}\left(L_{A_{0}^{*}}^{s}\right)$.
We can also derive other complementary subspaces to $I m L_{A_{0}}^{s}$ in $s p(2 n, \mathbb{R})$ from $\operatorname{Ker}\left(L_{A_{0}^{*}}^{s}\right)$ by some elementary algebraic methods.

## Example 10.9.

(i) Let

$$
A_{0}=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right] .
$$

Then

$$
\operatorname{Ker}\left(L_{A_{0}^{*}}\right)=\left\{\left.\left[\begin{array}{cc}
\lambda_{1} & \lambda_{2} \\
\lambda_{3} & \lambda_{4}
\end{array}\right] \right\rvert\, \lambda_{1}, \ldots, \lambda_{4} \in \mathbb{R}\right\}
$$

Hence

$$
\operatorname{Ker}\left(L_{A_{0}^{*}}^{s}\right)=\left\{\left.\left[\begin{array}{rr}
\lambda_{1} & \lambda_{2} \\
\lambda_{3} & -\lambda_{1}
\end{array}\right] \right\rvert\, \lambda_{1}, \lambda_{2}, \lambda_{3} \in \mathbb{R}\right\}
$$

An infinitesimally symplectic miniversal deformation of $A_{0}$ is

$$
A(\lambda)=\left[\begin{array}{rr}
\lambda_{1} & \lambda_{2} \\
\lambda_{3} & -\lambda_{1}
\end{array}\right], \quad \lambda_{1}, \lambda_{2}, \lambda_{3} \in \mathbb{R}
$$

(ii) Let

$$
A_{0}=\left[\begin{array}{rr}
\alpha & 0 \\
0 & -\alpha
\end{array}\right], \quad \alpha>0
$$

Then

$$
\operatorname{Ker}\left(L_{A_{0}^{*}}\right)=\left\{\left.\left[\begin{array}{cc}
\lambda_{1} & 0 \\
0 & \lambda_{2}
\end{array}\right] \right\rvert\, \lambda_{1}, \lambda_{2} \in \mathbb{R}\right\} .
$$

Hence

$$
\operatorname{Ker}\left(L_{A_{0}^{*}}^{s}\right)=\left\{\left.\left[\begin{array}{rr}
\lambda & 0 \\
0 & -\lambda
\end{array}\right] \right\rvert\, \lambda \in \mathbb{R}\right\} .
$$

An infinitesimally symplectic miniversal deformation of $A_{0}$ is

$$
A(\lambda)=\left[\begin{array}{cc}
\alpha+\lambda & 0 \\
0 & -\alpha-\lambda
\end{array}\right], \quad \lambda \in \mathbb{R}
$$

(iii) Let

$$
A_{0}=\left[\begin{array}{rr}
0 & \beta \\
-\beta & 0
\end{array}\right], \quad \beta>0 .
$$

A direct calculation shows that

$$
\operatorname{Ker}\left(L_{A_{0}^{*}}\right)=\left\{\left.\left[\begin{array}{rr}
\lambda_{1} & \lambda_{2} \\
-\lambda_{2} & \lambda_{1}
\end{array}\right] \right\rvert\, \lambda_{1}, \lambda_{2} \in \mathbb{R}\right\} .
$$

Hence

$$
\operatorname{Ker}\left(L_{A_{0}^{*}}^{s}\right)=\left\{\left.\left[\begin{array}{rr}
0 & \lambda \\
-\lambda & 0
\end{array}\right] \right\rvert\, \lambda \in \mathbb{R}\right\} .
$$

An infinitesimally symplectic miniversal deformation of $A_{0}$ is

$$
A(\lambda)=\left[\begin{array}{cc}
0 & \beta+\lambda \\
-\beta-\lambda & 0
\end{array}\right], \quad \lambda \in \mathbb{R}
$$

(iv) Let

$$
A_{0}=\left[\begin{array}{rrrr}
\alpha & \beta & 0 & 0 \\
-\beta & \alpha & 0 & 0 \\
0 & 0 & -\alpha & \beta \\
0 & 0 & -\beta & -\alpha
\end{array}\right], \quad \alpha>0, \quad \beta>0
$$

We take

$$
p=\frac{1}{\sqrt{2}}\left[\begin{array}{rrrr}
1 & 1 & 0 & 0 \\
-i & i & 0 & 0 \\
0 & 0 & 1 & 1 \\
0 & 0 & -i & i
\end{array}\right]
$$

Then $p^{-1}=p^{*}$

$$
p^{-1} A_{0} p=\left[\begin{array}{llll}
\alpha-\beta i & & & \\
& \alpha+\beta i & & \\
& & -\alpha-\beta i & \\
& & & -\alpha+\beta i
\end{array}\right]
$$

Any $4 \times 4$ complex matrix commuting with $\left(p^{-1} A_{0} p\right)^{*}$ is of the form

$$
B(\epsilon)=\left[\begin{array}{llll}
\epsilon_{1} & & & \\
& \epsilon_{2} & & \\
& & \epsilon_{3} & \\
& & & \epsilon_{4}
\end{array}\right], \quad \epsilon_{i} \in \mathbb{C}, \quad i=1, \ldots, 4,
$$

and

$$
\begin{aligned}
& p B(\epsilon) p^{-1} \\
& \quad=\frac{1}{2}\left[\begin{array}{cccc}
\epsilon_{1}+\epsilon_{2} & \left(\epsilon_{1}-\epsilon_{2}\right) i & 0 & 0 \\
-\left(\epsilon_{1}-\epsilon_{2}\right) i & \epsilon_{1}+\epsilon_{2} & 0 & 0 \\
0 & 0 & \epsilon_{3}+\epsilon_{4} & \left(\epsilon_{3}-\epsilon_{4}\right) i \\
0 & 0 & -\left(\epsilon_{3}-\epsilon_{4}\right) i & \epsilon_{3}+\epsilon_{4}
\end{array}\right] .
\end{aligned}
$$

Since $p B(\epsilon) p^{-1} \in s p(4, \mathbb{R}), \epsilon_{1}+\epsilon_{2}=-\left(\epsilon_{3}+\epsilon_{4}\right) \in \mathbb{R}$ and $\left(\epsilon_{1}-\epsilon_{2}\right) i$ $=\left(\epsilon_{3}-\epsilon_{4}\right) i \in \mathbb{R}$. Thus an infinitesimally symplectic miniversal deformation of $A_{0}$ is

$$
A(\lambda)=A_{0}+\left[\begin{array}{rrrr}
\lambda_{1} & \lambda_{2} & 0 & 0 \\
-\lambda_{2} & \lambda_{1} & 0 & 0 \\
0 & 0 & -\lambda_{1} & \lambda_{2} \\
0 & 0 & -\lambda_{2} & -\lambda_{1}
\end{array}\right], \quad \lambda_{1}, \lambda_{2} \in \mathbb{R} .
$$

We can also take the following as infinitesimally symplectic miniversal deformations of $A_{0}$ :

$$
A(\lambda)=A_{0}+\left[\begin{array}{cccc}
\lambda_{1} & \lambda_{2} & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & -\lambda_{1} & 0 \\
0 & 0 & -\lambda_{2} & 0
\end{array}\right]
$$

or

$$
A(\lambda)=A_{0}+\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
\lambda_{1} & \lambda_{2} & 0 & 0 \\
0 & 0 & 0 & -\lambda_{1} \\
0 & 0 & 0 & -\lambda_{2}
\end{array}\right]
$$

where $\lambda_{1}, \lambda_{2} \in \mathbb{R}$.
(v) Let

We take

Then

Any complex $2 n \times 2 n$ matrix commuting with $\left(p^{-1} A_{0} p\right)^{*}$ is of the form

$$
\left[\begin{array}{cccc}
\epsilon_{1} & \epsilon_{2} & \ldots & \epsilon_{2 n} \\
& \ddots & \ddots & \\
& & \ddots & \epsilon_{2} \\
& & & \epsilon_{1}
\end{array}\right], \quad \epsilon_{i} \in \mathbb{C}, \quad i=1, \ldots, 2 n .
$$

By a similar argument as in (iv), we find an infinitesimally symplectic miniversal deformation of $A_{0}$ is

$$
A(\lambda)=A_{0}+\left[\begin{array}{cc}
A & : \\
\hdashline & B \\
C: & D
\end{array}\right]
$$

where

$$
\begin{aligned}
& B=\left[\begin{array}{ccccccc}
\lambda_{n} & 0 & \lambda_{n-1} & 0 & \ldots & \gamma \\
0 & . & -\lambda_{n-1} & \ddots & & -\gamma & \vdots \\
\lambda_{n-1} & \ddots & \ddots & & \gamma & & \vdots \\
0 & \cdot & \ddots & & & & 0 \\
\vdots & & \ddots & \ddots & & & \alpha \lambda_{2} \\
\vdots & -\gamma & \ddots & \ddots & -\alpha \lambda_{2} & 0 \\
\gamma & \cdots & 0 & \alpha \lambda_{2} & 0 & \alpha \lambda_{1}
\end{array}\right],
\end{aligned}
$$

$C$ is a zero matrix,
where

$$
\begin{aligned}
\beta_{1} & =\left\{\begin{array}{ll}
\lambda_{n}, & n \text { even, } \\
0, & n \text { odd, }
\end{array} \quad \beta_{2}= \begin{cases}0, & n \text { even, } \\
\lambda_{\frac{n-1}{2}}, & n \text { odd, }\end{cases} \right. \\
\gamma & =\left\{\begin{array}{ll}
0, & n \text { even, } \\
\lambda_{\frac{n+1}{2}}, & n \text { odd, }
\end{array} \quad \alpha=(-1)^{m},\right.
\end{aligned}
$$

and the $\left\{\lambda_{i}\right\}$ are real parameters; or

$$
A(\lambda)=A_{0}+\left[\begin{array}{cccccc}
\vdots & \lambda_{1} & & & \\
0 \vdots & & \lambda_{2} & & \\
\vdots & & & \ddots & \\
\ldots & \ldots & \ldots & \ldots & \lambda_{n} \\
\hdashline 0 & & 0 & & \cdots
\end{array}\right]
$$

where $\lambda_{i} \in \mathbb{R}, i=1, \ldots, n$.
(vi) Let


We take

Then

$$
p^{-1} A_{0} p=\left[\begin{array}{ccccccc}
0 & & & \vdots & & \\
1 & \ddots & & \vdots & & & \\
& \ddots & \ddots & \vdots & & & \\
\ldots & \ldots & 1 & 0 & \vdots & \ldots & \ldots
\end{array}\right] \cdots \cdots \cdots,
$$

The complex matrices commuting with $\left(p^{-1} A_{0} p\right)^{*}$ are of the form

$$
\left[\begin{array}{ccc:ccc}
\epsilon_{1} & \ldots & \epsilon_{n} & \vdots \epsilon_{n+1} & \ldots & \epsilon_{2 n} \\
& \ddots & & \vdots & \ddots & \\
\hdashline \ldots & \ldots & \epsilon_{1} & \ldots \ldots \ldots & \ldots & \epsilon_{n+1} \\
\hdashline \epsilon_{2 n+1} & \ldots & \epsilon_{3 n} & \vdots & \ddots & \epsilon_{3 n+1} \\
& & \epsilon_{2 n+1} & & & \epsilon_{3 n+1}
\end{array}\right], \quad \epsilon_{i} \in \mathbb{C}, i=1, \ldots, 4 n .
$$

Hence, an infinitesimally symplectic miniversal deformation of $A_{0}$ is $A(\lambda)=A_{0}+$ the matrix:

where $a=(3 n+1) / 2, c=n+2, d=2 n+1,\left\{\lambda_{i}\right\}$ are real parame-
ters; or $A(\lambda)=A_{0}+$ the matrix

where $a=(3 n+1) / 2$ and $\left\{\lambda_{i}\right\}$ are real parameters.
(vii) Let

We take

Then

The complex $2 n \times 2 n$ matrices commuting with $\left(p^{-1} A_{0} p\right)^{*}$ are of the form

Thus, an infinitesimally symplectic miniversal deformation of $A_{0}$ is $A(\lambda)=A_{0}+$ the matrix:

or $A(\lambda)=A_{0}+$ the matrix

where $g=(n-1) / 2$ and $\left\{\lambda_{i}\right\}$ are real parameters.
(viii) Let

We take

$$
p=\left[\begin{array}{ccccc}
1 & & \vdots & \\
& \ddots & \vdots & & \\
\ldots & \ldots & 1 & \ldots & \ldots \ldots \ldots \ldots \\
& & \vdots & & (-1)^{n-1} \\
& & & \vdots & \\
& & & & \\
& &
\end{array}\right] n .
$$

Then


The complex matrices commuting with $\left(p^{-1} A_{0} p\right)^{*}$ are of the form

$$
\left[\begin{array}{ccccc}
\epsilon_{1} & \ldots & \epsilon_{n} & \vdots \\
& \ddots & \vdots & & \\
& & \epsilon_{1} & \vdots & \ldots \ldots \ldots \ldots \\
\ldots & & \vdots & \epsilon_{n+1} & \ldots \\
& & \vdots & \ddots & \vdots \\
& & \vdots & & \epsilon_{2 n} \\
& & \epsilon_{n+1}
\end{array}\right] n \quad \epsilon_{i} \in \mathbb{C}, \quad i=1, \ldots, 2 n .
$$

Thus an infinitesimally symplectic miniversal deformation of $A_{0}$ is
or

$$
A(\lambda)=A_{0}+\left[\begin{array}{ccccc}
\lambda_{1} & \ldots & \lambda_{n} & & \\
\ldots & 0 & \ldots & \vdots & \ldots \\
& 0 & & \vdots & -\lambda_{1} \\
& & & \vdots & 0 \\
& & & -\lambda_{n} &
\end{array}\right]
$$

where $\lambda_{i} \in \mathbb{R}, i=1,2, \ldots, n$.

### 2.11 Normal Forms with Codimension One or Two

We consider the following parameter-dependent equations as our models for bifurcation problems

$$
\begin{equation*}
\dot{x}=A(\epsilon) x+f(x), \quad x \in \Omega \subseteq \mathbb{R}^{n}, \quad \epsilon \in \Lambda \subseteq \mathbb{R}^{k} \tag{11.1}
\end{equation*}
$$

where $A(\epsilon)$ is a versal deformation of the matrix $A(0)$ (see Section 2.9) and the equation $\dot{x}=A(0) x+f(x)$ is an $A(0)$-normal form (in some cases $A(\epsilon)$ may be simplified further).

Since we consider equations on center manifolds, we may assume that the linear part of the equation has only eigenvalues with zero real parts when the parameters are zero.

List 1. The following are normal forms of codimension 1.

$$
\begin{align*}
& \dot{x}=\epsilon-x^{2}, \quad x \in \mathbb{R}, \quad \epsilon \in \mathbb{R} \quad \text { (saddle-node) } \\
& \dot{x}=\epsilon x-x^{2}, \quad x \in \mathbb{R}, \quad \epsilon \in \mathbb{R} \quad \text { (transcritical) }  \tag{i}\\
& \dot{x}=\epsilon x \pm x^{3}, \quad x \in \mathbb{R}, \quad \epsilon \in \mathbb{R} \quad \text { (pitchfork) }  \tag{ii}\\
& \left\{\begin{array}{l}
\dot{x}=\epsilon x-y+( \pm x-b y)\left(x^{2}+y^{2}\right), \quad(H o p f) \\
\dot{y}=x+\epsilon y+(b x \pm y)\left(x^{2}+y^{2}\right)
\end{array}\right. \tag{iii}
\end{align*}
$$

where $b$ is a real constant and $\epsilon$ is a real parameter.

List 2. The following are normal forms of codimension 2.
(i) Double zero eigenvalues:

$$
\left\{\begin{array}{l}
\dot{x}=y \\
\dot{y}=\epsilon_{1}+\epsilon_{2} y+x^{2} \pm x y
\end{array}\right.
$$

where $\epsilon_{1}$ and $\epsilon_{2}$ are real parameters.
(ii) Double zero eigenvalues with $Z_{2}$-symmetry:

$$
\left\{\begin{array}{l}
\dot{x}=y \\
\dot{y}=\epsilon_{1} x+\epsilon_{2} y \pm x^{3}-x^{2} y
\end{array}\right.
$$

where $\epsilon_{1}$ and $\epsilon_{2}$ are real parameters.
(iii) Double zero eigenvalues with $Z_{q}$-symmetry $(q \geq 3)$ :

$$
\begin{aligned}
& \dot{z}=\epsilon z+A_{1}|z|^{2} z+A_{2}|z|^{4} z+\cdots+A_{k}|z|^{2 k} z+\bar{z}^{q-1} \\
& \\
& \qquad \quad q \geq 3, \quad q-1 \leq 2 k+1 \leq q
\end{aligned}
$$

where $z \in \mathbb{C}, \epsilon$ is a complex parameter, the $A_{i}$ are complex constants, and $\operatorname{Re} A_{1} \neq 0$.
(iv) Double zero eigenvalues with flip symmetry or one pair of purely imaginary eigenvalues and one zero eigenvalue:

$$
\left\{\begin{array}{l}
\dot{x}=\epsilon_{1} x+a_{1} x y+a_{2} x^{3}+a_{3} x y^{2} \\
\dot{y}=\epsilon_{2}+b_{1} x^{2}+b_{2} y^{2}+b_{3} x^{2} y+b_{4} y^{3}
\end{array}\right.
$$

where $\epsilon_{1}$ and $\epsilon_{2}$ are real parameters, and the $a_{i}$ and $b_{i}$ are real constants with some restrictions (see Section 4.6).
(v) One pair of imaginary eigenvalues and one zero eigenvalue with flip symmetry or two different pairs of purely imaginary eigenvalues:

$$
\left\{\begin{array}{l}
\dot{x}=\epsilon_{1} x+a_{1} x^{3}+a_{2} x y^{2}+a_{3} x^{5}+a_{4} x^{3} y^{2}+a_{5} x y^{4} \\
\dot{y}=\epsilon_{2} y+b_{1} x^{2} y+b_{2} y^{3}+b_{3} x^{4} y+b_{4} x^{2} y^{3}+b_{5} y^{5}
\end{array}\right.
$$

where $\epsilon_{1}$ and $\epsilon_{2}$ are real parameters, and the $a_{i}$ and $b_{i}$ are real constants with some restrictions (see Section 4.7).

## Calculations for Normal Forms in List 1

(i) Let $A_{0}=0 \in \mathbb{R}$. Then an $A_{0}$-normal form up to order 2 is

$$
\begin{equation*}
\dot{x}=a x^{2}, \quad x \in \mathbb{R}, \quad a \in \mathbb{R} \tag{11.2}
\end{equation*}
$$

We assume that $a \neq 0$. On changing variables $x \rightarrow-(1 / a) x$, (11.2) becomes

$$
\begin{equation*}
\dot{x}=-x^{2} \tag{11.3}
\end{equation*}
$$

Since a miniversal deformation of $A_{0}$ is $A(\lambda)=\lambda, \lambda \in \mathbb{R}$, we may take
the following as a codimension-one normal form:

$$
\begin{equation*}
\dot{x}=\lambda x-x^{2} . \tag{11.4}
\end{equation*}
$$

If we change variables by $x \rightarrow x+\lambda / 2$, then (11.4) becomes

$$
\begin{equation*}
\dot{x}=-\lambda^{2} / 4-x^{2}, \tag{11.5}
\end{equation*}
$$

which is induced from the following equation by $\epsilon=-\lambda^{2} / 4$ :

$$
\begin{equation*}
\dot{x}=\epsilon-x^{2}, \quad \epsilon \in \mathbb{R} . \tag{11.6}
\end{equation*}
$$

Therefore we take (11.6) instead of (11.4) as a codimension-one normal form.
(ii) Let $A_{0}=0 \in \mathbb{R}$ and the equation satisfy the reflection symmetry. An $A_{0}$-normal form up to order 3 is

$$
\begin{equation*}
\dot{x}=a x^{3}, \quad x \in \mathbb{R}, \quad a \in \mathbb{R} . \tag{11.7}
\end{equation*}
$$

We assume that $a \neq 0$. By a similar argument, we get

$$
\dot{x}=\epsilon x \pm x^{3}, \quad \epsilon \in \mathbb{R} .
$$

(iii) Let

$$
A_{0}=\left[\begin{array}{rr}
0 & -\omega \\
\omega & 0
\end{array}\right], \quad \omega>0 .
$$

An $A_{0}$-normal form up to order 3 (see Example 1.22) is

$$
\left[\begin{array}{l}
\dot{x}  \tag{11.8}\\
\dot{y}
\end{array}\right]=\left[\begin{array}{rr}
0 & -\omega \\
\omega & 0
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right]+\left(x^{2}+y^{2}\right)\left[\begin{array}{l}
a x-b y \\
b x+a y
\end{array}\right],
$$

where $a, b \in \mathbb{R}$. We assume that $a \neq 0$. Since a miniversal deformation of $A_{0}$ is

$$
A(\lambda)=\left[\begin{array}{cc}
\lambda_{1} & -\omega-\lambda_{2} \\
\omega+\lambda_{2} & \lambda_{1}
\end{array}\right], \quad \lambda_{1}, \lambda_{2} \in \mathbb{R}
$$

we may consider the following equation as a model of bifurcation problems:

$$
\left[\begin{array}{c}
\dot{x}  \tag{11.9}\\
\dot{y}
\end{array}\right]=\left[\begin{array}{cc}
\lambda_{1} & -\omega-\lambda_{2} \\
\omega+\lambda_{2} & \lambda_{1}
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right]+\left(x^{2}+y^{2}\right)\left[\begin{array}{l}
a x-b y \\
b x+a y
\end{array}\right] .
$$

We rescale time by $t \rightarrow t /\left(\omega+\lambda_{2}\right)$ when $\lambda_{2}$ is close to zero and define a new parameter $\epsilon=\lambda_{1} /\left(\omega+\lambda_{2}\right)$. Then (11.9) becomes

$$
\left[\begin{array}{c}
\dot{x}  \tag{11.10}\\
\dot{y}
\end{array}\right]=\left[\begin{array}{cc}
\epsilon & -1 \\
1 & \epsilon
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right]+\frac{\left(x^{2}+y^{2}\right)}{\omega+\lambda_{2}}\left[\begin{array}{l}
a x-b y \\
b x+a y
\end{array}\right] .
$$

If we change variables by $x \rightarrow\left(\sqrt{\omega+\lambda_{2}} / \sqrt{|a|}\right) x, y \rightarrow$ $\left(\sqrt{\omega+\lambda_{2}} / \sqrt{|a|}\right) y$, then (11.10) becomes

$$
\left[\begin{array}{l}
\dot{x}  \tag{11.11}\\
\dot{y}
\end{array}\right]=\left[\begin{array}{cc}
\epsilon & -1 \\
1 & \epsilon
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right]+\left(x^{2}+y^{2}\right)\left[\begin{array}{c} 
\pm x-c y \\
c x \pm y
\end{array}\right],
$$

where $c=b /|a|$.

## Calculations for Normal Forms in List 2

(i) Let

$$
A_{0}=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right] .
$$

Then an $A_{0}$-normal form up to order 2 (see Example 1.15) is

$$
\left\{\begin{array}{l}
\dot{x}=y \\
\dot{y}=a x^{2}+b x y
\end{array}\right.
$$

where $a, b$ are real constants. We assume that $a \cdot b \neq 0$. On the other hand, a miniversal deformation of $A_{0}$ (see Example 9.18(3)) is

$$
A(\lambda)=\left[\begin{array}{ll}
0 & 1 \\
\lambda_{1} & \lambda_{2}
\end{array}\right], \quad \lambda_{1}, \lambda_{2} \in \mathbb{R} .
$$

Hence we may take the following as one of the models of bifurcation problems:

$$
\left\{\begin{array}{l}
\dot{x}=y  \tag{11.12}\\
\dot{y}=\lambda_{1} x+\lambda_{2} y+a x^{2}+b x y
\end{array}\right.
$$

We change variables by $x \rightarrow x-\lambda_{1} / 2 a, y \rightarrow y$ and define new parameters by $\mu_{1}=-\lambda_{1}^{2} / 4 a, \mu_{2}=\left(2 a \lambda_{2}-b \lambda_{1}\right) / 2 a$. Then (11.12) becomes

$$
\left\{\begin{array}{l}
\dot{x}=y,  \tag{11.13}\\
\dot{y}=\mu_{1}+\mu_{2} y+a x^{2}+b x y .
\end{array}\right.
$$

Let

$$
x \mapsto \frac{a}{b^{2}} x, \quad y \mapsto \frac{|a| a}{|b|^{3}} y, \quad t \mapsto\left|\frac{b}{a}\right| t, \quad \mu_{1} \mapsto \frac{a^{3}}{b^{4}} \epsilon_{1}, \quad \mu_{2} \mapsto\left|\frac{a}{b}\right| \epsilon_{2} .
$$

Then (11.13) can be changed to

$$
\left\{\begin{array}{l}
\dot{x}=y,  \tag{11.14}\\
\dot{y}=\epsilon_{1}+\epsilon_{2} y+x^{2} \pm x y,
\end{array}\right.
$$

where $\epsilon_{1}, \epsilon_{2}$ are real parameters.
We note that we can also change variables in (11.12) by $x \rightarrow x-\lambda_{2} / b$, $y \rightarrow y$ and define new parameters by $\mu_{1}=\left(a \lambda_{2}^{2}-b \lambda_{1} \lambda_{2}\right) / b^{2}, \mu_{2}=$ $\left(b \lambda_{1}-2 a \lambda_{2}\right) / b$. Then (11.12) becomes

$$
\left\{\begin{array}{l}
\dot{x}=y,  \tag{11.15}\\
\dot{y}=\mu_{1}+\mu_{2} x+a x^{2}+b x y .
\end{array}\right.
$$

It can be changed to

$$
\left\{\begin{array}{l}
\dot{x}=y,  \tag{11.16}\\
\dot{y}=\epsilon_{1}+\epsilon_{2} x+x^{2} \pm x y .
\end{array}\right.
$$

(ii) Let

$$
A_{0}=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right] .
$$

An $A_{0}$-normal form satisfying $Z_{2}$-symmetry up to order 3 (see Example 5.12) is

$$
\left\{\begin{array}{l}
\dot{x}=y \\
\dot{y}=a x^{3}+b x^{2} y
\end{array}\right.
$$

where $a, b$ are real constants. We assume that $a \cdot b \neq 0$. A miniversal deformation of $A_{0}$ is

$$
A(\lambda)=\left[\begin{array}{ll}
0 & 1 \\
\lambda_{1} & \lambda_{2}
\end{array}\right] .
$$

We note that $A(\lambda)$ commutes with

$$
S=\left[\begin{array}{rr}
-1 & 0 \\
0 & -1
\end{array}\right],
$$

which is a generator of the $Z_{2}$-symmetry group. Thus we may take the following as one of the models of bifurcation problems:

$$
\left\{\begin{array}{l}
\dot{x}=y  \tag{11.17}\\
\dot{y}=\lambda_{1} x+\lambda_{2} y+a x^{3}+b x^{2} y
\end{array}\right.
$$

where $\lambda_{1}, \lambda_{2}$ are real parameters. Let $x \rightarrow(\sqrt{|a|} / b) x, y \rightarrow$ $\left(|a| \sqrt{|a| b} /|b|^{3}\right) y, \epsilon_{1}=b^{2} \lambda_{1} / a^{2}, \epsilon_{2}=|b| \lambda_{2} /|a|$, and $t \rightarrow|b| t /|a|$. Then (11.17) becomes

$$
\left\{\begin{array}{l}
\dot{x}=y,  \tag{11.18}\\
\dot{y}=\epsilon_{1} x+\epsilon_{2} y \pm x^{3}-x^{2} y .
\end{array}\right.
$$

This is the case (ii).
(iii) Let

$$
A_{0}=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right] .
$$

An $A_{0}$-normal form with $Z_{q}$-symmetry $(q \geq 3)$ up to order $q$ (see Example 5.15) is

$$
\begin{equation*}
\dot{z}=A_{1}|z|^{2} z+\cdots+A_{k}|z|^{2 k} z+B \bar{z}^{q-1} \tag{11.19}
\end{equation*}
$$

where $z \in \mathbb{C}$, the $A_{i}$ and $B$ are complex constants, $q-1 \leq 2 k+1 \leq$ $q$. We assume that $B \neq 0$. Suppose that $B=|B| e^{i \phi}$. We change variable by $z \rightarrow e^{i \phi / q} z$, rescale time by $t \rightarrow t /|B|$, and change coefficients by $A_{i} \rightarrow A_{i}|B|$. Then (11.19) becomes

$$
\begin{equation*}
\dot{z}=A_{1}|z|^{2} z+\cdots+A_{k}|z|^{2 k} z+\bar{z}^{q-1} . \tag{11.20}
\end{equation*}
$$

A miniversal deformation commuting with matrix $K_{2 \pi / q}$ of $A_{0}$ is

$$
A(\epsilon)=\left[\begin{array}{rr}
\epsilon_{1} & -\epsilon_{2} \\
\epsilon_{2} & \epsilon_{1}
\end{array}\right], \quad \epsilon_{1}, \epsilon_{2} \text { are real parameters. }
$$

Since the complex form of $A(\epsilon)$ is

$$
\left[\begin{array}{ll}
\epsilon & 0  \tag{11.21}\\
0 & \epsilon
\end{array}\right], \quad \epsilon \in \mathbb{C},
$$

combining (11.20) and (11.21) we obtain

$$
\dot{z}=\epsilon z+A_{1}|z|^{2} z+\cdots+A_{k}|z|^{2 k} z+\bar{z}^{q-1} .
$$

This is the case (iii).
(iv) Let

$$
A_{0}=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right] .
$$

An $A_{0}$-normal form with flip symmetry up to order 3 (see Section 2.5 ) is

$$
\left\{\begin{array}{l}
\dot{x}=a_{1} x^{2}+a_{2} y^{2}+a_{3} x^{3}+a_{4} x y^{2}, \\
\dot{y}=b_{1} x y+b_{2} x^{2} y+b_{3} y^{3},
\end{array}\right.
$$

where the $a_{i}$ and $b_{i}$ are real constants. Let

$$
S=\left[\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right] .
$$

$S$ is a generator of the flip-symmetry group. A miniversal deformation
of $A_{0}$ commuting with $S$ is

$$
A(\lambda)=\left[\begin{array}{cc}
\lambda_{1} & 0 \\
0 & \lambda_{2}
\end{array}\right], \quad \lambda_{1}, \lambda_{2} \in \mathbb{R} .
$$

Thus we obtain the following system:

$$
\left\{\begin{array}{l}
\dot{x}=\lambda_{1} x+a_{1} x^{2}+a_{2} y^{2}+a_{3} x^{3}+a_{4} x y^{2},  \tag{11.22}\\
\dot{y}=\lambda_{2} y+b_{1} x y+b_{2} x^{2} y+b_{3} y^{3} .
\end{array}\right.
$$

We change variables in (11.22) by $x \rightarrow x+\alpha, y \rightarrow y$, where $\alpha$ will be determined later (note that this transformation satisfies flip symmetry with respect to $y$ ). Then (11.22) becomes

$$
\left\{\begin{align*}
\dot{x}= & \left(\lambda_{1} \alpha+a_{1} \alpha^{2}+a_{3} \alpha^{3}\right)+\left(\lambda_{1}+2 a_{1} \alpha+3 a_{3} \alpha^{2}\right) x  \tag{11.23}\\
& +\left(a_{1}+3 a_{3} \alpha\right) x^{2}+\left(a_{2}+a_{4} \alpha\right) y^{2}+a_{3} x^{3}+a_{4} x y^{2}, \\
\dot{y}= & \left(\lambda_{2}+b_{1} \alpha+b_{2} \alpha^{2}\right) y+\left(b_{1}+2 b_{2} \alpha\right) x y+b_{2} x^{2} y+b_{3} y^{3} .
\end{align*}\right.
$$

We can choose an $\alpha=\alpha\left(\lambda_{1}\right)$ such that for each small $\lambda_{1}$

$$
\lambda_{1}+2 a_{1} \alpha+3 a_{3} \alpha^{2}=0
$$

provided $a_{1} \neq 0$, and $\alpha\left(\lambda_{1}\right)$ is continuous and $\alpha(0)=0$. We define new parameters

$$
\epsilon_{1}=\lambda_{1} \alpha+a_{1} \alpha^{2}+a_{3} \alpha^{3}, \quad \epsilon_{2}=\lambda_{2}+b_{1} \alpha+b_{2} \alpha^{2}
$$

and omit the terms with factor $\alpha$ in the coefficients of the higher-order terms in (11.40). We obtain the following:

$$
\left\{\begin{array}{l}
\dot{x}=\epsilon_{1}+a_{1} x^{2}+a_{2} y^{2}+a_{3} x^{3}+a_{4} x y^{2}  \tag{11.24}\\
\dot{y}=\epsilon_{2} y+b_{1} x y+b_{2} x^{2} y+b_{3} y^{3}
\end{array}\right.
$$

After exchanging $x$ and $y$, (11.24) becomes the normal form of the case (iv).

Let the matrix of the linear part of a system be

$$
A_{0}=\left[\begin{array}{rrr}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] .
$$

We change variables by $z=x_{1}+i x_{2}, y=x_{3}$. Then the matrix of the linear part of the resulting system is

$$
\tilde{A}_{0}=\left[\begin{array}{rrr}
i & 0 & 0 \\
0 & -i & 0 \\
0 & 0 & 0
\end{array}\right] .
$$

The resonant monomials with respect to $\tilde{A}_{0}$ are $z_{1} z_{3} e_{1}, z_{2} z_{3} e_{2}, z_{1} z_{2} e_{3}$, $z_{3}^{2} e_{3}, z_{1}^{2} z_{2} e_{1}, z_{1} z_{3}^{2} e_{1}, z_{1} z_{2}^{2} e_{1}, z_{3}^{3} e_{3}$, and $z_{1} z_{2} z_{3} e_{3}$. We note that $z_{1}=z$, $z_{2}=\bar{z}$, and $z_{3}=y$ in this case. A miniversal deformation of $A_{0}$ is

$$
\tilde{A}(\lambda)=\left[\begin{array}{ccc}
\lambda_{1}+i & 0 & 0 \\
0 & \lambda_{2}-i & 0 \\
0 & 0 & \lambda_{3}
\end{array}\right], \quad \lambda_{1}, \lambda_{2}, \lambda_{3} \in \mathbb{C}
$$

But $\lambda_{2}=\bar{\lambda}_{1}$, and $\lambda_{3} \in \mathbb{R}$ in this case. Thus we obtain the following

$$
\left\{\begin{array}{l}
\dot{z}=\left(\lambda_{1}+i\right) z+A_{1} z y+A_{2}|z|^{2} z+A_{3} z y^{2}  \tag{11.25}\\
\dot{y}=\lambda_{3} y+a_{2}|z|^{2}+b_{2} y^{2}+c_{2}|z|^{2} y+d_{2} y^{3}
\end{array}\right.
$$

where $A_{i}$ are complex constants, $a_{2}, b_{2}, c_{2}, d_{2}$ are real constants, and the equation for $\dot{\bar{z}}$ is omitted. Let $z=r e^{i \theta}$. Then (11.25) becomes

$$
\left\{\begin{array}{l}
\dot{r}=\epsilon_{1} r+a_{1} r y+b_{1} r^{3}+c_{1} r y^{2}  \tag{11.26}\\
\dot{y}=\epsilon_{2} y+a_{2} r^{2}+b_{2} y^{2}+c_{2} r^{2} y+d_{2} y^{3}
\end{array}\right.
$$

where $\epsilon_{1}=\operatorname{Re} \lambda_{1}, \epsilon_{2}=\lambda_{3}, a_{1}=\operatorname{Re} A_{1}, b_{1}=\operatorname{Re} A_{2}, c_{1}=\operatorname{Re} A_{3}$, and the equation for $\dot{\theta}$ is omitted since $\left.\dot{\theta}=1+O\left(() \operatorname{Im} \lambda_{1}, r, y\right) \mid\right)$. If we replace $y$ by $x$ and replace $r$ by $y$ then (11.26) is the same as (11.22). This is the case (iv) with $x \geq 0$.
(v) Let

$$
A_{0}=\left[\begin{array}{rrr}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

We assume that the equation satisfies flip symmetry. More precisely, the equation satisfies the group $\Gamma$-symmetry, where $\Gamma$ is generated by

$$
S=\left[\begin{array}{rrr}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -1
\end{array}\right] .
$$

By a similar argument as that for the second subcase of case (iv), and noticing that the equation in complex form satisfies $S$-symmetry, we obtain the following:

$$
\left\{\begin{array}{l}
\dot{z}=\left(\lambda_{1}+i\right) z+A_{1}|z|^{2} z+A_{2} z y^{2}+A_{3}|z|^{4} z+A_{4}|z|^{2} z y^{2}+A_{5} y^{4}  \tag{11.27}\\
\dot{y}=\lambda_{2} y+b_{1} y^{3}+b_{2}|z|^{2} y+b_{3}|z|^{4} y+b_{4}|z|^{2} y^{3}+b_{5} y^{5}
\end{array}\right.
$$

where $z \in \mathbb{C}, y \in \mathbb{R}, \lambda_{1}$ is a complex parameter, $\lambda_{2}$ is a real parameter and the $A_{i}$ and $b_{i}$ are complex and real constants. Changing variables by $z=r e^{i \theta}, y=y$ in (11.27) and omitting the equation for $\dot{\theta}$ we get the normal form of case (v) with $x \geq 0$.

Let the matrix of the linear part of a system be

$$
A_{0}=\left[\begin{array}{cccc}
0 & -\omega_{1} & 0 & 0 \\
\omega_{1} & 0 & 0 & 0 \\
0 & 0 & 0 & -\omega_{2} \\
0 & 0 & \omega_{2} & 0
\end{array}\right],
$$

where $\omega_{1}, \omega_{2}>0$ and $\omega_{1}$ and $\omega_{2}$ are rationally independent. We change variables by $z_{1}=x_{1}+i x_{2}, z_{2}=x_{1}-i x_{2}, z_{3}=x_{3}+i x_{4}, z_{4}=$ $x_{3}-i x_{4}$ in the system. Then the matrix of the linear part of the
resulting system is

$$
A_{0}=\left[\begin{array}{cccc}
\omega_{1} i & 0 & 0 & 0 \\
0 & -\omega_{1} i & 0 & 0 \\
0 & 0 & \omega_{2} i & 0 \\
0 & 0 & 0 & -\omega_{2} i
\end{array}\right]
$$

The resonant conditions for $\tilde{A_{0}}$ are $\omega_{j}=\alpha_{1} \omega_{1}-\alpha_{2} \omega_{1}+\alpha_{3} \omega_{2}-\alpha_{4} \omega_{2}$, or

$$
\begin{array}{ll}
\left(\alpha_{1}-\alpha_{2}-1\right) \omega_{1}+\left(\alpha_{3}-\alpha_{4}\right) \omega_{2}=0, & j=1 \\
\left(\alpha_{1}-\alpha_{2}\right) \omega_{1}+\left(\alpha_{3}-\alpha_{4}-1\right) \omega_{2}=0, & j=3
\end{array}
$$

Since $\omega_{1}$ and $\omega_{2}$ are rationally independent, we must have $\alpha_{1}-\alpha_{2}=1$, $\alpha_{3}=\alpha_{4}$ for $j=1$ and $\alpha_{1}=\alpha_{2}, \alpha_{3}-\alpha_{4}=1$ for $j=3$. Furthermore a miniversal deformation of $\bar{A}_{0}$ is

$$
\left[\begin{array}{cccc}
\lambda_{1}+\omega_{1} i & 0 & 0 & 0 \\
0 & \bar{\lambda}_{1}-\omega_{1} i & 0 & 0 \\
0 & 0 & \lambda_{2}+\omega_{2} i & 0 \\
0 & 0 & 0 & \bar{\lambda}_{2}-\omega_{2} i
\end{array}\right], \quad \lambda_{1}, \lambda_{2} \in \mathbb{C} .
$$

Thus we obtain the following:

$$
\left\{\begin{align*}
\dot{z}_{1}= & \left(\omega_{1} i+\lambda_{1}\right) z_{1}+A_{1}\left|z_{1}\right|^{2} z_{1}+A_{2} z_{1}\left|z_{3}\right|^{2}+A_{3}\left|z_{1}\right|^{4} z_{1}  \tag{11.28}\\
& +A_{4}\left|z_{1}\right|^{2}\left|z_{3}\right|^{2} z_{1}+A_{5} z_{1}\left|z_{3}\right|^{4} \\
\dot{z}_{3}= & \left(\omega_{2} i+\lambda_{2}\right) z_{3}+B_{2}\left|z_{1}\right|^{2} z_{3}+B_{2}\left|z_{3}\right|^{2} z_{3}+B_{3}\left|z_{1}\right|^{4} z_{3} \\
& +B_{4}\left|z_{1}\right|^{2}\left|z_{3}\right|^{2} z_{3}+B_{5}\left|z_{3}\right|^{4} z_{3}
\end{align*}\right.
$$

where the $A_{i}$ and $B_{i}$ are complex constants. Let $z_{1}=r_{1} e^{i \theta_{1}}, z_{3}=r_{2} e^{i \theta_{2}}$. Then (11.28) becomes

$$
\left\{\begin{array}{l}
\dot{r}_{1}=\epsilon_{1} r_{1}+a_{1} r_{1}^{3}+a_{2} r_{1} r_{2}^{2}+a_{3} r_{1}^{5}+a_{4} r_{1}^{3} r_{2}^{2}+a_{5} r_{1} r_{2}^{4} \\
\dot{r}_{2}=\epsilon_{2} r_{2}+b_{1} r_{1}^{2} r_{2}+b_{2} r_{2}^{3}+b_{3} r_{1}^{4} r_{2}+b_{4} r_{1}^{2} r_{2}^{2}+b_{5} r_{2}^{5}
\end{array}\right.
$$

where $\epsilon_{1}, \epsilon_{2}$ are real parameters, the $a_{i}$ and $b_{i}$ are real constants, and the equations for $\dot{\theta}_{1}$ and $\dot{\theta}_{2}$ are omitted since $\dot{\theta}_{1}$ and $\dot{\theta}_{2}$ are close to 1 when $r_{1}$ and $r_{2}$ are close to zero. This is the case (v) with $x \geq 0$ and $y \geq 0$.

### 2.12 Bibliographical Notes

Normal form theory has a long history. The basic idea of simplifying ordinary differential equations through changes of variables can be found in the early work of Briot and Bouquet [1]. Poincaré [2] made very important contributions to normal form theory. After Poincaré, this theory was developed by Liapunov [1], Dulac [2], Birkhoff [1], Cherry [1], Siegel [1], Sternberg [1-4], Chen [1], Gustavson [1], Moser [1], and many others. Recently normal form theory has been developed very rapidly since it plays a very important role in bifurcation theory. We mention the work of Arnold [1, 6, 7], Belitskii [1-5], Bruno [1-6], Takens [1, 3, 4], Cushman [1-3], Cushman and Sanders [1-5], Elphick, et al. [1], van der Meer [1-2], and so forth. For an outline of the normal form theory, we also refer our readers to the books by Arnold [4], Arnold and Il'yashenko [1], Bruno [6], Chow and Hale [1], Golubitsky and Schaeffer [1], Guckenheimer and Holmes [1], and Wiggins [1].

Most transformations which lead the equations to their normal forms are formal series. Only in a very few cases are the transformations convergent series (see Siegel [1] and Bruno [6]). From the point of view of the applications, one only needs terms of lower orders in normal forms. That is the main reason we consider here only normal forms up to a certain order.

In Section 2.1, we introduced two methods of computing normal forms. The matrix representation method is based on linear algebra and is well known. The method of adjoints was first given by Belitskii [3-4], and then by Elphick et al. [1]. Our treatment is similar to that of Elphick et al. [1]. Another important method is based on the representation theory of Lie algebra $s l(2, R)$. This method was used in the computation of normal forms of nonlinear Hamiltonian systems (see Cushman, Deprit, and Mosak [1] and Cushman, Sanders, and White [1]). General applications of the method of representation theory of $s l(2, R)$ to normal form theory were studied by Arnold and Il'yashenko [1], Cushman and Sanders [2], Meyer [3], and Wang [2-3].

The applications of $S-N$ decomposition technique to normal form theory were first used in Arnold [4] and in van der Meer [1].
In Section 2.2 we introduced linearization theory for analytic systems.
Poincare's and Siegel's Theorem were proved in Arnold [4]. Our treatment for the proof of Poincare's theorem is essentially the same as that given by Meyer [2] for diffeomorphisms. The proof of Siegel's theorem in this chapter is given by Chow, Lu, and Shen [1] in a similar way as that used in the proof of Siegel's theorem for mappings given by Zehnder [1]. Results of linearization for general cases have been given by Chen [1], Hartman [1], Nagumo and Ise [1], Sell [1], Sternberg [1], and others.

Normal forms of equations with periodic coefficients and normal forms of maps near fixed points were studied in Arnold [4]. Normal forms of equations with symmetry were studied in Elphick et al. [1] and Golubitsky and Schaeffer [1].

Normal forms of linear Hamiltonian systems were studied first by Williamson [1]. Lists I and II in Section 2.6 for normal forms of indecomposable infinitesimally symplectic matrices are from Burgoyne and Cushman [1] in which one can find the complete proofs for the two lists of normal forms.
Normal forms of nonlinear Hamiltonian systems were studied first by Whittaker [1] and then by Birkhoff [1], Cherry [1], and Siegel [2]. See also Arnold [3], Bruno [3], Gustavson [1], and Meyer [1]. For more references we recommend van der Meer [1]. The main results in Section 2.7 can be found in Elphick et al. [1] and Wang [4].

Takens's Theorem was given by Takens [2]. In Section 2.8 we give an elementary proof of this theorem. The idea of our proof is motivated by Rousseau [1].
The main results of versal deformations of matrices were given by Arnold [6]. Following Arnold's idea, Galin [2] and Koçak [1] gave versal deformations of infinitesimally symplectic matrices.
The general method for computing normal forms of systems with parameters $\epsilon \in \mathbb{R}^{k}$ is to add an equation $\dot{\epsilon}=0$ to the original system and to get normal forms for the extended system. See, for example, Guckenheimer and Holmes [1]. Different treatments were used in Chow and Wang [1], Elphick et al. [1] and Vanderbauwhede [3]. The lists of codimension-one and codimension-two normal forms can also be found in Guckenheimer [3], and Elphick et al. [1].

The computation of coefficients of normal forms for a given system was studied by many authors; see, for example, Chow, Drachman, and

Wang [1], Cushman and Sanders [1-5], Knobloch [1], Rand and Keith [1], and Rand and Armbruster [1]. They gave computer programs by using symbolic computation softwares such as MACSYMA. Recursive formulas for coefficients of normal forms were given by Bruno [6], Hsu and Favretto [1], and Wang [5].

Other topics in normal form theory for volume preserving vector fields, reversible systems, constrained systems, Hamiltonian systems, and stochastic systems can be found in Arnold [3], Baider and Churchill [1], Broer [1-2], Broer et al. [1], Chow, Lu, and Shen [1], Chua and Oka [1], Cushman, Sanders, and White [1], Khazin and Shnol [1], Moser [1], Starzhinskii [1-2], Sternberg [3], Tirapegui [1], Ushiki [1], and many others.

## 3

## Codimension One Bifurcations

In Chapters 3-5 we will study bifurcation phenomena of vector fields. In order to consider these problems, we should consider not only a single vector field, but also its "nearby" vector fields. This means we need to consider a suitable space of vector fields $\mathscr{X}$, for example, $\mathscr{P}^{r}\left(\mathbb{R}^{n}\right)$, the Banach space of all $C^{r}(r \geq 1)$ vector fields on $\mathbb{R}^{n}$, and investigate the qualitative behavior of all vector fields in a small neighborhood of a fixed vector field in $\mathscr{X}$.
We say two vector fields $X$ and $Y$ in $\mathscr{X}$ are topologically equivalent, denoted by $X \sim Y$, if there exists a homeomorphism on $\mathbb{R}^{n}$ which maps the phase orbits of $X$ onto the phase orbits of $Y$ and preserves the direction of the orbits in time. We say $X \in \mathscr{X}$ is structurally stable if there is a neighborhood $V$ of $X$ in $\mathscr{X}$ such that $Y \sim X$ for all $Y \in V$. We say $X \in \mathscr{X}$ is a bifurcation point if $X$ is not structurally stable. All bifurcation points form a bifurcation set $\mathscr{B}$ in $\mathscr{X}$.
Suppose $X \in \mathscr{B}$. This means that in any neighborhood $V$ of $X$ in $\mathscr{X}$, no matter how small it is, we can find $Y \in V$ such that the orbit structures of $X$ and $Y$ are different ( $Y$ is not equivalent to $X$ ). There is a basic question: Is it possible to find a neighborhood $W$ of $X$ in $\mathscr{Z}$ such that we can give a complete description of the phase portraits for all $Y \in W$ ? Related to this question, we need to know the structure of the bifurcation set in $W$ (i.e., $\mathscr{B} \cap W$ ) which may be very complicated. In some cases, if we put a suitable "nondegenerate condition" on $X$ we can make the structure of $\mathscr{B}$ (near $X$ ) simple. For example, we may find a finite-dimensional surface $S$ in $W$ passing through $X$ such that for every $Y \in W$ there is a $Z \in S, Z \sim Y$. Thus, to answer the above question, we can restrict our study to the family $S$. If we can find such a family with dimension $k$, but such that any ( $k-1$ )-dimensional family (passing through $X$ ) has no such property, then $X$ is called a codimen-
sion-k bifurcation point. In fact, under certain conditions the surface $S$ is transversal to a submanifold at $X$, with codimension $k$ in $\mathscr{X}$. Intuitively, the codimension indicates the degree of complexity of the bifurcation problem.

### 3.1 Definitions and Jet Transversality Theorem

We first define the space of jets. Suppose that $M$ and $N$ are $C^{r}$-manifolds ( $1 \leq r \leq \infty$ ) with finite dimensions, and $f, g \in C^{r}(M, N)$.

Definition 1.1. $f$ and $g$ are said to be $k$-tangent at $x \in M(1 \leq k \leq r)$ if in a local coordinate system $f$ and $g$ have the same Taylor coefficients up to order $k$ at $x$.
The $k$-tangency is independent of the choice of local coordinates, and it gives an equivalence relation in $C^{r}(M, N)$.

Definition 1.2. A $k$-jet of a $C^{r}$ mapping $f$ at $x$ is given by

$$
j_{x}^{k}(f)=\left\{g \in C^{r}(M, N) \mid g \text { is } k \text {-tangent to } f \text { at } x\right\},
$$

and we define

$$
j^{k}(f)=\left\{j_{x}^{k}(f) \mid \forall x \in M\right\}
$$

and

$$
J^{k}(M, N)=\left\{j^{k}(f) \mid \forall f \in C^{k}(M, N)\right\} .
$$

Since the dimensions of $M$ and $N$ are finite, $J^{k}(M, N)$ is finite dimensional. Moreover, if $M$ and $N$ are $C^{r}$-manifolds, then $J^{k}(M, N)$ is a $C^{r-k}$-manifold (see Hirsch [1]).

Definition 1.3. Suppose $L$ is a linear space, and $A$ and $B$ are its linear subspaces. $A$ and $B$ are said to be transversal if

$$
L=A+B
$$

Suppose $M$ and $N$ are smooth manifolds, $A$ is a smooth submanifold of $N, f \in C^{\infty}(M, N)$, and $p \in M$. Since the tangent space of a manifold at a point is linear, and the tangent mapping $T_{p} f$ maps the tangent space $T_{p} M$ into the tangent space $T_{f(p)} N$, we can define the transversality between $f$ and $A$ at $p$ as follows.

Definition 1.4. The mapping $f$ and the submanifold $A$ are said to be transversal at $p \in M$ and denoted by $f \Phi_{p} A$, if $f(p) \notin A$ or

$$
\left(T_{p} f\right)\left(T_{p} M\right)+T_{f(p)} A=T_{f(p)} N
$$

$f$ and $A$ are said to be transversal and denoted by $f$ 不 $A$ if they are transversal at every point $p \in M$.

The following result is obvious, but it is useful.

Theorem 1.5. Suppose that $M$ and $N$ are smooth manifolds with dimensions $m$ and $n$, respectively, and $A$ is a smooth submanifold of $N$ with codimension $r$. Let $\left(x^{1}, \ldots, x^{m}\right)$ be the local coordinates of $M$ near $x_{0}$, and $\left(y^{1}, \ldots, y^{n}\right)$ be the local coordinates of $N$ near $f\left(x_{0}\right)$. Suppose in a neighborhood $U$ of $f\left(x_{0}\right)$ in $N$, the set $A \cap U$ can be expressed by $y^{1}=\cdots=y^{r}=0$. If $f\left(x_{0}\right) \in A$, then $f{\Phi_{x_{0}}} A$ if and only if the rank of the matrix $\left.\left(\partial y^{i} / \partial x^{j}\right)\right|_{\substack{i=1,2, \ldots, r \\ j=1,2, \ldots, m}}$ at $x_{0}$ is $r$.

The following theorem gives a residual set in $C^{r}(M, N)$ by using the transversality condition.

Theorem 1.6. (Jet Transversality Theorem) Suppose $M$ and $N$ are finitedimensional smooth manifolds without boundaries, and $A$ is a smooth submanifold of $J^{k}(M, N)$. If $1 \leq k<r \leq \infty$, then the set of mappings

$$
\mathscr{F}=\left\{f \in C^{r}(M, N) \mid j^{k}(f) \mathbb{\nwarrow} A\right\}
$$

is residual in $C^{r}(M, N)$. If, in addition, $A$ is closed, then $\mathscr{F}$ is open in $C^{\prime}(M, N)$.

Remark 1.7. A residual subset of $C^{r}(M, N)$ is one that is the intersection of countably many dense open sets of $C^{r}(M, N)$. Hence, it is still a dense set. The power of Theorem 1.6 is that by a consideration of the transversal property in a finite-dimensional space $J^{k}(M, N)$ (for example, using Theorem 1.5) we can obtain a residual set in the infinitedimensional space $C^{r}(M, N)$. By this theorem, we will get some generic families of vector fields in some bifurcation problems.

We state two more theorems which will be needed in future discussions.

Theorem 1.8. Suppose that $f \in C^{r}(M, N)$ and $A$ is a submanifold of $N$. If $f$ 甭 $A$, then $f^{-1}(A)$ is a submanifold of $M$. If, in addition, $A$ has a finite codimension in $N$, then $f^{-1}(A)$ has the same codimension in $M$, that is,

$$
\operatorname{codim}\left(f^{-1}(A)\right)=\operatorname{codim}(A)
$$

Remark 1.9. If $f: M \rightarrow N$ is a submersion, then the condition $f$ 木 $A$ is satisfied.

Theorem 1.10. (Malgrange Preparation Theorem) Suppose that $U \subset \mathbb{R} \times$ $\mathbb{R}^{n}$ is an open set with $(0,0) \in U$, and $f \in C^{\infty}(U, \mathbb{R})$ satisfies

$$
f(x, 0)=x^{k} g(x)
$$

for some integer $k \geq 1$, where $g$ is smooth in a neighborhood of $x=0$, and $g(0) \neq 0$. Then there exist a smooth function $q$ defined in a neighborhood $V$ of $(0,0)$ in $\mathbb{R} \times \mathbb{R}^{n}$ and $C^{\infty}$ functions $a_{0}(\epsilon), \ldots, a_{k-1}(\epsilon)$ in a neighborhood of the origin in $\mathbb{R}^{n}$ such that $q(0,0) \neq 0, a_{0}(0)=\cdots=$ $a_{k-1}(0)=0$, and

$$
q(x, \epsilon) f(x, \epsilon)=x^{k}+\sum_{i=0}^{k-1} a_{i}(\epsilon) x^{i}, \quad(x, \epsilon) \in V
$$

Remark 1.11. The previous result is, in some sense, a generalization of the Implicit Function Theorem, and it is obtained by using the Division

Theorem which has been proved for $C^{r}$ functions by Barbancon [1] and Lasalle [1]. See also Schecter [2].
In the last part of this section, we define the versal deformation of a "singular vector field" (i.e., it is not structurally stable) and define the codimension of a local bifurcation problem, and then try to give a procedure to determine them in Sections 3.2 and 4.1.

If we consider a bifurcation problem locally, we need the following concept.

Definition 1.12. Two mappings defined near a point $x$ have a common germ at $x$ if one can find a neighborhood $U$ of $x$ such that they coincide in $U$.

Obviously, the germ of a mapping at a point is an equivalence class, and we call any mapping in this class a representative of this germ.
Similarly to Definitions 1.1 and 1.2 , we can define the $k$-jet of a germ at a point. If we consider the problem locally, we usually use the same notation $J^{k}(M, N)$ to denote the set of all $k$-jets of germs of mappings from $M$ into $N$.
We denote by $V\left(x_{0}\right)$ the space of germs of $C^{\infty}$ vector fields at $x_{0} \in \mathbb{R}^{n}$. We give $V\left(x_{0}\right)$ the topology induced from inclusion maps. See Hirsch [1, p. 36]. We take a small open set $U$ of the origin in $\mathbb{R}^{n}$, and define

$$
\begin{equation*}
\mathscr{X}=\{(x, X) \mid X \in V(x), x \in U\} . \tag{1.1}
\end{equation*}
$$

The natural projection

$$
\begin{equation*}
\pi_{k}\left(x_{0}\right): V\left(x_{0}\right) \rightarrow J_{x_{0}}^{k}:=\left\{j_{x_{0}}^{k}(X) \mid X \in V\left(x_{0}\right)\right\} \tag{1.2}
\end{equation*}
$$

induces a projection

$$
\begin{equation*}
\pi_{k}: \mathscr{X} \rightarrow J^{k}:=\left\{\left(x, j_{x}^{k}(X)\right) \mid x \in U, X \in V(x)\right\} . \tag{1.3}
\end{equation*}
$$

Now we consider the family of vector fields

$$
\begin{equation*}
\dot{x}=X(x, \epsilon), \tag{1.4}
\end{equation*}
$$

where $x \in \mathbb{R}^{n}, \epsilon \in \mathbb{R}^{k}$, and $X \in C^{\infty}\left(\mathbb{R}^{n} \times \mathbb{R}^{k}, \mathbb{R}^{n}\right)$. If $\epsilon$ varies in a small neighborhood of $\epsilon_{0}$ in $\mathbb{R}^{k}$, (1.4) is said to be a deformation of
vector field $\dot{x}=X\left(x, \epsilon_{0}\right)$. The family of vector fields (1.4) can be expressed briefly by the mapping $X: \mathbb{R}^{n} \times \mathbb{R}^{k} \rightarrow \mathbb{R}^{n}$.

Definition 1.13. A local family ( $X ; x_{0}, \epsilon_{0}$ ) is the germ of the mapping $X$ at the point $\left(x_{0}, \epsilon_{0}\right)$ of the direct product of the phase space and the parameter space.

Definition 1.14. Two local families ( $X ; x_{0}, \epsilon_{0}$ ) and ( $Y ; y_{0}, \epsilon_{0}$ ) are said to be equivalent if there is a germ of a continuous mapping $y=h(x, \epsilon)$ at the point ( $x_{0}, \epsilon_{0}$ ) such that for every $\epsilon, h(\cdot, \epsilon)$ (the representative of the germ) is a homeomorphism mapping the phase orbits of ( $X ; x_{0}, \epsilon_{0}$ ) onto the phase orbits of ( $Y ; y_{0}, \epsilon_{0}$ ) with $h\left(x_{0}, \epsilon_{0}\right)=y_{0}$ and preserving the direction of orbits in time.

Definition 1.15. A local family ( $Z ; x_{0}, \mu_{0}$ ) is induced from the local family ( $X ; x_{0}, \epsilon_{0}$ ), if there is a germ of a continuous mapping $\phi$ at $\mu_{0}$, $\epsilon=\phi(\mu)$, such that $\epsilon_{0}=\phi\left(\mu_{0}\right)$ and $Z(x, \mu)=X(x, \phi(\mu))$.

Definition 1.16. A local family ( $X ; x_{0}, \epsilon_{0}$ ) is called a versal deformation of the germ of $X\left(\cdot, \epsilon_{0}\right)$ at the point $x_{0}$ if every other local family containing the same germ of $X\left(\cdot, \epsilon_{0}\right)$ is equivalent to a local family induced from ( $X ; x_{0}, \epsilon_{0}$ ).

Definition 1.17. The bifurcation of $X\left(\cdot, \epsilon_{0}\right)$ is said to have codimension $m$ if $X\left(\cdot, \epsilon_{0}\right)$ has a versal deformation with $m$ parameters and any ( $m-1$ )-parameter local family is not a versal deformation of $X(\cdot, \epsilon)$. If any local family with a finite number of parameters is not a versal deformation of $X\left(\cdot, \epsilon_{0}\right)$, then the codimension of $X\left(\cdot, \epsilon_{0}\right)$ is infinite.
Now suppose $X=X(\cdot, 0)$. Corresponding to the differential equation

$$
\dot{x}=A x+\cdots
$$

is a bifurcation point in $V(0)$. The question is how to determine the codimension of $X$ in $V(0)$ and how to find its versal deformation?

We note that some bifurcation problems have infinite codimension, and there is no efficient method to answer the above question in general.

But for some special cases, it is possible to determine their versal deformations (see $\S 3.2$ and $\S 4.1$ for details).

### 3.2 Bifurcation of Equilibria

In Section 2.11, we have listed the following codimension 1 normal forms:
(i) $\dot{x}=\epsilon \pm x^{2}$,
(ii) $\dot{x}=\epsilon x \pm x^{2}$,
(iii) $\dot{x}=\epsilon x \pm x^{3}$,
(iv) $\left\{\begin{array}{l}\dot{x}=\epsilon x-y+(a x-b y)\left(x^{2}+y^{2}\right), \\ \dot{y}=x+\epsilon y+(b x+a y)\left(x^{2}+y^{2}\right) .\end{array}\right.$

In this section we discuss the local bifurcations of these normal forms, and give a general Hopf bifurcation theorem. We will only consider the cases "-" in (i)-(iii), and leave the cases " + " as exercises.
(i) $\dot{x}=\epsilon-x^{2}$, saddle-node bifurcation.

We first show that

$$
\begin{equation*}
\dot{x}=\epsilon-x^{2} \quad\left(\epsilon \in \mathbb{R}^{1}\right) \tag{2.1}
\end{equation*}
$$

is a versal deformation of

$$
\begin{equation*}
\dot{x}=-x^{2}+\cdots . \tag{2.2}
\end{equation*}
$$

Let $V\left(x_{0}\right)$ be the space of germs of $C^{\infty}$ vector fields at $x_{0} \in \mathbb{R}^{1}$, and $\mathscr{O}=\{(x, X) \mid X \in V(x),-\sigma<x<\sigma$ for a small $\sigma>0\}$. Suppose $X \in$ $V(x)$ has a representative $\dot{x}=f(x)$. The natural projection $\pi_{k}\left(x_{0}\right)$ : $V\left(x_{0}\right) \rightarrow J_{x_{0}}^{k}$ induces a projection

$$
\pi_{k}: \mathscr{X} \rightarrow J^{k}, \quad(x, X) \mapsto\left(x, f, f^{\prime}, \ldots, f^{(k)}\right)
$$

where $f, f^{\prime}, \ldots, f^{(k)}$ are the Taylor coefficients up to order $k$ at $x$.

Let
$\Sigma=\left\{\left(x_{0}, X\right) \in \mathscr{X} \mid \exists x_{0}\right.$ such that $\left.f\left(x_{0}\right)=f^{\prime}\left(x_{0}\right)=0, f^{\prime \prime}\left(x_{0}\right) \neq 0\right\}$.
If $(x, Y) \in \Sigma$, then $Y$ has the same singular character at $x$ as (2.2) at 0 .

Lemma 2.1. If $k \geq 2$, then $\pi_{k} \Sigma$ is locally a smooth submanifold with codimension 2 in $J^{k}$ and $\Sigma$ is a codimension 2 submanifold of $\mathscr{X}$.

Proof. Obviously,

$$
\pi_{1} \Sigma=\left\{\left(x, f, f^{\prime}\right) \mid f=f^{\prime}=0\right\}
$$

is a codimension 2 smooth submanifold in $J^{1}$. By Theorem 1.8 and Remark 1.9, the natural projection

$$
\pi_{21}: J^{2} \rightarrow J^{1}, \quad\left(x, f, f^{\prime}, f^{\prime \prime}\right) \mapsto\left(x, f, f^{\prime}\right)
$$

yields that $\pi_{21}^{-1}\left(\pi_{1} \Sigma\right)$ is a codimension 2 submanifold in $J^{2}$. Since $\pi_{2} \Sigma=\left.\pi_{21}^{-1}\left(\pi_{1} \Sigma\right)\right|_{f^{\prime \prime} \neq 0}$ is locally an open subset of $\pi_{21}^{-1}\left(\pi_{1} \Sigma\right), \pi_{2} \Sigma$ is locally a codimension 2 submanifold in $J^{2}$.

Using Theorem 1.8 , we obtain that $\pi_{k} \Sigma=\pi_{k 2}^{-1}\left(\pi_{2} \Sigma\right)$ is locally a codimension 2 submanifold in $J^{k}$ for $k>2$. Hence, $\Sigma=\pi_{k}^{-1}\left(\pi_{k} \Sigma\right)$ is locally codimension 2 in $\mathscr{X}$.

Now we consider a deformation of (2.2)

$$
\begin{equation*}
\dot{x}=g(x, \lambda) \tag{2.3}
\end{equation*}
$$

where $g \in C^{\infty}\left(\mathbb{R}^{1} \times \mathbb{R}^{m}, \mathbb{R}^{1}\right)$ and

$$
\begin{equation*}
g(x, 0)=-x^{2}+O\left(|x|^{3}\right) \tag{2.4}
\end{equation*}
$$

By Theorem 1.10, there are smooth functions $q(x, \lambda), \alpha(\lambda), \beta(\lambda)$ such that

$$
\begin{equation*}
q(0,0) \neq 0, \quad \alpha(0)=\beta(0)=0 \tag{2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
g(x, \lambda)=q(x, \lambda)\left[\alpha(\lambda)+\beta(\lambda) x-x^{2}\right] \tag{2.6}
\end{equation*}
$$

The deformation (2.3) gives a mapping

$$
\xi: \mathbb{R} \times \mathbb{R}^{m} \rightarrow J^{2}, \quad(x, \lambda) \mapsto \pi_{2} g(x, \lambda)
$$

Definition 2.2. The deformation (2.3) is said to be nondegenerate if $\xi$ 不 $\pi_{2} \Sigma$ at $(x, \lambda)=(0,0)$.

Theorem 2.3. Equation (2.1) is a versal deformation of (2.2) provided we consider only nondegenerate deformations of (2.2).

Proof.

$$
\pi_{2} \Sigma=\left\{\left(x, f, f^{\prime}, f^{\prime \prime}\right) \mid f=f_{x}^{\prime}=0, f_{x x}^{\prime \prime} \neq 0\right\}
$$

By Theorem 1.5, if (2.3) is nondegenerate, then

$$
\begin{equation*}
\left.\operatorname{rank} \frac{\partial\left(g(x, \lambda), g_{x}(x, \lambda)\right)}{\partial(x, \lambda)}\right|_{(0,0)}=2 \tag{2.7}
\end{equation*}
$$

Under condition (2.4), (2.7) is equivalent to

$$
\begin{equation*}
g_{\lambda_{i}}^{\prime}(0,0) \neq 0 \quad \text { for some } i, \quad 1 \leq i \leq m \tag{2.8}
\end{equation*}
$$

By (2.5) and (2.6), (2.8) is equivalent to

$$
\begin{equation*}
\alpha_{\lambda_{i}}^{\prime}(0) \neq 0 \tag{2.9}
\end{equation*}
$$

Without loss of generality we take $i=1$. Since $q(0,0) \neq 0$, (2.3) is equivalent to

$$
\begin{equation*}
\dot{x}=\alpha(\lambda)+\beta(\lambda) x-x^{2}=\gamma(\lambda)-\left(x-\frac{\beta(\lambda)}{2}\right)^{2} \tag{2.10}
\end{equation*}
$$

where $\gamma(\lambda)=\alpha(\lambda)+\frac{1}{4} \beta^{2}(\lambda)$.
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Using (2.9) and (2.5), we have $\gamma_{\lambda_{1}}^{\prime}(0) \neq 0$. Hence

$$
\left\{\begin{array}{c}
\mu_{1}=\gamma(\lambda) \\
\mu_{2}=\lambda_{2} \\
\vdots \\
\mu_{m}=\lambda_{m}
\end{array}\right.
$$

is a $C^{\infty}$ transformation and has an inverse $\lambda=\lambda(\mu), \lambda(0)=0$. Thus, (2.10) becomes

$$
\begin{equation*}
\dot{x}=\mu_{1}-\left(x-\frac{1}{2} \beta(\lambda(\mu))\right)^{2} \tag{2.11}
\end{equation*}
$$

which is equivalent (by Definition 1.14) to

$$
\begin{equation*}
\dot{y}=\mu_{1}-y^{2} \tag{2.12}
\end{equation*}
$$

Both (2.11) and (2.12) are m-parameter local families. On the other hand, (2.12) is obviously induced from (2.1). And, by Definition 1.16, (2.1) is a versal deformation of (2.2).


Figure 2.3.
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Finally, we study the bifurcations of (2.1). The equilibria of equation (2.1) depend on $\epsilon$. If $\epsilon<0$, then (2.1) has no equilibria; if $\epsilon=0$, then $x=0$ is the only equilibrium; if $\epsilon>0$, then $x= \pm \sqrt{\epsilon}$ are two equilibria.

The bifurcation diagram consists of a point $\epsilon=0$ in $\epsilon$-space, and the phase portraits of the vector fields are shown in Figure 2.1.

The relation between equilibria and the parameter $\epsilon$ is given by Figure 2.2.

We remark here that by using the same method we can show that the singular vector field

$$
\dot{x}=a_{k} x^{k}+\cdots, \quad a_{k} \neq 0
$$

has codimension $k-1$, and

$$
\dot{x}=\epsilon_{1}+\epsilon_{2} x+\cdots+\epsilon_{k-1} x^{k-2}+a_{k} x^{k}
$$

is a versal deformation restricted to nondegenerate deformations.
(ii) $\dot{x}=\epsilon x-x^{2}$, transcritical bifurcation.

We note that $x=0$ is always an equilibrium for all $\epsilon$. When $\epsilon<0$, it is stable; when $\epsilon>0$, it is unstable. If $\epsilon=0$, then $x=0$ is the unique equilibrium; if $\epsilon \neq 0$, then $x=\epsilon$ is the nonzero equilibrium. The
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linearized equation at $x=\epsilon(\epsilon \neq 0)$ is

$$
\dot{x}=-\epsilon x .
$$

It is obvious that if $\epsilon<0$, the critical point $x=\epsilon$ is unstable; if $\epsilon>0$, it is stable.

The phase portraits are shown in Figure 2.3.
The relation between equilibria and parameter is shown in Figure 2.4.
(iii) $\dot{x}=\epsilon x-x^{3}$, pitchfork bifurcation.

Note that $x=0$ is always an equilibrium for all $\epsilon$; it is stable if $\epsilon \leq 0$ and unstable if $\epsilon>0$. When $\epsilon<0, x=0$ is the unique equilibrium, which is stable. When $\epsilon>0, x= \pm \sqrt{\epsilon}$ are nonzero equilibria. The linearized equations at $x= \pm \sqrt{\epsilon}$ are the same,

$$
\dot{x}=-2 \epsilon x
$$

Therefore they are stable.
The phase portraits are shown in Figure 2.5.
The relation between equilibria and parameter is shown in Figure 2.6.

We remark here that the bifurcation of type (i) is generic while (ii) and (iii) are not. However, if we restrict vector fields to the subset of $\mathscr{X}$ in which every system has always at least one equilibrium, then (ii) is generic. There is a similar situation for type (iii).
(iv) Hopf bifurcation.

We consider a $C^{\infty}$ system defined in a neighborhood of the origin in $\mathbb{R}^{2}$

$$
\left\{\begin{array}{l}
\dot{x}=f(x, y ; \mu)  \tag{2.13}\\
\dot{y}=g(x, y ; \mu)
\end{array}\right.
$$

where $x, y, \mu \in \mathbb{R}^{1}$.
Suppose that the origin is an equilibrium of (2.13), and, for $\mu$ near 0 , the linear part of (2.13) around the origin has eigenvalues $\alpha(\mu) \pm i \beta(\mu)$. Our first basic hypothesis is

$$
\begin{equation*}
\alpha(0)=0, \quad \beta(0)=\beta_{0} \neq 0 \tag{1}
\end{equation*}
$$

The second hypothesis is the transversality condition given by the classical Hopf bifurcation theorem

$$
\begin{equation*}
\alpha^{\prime}(0) \neq 0 \tag{2}
\end{equation*}
$$

In order to describe the third condition, we derive a normal form for equation (2.13) for $\mu=0$. After we make a suitable linear change of coordinates and $z=x+i y$, equation (2.13) for $\mu=0$ becomes

$$
\begin{align*}
& \dot{z}=i \beta_{0} z+F(z, \bar{z}) \\
& \dot{\bar{z}}=-i \beta_{0} \bar{z}+\overline{F(z, \bar{z})} \tag{2.14}
\end{align*}
$$

Since the eigenvalues of the linear part of (2.13) for $\mu=0$ are $\lambda_{1,2}=$ $\pm i \beta_{0}$, we have the resonances $\lambda_{j}=k\left(\lambda_{1}+\lambda_{2}\right)+\lambda_{j}, j=1,2$ and $k=$ $1,2, \ldots$. Hence, by a polynomial change of variables

$$
z=w+\sum_{2 \leq k+l \leq m} b_{k l} w^{k} \bar{w}^{l}
$$

equation (2.14) takes the form (see §2.1, Example 2.1.22)

$$
\begin{equation*}
\dot{w}=i \beta_{0} w+C_{1} w^{2} \bar{w}+C_{2} w^{3} \bar{w}^{2}+\cdots+O\left(|w|^{2 k+3}\right) \tag{2.15}
\end{equation*}
$$

We now make the third hypothesis:

$$
\begin{equation*}
\operatorname{Re}\left(C_{1}\right) \neq 0 \tag{3}
\end{equation*}
$$

Theorem 2.4. (Hopf Bifurcation) Suppose that $\left(H_{1}\right),\left(H_{2}\right)$, and ( $H_{3}$ ) hold. Then there are $\sigma>0$ and a neighborhood $U$ of $(x, y)=(0,0)$ such that
(i) if $|\mu|<\sigma$ and $\operatorname{Re}\left(C_{1}\right) \alpha^{\prime}(0) \mu<0$, the system (2.13) has exactly one limit cycle inside $U$;
(ii) if $|\mu|<\sigma$ and $\operatorname{Re}\left(C_{1}\right) \alpha^{\prime}(0) \mu \geq 0$, the system (2.13) has no periodic orbits inside $U$.
Moreover, the limit cycle is stable (unstable) if $\operatorname{Re}\left(C_{1}\right)<0\left(\operatorname{Re}\left(C_{1}\right)>0\right)$, and it tends to the equilibrium $(0,0)$ as $\mu \rightarrow 0$.

Proof. In suitable coordinates, the system (2.13) has the following form:

$$
\frac{d}{d t}\left[\begin{array}{l}
x  \tag{2.16}\\
y
\end{array}\right]=\left[\begin{array}{cc}
\alpha(\mu) & -\beta(\mu) \\
\beta(\mu) & \alpha(\mu)
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right]+\cdots .
$$

Using the condition ( $\mathrm{H}_{1}$ ), we can make a further change of variables (keeping the linear terms unchanged) to transform (2.16) with $\mu=0$ to the normal form equation (2.15). By using polar coordinates ( $r, \theta$ ), we have from (2.15)

$$
\left\{\begin{array}{l}
\dot{r}=\operatorname{Re}\left(C_{1}\right) r^{3}+O\left(r^{5}\right),  \tag{2.17}\\
\dot{\theta}=\beta_{0}+O\left(r^{2}\right)
\end{array}\right.
$$

Since $\beta_{0} \neq 0$, in a small neighborhood of $r=0$ it follows from (2.17) that

$$
\begin{equation*}
\frac{d r}{d \theta}=\frac{\operatorname{Re}\left(C_{1}\right)}{\beta_{0}} r^{3}+O\left(r^{5}\right) \tag{2.18}
\end{equation*}
$$

By the same change of variables, we can transform the system (2.16) for $\mu \neq 0$ to the form

$$
\left\{\begin{array}{l}
\dot{r}=\alpha(\mu) r+a(\mu, \theta) r^{2}+b(\mu, \theta) r^{3}+O\left(r^{4}\right)  \tag{2.19}\\
\dot{\theta}=\beta(\mu)+O\left(r^{2}\right)
\end{array}\right.
$$

where $\alpha(\mu), \beta(\mu)$ are the same as in (2.16), and $a(\mu, \theta), b(\mu, \theta) \in C^{\infty}$, $a(0, \theta)=0, b(0, \theta)=\operatorname{Re}\left(C_{1}\right)$.

In a small neighborhood of $r=0$ and for small $|\mu|$, we obtain from (2.19)

$$
\begin{equation*}
\frac{d r}{d \theta}=\frac{\alpha(\mu)}{\beta(\mu)} r+\tilde{a}(\mu, \theta) r^{2}+\tilde{b}(\mu, \theta) r^{3}+O\left(r^{4}\right) \tag{2.20}
\end{equation*}
$$

where $\tilde{a}(0, \theta)=0$ and $\tilde{b}(0, \theta)=\operatorname{Re}\left(C_{1}\right) / \beta_{0}$.
Suppose that the functions

$$
R\left(r_{0}, \theta, \mu\right)=u_{1}(\theta, \mu) r_{0}+u_{2}(\theta, \mu) r_{0}^{2}+\cdots
$$

and

$$
h\left(r_{0}, \theta\right) \equiv R\left(r_{0}, \theta, 0\right)=h_{1}(\theta) r_{0}+h_{2}(\theta) r_{0}^{2}+\cdots
$$

are solutions of (2.20) and (2.18), respectively, satisfying the initial conditions

$$
R\left(r_{0}, 0, \mu\right)=r_{0} \quad \text { and } \quad h\left(r_{0}, 0\right)=r_{0}
$$

A calculation shows that

$$
\begin{gather*}
R\left(r_{0}, \theta, \mu\right)=\exp \left(\frac{\alpha(\mu)}{\beta(\mu)} \theta\right) r_{0}+u_{2}(\theta, \mu) r_{0}^{2}+\cdots  \tag{2.21}\\
h\left(r_{0}, \theta\right)=R\left(r_{0}, \theta, 0\right)=r_{0}+\frac{\operatorname{Re}\left(C_{1}\right)}{\beta_{0}} \theta r_{0}^{3}+\cdots \tag{2.22}
\end{gather*}
$$

In fact, by (2.18) we have

$$
\left.\frac{\partial}{\partial \theta} \frac{\partial^{k} h\left(r_{0}, \theta\right)}{\partial r_{0}^{k}}\right|_{r_{0}=0}=\lim _{r_{0} \rightarrow 0} \frac{\partial^{k}}{\partial r_{0}^{k}} \frac{d r}{d \theta}= \begin{cases}0, & \text { for } k=1,2 \\ 6 \operatorname{Re}\left(C_{1}\right) / \beta_{0}, & \text { for } k=3\end{cases}
$$

Then using $h\left(r_{0}, 0\right)=r_{0}$, we can obtain (2.22).
Now we define the Poincaré map $P(x, \mu)$ along the $x$-axis for the system (2.20), and let

$$
\begin{equation*}
V(x, \mu)=P(x, \mu)-x \tag{2.23}
\end{equation*}
$$

The number of periodic orbits of (2.20) near $x=0$ for $|\mu|$ small is determined by the number of zeros of $V(x, \mu)$ for $x>0$. When $x>0$, we have

$$
V(x, \mu)=R(x, 2 \pi, \mu)-x
$$

and

$$
V(x, 0)=h(x, 2 \pi)-x .
$$

From (2.21) and (2.22),

$$
\begin{equation*}
V(x, \mu)=x \tilde{V}(x, \mu) \tag{2.24}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{V}(x, \mu)=\left(\left[\exp \left(2 \pi \frac{\alpha(\mu)}{\beta(\mu)}\right)\right]-1\right)+u_{2}(2 \pi, \mu) x+O\left(x^{2}\right) \tag{2.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{V}(x, 0)=2 \pi \frac{\operatorname{Re}\left(C_{1}\right)}{\beta_{0}} x^{2}+O\left(x^{3}\right) \tag{2.26}
\end{equation*}
$$

From (2.25) and condition ( $\mathrm{H}_{2}$ ) we get

$$
\begin{equation*}
\frac{\partial \tilde{V}(0,0)}{\partial \mu}=\frac{d}{d \mu}\left[\exp \left(2 \pi \frac{\alpha(\mu)}{\beta(\mu)}\right)\right]_{\mu=0}=\left.\frac{2 \pi}{\beta_{0}} \frac{d \alpha(\mu)}{d \mu}\right|_{\mu=0} \neq 0 \tag{2.27}
\end{equation*}
$$

By the Implicit Function Theorem, there exists a unique smooth function $\mu=\mu(x)$, defined for $|x|<\epsilon$, such that $\mu(0)=0$ and

$$
\begin{equation*}
\tilde{V}(x, \mu(x)) \equiv 0 \tag{2.28}
\end{equation*}
$$

Differentiating with respect to $x$, we have

$$
\left\{\begin{array}{l}
\frac{\partial \tilde{V}}{\partial x}+\frac{\partial \tilde{V}}{\partial \mu} \mu^{\prime}(x)=0,  \tag{2.29}\\
\frac{\partial^{2} \tilde{V}}{\partial x^{2}}+2 \frac{\partial^{2} \tilde{V}}{\partial \mu \partial x}\left(\mu^{\prime}(x)\right)+\frac{\partial^{2} \tilde{V}}{\partial \mu^{2}}\left(\mu^{\prime}(x)\right)^{2}+\frac{\partial \tilde{V}}{\partial \mu} \mu^{\prime \prime}(x)=0
\end{array}\right.
$$
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(a) $R_{e}\left(c_{1}\right) a^{\prime}(O)<0$

(b) $R_{e}\left(c_{1}\right) a^{\prime}(O)>0$

Figure 2.8.

On the other hand, from (2.26) and the condition $\left(\mathrm{H}_{3}\right)$ we see that

$$
\begin{equation*}
\frac{\partial \tilde{V}(0,0)}{\partial x}=0, \quad \frac{\partial^{2} \tilde{V}(0,0)}{\partial x^{2}}=4 \pi \frac{\operatorname{Re}\left(C_{1}\right)}{\beta_{0}} \neq 0 \tag{2.30}
\end{equation*}
$$

Substituting (2.30) and (2.27) into (2.29), we obtain

$$
\mu^{\prime}(0)=0 \quad \text { and } \quad \mu^{\prime \prime}(0)=-2 \operatorname{Re}\left(C_{1}\right)\left(\alpha^{\prime}(0)\right)^{-1} \neq 0
$$

Therefore, the graph of $\mu=\mu(x)$ is as shown in Figure 2.7 (a) or (b), depending on the sign of $\operatorname{Re}\left(C_{1}\right) \alpha^{\prime}(0)$. Since we only need to consider the number of zeroes of $V(x, \mu)$ near $(0,0)$ for $x>0$, we can determine the inverse function $x=x(\mu)>0$ of $\mu=\mu(x)$. This is shown in Figure 2.8. It follows that there are $\sigma>0$ and $\eta>0$ such that if $|\mu| \in(0, \sigma)$ and $\mu \alpha^{\prime}(0) \operatorname{Re} C_{1}<0$, we can find $x=x(\mu) \in(0, \eta)$ such that, among all the orbits of (2.20) passing through the interval $I=\{(x, y) \mid 0<x<$ $\eta, y=0\}$, the orbit passing through the point $(x, y)=(x(\mu), 0)$, and
only this orbit, is periodic. On the other hand, if $|\mu| \in(0, \sigma)$ and $\mu \alpha^{\prime}(0) \operatorname{Re} C_{1}>0$, the system (2.20) has no periodic orbits passing through the interval $I$. The stability of the periodic orbit is obtained from the first equation of (2.17) (or (2.19)). This completes the proof of Theorem 2.4.

In Chapter 4 we will apply the Hopf Bifurcation Theorem to the perturbed Hamiltonian system

$$
\left\{\begin{array}{l}
\dot{x}=-\frac{\partial H}{\partial y}+\delta f(x, y, \mu, \delta)  \tag{2.31}\\
\dot{y}=\frac{\partial H}{\partial x}+\delta g(x, y, \mu, \delta)
\end{array}\right.
$$

where $H=H(x, y) \in C^{\infty}$ is a Hamiltonian function, $f, g \in C^{\infty}$, the parameters $\mu, \delta \in \mathbb{R}^{1}$, and $\delta \geq 0$ is small.

Suppose that $x=y=0$ is an equilibrium of (2.31), and the eigenvalues of the linear part of (2.31) at $x=y=0$ are $\alpha(\mu, \delta) \pm i \beta(\mu, \delta)$. If there is a function $\mu=\mu(\delta), 0 \leq \delta \leq \sigma$, satisfying the condition

$$
\begin{equation*}
\alpha(\mu(\delta), \delta)=0, \quad \beta(\mu(\delta), \delta) \neq 0 \tag{1}
\end{equation*}
$$

then under some additional conditions Hopf bifurcation may take place at $x=y=0$ for $\mu=\mu(\delta)$ and $\delta>0$. This means that for every $\delta>0$ there is an $\epsilon(\delta)>0$ such that when $|\mu-\mu(\delta)|<\epsilon(\delta)$, the system has a periodic orbit for $\mu>\mu(\delta)$ (or $\mu<\mu(\delta)$ ) and has no periodic orbits for $\mu \leq \mu(\delta)$ (or $\mu \geq \mu(\delta)$ ). When $\delta \rightarrow 0, \epsilon(\delta)$ may tend to zero (see Figure $2.9(\mathrm{a})$ ). But in many cases, we need to find $\bar{\delta}$ and $\bar{\epsilon}$ such that $\epsilon(\delta) \geq \bar{\epsilon}>0$ for all $0<\delta<\bar{\delta}$.

In fact, we can apply Theorem 2.4 to the system (2.31), replacing $\mu$ by $\mu-\mu(\delta)$. Suppose that for $\mu=\mu(\delta)$ the system (2.31) takes the normal form (2.15) at the origin, where $\beta_{0}=\beta(\mu(\delta), \delta)$ and $C_{i}=$ $C_{i}(\mu(\delta), \delta)$. To obtain a Hopf Bifurcation Theorem for the system (2.31) uniformly with respect to $\delta$ near $\delta=0$, we need the following conditions instead of conditions $\left(\mathrm{H}_{2}\right)$ and $\left(\mathrm{H}_{3}\right)$, respectively:

$$
\begin{equation*}
\alpha^{*}:=\lim _{\delta \rightarrow 0} \frac{1}{\delta} \frac{\partial \alpha(\mu(\delta), \delta)}{\partial \mu} \neq 0 \tag{2}
\end{equation*}
$$
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and

$$
\begin{equation*}
C_{1}^{*}:=\lim _{\delta \rightarrow 0} \frac{1}{\delta} \operatorname{Re}\left(C_{1}(\mu(\delta), \delta)\right) \neq 0 \tag{3}
\end{equation*}
$$

Theorem 2.5. Suppose that the conditions $\left(H_{1}^{*}\right),\left(H_{2}^{*}\right)$, and $\left(H_{3}^{*}\right)$ are satisfied. Then there are $\bar{\delta}>0, \sigma>0$, and a neighborhood $U$ of $(x, y)=$ $(0,0)$ such that
(i) the system (2.31) has exactly one limit cycle in $U$ if $0<\delta<\bar{\delta}$, $|\mu-\mu(\delta)|<\sigma$, and

$$
C_{1}^{*} \cdot \alpha^{*} \cdot(\mu-\mu(\delta))<0
$$

(ii) the system (2.31) has no limit cycles in $U$ if $0<\delta<\bar{\delta},|\mu-\mu(\delta)|<$ $\sigma$, and

$$
C_{1}^{*} \cdot \alpha^{*} \cdot(\mu-\mu(\delta))>0
$$

Moreover, the limit cycle is asymptotically stable if $C_{1}^{*}<0$, and unstable if $C^{*}>0$.

Proof. We replace $\mu$ in Theorem 2.4 by $\mu-\mu(\delta)$, and take $\delta$ as a parameter. Then the proof of Theorem 2.4 is valid for $\delta>0$, and $V(x, \mu)$ is replaced by $V(x, \mu-\mu(\delta), \delta)$.

System (2.31) is Hamiltonian when $\delta=0$; this implies

$$
\left.V(x, \mu-\mu(\delta), \delta)\right|_{\delta=0} \equiv 0
$$

for $|x|$ and $|\mu-\mu(\delta)|$ small. Hence

$$
V(x, \mu-\mu(\delta), \delta)=\delta x V^{*}(x, \mu-\mu(\delta), \delta)
$$

Conditions ( $H_{2}^{*}$ ) and ( $H_{3}^{*}$ ) imply that

$$
\frac{\partial V^{*}(0,0,0)}{\partial \mu} \neq 0 \text { and } \frac{\partial^{2} V^{*}(0,0,0)}{\partial x^{2}} \neq 0
$$

Thus we can replace $\tilde{V}$ in (2.24) by $V^{*}$, and use the Implicit Function Theorem at the initial point $(x, \mu-\mu(\delta), \delta)=(0,0,0)$. This gives the uniform property with respect to $\delta$ near $\delta=0$.

From the proofs of Theorems 2.4 and 2.5 we have the following result which will be used in Chapter 4.

Theorem 2.6. Suppose that the system (2.31) has an equilibrium at ( $x_{0}, y_{0}$ ), the eigenvalues of the linearized equation at $\left(x_{0}, y_{0}\right)$ are $\alpha(\mu, \delta)$ $\pm \beta(\mu, \delta)$, and there is a function $\mu=\mu(\delta)$ satisfying the conditions $\left(\mathrm{H}_{1}^{*}\right)$, $\left(\mathrm{H}_{2}^{*}\right)$, and $\left(\mathrm{H}_{3}^{*}\right)$. Then there exist $\bar{x}>x_{0}, \bar{\delta}>0$, and a unique function $\mu=\mu(x, \delta)$ defined in $x_{0} \leq x \leq \bar{x}, 0 \leq \delta \leq \bar{\delta}$ such that
(i) when $\mu=\mu(x, \delta), x_{0}<x \leq \bar{x}$, and $0<\delta \leq \bar{\delta}$, the system (2.31) has a periodic orbit passing through the point ( $x, 0$ );
(ii) $\partial \mu(x, \delta) / \partial x>0$ if $\alpha^{*} C_{1}^{*}<0$, and $\partial \mu(x, \delta) / \partial x<0$ if $\alpha^{*} C_{1}^{*}>0$.

Remark 2.7. For applications it is convenient to express $\operatorname{Re}\left(C_{1}\right)$ in terms of the coefficients of equation (2.13). In Guckenheimer and Holmes [1], we have the following.

If (2.13) for $\mu=0$ has the following form

$$
\frac{d}{d t}\left[\begin{array}{l}
x \\
y
\end{array}\right]=\left[\begin{array}{cc}
0 & -\beta_{0} \\
\beta_{0} & 0
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right]+\left[\begin{array}{l}
f(x, y) \\
g(x, y)
\end{array}\right]
$$

where $f(0)=g(0)=0$ and $D f(0)=D g(0)=0$, then

$$
\begin{align*}
& \operatorname{Re}\left(C_{1}\right)=\frac{1}{16}\left\{\left(f_{x x x}+f_{x y y}+g_{x x y}+g_{y y y}\right)\right. \\
&+\frac{1}{\beta_{0}}\left[f_{x y}\left(f_{x x}+f_{y y}\right)\right. \\
&\left.\left.\quad-g_{x y}\left(g_{x x}+g_{y y}\right)-f_{x x} g_{x x}+f_{y y} g_{y y}\right]\right\}\left.\right|_{x=y=0} \tag{2.32}
\end{align*}
$$

More generally, we have the following theorem.

Theorem 2.8. Suppose that equation (2.13) has an equilibrium ( $x(\mu), y(\mu))$ for $\mu$ near $\mu_{0}$, and the linear part at $(x(\mu), y(\mu))$ is given by

$$
\left[\begin{array}{ll}
a(\mu) & b(\mu) \\
c(\mu) & d(\mu)
\end{array}\right]
$$

which satisfies

$$
\left\{\begin{array}{l}
a\left(\mu_{0}\right)+d\left(\mu_{0}\right)=0, \quad \beta_{0}^{2} \equiv a\left(\mu_{0}\right) d\left(\mu_{0}\right)-b\left(\mu_{0}\right) c\left(\mu_{0}\right)>0  \tag{2.33}\\
a^{\prime}\left(\mu_{0}\right)+d^{\prime}\left(\mu_{0}\right) \neq 0
\end{array}\right.
$$

Then the stability of the limit cycle bifurcating from the equilibrium ( $x\left(\mu_{0}\right), y\left(\mu_{0}\right)$ ) when $\mu$ crosses $\mu=\mu_{0}$ is determined by the following quantity:

$$
\begin{align*}
& \operatorname{Re}\left(C_{1}\right)=\frac{b}{16 \beta_{0}^{4}}\left\{\beta _ { 0 } ^ { 2 } \left[b\left(f_{x x x}+g_{x x y}\right)+2 d\left(f_{x x y}+g_{x y y}\right)\right.\right. \\
&\left.-c\left(f_{x y y}+g_{y y y}\right)\right] \\
&-b d\left(f_{x x}^{2}-f_{x x} g_{x y}-f_{x y} g_{x x}-g_{x x} g_{y y}-2 g_{x y}^{2}\right) \\
&-c d\left(g_{y y}^{2}-g_{y y} f_{x y}-g_{x y} f_{y y}-f_{y y} f_{x x}-2 f_{x y}^{2}\right) \\
&+b^{2}\left(f_{x x} g_{x x}+g_{x x} g_{x y}\right)-c^{2}\left(f_{y y} g_{y y}+f_{x y} f_{y y}\right) \\
&\left.-\left(\beta_{0}^{2}+3 d^{2}\right)\left(f_{x x} f_{x y}-g_{x y} g_{y y}\right)\right\}\left.\right|_{\left(x\left(\mu_{0}\right), y\left(\mu_{0}\right), \mu_{0}\right)} \tag{2.34}
\end{align*}
$$

If $\operatorname{Re}\left(C_{1}\right)<0$, then the limit cycle is stable; if $\operatorname{Re}\left(C_{1}\right)>0$, it is unstable.
The proof of (2.34) may be found in Wang [1].

Example 2.9. Consider a quadratic system

$$
\left\{\begin{array}{l}
\dot{x}=a(\mu) x+b(\mu) y+a_{1} x^{2}+a_{2} x y+a_{3} y^{2} \\
\dot{y}=c(\mu) x+d(\mu) y+b_{1} x^{2}+b_{2} x y+b_{3} y^{2}
\end{array}\right.
$$

If $a(\mu), b(\mu), c(\mu)$, and $d(\mu)$ satisfy (2.33), then the stability of the bifurcating limit cycle from $(x, y)=(0,0)$ when $\mu$ crosses $\mu=\mu_{0}$ is determined by the quantity

$$
\begin{align*}
v=b & {\left[a b\left(2 a_{1}^{2}-a_{1} b_{2}-a_{2} b_{1}-2 b_{1} b_{3}-b_{2}^{2}\right)\right.} \\
& +a c\left(2 b_{3}^{2}-a_{2} b_{3}-a_{3} b_{2}-2 a_{1} a_{3}-a_{2}^{2}\right) \\
& +b^{2}\left(2 a_{1} b_{1}+b_{1} b_{2}\right)-c^{2}\left(2 a_{3} b_{3}+a_{2} b_{3}\right) \\
& \left.-\left(2 a^{2}-b c\right)\left(a_{1} a_{2}-b_{2} b_{3}\right)\right]\left.\right|_{\mu=\mu_{0}} \tag{2.35}
\end{align*}
$$

If $v<0$, then the limit cycle is stable; if $v>0$, it is unstable.

Example 2.10. Consider a cubic system without quadratic terms

$$
\left\{\begin{array}{l}
\dot{x}=a(\mu) x+b(\mu) y+a_{1} x^{3}+a_{2} x^{2} y+a_{3} x y^{2}+a_{4} y^{3} \\
\dot{y}=c(\mu) x+d(\mu) y+b_{1} x^{3}+b_{2} x^{2} y+b_{3} x y^{2}+b_{4} y^{3}
\end{array}\right.
$$

If (2.33) is satisfied, then the stability of the bifurcating limit cycle from ( 0,0 ) when $\mu$ crosses $\mu=\mu_{0}$ is determined by the quantity

$$
\begin{equation*}
v=\left.b\left[\left(3 a_{1}+b_{2}\right) b+2\left(a_{2}+b_{3}\right) d-\left(a_{3}+3 b_{4}\right) c\right]\right|_{\mu=\mu_{0}} \tag{2.36}
\end{equation*}
$$

If $v<0$, the limit cycle is stable; if $v>0$, it is unstable.

Remark 2.11. We notice that $\operatorname{Re}\left(C_{1}\right)=0$ does not imply that the equilibrium is a center. In fact, if $\operatorname{Re}\left(C_{1}\right)=0$, then we need to consider
the coefficients of higher-order terms in (2.15). There may be a Hopf bifurcation of higher order. This will be discussed in Section 5.1 and we will give an alternative proof of Theorem 2.4.

### 3.3 Bifurcation of Homoclinic Orbits

Although we consider bifurcation problems locally, sometimes we need to consider nonlocal bifurcation phenomena such as homoclinic bifurcation.

In this section we consider the system

$$
\left\{\begin{array}{l}
\dot{x}=f(x, y, \mu),  \tag{3.1}\\
\dot{y}=g(x, y, \mu),
\end{array}\right.
$$

where $x, y, \mu \in \mathbb{R}, f, g \in C^{2}$, and $f(0,0,0)=g(0,0,0)=0$. Denote

$$
\begin{equation*}
A=\frac{\partial(f, g)}{\partial(x, y)}(0,0,0) \tag{3.2}
\end{equation*}
$$

We consider the following conditions:

$$
\begin{equation*}
\operatorname{det} A<0 . \tag{1}
\end{equation*}
$$

This means that the system (3.1) ${ }_{\mu=0}$ has a hyperbolic saddle point at the equilibrium point $O(0,0)$.

$$
\begin{equation*}
\left(W_{0}^{s} \cap W_{0}^{u}\right) \backslash\{0\} \neq \phi, \tag{2}
\end{equation*}
$$

where $W_{0}^{s}$ and $W_{0}^{u}$ are, respectively, the stable and unstable manifolds of $(3.1)_{\mu=0}$ at the saddle point $O(0,0)$.

$$
\begin{equation*}
\sigma_{0}=\operatorname{trace} A \neq 0 . \tag{3}
\end{equation*}
$$

If $p_{0}=\left(x_{0}, y_{0}\right) \in\left(W_{0}^{s} \cap W_{0}^{u}\right) \backslash\{0\}$, then the orbit $\gamma\left(p_{0}\right)$ through $p_{0}$ of ( 3.1$)_{\mu=0}$ approaches the saddle point $O(0,0)$ as $t \rightarrow \pm \infty$. The orbit $\gamma\left(p_{0}\right)$ is called a homoclinic orbit of the saddle point $O(0,0)$, and the
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invariant set

$$
\Gamma_{0}=\gamma\left(p_{0}\right) \cup\{0\}, \quad p_{0} \in\left(W_{0}^{s} \cap W_{0}^{u}\right) \backslash\{0\}
$$

is called a homoclinic loop. $\Gamma_{0}$ can have either of the configurations in Figure 3.1. We only discuss the case of Figure 3.1(a). The case of Figure 3.1(b) can be treated in a similar way.

We will consider (3.1) as a small perturbation of (3.1) $\mu_{\mu=0}$. The purpose of this section is to determine what happens near $\Gamma_{0}$ as $\mu$ changes.
We will prove that if $(3.1)_{\mu=0}$ satisfies the hypotheses $\left(\mathrm{H}_{1}\right),\left(\mathrm{H}_{2}\right)$, and $\left(\mathrm{H}_{3}\right)$, then there are small $\delta>0$ and $\epsilon>0$ such that for $|\mu|<\delta$, (3.1) has at most one periodic orbit in the $\epsilon$-neighborhood of the loop $\Gamma_{0}$.

The case of $\sigma_{0}=0$ is more complicated; we will discuss this case in Section 5.2.
The following questions are crucial in our discussion:
(1) How can we determine the stability of $\Gamma_{0}$ ?
(2) How can we determine the relative positions of $W_{\mu}^{s}$ and $W_{\mu}^{u}$ when $\Gamma_{0}$ is broken by perturbations (i.e., $\mu \neq 0$ )?
In order to define stability of $\Gamma_{0}$, let us establish first the Poincaré map of (3.1) $\mu_{=0}$ near $\Gamma_{0}$. For $p_{0} \in W_{0}^{s} \cap W_{0}^{u} \backslash\{0\}$, let $L_{0}$ be a transversal to $\Gamma_{0}$ at $p_{0}$ and $L_{0}^{+}$be the part of $L_{0}$ which belongs to the interior region surrounded by $\Gamma_{0}$ (see Figure 3.2), and $L_{0}^{-}=L_{0} \backslash L_{0}^{+}$. By using the theorem about the continuous dependence of solutions upon the initial conditions and the saddle property, it is easy to see that there is a neighborhood $U$ of $p_{0}$ such that for any $p \in U \cap L_{0}^{+}$, there is $T=$ $T(p)>0$ with $\phi(T(p), p) \in L_{0}^{+}, \phi(t, p) \notin L_{0}^{+}$for $0<t<T(p)$, where $\phi(t, p)$ is the solution of $(3.1)_{\mu=0}$ through $p$. One can therefore define the Poincaré map $P$ by $P(p)=\phi(T(p), p)$ for $p \in L_{0}^{+} \cap U$. For simplicity of notation, let $L_{0}^{+}$be orthogonal to $\Gamma_{0}$ at $p_{0}$, and $n_{0}$ be a unit
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vector along $L_{0}^{+}$. Then for $p \in L_{0}^{+} \cap U$,

$$
\begin{equation*}
p=\alpha n_{0}+p_{0}, \quad \alpha>0 \text { small }, \tag{3:3}
\end{equation*}
$$

and

$$
\begin{equation*}
P(p) \equiv \phi(T(p), p)=\beta(\alpha) n_{0}+p_{0} \tag{3.4}
\end{equation*}
$$

where $\beta(\alpha) \in C^{1}$ for $\alpha>0$ small, since $f, g \in C^{2}$ in (3.1). We consider the function

$$
d(\alpha)=\beta(\alpha)-\alpha
$$

Definition 3.1. The homoclinic loop $\Gamma_{0}$ is asymptotically stable (unstable) if $d(\alpha)<0(>0)$ for all small $\alpha>0$.

Remark 3.2. Note that $\lim _{\alpha \rightarrow 0} d(\alpha)=0$, and the stability of $\Gamma_{0}$ is determined by the sign of $\lim _{\alpha \rightarrow 0} d^{\prime}(\alpha)=\lim _{\alpha \rightarrow 0} \beta^{\prime}(\alpha)-1 . \Gamma_{0}$ is asymptotically stable (unstable) if $\lim _{\alpha \rightarrow 0} d^{\prime}(\alpha)<0(>0)$, that is, $\lim _{\alpha \rightarrow 0} \beta^{\prime}(\alpha)<1(>1)$.

Theorem 3.3. Suppose that $(3.1)_{\mu=0}$ satisfies $\left(H_{1}\right),\left(H_{2}\right)$, and $\left(H_{3}\right)$. Then the homoclinic loop $\Gamma_{0}$ is asymptotically stable if $\sigma_{0}<0$ and unstable if $\sigma_{0}>0$.

Proof. As in the discussion above, we suppose that $p_{0} \in L_{0}^{+} \cap \Gamma_{0}$, $p \in L_{0}^{+} \cap U . p$ and its Poincaré map $P(p)$ are expressed in (3.3) and
(3.4), respectively. Differentiating (3.4) with respect to $\alpha$, we obtain

$$
\begin{align*}
\beta^{\prime}(\alpha) n_{0} & =\left[\frac{\partial}{\partial t} \phi(T(p), p)\right] \frac{\partial T(p)}{\partial p} n_{0}+\frac{\partial}{\partial p} \phi(T(p), p) n_{0} \\
& =F_{\beta}\left[\left(\frac{\partial T}{\partial x_{0}}, \frac{\partial T}{\partial y_{0}}\right) \cdot\binom{n_{0 x}}{n_{0 y}}\right]+\frac{\partial}{\partial p} \phi(T(p), p) \cdot n_{0}, \tag{3.5}
\end{align*}
$$

where

$$
F_{\beta}=\binom{f\left(\beta n_{0}+p_{0}, 0\right)}{g\left(\beta n_{0}+p_{0}, 0\right)}, \quad n_{0}=\binom{n_{0 x}}{n_{0 y}},
$$

and $\beta=\beta(\alpha)$. By taking the inner product with $F_{\beta}{ }^{\perp}$, we obtain from (3.5) that

$$
\begin{equation*}
\beta^{\prime}(\alpha)=\frac{\left\langle F_{\beta}^{\perp}, \frac{\partial \phi(T(p), p)}{\partial p} n_{0}\right\rangle}{\left\langle F_{\beta}^{\perp}, n_{0}\right\rangle} . \tag{3.6}
\end{equation*}
$$

Note that $\partial \phi(t, p) / \partial p$ is the fundamental matrix of the variational equation

$$
\dot{u}=\frac{\partial(f, g)}{\partial(x, y)}(\phi(t, p), 0) \cdot u
$$

for which $\dot{\phi}(t, p)$ is a solution. This implies

$$
\begin{equation*}
\frac{\partial \phi}{\partial p}(T(p), p) F_{\alpha}=F_{\beta}, \tag{3.7}
\end{equation*}
$$

where $F_{\alpha}=\binom{f\left(\alpha n_{0}+p_{0}, 0\right)}{g\left(\alpha n_{0}+p_{0}, 0\right)}$. Let

$$
\begin{equation*}
\frac{\partial \phi}{\partial p}(T(p), p) \cdot n_{0}=\xi F_{\beta}+\eta n_{0} \tag{3.8}
\end{equation*}
$$

where $\xi, \eta \in \mathbb{R}$. By the continuity of $f$ and $g, F_{\beta}=\left(1+\epsilon_{1}\right) F_{\alpha}+\epsilon_{2} n_{0}$, where $\epsilon_{1}, \epsilon_{2} \rightarrow 0$ as $\alpha \rightarrow 0$. By (3.7) and (3.8), this implies that

$$
\begin{equation*}
\frac{\partial \phi}{\partial p}(T(p), p) \cdot F_{\beta}=\left(1+\epsilon_{1}+\epsilon_{2} \xi\right) F_{\beta}+\epsilon_{2} \eta n_{0} . \tag{3.9}
\end{equation*}
$$

Equations (3.8) and (3.9) give the following matrix representation of $\partial \phi / \partial p(T(p), p)$ in terms of the basis $\left\{F_{\beta}, n_{0}\right\}$ :

$$
\left(\begin{array}{cc}
1+\epsilon_{1}+\epsilon_{2} \xi & \xi \\
\epsilon_{2} \eta & \eta
\end{array}\right) .
$$

Hence,

$$
\begin{equation*}
\operatorname{det} \frac{\partial \phi(T(p), p)}{\partial p}=\left(1+\epsilon_{1}\right) \eta . \tag{3.10}
\end{equation*}
$$

Therefore, from (3.8), (3.6), and (3.10) we have that

$$
\begin{equation*}
\beta^{\prime}(\alpha)=\eta=\frac{1}{\left(1+\epsilon_{1}\right)}\left(\operatorname{det} \frac{\partial \phi(T(p), p)}{\partial p}\right), \tag{3.11}
\end{equation*}
$$

On the other hand, by Lemma 3.4, we have

$$
\operatorname{det} \frac{\partial \phi(T(p), p)}{\partial p}=\exp \int_{0}^{T(p)}\left(\frac{\partial f}{\partial x}+\frac{\partial g}{\partial y}\right)(\phi(t, p), 0) d t .
$$

Hence, we obtain from (3.11)

$$
\beta^{\prime}(\alpha)=\frac{1}{1+\epsilon_{1}} \exp \int_{0}^{T(p)}\left(\frac{\partial f}{\partial x}+\frac{\partial g}{\partial y}\right)(\phi(t, p), 0) d t,
$$

where $T(p) \rightarrow \infty$ as $\alpha \rightarrow 0$. By using the condition ( $\mathrm{H}_{1}$ ), we can show that $\lim _{\alpha \rightarrow 0} \int_{0}^{T(p)}(\partial f / \partial x+\partial g / \partial y)(\phi(t, p), 0) d t$ is equal to either a finite number or infinity.

Suppose now $\sigma_{0}=\operatorname{trace} A=(\partial f / \partial x+\partial g / \partial y)(0,0)<0(>0)$. Then by the continuity, there is a neighborhood $V_{0}$ of the saddle point $O(0,0)$
such that $(\partial f / \partial x+\partial g / \partial y)(x, y)<\sigma_{0} / 2<0\left(>\sigma_{0} / 2>0\right)$ for $(x, y)$ $\in V_{0}$. For small $\alpha>0, T(p)=T_{1}+T_{2}$, where $T_{1}$ and $T_{2}$ are the times for which the flow $\phi(t, p)$ is inside and outside $V_{0}$, respectively. Obviously, $T_{1} \rightarrow \infty$, and $T_{2}$ is bounded as $\alpha \rightarrow 0$. Hence

$$
\begin{aligned}
\int_{0}^{T(p)}\left(\frac{\partial f}{\partial x}+\frac{\partial g}{\partial y}\right)(\phi(t, p), 0) d t & \rightarrow-\infty(+\infty) \\
\text { as } \alpha & \rightarrow 0 \text { if } \sigma_{0}<0\left(\sigma_{0}>0\right) .
\end{aligned}
$$

This implies $\lim _{\alpha \rightarrow 0} \beta^{\prime}(\alpha)=0(+\infty)$ for $\sigma_{0}<0\left(\sigma_{0}>0\right)$ which gives the desired result (see Remark 3.2).

Suppose the solution of $(3.1)_{\mu=0}$ has the form

$$
\Phi(t, p)=\left[\begin{array}{l}
\phi\left(t ; t_{0}, x_{0}, y_{0}\right) \\
\psi\left(t ; t_{0}, x_{0}, y_{0}\right)
\end{array}\right]
$$

satisfying

$$
\begin{equation*}
\phi\left(t_{0} ; t_{0}, x_{0}, y_{0}\right)=x_{0}, \quad \psi\left(t_{0} ; t_{0}, x_{0}, y_{0}\right)=y_{0} \tag{3.12}
\end{equation*}
$$

Denote

$$
\begin{equation*}
J\left(t ; t_{0}, x_{0}, y_{0}\right) \equiv J=\operatorname{det} \frac{\partial(\phi, \psi)}{\partial\left(x_{0}, y_{0}\right)} \tag{3.13}
\end{equation*}
$$

Lemma 3.4. We have that

$$
\begin{equation*}
J=\exp \int_{t_{0}}^{t}\left[\frac{\partial f}{\partial x}(\phi, \psi)+\frac{\partial g}{\partial y}(\phi, \psi)\right] d t \tag{3.14}
\end{equation*}
$$

where $J$ is defined in (3.13) and $f=f(x, y, 0), g=g(x, y, 0)$ are the right-hand sides of (3.1) for $\mu=0$.

Proof. From (3.13) we have

$$
\begin{aligned}
\frac{\partial J}{\partial t} & =\left|\begin{array}{cc}
\frac{\partial}{\partial t} \frac{\partial \phi}{\partial x_{0}} & \frac{\partial \phi}{\partial y_{0}} \\
\frac{\partial}{\partial t} \frac{\partial \psi}{\partial x_{0}} & \frac{\partial \psi}{\partial y_{0}}
\end{array}\right|+\left|\begin{array}{cc}
\frac{\partial \phi}{\partial x_{0}} & \frac{\partial}{\partial t} \frac{\partial \phi}{\partial y_{0}} \\
\frac{\partial \psi}{\partial x_{0}} & \frac{\partial}{\partial t} \frac{\partial \psi}{\partial y_{0}}
\end{array}\right| \\
& =\left|\begin{array}{ll}
\frac{\partial f(\phi, \psi)}{\partial x_{0}} & \frac{\partial \phi}{\partial y_{0}} \\
\frac{\partial g(\phi, \psi)}{\partial x_{0}} & \frac{\partial \psi}{\partial y_{0}}
\end{array}\right|+\left|\begin{array}{ll}
\frac{\partial \phi}{\partial x_{0}} & \frac{\partial f(\phi, \psi)}{\partial y_{0}} \\
\frac{\partial \psi}{\partial x_{0}} & \frac{\partial g(\phi, \psi)}{\partial y_{0}}
\end{array}\right| \\
& =\left|\begin{array}{ll}
\frac{\partial f}{\partial x} \frac{\partial \phi}{\partial x_{0}}+\frac{\partial f}{\partial y} \frac{\partial \psi}{\partial x_{0}} & \frac{\partial \phi}{\partial y_{0}} \\
\frac{\partial g}{\partial x} \frac{\partial \phi}{\partial x_{0}}+\frac{\partial g}{\partial y} \frac{\partial \psi}{\partial x_{0}} & \frac{\partial \psi}{\partial y_{0}}
\end{array}\right|+\left|\begin{array}{ll}
\frac{\partial \phi}{\partial x_{0}} & \frac{\partial f}{\partial x} \frac{\partial \phi}{\partial y_{0}}+\frac{\partial f}{\partial y} \frac{\partial \psi}{\partial y_{0}} \\
\frac{\partial \psi}{\partial x_{0}} & \frac{\partial g}{\partial x} \frac{\partial \phi}{\partial y_{0}}+\frac{\partial g}{\partial y} \frac{\partial \psi}{\partial y_{0}}
\end{array}\right| .
\end{aligned}
$$

Expanding the above determinants, we obtain

$$
\begin{equation*}
\frac{\partial J}{\partial t}=\left[\frac{\partial f}{\partial x}(\phi, \psi)+\frac{\partial g}{\partial y}(\phi, \psi)\right] \cdot J . \tag{3.15}
\end{equation*}
$$

From (3.12) we have

$$
\begin{equation*}
\left.J\right|_{t=t_{0}}=1 \tag{3.16}
\end{equation*}
$$

Equations (3.15) and (3.16) give (3.14).

Consider now the system (3.1) for $\mu \neq 0$ small. Condition ( $\mathbf{H}_{1}$ ) implies that there is a unique equilibrium point in a neighborhood of $(x, y)=(0,0)$ for $\mu$ in a small neighborhood of zero. By a change of variables, one may suppose without loss of generality that (3.1) satisfies

$$
\begin{equation*}
f(0,0 ; \mu)=g(0,0 ; \mu)=0 \quad \text { for all } \mu . \tag{3.17}
\end{equation*}
$$

Let $W_{\mu}^{s}$ and $W_{\mu}^{u}$ be the stable and unstable manifolds at the saddle point of (3.1).

Theorem 3.5. Suppose that $(3.1)_{\mu=0}$ satisfies $\left(H_{1}\right),\left(H_{2}\right)$, and $\left(H_{3}\right)$. Then there exist $\delta>0$ and a neighborhood $U$ of $\Gamma_{0}$ such that for $|\mu|<\delta$, if (3.1) has a periodic orbit $\Gamma_{\mu}$ in $U$, then $\Gamma_{\mu}$ is asymptotically stable for $\sigma_{0}<0$ and unstable for $\sigma_{0}>0$. Moreover, $\Gamma_{\mu}$ is the unique periodic orbit of (3.1) in $U$.

Proof. We only need to consider the periodic orbit $\Gamma_{\mu}$ of (3.1) with the property that $\Gamma_{\mu} \rightarrow \Gamma_{0}$ as $\mu \rightarrow 0$. For any fixed small $\mu$, let $p_{0 \mu} \in W_{\mu}^{u}$ and $L_{\mu}$ be a transversal to $W_{\mu}^{u}$ at $p_{0 \mu}$. Similarly, we have $L_{\mu}^{+}$. Let $n_{\mu}$ be the unit vector along $L_{\mu}^{+}$. Thus

$$
L_{\mu}^{+}=\left\{\alpha n_{\mu}+p_{0 \mu}, \alpha>0 \text { small }\right\} .
$$

Suppose that the periodic orbit $\Gamma_{\mu}$ corresponds to $\alpha=\alpha_{\mu}^{*}$. Then by the continuity of solutions with respect to initial conditions, we define the Poincaré map $P_{\mu}(p)=\beta(\alpha) n_{\mu}+p_{0 \mu}$ for $p=\alpha n_{\mu}+p_{0 \mu}$ with $\alpha$ near $\alpha_{\mu}^{*}$. We have that $\beta\left(\alpha_{\mu}^{*}\right)=\alpha_{\mu}^{*}$, and the stability of $\Gamma_{\mu}$ is determined by the sign of ( $\beta^{\prime}\left(\alpha_{\mu}^{*}\right)-1$ ). Note that as $\mu \rightarrow 0, \alpha_{\mu}^{*} \rightarrow 0$, and the local unstable manifold at $S_{\mu}$ approaches the local unstable manifold at $S_{0}$. Hence, by repeating the same arguments as in the proof of Theorem 3.3 we have that $\lim _{\mu \rightarrow 0} \beta^{\prime}\left(\alpha_{\mu}^{*}\right)=0$ if $\sigma_{0}<0$ and $\lim _{\mu \rightarrow 0} \beta^{\prime}\left(\alpha_{\mu}^{*}\right)=+\infty$ if $\sigma_{0}>0$. This gives the stability of $\Gamma_{\mu}$.
It is impossible for a system to have more than one periodic orbit with the property that all of them are asymptotically stable (or unstable). Therefore the periodic orbit of (3.1) for $|\mu|<\delta$ inside an $\epsilon$-neighborhood of $\Gamma_{0}$, if it exists, is unique.

We now show that the existence of a periodic orbit is possible. Suppose $\Gamma_{0}$ of (3.1) $)_{\mu=0}$ is as in Figure 3.1(a) and $\sigma_{0}<0$ (the other case can be considered in a similar manner). By Theorem 3.3, $\Gamma_{0}$ is asymptotically stable. Let $p_{0} \in L_{0} \cap \Gamma_{0}, p \in L_{0}^{+}$and near $p_{0}$, and $P(p)$ be the Poincaré map of $p$. Then $p$ and $P(p)$ have expressions (3.3) and (3.4), respectively. We can find a fixed $p$ which is sufficiently close to $p_{0}$ such that $\beta(\alpha)<\alpha$. Let $A_{\mu}$ denote the part of the orbit from $p$ to $P_{\mu}(p)$ and $B_{\mu}$ denote the line segment in $L_{\mu}^{+}$joining $P_{\mu}(p)$ and $p$. Let $\gamma_{\mu}=A_{\mu} \cup B_{\mu}$ (see Figures 3.3 and 3.4). For (3.1) $)_{\mu \neq 0}$, the relative positions of the stable and unstable manifolds ( $W_{\mu}^{s}$ and $W_{\mu}^{u}$ ) have three possibilities which are shown in Figure 3.4(a), (b), and (c). It is easy to see that in case (a), by the Poincare-Bendixson Theorem, there is a
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periodic orbit which is a stable limit cycle and is unique (Theorem 3.5). In cases (b) and (c), there are no periodic orbits in the exterior of $\gamma_{\mu}$. In fact, by Theorem 3.3, the homoclinic loop $\Gamma_{\mu}$ in case (b) is asymptotically stable. Therefore, in both cases (b) and (c), if there is a periodic orbit in the exterior of $\gamma_{\mu}$, it must be unstable. This contradicts Theorem 3.5.

Thus, to determine the existence of limit cycles bifurcating from the homoclinic loop $\Gamma_{0}$, we need to know the relative positions of $W_{\mu}^{u}$ and $W_{\mu}^{s}$. We will use the Melnikov function to determine the splitting of $W_{\mu}^{u}$ and $W_{\mu}^{s}$.

Consider the equation

$$
\left\{\begin{array}{l}
\dot{x}=P_{0}(x, y)+\epsilon P_{1}(x, y, \epsilon)  \tag{3.18}\\
\dot{y}=Q_{0}(x, y)+\epsilon Q_{1}(x, y, \epsilon)
\end{array}\right.
$$

where $P_{0}, Q_{0}, P_{1}, Q_{1} \in C^{r}$ and $r \geq 2$. For simplicity, we also consider (3.18) in its vector form:

$$
\begin{equation*}
\dot{w}=R(w, \epsilon)=R_{0}(w)+\epsilon R_{1}(w, \epsilon) \tag{3.19}
\end{equation*}
$$

where

$$
w=\binom{x}{y}, \quad R_{0}(w)=\binom{P_{0}(x, y)}{Q_{0}(x, y)}, \quad R_{1}(w, \epsilon)=\binom{P_{1}(x, y, \epsilon)}{Q_{1}(x, y, \epsilon)}
$$

Suppose that $O\left(x_{0}, y_{0}\right)$ is a hyperbolic saddle point of $(3.18)_{\epsilon=0}$. Assume that $\Gamma_{0}$ is a homoclinic loop through $O\left(x_{0}, y_{0}\right)$ and is given by

$$
w_{0}(t)=\binom{\phi(t)}{\psi(t)}
$$

Let $v=w_{0}(0)$ and $L$ be a transversal line segment through $v$. We assume that $L$ is parallel to the vector $R^{\perp}(v, 0)=R_{0}^{\perp}(v)$, where

$$
a^{\perp}=\binom{-a_{2}}{a_{1}} \quad \text { for any vector } \quad a=\binom{a_{1}}{a_{2}} \in \mathbb{R}^{2} .
$$

By the Implicit Function Theorem, equation (3.18) has a hyperbolic saddle point $O\left(x_{\epsilon}, y_{\epsilon}\right)$ satisfying $O\left(x_{\epsilon}, y_{\epsilon}\right) \rightarrow O\left(x_{0}, y_{0}\right)$ as $\epsilon \rightarrow 0$. Let $W_{\epsilon}^{s}$ and $W_{\epsilon}^{u}$ be the stable and unstable manifolds of $O\left(x_{\epsilon}, y_{\epsilon}\right)$ of system (3.18).

By the results in Chapter 1, for sufficiently small $\epsilon$ there exists a unique bounded solution $w_{\epsilon}^{s}(t)$ for $t \geq 0$ such that $w_{\epsilon}^{s}(t)$ is close to $w_{0}(t)$ for all $t \geq 0$ and $w_{\epsilon}^{s}(0) \in L$. Furthermore, $w_{\epsilon}^{s}(t)$ is $C^{r}$ with respect to the parameter $\epsilon$ and $w_{\epsilon}^{s}(t) \in W_{\epsilon}^{s}$ for all $t \geq 0$. Similarly, we have a unique bounded solution $w_{\epsilon}^{u}(t)$ for $t \leq 0$ in the unstable manifold $W_{\epsilon}{ }^{u}$.

Let

$$
\begin{aligned}
& \sigma(t)=P_{0 x}^{\prime}(\phi(t), \psi(t))+Q_{0 y}^{\prime}(\phi(t), \psi(t)) \\
& P_{00}(t)=P_{0}(\phi(t), \psi(t)), \\
& Q_{00}(t)=Q_{0}(\phi(t), \psi(t)), \quad Q_{10}(t)=P_{1}(\phi(t), \psi(t), 0), \\
& Q_{1}(\phi(t), \psi(t), 0),
\end{aligned}
$$

and

$$
D(t)=\operatorname{det}\left[\begin{array}{ll}
P_{00}(t) & Q_{00}(t) \\
P_{10}(t) & Q_{10}(t)
\end{array}\right]
$$

Theorem 3.6. Assume that the vector field (3.18) is $C^{r}, r \geq 2$, and the above conditions hold. Let

$$
\begin{equation*}
\Delta=\int_{-\infty}^{\infty} D(t) e^{-\int_{0}^{\prime} \sigma(\xi) d \xi} d t \tag{3.20}
\end{equation*}
$$

and

$$
\begin{equation*}
d(\epsilon)=\left\langle w_{\epsilon}^{u}(0)-w_{\epsilon}^{s}(0), R^{\perp}(v, 0)\right\rangle . \tag{3.21}
\end{equation*}
$$

Then for sufficiently small $\epsilon$ we have

$$
d(\epsilon)=\epsilon \Delta+O\left(|\epsilon|^{2}\right)
$$

Proof. Let

$$
\left.\frac{\partial}{\partial \epsilon} w_{\epsilon}^{s}(t)\right|_{\epsilon=0}=z^{s}(t) \quad \text { for } \quad t \geq 0
$$

and

$$
\left.\frac{\partial}{\partial \epsilon} w_{\epsilon}^{u}(t)\right|_{\epsilon=0}=z^{u}(t) \quad \text { for } \quad t \leq 0
$$

Let

$$
\Delta^{s, u}(t)=\left\langle z^{s, u}(t), R_{0}^{\perp}\left(w_{0}(t)\right)\right\rangle
$$

By differentiating (3.19) with respect to $\epsilon$, we have that

$$
\begin{equation*}
\dot{z}^{s}(t)=\frac{\partial R_{0}}{\partial w}\left(w_{0}(t)\right) z^{s}(t)+R_{1}\left(w_{0}(t), 0\right) \quad \text { for } \quad t \geq 0 \tag{3.22}
\end{equation*}
$$

Next, for any two vectors $a, b \in \mathbb{R}^{2}$ we define

$$
a \wedge b=\left\langle a, b^{\perp}\right\rangle
$$

It is not hard to see that for any $2 \times 2$ matrix $A$, we have

$$
\begin{equation*}
(A a) \wedge b+a \wedge(A b)=(\operatorname{tr} A) a \wedge b, \quad a, b \in \mathbb{R}^{2} \tag{3.23}
\end{equation*}
$$

For $t \geq 0$, we have the following from (3.22)

$$
\begin{aligned}
\frac{d}{d t} \Delta^{s}(t)= & \frac{d}{d t}\left[z^{s}(t) \wedge R_{0}\left(w_{0}(t)\right)\right] \\
= & \dot{z}^{s}(t) \wedge R_{0}\left(w_{0}(t)\right)+z^{s}(t) \wedge \frac{d}{d t} R_{0}\left(w_{0}(t)\right) \\
= & \dot{z}^{s}(t) \wedge R_{0}\left(w_{0}(t)\right)+z^{s}(t) \wedge \frac{\partial R_{0}}{\partial w}\left(w_{0}(t)\right) R_{0}\left(w_{0}(t)\right) \\
= & \frac{\partial R_{0}}{\partial w}\left(w_{0}(t)\right) z^{s}(t) \wedge R_{0}\left(w_{0}(t)\right) \\
& +R_{1}\left(w_{0}(t), 0\right) \wedge R_{0}\left(w_{0}(t)\right) \\
& +z^{s}(t) \wedge \frac{\partial R_{0}}{\partial w}\left(w_{0}(t)\right) R_{0}\left(w_{0}(t)\right)
\end{aligned}
$$

By (3.23), for $t \geq 0$,

$$
\frac{d}{d t} \Delta^{s}(t)=\sigma(t) \Delta^{s}(t)+\left\langle R_{1}\left(w_{0}(t), 0\right), R_{0}^{\perp}\left(w_{0}(t)\right)\right\rangle
$$

By the variation of constants formula, we have for $t \geq 0$

$$
\begin{aligned}
& \Delta^{s}(t)=e^{\int_{0}^{t} \sigma(s) d s}\left\{\Delta^{s}(0)+\int_{0}^{t}\left[e ^ { - \int _ { 0 } ^ { \tau } \sigma ( s ) d s } \left(R_{1}\left(w_{0}(\tau), 0\right),\right.\right.\right. \\
&\left.\left.\left.R_{0}^{\perp}\left(w_{0}(\tau)\right)\right\rangle\right] d \tau\right\} .
\end{aligned}
$$

This implies that

$$
\begin{aligned}
\Delta^{s}(0) & +\int_{0}^{t}\left[e^{-\int_{0}^{\tau} \sigma(s) d s}\left\langle R_{1}\left(w_{0}(\tau), 0\right), R_{0}^{\perp}\left(w_{0}(\tau)\right)\right\rangle\right] d \tau \\
& =e^{-\int_{0}^{t} \sigma(s) d s} \Delta^{s}(t)
\end{aligned}
$$

Since the solution $z_{\epsilon}^{s}(t)$ is on the stable manifold $W_{\epsilon}^{s}$,

$$
\lim _{t \rightarrow \infty} e^{-\int_{0}^{t} \sigma(s) d s} \Delta^{s}(t)=0
$$

Hence,

$$
\Delta^{s}(0)=-\int_{0}^{\infty}\left[e^{-\int_{0}^{\tau} \sigma(s) d}\left(R_{1}\left(w_{0}(\tau), 0\right), R_{0}^{\perp}\left(w_{0}(\tau)\right)\right\rangle\right] d \tau
$$

Similarly, we have

$$
\Delta^{u}(0)=-\int_{0}^{-\infty}\left[e^{-\int_{0}^{\tau} \sigma(s) d s}\left\langle R_{1}\left(w_{0}(\tau), 0\right), R_{0}^{\perp}\left(w_{0}(\tau)\right)\right\rangle\right] d \tau
$$

Hence $\Delta=\Delta^{u}(0)-\Delta^{s}(0)$. This yields the desired result.
Combining the results of Theorems 3.3, 3.5, and 3.6, we obtain finally:

Theorem 3.7. Suppose that system (3.18) $\epsilon_{\epsilon=0}$ has a hyperbolic saddle at ( $x_{0}, y_{0}$ ) with a homoclinic loop $\Gamma_{0}$, and the orientation of $\Gamma_{0}$ is clockwise (counterclockwise). If $\sigma_{0}=P_{0 x}^{\prime}\left(x_{0}, y_{0}\right)+Q_{0 y}^{\prime}\left(x_{0}, y_{0}\right) \neq 0$, then for sufficiently small $|\epsilon|$ and in a small neighborhood of $\Gamma_{0}$, we have:
(i) if $\sigma_{0} \epsilon \Delta>0(<0)$, system (3.18) has exactly one limit cycle bifurcating from the loop $\Gamma_{0}$, which is asymptotically stable for $\sigma_{0}<0$ and unstable for $\sigma_{0}>0$;
(ii) if $\sigma_{0} \in \Delta<0(>0)$, (3.18) has no limit cycles.

Remark 3.8. In some cases, we do not need to find the expression for $\Gamma_{0}$. For example, if $D(t)$ has a fixed sign, then $\Delta$ has the same sign by (3.20).

Example 3.9. Suppose that the system

$$
\left\{\begin{array}{l}
\dot{x}=P(x, y), \\
\dot{y}=Q(x, y)
\end{array}\right.
$$

has a hyperbolic saddle point at $(0,0)$ and a homoclinic loop including $(0,0)$ with clockwise orientation, and

$$
\sigma_{0}=P_{0 x}^{\prime}\left(x_{0}, y_{0}\right)+Q_{0 y}^{\prime}\left(x_{0}, y_{0}\right) \neq 0
$$

Then for sufficiently small $|\epsilon|$ and in a small neighborhood of $\Gamma_{0}$, the following perturbed system

$$
\left\{\begin{array}{l}
\dot{x}=P(x, y)-\epsilon Q(x, y), \\
\dot{y}=Q(x, y)+\epsilon P(x, y),
\end{array}\right.
$$

has exactly one limit cycle bifurcating from the loop $\Gamma_{0}$ when $\epsilon \sigma_{0}>0$; and has no limit cycles when $\epsilon \sigma_{0}<0$.

In fact, it is easy to see that

$$
D(t)=\operatorname{det}\left[\begin{array}{cc}
P & -Q \\
Q & P
\end{array}\right]>0,
$$

and therefore

$$
\Delta=\int_{-\infty}^{\infty} D(t) e^{-\int_{0}^{t} \sigma(\xi) d \xi} d t>0
$$

By Theorem 3.7, the desired result follows.

### 3.4 Bibliographical Notes

There are many references for codimension one bifurcations; see, for example, the books of Andronov, et al. [1], Arnold [1], Chow and Hale [1], Hassard, Kazarinoff, and Wan [1], Golubitsky and Schaeffer [1], Guckenheimer and Holmes [1], Marsden and McCracken [1], and Wiggens [1, 2].

For a proof of the Jet Transversality Theorem (Theorem 1.6), we refer to Hirsch [1] or Arnold [4]. The proof of Theorem 1.10 can be found in Chow and Hale [1]. Definitions 1.13 through 1.16 are due to Arnold [4].

Theorem 2.6 is different from the classical Hopf Bifurcation Theorem. It gives a uniform property with respect to some parameters. This result will be useful in Chapter 4.

Formula (2.32) is taken from Guckenheimer and Holmes [1], and Marsden and McCracken [1]. Chow and Mallet-Paret [1] presented an alternative by using the method of averaging. Formula (2.34) can be obtained by using (2.32) (see Wang [1]), or by using a formula in Farr et al. [1], which can also be used in more general cases $n>2$. Formula (2.34) is equivalent to a formula in Andronov et al. [1, p. 253].

The proof of Theorem 3.3 is due to Chow and Hale [1].
Theorem 3.7 was first given by Melnikov [1] and the integral (3.20) is called the Melnikov integral. Our proof of Theorem 3.6 follows basically Guckenheimer and Holmes [1] and Wiggins [2]. For other approaches, see Chow and Hale [1], Chow, Hale, and Mallet-Paret [1], Feng and Qian [1], Ma and Wang [1], and Palmer [2]. For the higher dimension Melnikov method, see Chow and Yamashita [1], Gruendler [1], and Palmer [2]. Results in Section 3.3 can be generalized to the case of heteroclinic orbits. See, for example, Cerkas [1] and Feng [1-2].

The degenerate cases of Hopf bifurcation and homoclinic bifurcation will be discussed in Section 5.1 and Section 5.2.

## 4

## Codimension Two Bifurcations

In this chapter we will introduce some results on codimension two bifurcations of vector fields near nonhyperbolic equilibrium points.

Consider a family of vector fields

$$
\dot{x}=f(x, \epsilon),
$$

where $x \in \mathbb{R}^{n}, \epsilon \in \mathbb{R}^{m}(m \geq 2), f \in C^{\infty}\left(\mathbb{R}^{n} \times \mathbb{R}^{m}, \mathbb{R}^{n}\right)$, and $f(0,0,0)=$ 0 . Suppose that the origin is a nonhyperbolic equilibrium point of $\left(X_{0}\right)$, and the linear part of ( $X_{0}$ ) is doubly degenerate. Then, after reduction to a center manifold, the linearized matrix of ( $X_{0}$ ) must take one of the following forms:

$$
\begin{aligned}
A_{1} & =\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right] \text { or }\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right], \\
A_{2} & =\left[\begin{array}{rrr}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right], \\
A_{3} & =\left[\begin{array}{cccc}
0 & \omega_{1} & 0 & 0 \\
-\omega_{1} & 0 & 0 & 0 \\
0 & 0 & 0 & \omega_{2} \\
0 & 0 & -\omega_{2} & 0
\end{array}\right]\left(\omega_{1} \omega_{2} \neq 0, \omega_{1} \neq k \omega_{2}, k=1, \ldots, 5\right) .
\end{aligned}
$$

In Sections 4.1-4.5, we discuss the case $A_{1}$. This means that we will study the bifurcation diagrams in a small neighborhood $U$ of $\epsilon=0$, and find all possible phase portraits of ( $X_{\epsilon}$ ) (corresponding to different $\epsilon \in U$ ) in a small neighborhood of $x=0$, under certain nondegenerate conditions on the higher-order terms of ( $X_{0}$ ) which will vary for
different cases. These conditions make the family essentially a twoparameter family, even though it may contain $m>2$ parameters. In Sections 4.1-4.5, we suppose that $\left(X_{\epsilon}\right)$ is invariant under a rotation of the phase plane through an angle $2 \pi / q$ for $q=1,2,3,4$ and $q \geq 5$, respectively. These are usually called $1: q$ resonance problems. For the cases $q=1,2$ the matrix $A_{1}$ is nonzero nilpotent, and in the cases $q \geq 3, A_{1}$ is a zero matrix. The case $q=1$ is nonsymmetric; it was first studied by Bogdanov [1, 2] and Takens [2], and is usually called the Bogdanov-Takens system. The complete results for the cases $q=2,3$ (with codimension two) were first given by Khorozov [1]. All codimen-sion-two results for $1: q$ resonances are known, except the case $q=4$ (see Arnold [4, 5]). In these problems an important and difficult part is the study of the existence of periodic orbits, homoclinic or heteroclinic orbits, and the number of periodic orbits, corresponding to different values of the parameters. For problems of this kind, we need the Hopf bifurcation theory and homoclinic (heteroclinic) bifurcation theory, as well as some special techniques, such as the blowing-up transformations, Abelian integrals, and Picard-Fuchs equations. We will give more details in this chapter about all these techniques.

For the types $A_{2}$ and $A_{3}$, the study of bifurcations is far from complete. Since the dimension of the system is greater than or equal to 3 , some complicated dynamical behavior can occur. The first step to study these bifurcations is to transform the equations into their normal forms (see Section 2.11), and then to study the truncated normal form equations which have some symmetric properties and can be reduced to planar systems because of the nature of $A_{2}$ and $A_{3}$.

In Sections 4.6 and 4.7, we will discuss codimension-two bifurcations of the reduced systems corresponding to $A_{2}$ and $A_{3}$, respectively. Zoladek [1, 2] gave the complete results for these two cases. We will use a simpler method to prove the uniqueness of periodic orbits for the first case.

### 4.1 Double Zero Eigenvalue

Consider a family of vector fields

$$
\left\{\begin{array}{l}
\dot{x}=f(x, y, \epsilon)  \tag{1.1}\\
\dot{y}=g(x, y, \epsilon)
\end{array}\right.
$$

where $x, y \in \mathbb{R}^{\mathbf{1}}, \epsilon \in \mathbb{R}^{m}, m \geq 2$, and $f, g \in C^{\infty}(x, y, \epsilon)$.

We suppose in this section that for $\epsilon=0$, (1.1) has an equilibrium point at $x=y=0$ for which the matrix of the linear part is similar to the Jordan block

$$
\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right] .
$$

Thus, the normal form of (1.1) for $\epsilon=0$ (see Examples 2.1.10 and 2.1.15) is

$$
\left\{\begin{array}{l}
\dot{x}=y  \tag{1.2}\\
\dot{y}=a x^{2}+b x y+O\left(|(x, y)|^{3}\right) .
\end{array}\right.
$$

We remark here that the first normal form equation may have the form $\dot{x}=y+\phi(x, y), \phi=O\left(\left.(x, y)\right|^{3}\right)$. By a change of coordinates in a small neighborhood of the origin:

$$
\bar{x}=x, \quad \bar{y}=y+\phi(x, y),
$$

it can be transformed into the form (1.2).
Another basic hypothesis in this section is $a b \neq 0$ in (1.2). Under this condition, if we make a change of coordinates and time:

$$
x \rightarrow \frac{a}{b^{2}} x, \quad y \rightarrow \frac{a^{2}}{b^{3}} y, \quad t \rightarrow \frac{b}{a} t,
$$

the equation (1.2) is transformed into the form

$$
\left\{\begin{array}{l}
\dot{x}=y  \tag{1.3}\\
\dot{y}=x^{2}+x y+O\left(|(x, y)|^{3}\right) .
\end{array}\right.
$$

The reader should be aware that if $a b<0$, then time is inverted by the scaling. If one wishes to keep the direction of motion, then (1.2) could be transformed into an equation having the same form as (1.2) with $a=1, b= \pm 1$. We only consider the case $b=1$. The case $b=-1$ can be discussed in a similar way.

Definition 1.1. A family of vector fields (1.1) is called a deformation of equation (1.3) if for $\epsilon=0$ it has the form (1.3).

Under the above hypothesis we can assume that (1.1) is a family of deformations of (1.3) of the following form:

$$
\left\{\begin{array}{l}
\dot{x}=y+w_{1}(x, y, \epsilon)  \tag{1.4}\\
\dot{y}=x^{2}+x y+O\left(|(x, y)|^{3}\right)+w_{2}(x, y, \epsilon)
\end{array}\right.
$$

where $x, y \in \mathbb{R}^{1}, \epsilon \in \mathbb{R}^{m}, m \geq 2, w_{1}, w_{2} \in C^{\infty}(x, y, \epsilon)$, and $\left.w_{i}\right|_{\epsilon=0}=0$, $i=1,2$.

We will show that the following two-parameter family of vector fields

$$
\left\{\begin{array}{l}
\dot{x}=y  \tag{1.5}\\
\dot{y}=\mu_{1}+\mu_{2} y+x^{2}+x y
\end{array}\right.
$$

is a versal deformation of (1.3). This result is not obvious and its proof has been given by Bogdanov [1, 2] and Takens [1].
The discussion will be divided into three parts. We will study the bifurcation diagram and phase portraits of (1.5) in the first part, reduce (1.4) to a canonical form in the second part, and study the versality of (1.5) in the last part.

## (I) The Bifurcation Diagram and Phase Portraits of the System (1.5)

Theorem 1.2. (1) There is a neighborhood $\Delta$ of $\mu_{1}=\mu_{2}=0$ in $\mathbb{R}^{2}$ such that the bifurcation diagram of (1.5) inside $\Delta$ consists of the origin $\left(\mu_{1}, \mu_{2}\right)=(0,0)$ and the following curves:
(a) $S N^{+}=\left\{\mu \mid \mu_{1}=0, \mu_{2}>0\right\}$,
(b) $S N^{-}=\left\{\mu \mid \mu_{1}=0, \mu_{2}<0\right\}$,
(c) $H=\left\{\mu \mid \mu_{1}=-\mu_{2}^{2}, \mu_{2}>0\right\}$, (d) $H L=\left\{\mu \left\lvert\, \mu_{1}=-\frac{49}{25} \mu_{2}^{2}+O\left(\mu_{2}^{5 / 2}\right)\right., \mu_{2}>0\right\}$.
(2) The bifurcation diagram and phase portraits of (1.5) for $\mu \in \Delta$ are shown in Figure 1.1, where the regions I-IV are formed by the above bifurcation curves.

A proof of Theorem 1.2 will be given by using the following lemmas.

Lemma 1.3. There is a neighborhood $\Delta_{1}$ of $\mu_{1}=\mu_{2}=0$ such that $S N^{+}$ and $S N^{-}$are saddle-node bifurcation curves while $H$ is a Hopf bifurcation


Figure 1.1. The bifurcation diagram and phase portraits of (1.5).
curve for the system (1.5). Moreover, if $\left(\mu_{1}, \mu_{2}\right) \in \Delta_{1} \cap$ region II and near $H$, then the system (1.5) has a unique limit cycle in a small neighborhood of the focus $\left(-\sqrt{-\mu_{1}}, 0\right)$. Furthermore, it is unstable, and it tends to the focus as $\left(\mu_{1}, \mu_{2}\right)$ tends to a point on $H$. The phase portraits of (1.5) for $\left(\mu_{1}, \mu_{2}\right) \in \Delta_{1} \cap\left\{\mu \mid \mu_{1} \geq 0\right\}$ are shown in Figure 1.1.

Proof. If $\mu_{1}>0$, then (1.5) has no equilibria. If $\mu_{1}=0$, then the unique equilibrium $(x, y)=(0,0)$ is a saddle-node for $\mu_{2} \neq 0$, and is a "cusp" type for $\mu_{2}=0$. The phase portraits near ( 0,0 ) for $\mu_{1} \geq 0$ are shown in Figure 1.1. (We refer to Zhang et al. [1, p. 130-58] for the details in obtaining the phase portraits.) Finally, if $\mu_{1}<0$, then (1.5) has two equilibria $\left(x_{ \pm}, 0\right)$, where $x_{ \pm}= \pm \sqrt{-\mu_{1}}$. The $2 \times 2$ matrix of the linearized equation at $\left(x_{ \pm}, 0\right)$ is

$$
A_{ \pm}=\left[\begin{array}{cc}
0 & 1 \\
\pm 2 \sqrt{-\mu_{1}} & \mu_{2} \pm \sqrt{-\mu_{1}}
\end{array}\right] .
$$

Since

$$
\operatorname{trace}\left(A_{ \pm}\right)=\mu_{2} \pm \sqrt{-\mu_{1}} \quad \text { and } \quad \operatorname{det}\left(A_{ \pm}\right)=-\left( \pm 2 \sqrt{-\mu_{1}}\right)
$$

$\left(x_{+}, 0\right)$ is a saddle point and $\left(x_{-}, 0\right)$ is an unstable focus for $\mu_{2}>\sqrt{-\mu_{1}}$ and a stable focus for $\mu_{2}<\sqrt{-\mu_{1}}$. Therefore, a Hopf bifurcation occurs along the curve $H=\left\{\mu \mid \mu_{1}=-\mu_{2}^{2}, \mu_{2}>0\right\}$, and a saddle-node bifurcation occurs along the curves $S N^{+}$and $S N^{-}$. By using the formula (3.2.34), it is easy to obtain that

$$
16 \operatorname{Re}\left(C_{1}\right)=\frac{1}{\sqrt{-\mu_{1}}}>0
$$

Hence, the focus $\left(x_{-}, 0\right)$ is unstable for $\mu_{2}=\sqrt{-\mu_{1}}$. Moreover, $\left(x_{-}, 0\right)$ will become a stable focus surrounded by an unstable limit cycle for $\mu_{2}<\sqrt{-\mu_{1}}$ and $\left|\mu_{2}-\sqrt{-\mu_{1}}\right| \ll 1$, and the cycle tends to the focus as $\left(\mu_{1}, \mu_{2}\right) \rightarrow H$ (Theorem 3.2.4).

In order to discuss the limit cycle and the homoclinic orbit of (1.5), we set

$$
\begin{gather*}
\mu_{1}=-\delta^{4}, \quad \mu_{2}=\zeta \delta^{2}, \quad x \rightarrow \delta^{2} x, \\
y \rightarrow \delta^{3} y, \quad t \rightarrow \frac{t}{\delta}(\delta>0), \tag{1.6}
\end{gather*}
$$

where $\zeta$ and $\delta$ are new parameters. Then (1.5) becomes

$$
\left\{\begin{array}{l}
\dot{x}=y  \tag{1.7}\\
\dot{y}=-1+x^{2}+\zeta \delta y+\delta x y
\end{array}\right.
$$

For $\delta=0,(1.7)$ is a Hamiltonian system:

$$
\left\{\begin{array}{l}
\dot{x}=y  \tag{1.8}\\
\dot{y}=-1+x^{2}
\end{array}\right.
$$

with the first integral

$$
\begin{equation*}
H(x, y)=\frac{y^{2}}{2}+x-\frac{x^{3}}{3}=h . \tag{1.9}
\end{equation*}
$$

The phase portrait of (1.8) is shown in Figure 1.2.


Figure 1.2. The phase portrait of (1.8).


Figure 1.3.

Every closed orbit of ( 1.8 ) surrounding ( $-1,0$ ) corresponds to a level curve $\Gamma_{h}=\left\{(x, y) \mid H(x, y)=h,-\frac{2}{3}<h<\frac{2}{3}\right\} . \Gamma_{h}$ shrinks to the equilibrium ( $-1,0$ ) as $h \rightarrow-2 / 3$, and tends to the homoclinic loop as $h \rightarrow 2 / 3$.

Now we consider (1.7) as a perturbation of (1.8) for $\delta$ small. Note that (1.7) has two equilibria: The point $A(1,0)$ is a saddle point and the point $B(-1,0)$ is an equilibrium point with index +1 for every $\delta$ and $\zeta$. Hence every closed orbit of (1.7) must cross the line segment $L=$ $\{(x, y) \mid y=0,-1 \leq x \leq 1\}$ and surround the point $B$.

On the other hand, for every $h \in\left(-\frac{2}{3}, \frac{2}{3}\right), \Gamma_{h}$ (the orbit of (1.8)) intersects $L$ at exactly one point $P_{h}(x(h), 0)$. Therefore, the segment $L$ can be parameterized by $h \in\left(-\frac{2}{3}, \frac{2}{3}\right)$.

For every $h \in\left(-\frac{2}{3}, \frac{2}{3}\right)$, we consider the trajectory of (1.7) passing through the point $P_{h}(x(h), 0) \in L$. Let this trajectory go forward and backward until it intersects the negative $x$-axis at points $Q_{2}$ and $Q_{1}$, respectively (Figure 1.3). We denote the piece of trajectory from $Q_{1}$ to $Q_{2}$ by $\gamma(h, \delta, \zeta)$. For $h=+2 / 3$, we take the limiting positions of $\gamma$ by using the local stable and unstable manifolds at $A$.

Lemma 1.4. $\gamma(h, \delta, \zeta)$ is a periodic orbit of (1.7) if and only if

$$
\begin{equation*}
F(h, \delta, \zeta) \equiv \int_{\gamma(h, \delta, \zeta)}(\zeta+x) y d x=0 \tag{1.10}
\end{equation*}
$$

Moreover, the system (1.7) has a homoclinic orbit if and only if (1.10) is satisfied for $h=\frac{2}{3}$.

Proof. $\gamma(h, \delta, \zeta)$ is a periodic orbit if and only if $Q_{1}=Q_{2}$. From (1.9) we have

$$
\frac{\partial H(x, y)}{\partial x}=1-x^{2} \neq 0, \text { if }|x| \neq 1 .
$$

Hence $Q_{1}=Q_{2}$ if and only if $H\left(Q_{1}\right)=H\left(Q_{2}\right)$.
On the other hand, along the orbits of (1.7) we have that

$$
\left.\frac{d H(x, y)}{d t}\right|_{(1.7)} d t=\left.\delta(\zeta+x) y^{2}\right|_{(1.7)} d t=\delta(\zeta+x) y d x
$$

This implies that

$$
\begin{equation*}
H\left(Q_{2}\right)-H\left(Q_{1}\right)=\left.\int_{t\left(Q_{1}\right)}^{t\left(Q_{2}\right)} \frac{d H}{d t}\right|_{(1.7)} d t=\delta \int_{\gamma(h, \delta, \zeta)}(\zeta+x) y d x . \tag{1.11}
\end{equation*}
$$

This gives the desired results. The homoclinic case can be obtained by taking a limit as $h \rightarrow \frac{2}{3}-0$ (see Lemma 1.5).

Lemma 1.5. (Bogdanov [1]) There is $\delta_{0}>0$ such that the function $F(h, \delta, \zeta)$ given by (1.10) is continuous on the set

$$
U=\left\{(h, \delta, \zeta) \left\lvert\,-\frac{2}{3} \leq h \leq \frac{2}{3}\right., 0 \leq \delta \leq \delta_{0}, \zeta_{1} \leq \zeta \leq \zeta_{2}\right\},
$$

where $\zeta_{1}<\zeta_{2}$ are arbitrary constants. Moreover, $F$ is $C^{\infty}$ in $\delta$ and $\zeta$ on $U$, and $C^{\infty}$ in $h$ on the set

$$
V=\left\{(h, \delta, \zeta) \left\lvert\,-\frac{2}{3}<h<\frac{2}{3}\right., 0 \leq \delta \leq \delta_{0}, \zeta_{1} \leq \zeta \leq \xi_{2}\right\} .
$$

Proof. From the theorem about the continuous and differentiable dependence on solutions upon initial conditions and parameters, we know that $F \in C^{0}$ on $U$ and $\in C^{\infty}$ on $V$. To prove that it is $C^{\infty}$ in $\delta$ and $\zeta$ at $h=-2 / 3$, we can use a theorem of Andronov et al. [1] about the smooth dependence of solutions upon parameters near a focus. To prove $F \in C^{\infty}$ in $\delta$ and $\zeta$ at $h=2 / 3$, we can use a theorem of Shoshitaishvili [1] about the smooth dependence of the separatrix upon the parameters.

We will consider $F(h, \delta, \zeta)$ as a perturbation of $F(h, 0, \zeta)$. The function $F(h, 0, \zeta)$ is given by

$$
\begin{equation*}
F(h, 0, \zeta)=\zeta I_{0}(h)+I_{1}(h) \tag{1.12}
\end{equation*}
$$

where

$$
I_{i}(h)=\int_{\Gamma_{h}} x^{i} y d x, \quad i=0,1
$$

and $\Gamma_{h}$ is the level curve of $H(x, y)=h$. The orientation of $\Gamma_{h}$ is determined by the direction of the vector field (1.8). By Green's formula

$$
I_{0}(h)=\int_{\Gamma_{h}} y d x=\iint_{D(h)} d x d y>0, \quad h \in\left(-\frac{2}{3}, \frac{2}{3}\right]
$$

where $D(h)$ is the region surrounded by $\Gamma_{h}$. It is easy to show that

$$
\lim _{h \rightarrow-2 / 3} I_{0}(h)=\lim _{h \rightarrow-2 / 3} I_{1}(h)=0
$$

By the Mean Value Theorem of integrals, we have

$$
\lim _{h \rightarrow-2 / 3} \frac{I_{1}(h)}{I_{0}(h)}=\lim _{h \rightarrow-2 / 3} \frac{\iint_{D(h)} x d x d y}{\iint_{D(h)} d x d y}=\lim _{h \rightarrow-2 / 3} \bar{x}(h)=-1
$$

where $(\bar{x}(h), \bar{y}(h)) \in D(h)$ and $D(h)$ shrinks to the point $(-1,0)$ as $h \rightarrow-2 / 3$.

Now we define

$$
P(h)= \begin{cases}-\frac{I_{1}(h)}{I_{0}(h)}, & -\frac{2}{3}<h \leq \frac{2}{3}  \tag{1.13}\\ 1, & h=-\frac{2}{3}\end{cases}
$$

It is continuous in $h \in[-2 / 3,2 / 3]$.
We remark here that by Lemma 1.4 , to determine the existence and the number of periodic orbits for (1.7), we only need to study the existence and the number of zeros for the function $F(h, \delta, \zeta)$ with respect to $h \in\left(-\frac{2}{3}, \frac{2}{3}\right)$. On the other hand, $F(h, \delta, \zeta)$ can be approximated by $F(h, 0, \zeta)=I_{0}(h)(\zeta-P(h))$. Hence, the behavior of the function $P=P(h)$, as a ratio of two Abelian integrals, is crucial in our discussion.

Lemma 1.6. If $-2 / 3<h<2 / 3$, then $P(h)$ satisfies the following Riccati equation:

$$
\begin{equation*}
\left(9 h^{2}-4\right) P^{\prime}(h)=7 P^{2}+3 h P-5 \tag{1.14}
\end{equation*}
$$

Proof. We have that

$$
\begin{equation*}
I_{i}(h)=\int_{\Gamma_{h}} x^{i} y d x=2 \int_{\xi(h)}^{\eta(h)} x^{i} y d x, \quad i=0,1,2, \ldots \tag{1.15}
\end{equation*}
$$

where $\eta(h)$ and $\xi(h)$ are shown in Figure 1.4 and

$$
\begin{equation*}
y=\left[2\left(h-x+\frac{x^{3}}{3}\right)\right]^{1 / 2} \tag{1.16}
\end{equation*}
$$

From (1.9), we obtain that

$$
\begin{equation*}
I_{i}^{\prime}(h)=2 \int_{\xi(h)}^{\eta(h)} \frac{x^{i}}{y} d x, \quad i=0,1,2, \ldots \tag{1.17}
\end{equation*}
$$
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Using (1.15), (1.16), and (1.17), we have

$$
\begin{equation*}
I_{i}(h)=2 \int_{\xi(h)}^{\eta(h)} \frac{x^{i} y^{2}}{y} d x=2 h I_{i}^{\prime}(h)-2 I_{i+1}^{\prime}(h)+\frac{2}{3} I_{i+3}^{\prime}(h) \tag{1.18}
\end{equation*}
$$

On the other hand, an integration by parts shows that

$$
I_{i}(h)=2\left[\left.\frac{x^{i+1}}{i+1} y\right|_{\xi(h)} ^{\eta(h)}-\frac{1}{i+1} \int_{\xi(h)}^{\eta(h)} \frac{x^{i+1}\left(x^{2}-1\right)}{y} d x\right]
$$

Since $y(\xi(h), h)=y(\eta(h), h)=0$, we obtain by (1.17) that

$$
\begin{equation*}
I_{i}(h)=\frac{1}{i+1}\left(I_{i+1}^{\prime}(h)-I_{i+3}^{\prime}(h)\right) \tag{1.19}
\end{equation*}
$$

Removing $I_{i+3}^{\prime}(h)$ from (1.18) and (1.19), we have

$$
(2 i+5) I_{i}(h)=-4 I_{i+1}^{\prime}(h)+6 h I_{i}^{\prime}(h) .
$$

In particular, we have

$$
\left\{\begin{array}{l}
5 I_{0}=-4 I_{1}^{\prime}+6 h I_{0}^{\prime} \\
7 I_{1}=-4 I_{2}^{\prime}+6 h I_{1}^{\prime} .
\end{array}\right.
$$

We claim that $I_{2}(h) \equiv I_{0}(h)$. Indeed, from (1.9)

$$
d H=y d y+\left(1-x^{2}\right) d x
$$

that is,

$$
\begin{equation*}
\left(1-x^{2}\right) y d x=y d H-y^{2} d y \tag{1.21}
\end{equation*}
$$

Integrating (1.21) along $\Gamma_{h}$, we have $I_{0}(h)=I_{2}(h)$.
Thus, (1.20) becomes

$$
\left\{\begin{array}{l}
5 I_{0}=6 h I_{0}^{\prime}-4 I_{1}^{\prime}  \tag{1.22}\\
7 I_{1}=-4 I_{0}^{\prime}+6 h I_{1}^{\prime}
\end{array}\right.
$$

For $-2 / 3<h<2 / 3$, (1.22) is equivalent to the following Picard-Fuchs equation

$$
\left\{\begin{array}{l}
\left(9 h^{2}-4\right) I_{0}^{\prime}=\frac{15}{2} h I_{0}+7 I_{1}  \tag{1.23}\\
\left(9 h^{2}-4\right) I_{1}^{\prime}=5 I_{0}+\frac{21}{2} h I_{1}
\end{array}\right.
$$

It is easy to obtain (1.14) from (1.23), (1.13), and the following equation

$$
P^{\prime}(h)=\frac{1}{I_{0}^{2}}\left(I_{0}^{\prime} I_{1}-I_{1}^{\prime} I_{0}\right)
$$

Lemma 1.7. $P(h)$ has the following properties:
(1) $\lim _{h \rightarrow \frac{2}{3}} P(h)=\frac{5}{7}$;
(2) $P^{\prime}(h)<0$ for $-2 / 3<h<2 / 3, P^{\prime}(h) \rightarrow-1 / 8$ as $h \rightarrow-2 / 3$, and $P^{\prime}(h) \rightarrow-\infty$ as $h \rightarrow 2 / 3$.

Proof. $P(h)$ is a solution of (1.14) and $P(h) \rightarrow 1$ as $h \rightarrow-2 / 3$. We rewrite (1.14) into the following form:

$$
\left\{\begin{array}{l}
\frac{d P}{d t}=-7 P^{2}-3 h P+5  \tag{1.24}\\
\frac{d h}{d t}=-9 h^{2}+4
\end{array}\right.
$$



Figure 1.5.

The graph of $P(h)$ is the heteroclinic orbit from the saddle point $(-2 / 3,1)$ to the node $(2 / 3,5 / 7)$ in the $h P$-plane (see Figure 1.5). Thus $P(h) \rightarrow 5 / 7$ as $h \rightarrow 2 / 3$.

The graph of the equation

$$
\begin{equation*}
7 P^{2}+3 h P-5=0 \tag{1.25}
\end{equation*}
$$

has two branches of curves on which the direction of the vector field (1.24) is horizontal. The branch of the hyperbola (1.25) above the $h$-axis is given by

$$
\begin{equation*}
C_{q}: q(h)=\frac{1}{14}\left[-3 h+\left(9 h^{2}+140\right)^{1 / 2}\right] . \tag{1.26}
\end{equation*}
$$

Along the curve $C_{q}$ we have $P^{\prime}(h)=0$ and $q^{\prime}(h)=-3 q^{2} / 7 q^{2}+5$. Hence the vector field (1.24) is transversal to $C_{q}$ from the left to the right for $-\frac{2}{3}<h<\frac{2}{3}$. It follows from (1.14) and (1.26) that

$$
\lim _{h \rightarrow-2 / 3} P^{\prime}(h)=-\frac{1}{8} \quad \text { and } \quad q^{\prime}(-2 / 3)=-\frac{1}{4}
$$

Therefore, the graph of $P(h)$ is entirely above $C_{q}$, that is, $P^{\prime}(h)<0$ for $-2 / 3 \leq h<2 / 3$. The fact that $P^{\prime}(h) \rightarrow-\infty$ as $h \rightarrow 2 / 3$ can be obtained directly from (1.14).

Now by using the properties of $P(h)$, we continue with the proof of Theorem 1.2.

Lemma 1.8. There is a neighborhood $\Delta_{2}$ of $\mu_{1}=\mu_{2}=0$ such that for $\left(\mu_{1}, \mu_{2}\right) \in \Delta_{2}$ there is a curve $H L=\left\{\mu\left|\mu_{1}=-\frac{49}{25} \mu_{2}^{2}+O\left(\mu_{2}^{5 / 2}\right), \mu_{2}\right\rangle\right.$ $0\}$ which is a homoclinic loop bifurcation curve of (1.5).

Proof. By Lemma 1.4 and (1.10), the condition for existence of the homoclinic orbit of (1.7) is: $F(2 / 3, \delta, \zeta)=0$. From (1.12), (1.13), and Lemma 1.7, $F\left(2 / 3,0, \zeta_{0}\right)=0$, where $\zeta_{0}=P(2 / 3)=5 / 7$, and $\partial F / \partial \zeta\left(\frac{2}{3}, 0, \zeta\right)=I_{0}(2 / 3)>0$. By the Implicit Function Theorem, there exist a $\delta_{0}>0$ and a function $\zeta=\zeta(\delta)$, defined for $0 \leq \delta<\delta_{0}$, such that $F(2 / 3, \delta, \zeta(\delta))=0$, that is, $\gamma(2 / 3, \delta, \zeta(\delta))$ is a homoclinic orbit.

Using (1.6), we can change the parameter ( $\delta, \zeta$ ) back to ( $\mu_{1}, \mu_{2}$ ) to obtain the equation of the bifurcation curve.

In fact, $\mu_{2}=\zeta \delta^{2}$ and $\zeta(\delta)=\zeta_{0}(1+O(\delta))=\frac{5}{7}(1+O(\delta))$ imply $\delta=$ $O\left(\mu_{2}^{1 / 2}\right)$ as $\mu_{2} \rightarrow 0^{+}$. In addition, $\mu_{1}=-\delta^{4}$ and $\mu_{2}=\zeta \delta^{2}$ imply that

$$
\mu_{1}=-\frac{\mu_{2}^{2}}{\zeta^{2}(\delta)}=-\frac{\mu_{2}^{2}}{\zeta_{0}^{2}}(1+O(\delta))=-\frac{49}{25} \mu_{2}^{2}+O\left(\mu_{2}^{5 / 2}\right)
$$

where $\mu_{2}>0$ and $\left(\mu_{1}, \mu_{2}\right) \in \Delta_{2}=\left\{\left(\mu_{1}, \mu_{2}\right)| | \mu_{1}\left|+\left|\mu_{2}\right| \leq \delta_{0}^{4}\right\}\right.$. This completes the proof of Lemma 1.8.

Lemma 1.9. For a given $h_{1} \in(-2 / 3,2 / 3)$, there exist $\delta_{1}>0$ and a unique function $\zeta=\zeta_{1}(h, \delta)$ defined in $h \in\left[h_{1}, 2 / 3\right], 0 \leq \delta \leq \delta_{1}$, such

## that

( $1^{0}$ ) the trajectory $\gamma\left(h, \delta, \zeta_{1}(h, \delta)\right.$ ), $h_{1} \leq h<2 / 3$ and $0<\delta \leq \delta_{1}$, is a periodic orbit of (1.7), which is the unique limit cycle of (1.7); and $\left(2^{0}\right) \partial \zeta_{1} / \partial h<0, h_{1} \leq h<2 / 3,0<\delta \leq \delta_{1}$.

Proof. We note from (1.12) that

$$
\begin{equation*}
\left.F(h, \delta, \zeta)\right|_{\delta=0}=I_{0}(h) \zeta+I_{1}(h)=I_{0}(h)(\zeta-P(h)) \tag{1.27}
\end{equation*}
$$

where $P(h)$ is defined in (1.13). Hence, for each $h^{*} \in\left[h_{1}, 2 / 3\right]$ we have

$$
F\left(h^{*}, 0, P\left(h^{*}\right)\right)=0,\left.\frac{\partial F}{\partial \zeta}\right|_{\delta=0}=I_{0}\left(h^{*}\right)>0
$$

By the Implicit Function Theorem there exist $\delta^{*}>0, \sigma^{*}>0$, and a function $\zeta=\zeta^{*}(h, \delta)$ defined in $0 \leq \delta \leq \delta^{*}$ and $h^{*}-\sigma^{*}<h<h^{*}+$ $\sigma^{*}$ (if $h^{*}=2 / 3$, then we consider the interval $h^{*}-\sigma<h \leq h^{*}$ ) such that

$$
F\left(h, \delta, \zeta^{*}(h, \delta)\right)=0
$$

This means that $\gamma\left(h, \delta, \zeta^{*}(h, \delta)\right)$ is a periodic orbit of (1.7).
Thus, by the compactness of $\left[h_{1}, 2 / 3\right]$, there exist $\delta_{1}>0$ and a function $\zeta=\zeta_{1}(h, \delta)$ defined for $0 \leq \delta \leq \delta_{1}, h_{1} \leq h \leq 2 / 3$ such that

$$
\begin{equation*}
\zeta_{1}(h, 0)=P(h), \quad F\left(h, \delta, \zeta_{1}(h, \delta)\right)=0 \tag{1.28}
\end{equation*}
$$

that is, the trajectory $\gamma\left(h, \delta, \zeta_{1}(h, \delta)\right)$ is a periodic orbit of (1.7) passing through the point $(x, y)=(x(h), 0)$.

Since $F \in C^{\infty}$ for all $\delta, \zeta$, and $-2 / 3<h<2 / 3$ (Lemma 1.5), we obtain from (1.28), (1.27), and Lemma 1.7 that

$$
\begin{gathered}
\frac{\partial F}{\partial h}+\frac{\partial F}{\partial \zeta_{1}} \frac{\partial \zeta_{1}}{\partial h}=0 \\
\left.\frac{\partial F}{\partial \zeta_{1}}\right|_{\delta=0}=I_{0}(h)>0 \\
\left.\frac{\partial F}{\partial h}\right|_{\delta=0, \zeta=\zeta_{1}(h, 0)}=I_{0}^{\prime}(h)\left(\zeta_{1}(h, 0)-P(h)\right)-I_{0}(h) P^{\prime}(h)>0
\end{gathered}
$$

This implies that (note that $I_{0}^{\prime}(h)$ is finite for $-2 / 3 \leq h \leq 2 / 3$ )

$$
\left.\frac{\partial \zeta_{1}(h, \delta)}{\partial h}\right|_{\delta=0}<0, \quad h_{1} \leq h<\frac{2}{3}
$$

and

$$
\left.\frac{\partial \zeta_{1}(h, \delta)}{\partial h}\right|_{\delta=0} \rightarrow-\infty, \quad \text { as } h \rightarrow 2 / 3
$$

Hence, we can choose $\delta_{1}$ so small that

$$
\frac{\partial \zeta_{1}(h, \delta)}{\partial h}<0, \quad 0 \leq \delta \leq \delta_{1}, \quad h_{1} \leq h \leq \frac{2}{3}
$$

Therefore, for any $\delta_{0} \in\left(0, \delta_{1}\right)$ and $\zeta_{0} \in\left(\zeta\left(\delta_{0}\right), P\left(h_{1}\right)\right)$, where $\zeta(\delta)=\frac{5}{7}(1+O(\delta))$ is the function defined in Lemma 1.8, there exists a unique $h_{0} \in\left(h_{1}, 2 / 3\right)$ such that $\zeta_{0}=\zeta_{1}\left(h_{0}, \delta_{0}\right)$. Hence

$$
\begin{equation*}
F\left(h_{0}, \delta_{0}, \zeta_{0}\right)=0 \tag{1.29}
\end{equation*}
$$

that is, $\gamma\left(h_{0}, \delta_{0}, \zeta_{0}\right)$ is a periodic orbit for (1.7).
On the other hand, we consider the trajectory $\gamma\left(h, \delta_{0}, \zeta_{0}\right)$ for $h$ near $h_{0}$. From (1.11) and (1.29) we have

$$
\begin{equation*}
H\left(Q_{2}\right)-H\left(Q_{1}\right)=\delta F\left(h, \delta_{0}, \zeta_{0}\right)=\delta\left[\left.\frac{\partial F}{\partial h}\right|_{\left(\bar{h}, \delta_{0}, \zeta_{0}\right)} \cdot\left(h-h_{0}\right)\right] \tag{1.30}
\end{equation*}
$$

where $Q_{1}$ and $Q_{2}$ are the intersection points of $\gamma\left(h, \delta_{0}, \zeta_{0}\right)$ and the $x$-axis (see Figure 1.3), and $\bar{h}$ is between $h_{0}$ and $h$. Since $\partial F / \partial h>0$ for small $\delta$, (1.30) implies that the periodic orbit $\gamma\left(h_{0}, \delta_{0}, \zeta_{0}\right)$ is an unstable limit cycle.

Lemma 1.10. There exist $h_{2} \in(-2 / 3,2 / 3), \delta_{2}>0$, and a unique function $\zeta=\zeta_{2}(h, \delta)$ defined for $-2 / 3 \leq h \leq h_{2}, 0 \leq \delta \leq \delta_{2}$ such that (i) if $\zeta=\zeta_{2}(h, \delta),-2 / 3<h \leq h_{2}$ and $0<\delta \leq \delta_{2}$, then the system (1.7) has an unstable limit cycle $\gamma\left(h, \delta, \zeta_{2}(h, \delta)\right)$ passing through the point ( $x(h), 0$ );
(ii) $\partial \zeta_{2} / \partial h<0,-2 / 3<h \leq h_{2}, 0 \leq \delta \leq \delta_{2}$.

Proof. The linearized equation of (1.7) at the focus $(-1,0)$ has the matrix

$$
\left[\begin{array}{cc}
0 & 1  \tag{1.31}\\
-2 & \delta(\zeta-1)
\end{array}\right]
$$

We use the notations as in the Theorem 3.2.6 and replace $\mu$ by $\zeta$, and take $\zeta(\delta) \equiv 1$. The eigenvalues at $(-1,0)$ are

$$
\frac{1}{2}\left\{\delta(\zeta-1) \pm i\left[8-\delta^{2}(\zeta-1)^{2}\right]^{1 / 2}\right\}
$$

Hence the conditions ( $\mathrm{H}_{1}^{*}$ ) and ( $\mathrm{H}_{2}^{*}$ ) are satisfied, and $\alpha^{*}>0$.
Next, we use the formula (3.2.34) and obtain

$$
\operatorname{Re}\left(C_{1}\right)=\frac{1}{32}\left(\delta-2 \delta^{2}\right)
$$

Hence the condition ( $\mathrm{H}_{3}^{*}$ ) is also satisfied (for small $\delta$ ) and $C_{1}^{*}>0$.
By Theorem 3.2.6 we can find $\bar{x}>-1, \delta_{2}>0$, and a function $\zeta=\tilde{\zeta}_{2}(x, \delta)$ defined for $-1 \leq x \leq \bar{x}, \quad 0 \leq \delta \leq \delta_{2}$ such that $\gamma\left(h, \delta, \tilde{\zeta}_{2}(x, \delta)\right)$ is a periodic orbit of (1.7) passing through the point $(x, 0)$. Moreover, since $\alpha^{*} \cdot C_{1}^{*}>0$, we have

$$
\begin{equation*}
\frac{\partial \tilde{\zeta}_{2}}{\partial x}<0, \quad-1 \leq x \leq \bar{x}, \quad 0 \leq \delta \leq \delta_{2} . \tag{1.32}
\end{equation*}
$$

From (1.9) we have that $x=x(h)$ satisfies

$$
x-\frac{1}{3} x^{3}=h
$$

Thus

$$
\begin{equation*}
\frac{\partial x(h)}{\partial h}>0, \text { for }-2 / 3 \leq h<2 / 3 \tag{1.33}
\end{equation*}
$$

If we take $h_{2}$ as the value satisfying $x\left(h_{2}\right)=\bar{x}$, then $-2 / 3<h_{2}<2 / 3$.

Let

$$
\begin{equation*}
\zeta_{2}(h, \delta) \equiv \bar{\zeta}_{2}(x(h), \delta) \tag{1.34}
\end{equation*}
$$

Then the conclusion (i) follows.
From (1.34), (1.32), and (1.33), we have

$$
\frac{\partial \zeta_{2}}{\partial h}=\frac{\partial \tilde{\zeta}_{2}}{\partial x} \cdot x^{\prime}(h)<0, \quad-2 / 3<h<h_{2}, \quad 0 \leq \delta \leq \delta_{2}
$$

and thus the conclusion (ii) follows.

Lemma 1.11. There is a neighborhood $\Delta_{3}$ of $\mu_{1}=\mu_{2}=0$, such that if $\left(\mu_{1}, \mu_{2}\right) \in \Delta_{3}$ and is between the curves $H$ and $H L$ (defined in Lemmas 1.3 and 1.8, respectively), then the system (1.5) has a unique periodic orbit and it is an unstable limit cycle. Moreover, as $\left(\mu_{1}, \mu_{2}\right)$ tends to $H$, the limit cycle shrinks to the focus; as $\left(\mu_{1}, \mu_{2}\right)$ tends to $H L$, the limit cycle tends to the homoclinic loop. The system (1.5) has no limit cycles if $\left(\mu_{1}, \mu_{2}\right) \in(H \cup H L) \cap \Delta_{3}$.

Proof. Instead of (1.5) we first consider the system (1.7).
By Lemma $1.10, \exists h_{2} \in(-2 / 3,2 / 3), \delta_{2}>0$, and a function $\zeta=$ $\zeta_{2}(h, \delta)$ defined in $-2 / 3 \leq h \leq h_{2}, 0 \leq \delta \leq \delta_{2}$ and having the properties (i) and (ii).

If we choose $h_{1} \in\left(-2 / 3, h_{2}\right)$, then by Lemma $1.9 \exists \delta_{1}>0$ and a unique function $\zeta=\zeta_{1}(h, \delta)$ defined in $h_{1} \leq h \leq 2 / 3,0 \leq \delta \leq \delta_{1}$ and having the properties $\left(1^{0}\right)$ and $\left(2^{0}\right)$.

Now let $\delta_{3}=\min \left(\delta_{1}, \delta_{2}\right)$. Then by the uniqueness of $\zeta_{1}(h, \delta)$ we have

$$
\zeta_{1}(h, \delta) \equiv \zeta_{2}(h, \delta), \quad h_{1} \leq h \leq h_{2}, \quad 0 \leq \delta \leq \delta_{3}
$$

Thus we can define a function in the whole interval $-2 / 3 \leq h \leq 2 / 3$ as follows

$$
\zeta=\zeta_{3}(h, \delta)=\left\{\begin{array}{ll}
\zeta_{2}(h, \delta), & \text { if }-2 / 3 \leq h \leq h_{2} \\
\zeta_{1}(h, \delta), & \text { if } h_{2} \leq h \leq 2 / 3
\end{array} \quad 0 \leq \delta \leq \delta_{3}\right.
$$
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which satisfies
(1) $\gamma\left(h, \delta, \zeta_{3}(h, \delta)\right)$ is a periodic orbit of (1.7) passing through the point ( $x(h), 0),-2 / 3<h<2 / 3$;
(2) $\partial \zeta_{3} / \partial h<0,-2 / 3 \leq h \leq 2 / 3,0 \leq \delta \leq \delta_{3}$.

The condition (2) implies that for every $\delta_{0} \in\left(0, \delta_{3}\right)$ and $\zeta_{0} \in$ [ $\left.\zeta\left(\delta_{0}\right), 1\right]$, where $\zeta=\zeta(\delta)$ is the function corresponding to the homoclinic bifurcation and described in Lemma 1.8, ヨ a unique $h_{0} \in$ $[-2 / 3,2 / 3]$ such that $\zeta_{0}=\zeta_{3}\left(h_{0}, \delta_{0}\right)$. Hence, if $\zeta_{0} \in\left(\zeta\left(\delta_{0}\right), 1\right)$, then $\gamma\left(h_{0}, \delta_{0}, \zeta_{0}\right)$ is the unique periodic orbit of (1.7). Moreover, it is an unstable limit cycle. If $\zeta_{0} \rightarrow \zeta\left(\delta_{0}\right)+$ (or $1-$ ), then the limit cycle tends to the homoclinic loop (or to the focus).
We finally return from the parameters $\delta$ and $\zeta$ back to $\mu_{1}$ and $\mu_{2}$ by using the scaling (1.6).
Since

$$
\mu_{1}=-\delta^{4}, \quad \mu_{2}=\zeta \delta^{2}
$$

the region $0<\delta \leq \delta_{3}, \zeta(\delta) \leq \zeta \leq 1$ corresponds to a cusp region $0>\mu_{1} \geq-\delta_{3}^{4}$ and ( $\mu_{1}, \mu_{2}$ ) is in between the bifurcation curves $H$ and $H L$ (Figure 1.6). Noting that $\zeta_{3}\left(-\frac{2}{3}, \delta\right)=1, \zeta_{3}\left(\frac{2}{3}, \delta\right)=\zeta(\delta)$ (defined in Lemma 1.8), and $\partial \zeta_{3} / \partial h<0$, we conclude that the limit cycle will shrink to the focus or become the homoclinic loop as ( $\mu_{1}, \mu_{2}$ ) goes to $H$ or $H L$, respectively. The existence of $\delta_{3}$ guarantees the existence of the neighborhood $\Delta_{3}$. This completes the proof.

Lemma 1.12. There is a neighborhood $\Delta_{4}$ of $\mu_{1}=\mu_{2}=0$ such that if $\left(\mu_{1}, \mu_{2}\right) \in \Delta_{4}$ and is above the curve $H$ or below the curve $H L$, then the system (1.5) has no periodic orbits, and has the phase portraits shown in Figure 1.1.

Proof. By Lemma 1.11 we know that if $\left(\mu_{1}, \mu_{2}\right) \in \Delta_{3} \cap(H \cup H L)$, then the system (1.5) has no periodic orbits, and any positive trajectory $\gamma$ starting from the point

$$
p \in L=\{(x, y) \mid-1<x<1, y=0\}
$$

is an expanding spiral if $\left(\mu, \mu_{2}\right) \in H$ or a contracting spiral if $\left(\mu_{1}, \mu_{2}\right) \in H L$ (see Figure 1.1).

We rewrite (1.5) in the following form

$$
\left\{\begin{array}{l}
\dot{x}=P(x, y)=y \\
\dot{y}=Q(x, y)=\mu_{1}+x^{2}+x y+\mu_{2} y
\end{array}\right.
$$

We note that

$$
\left|\begin{array}{cc}
P & Q  \tag{1.35}\\
\frac{\partial P}{\partial \mu_{2}} & \frac{\partial Q}{\partial \mu_{2}}
\end{array}\right|=y^{2}>0, \quad \text { if } y \neq 0
$$

This means (1.5) is a family of rotated vector fields with respect to $\mu_{2}$. For details of rotated vector fields, see Zhang et al. [1].

Now we take $\Delta_{4}=\Delta_{3}$. For any $\left(\mu_{1}, \mu_{2}\right) \in \Delta_{4}$ and above $H$ (or below $H L$ ), we can find $\left(\mu_{1}, \bar{\mu}_{2}\right) \in H$ (or $\in H L$ ). Any periodic orbit of (1.5) $_{\left(\mu_{1}, \mu_{2}\right)}$, if it exists, must cut the segment $L$. The positive trajectory $\bar{\gamma}$ of (1.5) ${ }_{\left(\mu_{1}, \bar{\mu}_{2}\right)}$ starting from a point $p \in L$ is an expanding (contracting) spiral, and due to (1.35), the positive trajectory $\gamma$ of $(1.5)_{\left(\mu_{1}, \mu_{2}\right)}$ starting from the same point $p$ must be entirely located outside (inside) $\bar{\gamma}$, and hence $\gamma$ is also an expanding (contracting) spiral. The phase portrait is as shown in Figure 1.1

Combining the conclusions of Lemmas $1.3,1.8,1.11$, and 1.12 , we obtain Theorem 1.2, where $\Delta=\Delta_{1} \cap \Delta_{2} \cap \Delta_{3} \cap \Delta_{4}$.
(II) A Canonical Form for the System (1.4)

Theorem 1.13. In a sufficiently small neighborhood of the point $x=y=$ $\epsilon=0$, there is a $C^{\infty}$ transformation

$$
\left\{\begin{array}{l}
u=u(x, y, \epsilon) \\
v=v(x, y, \epsilon)
\end{array}\right.
$$

such that $u(0,0,0)=v(0,0,0)=0$. It is nondegenerate at the point $x=y=0$ and takes the system (1.4) to the form

$$
\left\{\begin{array}{l}
\dot{u}=v \theta(u, \epsilon)  \tag{1.36}\\
\dot{v}=\left[\phi(\epsilon)+\psi(\epsilon) u+u^{2}+u v Q(u, \epsilon)+v^{2} \Phi(u, v, \epsilon)\right] \theta(u, \epsilon)
\end{array}\right.
$$

where $\theta, Q, \Phi, \phi, \psi$ are $C^{\infty}$ functions, $\phi(0)=\psi(0)=0, Q(0,0)=1$, and $\theta(0,0)=1$.

Proof. Let

$$
\left\{\begin{array}{l}
\xi=x \\
\eta=y+w_{1}(x, y, \epsilon)
\end{array}\right.
$$

where $(x, y)$ is in a neighborhood of the origin in $\mathbb{R}^{2}$ and $\epsilon$ is in a neighborhood of the origin in $\mathbb{R}^{k}$ so that the above transformation is invertible. Then (1.4) is transformed into the following equation defined in a neighborhood of the origin $(0,0,0)$ in $\mathbb{R} \times \mathbb{R} \times \mathbb{R}^{k}$ :

$$
\left\{\begin{array}{l}
\dot{\xi}=\eta  \tag{1.37}\\
\dot{\eta}=F(\xi, \epsilon)+\eta G(\xi, \epsilon)+\eta^{2} H(\xi, \eta, \epsilon)
\end{array}\right.
$$

where $F, G, H$ are $C^{\infty}$ functions, and

$$
\begin{gathered}
F(0,0)=\frac{\partial F}{\partial \xi}(0,0)=0, \quad \frac{\partial^{2} F}{\partial \xi^{2}}(0,0)=2, \\
G(0,0)=0, \quad \frac{\partial G}{\partial \xi}(0,0)=1, \quad H(0,0,0)=0
\end{gathered}
$$

Since $G(0,0)=0$ and $\partial G / \partial \xi(0,0)=1 \neq 0$, it follows from the Implicit Function Theorem that there exists a $C^{\infty}$ function $\alpha(\epsilon)$ defined in a neighborhood of $\epsilon=0$ in $\mathbb{R}^{k}$ such that $G(\alpha(\epsilon), \epsilon)=0$ for each $\epsilon$ in this
neighborhood. Then the following change of variables

$$
\left\{\begin{array}{l}
u=\xi-\alpha(\epsilon) \\
v=\eta
\end{array}\right.
$$

brings (1.37) to the following equation near the origin ( $0,0,0$ ) in $\mathbb{R} \times \mathbb{R} \times \mathbb{R}^{k}:$

$$
\left\{\begin{array}{l}
\dot{u}=v  \tag{1.38}\\
\dot{v}=\tilde{F}(u, \epsilon)+u v \tilde{G}(u, \epsilon)+v^{2} \tilde{H}(u, v, \epsilon)
\end{array}\right.
$$

where $\tilde{F}, \tilde{G}, \tilde{H}$ are $C^{\infty}$ functions and

$$
\begin{gathered}
\tilde{F}(0,0)=\frac{\partial \tilde{F}}{\partial u}(0,0)=0, \quad \frac{\partial^{2} F}{\partial u^{2}}(0,0)=2 \\
\tilde{G}(0,0)=1, \quad \tilde{H}(0,0,0)=0
\end{gathered}
$$

By using the Malgrange Preparation Theorem (Theorem 3.1.10), we have

$$
\tilde{F}(u, \epsilon)=\left[\phi_{1}(\epsilon)+\phi_{2}(\epsilon) u+u^{2}\right] \theta(u, \epsilon)
$$

where $\phi_{i}, \theta \in C^{\infty}, \phi_{i}(0)=0(i=1,2)$ and $\theta(0,0)=1$. Therefore, (1.38) can be rewritten in the following form (in a neighborhood of $(0,0,0)$ in $\mathbb{R} \times \mathbb{R} \times \mathbb{R}^{k}$ )

$$
\left\{\begin{array}{l}
\dot{u}=v  \tag{1.39}\\
\dot{v}=\left[\phi_{1}(\epsilon)+\phi_{2}(\epsilon) u+u^{2}+\frac{\tilde{G}(u, \epsilon)}{\theta(u, \epsilon)} u v+\frac{\tilde{H}(u, v, \epsilon)}{\theta(u, \epsilon)} v^{2}\right] \theta(u, \epsilon) .
\end{array}\right.
$$

Let

$$
\tilde{u}=u, \quad \tilde{v}=\frac{v}{\sqrt{\theta(u, \epsilon)}}
$$

where $(u, v, \epsilon)$ is in a neighborhood of the origin of $\mathbb{R} \times \mathbb{R} \times \mathbb{R}^{k}$. Then
(1.39) is transformed into the form

$$
\left\{\begin{array}{l}
\dot{\tilde{u}}=\tilde{v} \sqrt{\theta(\tilde{u}, \epsilon)},  \tag{1.40}\\
\dot{\tilde{v}}=\left[\phi_{1}(\epsilon)+\phi_{2}(\epsilon) \tilde{u}+\tilde{\mu}^{2}+\tilde{u} \tilde{v} \tilde{\Phi}(\tilde{u}, \epsilon)+\tilde{v}^{2} \tilde{\Psi}(\tilde{u}, \tilde{v}, \epsilon)\right] \sqrt{\theta(\tilde{u}, \epsilon)},
\end{array}\right.
$$

where

$$
\begin{gathered}
\tilde{\Phi}(\tilde{u}, \epsilon)=\frac{\tilde{G}(\tilde{u}, \epsilon)}{\sqrt{\theta(\tilde{u}, \epsilon)}}, \quad \tilde{\Phi}(0,0)=1, \\
\tilde{\Psi}(\tilde{u}, \tilde{v}, \epsilon)=\tilde{H}(\tilde{u}, \tilde{v} \sqrt{\theta(\tilde{u}, \epsilon)}, \epsilon)-\frac{1}{2 \theta(\tilde{u}, \epsilon)} \frac{\partial \theta}{\partial u}(\tilde{u}, \epsilon) .
\end{gathered}
$$

System (1.40) is now in the same form as (1.36), and this completes the proof.

Lemma 1.14. In a sufficiently small neighborhood of the point $u=v=$ $\epsilon=0$ there is a $C^{\infty}$ transformation

$$
\left\{\begin{array}{l}
x=x(u, v, \epsilon) \\
y=y(u, v, \epsilon)
\end{array}\right.
$$

such that $x(0,0,0)=y(0,0,0)=0$ and it is nondegenerate at the point $x=y=0$, and it takes the equation (1.36) to the form

$$
\left\{\begin{array}{l}
\dot{x}=y \bar{\theta}(x, \epsilon),  \tag{1.41}\\
\dot{y}=\left[\bar{\phi}(\epsilon)+\bar{\psi}(\epsilon) y+x^{2}+x y \bar{Q}(x, \epsilon)+y^{2} \bar{\Phi}(x, y, \epsilon)\right] \bar{\theta}(x, \epsilon),
\end{array}\right.
$$

where $\bar{\theta}, \bar{\phi}, \bar{\psi}, \bar{Q}, \bar{\Phi}$ are $C^{\infty}$ functions, $\bar{\phi}(0)=\bar{\psi}(0)=0, \bar{Q}(0,0)=1$, and $\vec{\theta}(0,0)=1$.

Proof. Let

$$
\left\{\begin{array}{l}
x=u+\frac{\psi(\epsilon)}{2} \\
y=v
\end{array}\right.
$$

Then (1.36) is transformed into the form (1.41), where

$$
\begin{gathered}
\bar{\theta}(x, \epsilon)=\theta\left(x-\frac{\psi(\epsilon)}{2}, \epsilon\right) \\
\bar{\phi}(\epsilon)=\phi(\epsilon)-\frac{\psi^{2}(\epsilon)}{4} \\
\bar{\psi}(\epsilon)=-\frac{\psi(\epsilon)}{2}(f(\epsilon)+1) \\
\bar{Q}(x, \epsilon)=Q\left(x-\frac{\psi(\epsilon)}{2}, \epsilon\right)-\frac{\psi(\epsilon)}{2} g(\epsilon, x) \\
\bar{\Phi}(x, y, \epsilon)=\Phi\left(x-\frac{\psi(\epsilon)}{2}, y, \epsilon\right)
\end{gathered}
$$

and $f(\epsilon), g(\epsilon, x)$ are defined by

$$
Q\left(x-\frac{\psi(\epsilon)}{2}, \epsilon\right)=1+f(\epsilon)+g(\epsilon, x) x
$$

The conditions $Q(0,0)=1$ and $\phi(0)=\psi(0)=0$ imply $f(0)=0$, $\bar{\phi}(0)=\bar{\psi}(0)=0$, and $\bar{Q}(0,0)=1$.

From now on, we focus our attention on equation (1.41). Obviously, the orbits of (1.41) and the orbits of the following equation are the same if we restrict $(x, y, \epsilon)$ to a small neighborhood of $(0,0,0)$ :

$$
\left\{\begin{array}{l}
\dot{x}=y  \tag{1.42}\\
\dot{y}=\bar{\phi}(\epsilon)+\bar{\psi}(\epsilon) y+x^{2}+x y \bar{Q}(x, \epsilon)+y^{2} \bar{\Phi}(x, y, \epsilon)
\end{array}\right.
$$

where $\bar{\phi}, \bar{\psi}, \bar{Q}, \bar{\Phi}$ are the same as in (1.41). If

$$
\begin{equation*}
\operatorname{rank}\left[\left.\frac{\partial(\bar{\phi}(\epsilon), \bar{\psi}(\epsilon))}{\partial \epsilon}\right|_{\epsilon=0}\right]=2\left(\operatorname{say},\left.\frac{\partial(\bar{\phi}, \bar{\psi})}{\partial\left(\epsilon_{1}, \epsilon_{2}\right)}\right|_{\epsilon=0} \neq 0\right), \tag{1.43}
\end{equation*}
$$

then we can make a change of parameters

$$
\left\{\begin{array}{l}
\mu_{1}=\bar{\phi}(\epsilon),  \tag{1.44}\\
\mu_{2}=\bar{\psi}(\epsilon), \\
\mu_{3}=\epsilon_{3}, \\
\vdots \\
\mu_{m}=\epsilon_{m},
\end{array}\right.
$$

and (1.42) becomes

$$
\left\{\begin{array}{l}
\dot{x}=y  \tag{1.45}\\
\dot{y}=\mu_{1}+\mu_{2} y+x^{2}+x y Q(x, \mu)+y^{2} \Phi(x, y, \mu)
\end{array}\right.
$$

where $Q(x, \mu)=\bar{Q}(x, \epsilon(\mu)$ ) and $\Phi(x, y, \mu)=\bar{\Phi}(x, y, \epsilon(\mu)$ ), and $\epsilon=$ $\epsilon(\mu)$ is the inverse transformation of (1.44) satisfying $\epsilon(0)=0$. Hence $Q, \Phi \in C^{\infty}$ and $Q(0,0)=1$.

In particular, if we let $Q(x, \mu) \equiv 1$ and $\Phi(x, y, \mu) \equiv 0$, then (1.45) becomes (1.5), which is a two-parameter family of vector fields, and its bifurcation diagrams and phase portraits have been studied in part (I). We will show in the next part that the topological structures of the bifurcation diagrams and the phase portraits of (1.45) are the same for different $Q$ and $\Phi$, as long as $Q, \Phi \in C^{\infty}$ and $Q(0,0)=1$.
If the condition (1.43) is not satisfied, then, for a given $\boldsymbol{\epsilon}(|\epsilon|$ sufficiently small), equation (1.42) is only a special case of the family (1.45). Hence, there is no new kind of phase portrait.
(III) The Versality of the Deformation (1.5)

As in Section 3.2, we let $V\left(z_{0}\right)$ be the space of germs of $C^{\infty}$ vector fields at $z_{0} \in \mathbb{R}^{2}$, and

$$
\mathscr{X}=\{(z, Z) \mid Z \in V(z), z \in U\},
$$

where $U$ is a small neighborhood of the origin in $\mathbb{R}^{2}$.

Suppose $Z \in V\left(z_{0}\right)$ has the following representative

$$
\begin{equation*}
\dot{z}=H(z), \tag{1.46}
\end{equation*}
$$

where

$$
z=\binom{x}{y} \in \mathbb{R}^{2}, \quad H(z)=\binom{f(x, y)}{g(x, y)} \in \mathbb{R}^{2}, \quad H \in C^{\infty} .
$$

We have the natural projection

$$
\pi_{k}: \mathscr{X} \rightarrow J^{k},(z, Z) \mapsto\left(z, H, \tilde{D} H, \ldots, \tilde{D}^{k} H\right)
$$

where each $\tilde{D}^{j} H(j=0,1, \ldots, k)$ gives a coordinate expression for the Taylor coefficients of the $k$ th-order derivatives of $H$ at $z$. In our case, $\operatorname{dim}(z)=\operatorname{dim}(H)=2, \operatorname{dim}(\tilde{D} H)=4$, and $\operatorname{dim}\left(\tilde{D}^{2} H\right)=6$. We could take the Jacobian and Hessian matrices at $z$ as $\tilde{D} H$ and $\tilde{D}^{2} H$, respectively.

We say that (1.46) has the same singular character at $z_{0}$ as (1.3) at 0 , if the following conditions are satisfied:
$\left(\mathrm{H}_{1}\right)$ The matrix of the linear part of $H(z)$ at $z_{0}$ is similar to $\left[\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right]$. $\left(\mathrm{H}_{2}\right)$ Changing (1.46) to its normal form (1.2) at $z_{0}$, we have $a b>0$.

Now consider a subset of $\mathscr{Z}$

$$
\Sigma=\left\{(z, Z) \in \mathscr{Z} \mid Z \text { satisfies }\left(\mathrm{H}_{1}\right) \text { and }\left(\mathrm{H}_{2}\right) \text { at } z \in U\right\},
$$

where $U$ is the small neighborhood of $z=0$.

Lemma 1.15. If $k \geq 2$, then $\pi_{k} \Sigma$ is locally a smooth codimension-4 submanifold of $J^{k}$.

Proof. Note that

$$
\begin{aligned}
& \pi_{1} \Sigma=\{(z, H, D H) \mid f=g=\operatorname{det} D H=\operatorname{Tr} D H=0, D H \neq 0\}, \\
& \pi_{2} \Sigma=\left.\pi_{21}^{-1}\left(\pi_{1} \Sigma\right)\right|_{\left(H_{2}\right)},
\end{aligned}
$$

where $\pi_{21}$ is the natural projection from $J^{2}$ onto $J^{1}$, and the condition
$\left(\mathrm{H}_{2}\right)$ gives $a b>0$ which is independent of the conditions $f=g=$ $\operatorname{det} D H=\operatorname{Tr} D H=0$ and $D H \neq 0$ (see Section 2.1, Example 2.1.15). Hence, $\pi_{1} \Sigma$ is a smooth submanifold with codimension 4 in $J^{1}$, and $\pi_{2} \Sigma$ is locally an open subset of $\pi_{21}^{-1}\left(\pi_{1}(\Sigma)\right.$ ). By the same arguments as in the proof of Lemma 3.2.1, the desired result follows.

We consider a deformation of (1.3)

$$
\begin{equation*}
\dot{z}=H(z, \epsilon), \tag{1.47}
\end{equation*}
$$

where $z \in \mathbb{R}^{2}, \epsilon \in \mathbb{R}^{m}, H \in C^{\infty}$.

Definition 1.16. Equation (1.47) is called a nondegenerate deformation of (1.3) if the mapping

$$
(z, \epsilon) \mapsto \pi_{2} H(z, \epsilon)
$$

is transverse to $\pi_{2} \Sigma$ at $(z, \epsilon)=(0,0)$ in $J^{2}$.

Lemma 1.17. Any nondegenerate deformation of (1.3) is equivalent to systems (1.45) $(\operatorname{dim}(\mu)=\operatorname{dim}(\epsilon))$.

Proof. By Lemmas 1.13 and 1.14, we only need to show that the nondegenerate condition implies the condition (1.43). Since the nondegeneracy is independent of the choice of coordinates, we can prove the fact by using equation (1.42), that is we consider a nondegenerate deformation (1.47), where

$$
\left\{\begin{array}{l}
f(x, y, \epsilon)=y \\
g(x, y, \epsilon)=\bar{\phi}(\epsilon)+\bar{\psi}(\epsilon) y+x^{2}+x y \bar{Q}(x, \epsilon)+y^{2} \bar{\Phi}(x, y, \epsilon)
\end{array}\right.
$$

We know that $\pi_{2} \Sigma$ can be expressed locally by

$$
f=g=\operatorname{det} H=\operatorname{Tr} H=0,
$$

where

$$
\operatorname{det} H=\frac{\partial(f, g)}{\partial(x, y)}, \quad \operatorname{Tr} H=\frac{\partial f}{\partial x}+\frac{\partial g}{\partial y} .
$$

By Theorem 3.1.5 and Definition 1.16, the nondegeneracy of (1.47) implies

$$
\operatorname{rank}\left(\begin{array}{cccccc}
0 & 1 & 0 & 0 & \cdots & 0 \\
0 & 0 & \frac{\partial \bar{\phi}}{\partial \epsilon_{1}} & \frac{\partial \bar{\phi}}{\partial \epsilon_{2}} & \cdots & \frac{\partial \bar{\phi}}{\partial \epsilon_{m}} \\
-2 & -1 & 0 & 0 & \cdots & 0 \\
1 & 2 \Phi & \frac{\partial \bar{\psi}}{\partial \epsilon_{1}} & \frac{\partial \bar{\psi}}{\partial \epsilon_{2}} & \cdots & \frac{\partial \bar{\psi}}{\partial \epsilon_{m}}
\end{array}\right)_{(x, y, \epsilon)=(0,0,0)}=4
$$

and this implies

$$
\operatorname{rank}\left(\frac{\partial(\bar{\phi}, \bar{\psi})}{\partial \epsilon}\right)_{\epsilon=0}=2
$$

Theorem 1.18. The family (1.5) is a versal deformation of (1.3) at $(x, y)=(0,0)$ provided we consider only nondegenerate deformations of (1.3).

In order to prove Theorem 1.18, it is sufficient to prove that any two families of (1.45) are equivalent.

Lemma 1.19. For any $Q, \Phi \in C^{\infty}(Q(0,0)=1)$, the conclusions of Theorem 1.2 are true for equation (1.45).

Proof. By the scaling (1.6), (1.45) takes the form

$$
\left\{\begin{array}{l}
\dot{x}=y \\
\dot{y}=-1+x^{2}+\delta(\zeta+x) y+O\left(\delta^{2}\right)
\end{array}\right.
$$

and the bifurcation function $F(h, \delta, \zeta)$ becomes

$$
\tilde{F}(h, \delta, \zeta)=\int_{\gamma(h, \delta, \zeta)}((\zeta+x) y+O(\delta)) d x
$$

Therefore, all the discussions in part (I) are valid.

Lemma 1.20. For any two families (1.45), there is a $C^{\infty}$ diffeomorphism in a neighborhood of $\mu=0$, fixing the point $\mu=0$ and mapping the bifurcation curves of one to the other.

In order to prove Lemma 1.20, we need the following lemma. Let $Y_{1}, Y_{2}, Y_{3}$ be three $C^{\infty}$ curves in a neighborhood of the point $x=y=0$ in the $x y$-plane, tangent to each other at the point $x=y=0$. We choose suitable coordinates so that the curves $Y_{1}, Y_{2}, Y_{3}$ are the graphs of the functions $Y_{1}(x), Y_{2}(x)$, and $Y_{3}(x)$, respectively, and

$$
Y_{i}(0)=\frac{d Y_{i}(0)}{d x}=0 .
$$

Let

$$
\begin{equation*}
I\left(Y_{1}, Y_{2}, Y_{3}\right)=\left[Y_{3}^{\prime \prime}(0)-Y_{1}^{\prime \prime}(0)\right] /\left[Y_{2}^{\prime \prime}(0)-Y_{1}^{\prime \prime}(0)\right] \tag{1.48}
\end{equation*}
$$

where $Y_{1}^{\prime \prime}(0), Y_{2}^{\prime \prime}(0), Y_{3}^{\prime \prime}(0)$ are different numbers. We note that $I\left(Y_{1}, Y_{2}, Y_{3}\right)$ is a finite number different from zero.

Lemma 1.21. Suppose that $Y_{1}, Y_{2}, Y_{3}$ and $Z_{1}, Z_{2}, Z_{3}$ are two sets of $C^{\infty}$ curves satisfying the above conditions. Then the condition

$$
\begin{equation*}
I\left(Y_{1}, Y_{2}, Y_{3}\right)=I\left(Z_{1}, Z_{2}, Z_{3}\right) \tag{1.49}
\end{equation*}
$$

is necessary and sufficient for the existence of a $C^{\infty}$ diffeomorphism in a neighborhood of the origin, fixing the origin and mapping $Y_{i}$ to $Z_{i}$, $i=1,2,3$.

Proof. To prove the necessity, we suppose that there is a $C^{\infty}$ transformation

$$
z=f(x, y), \quad u=g(x, y)
$$

that transforms $Y_{i}: y=y_{i}(x)$ to $Z_{i}: z=z_{i}(u), i=1,2,3$. Therefore

$$
f\left(x, y_{i}(x)\right)=z_{i}\left(g\left(x, y_{i}(x)\right)\right), \quad i=1,2,3 .
$$

Differentiating the above equality we get

$$
\begin{equation*}
f_{x}^{\prime}+f_{y}^{\prime} y_{i}^{\prime}=z_{i}^{\prime}\left(g_{x}^{\prime}+g_{y}^{\prime} y_{i}^{\prime}\right) \tag{1.50}
\end{equation*}
$$

and

$$
\begin{align*}
f_{x x}^{\prime \prime}+2 f_{x y}^{\prime \prime} y_{i}^{\prime}+f_{y y}^{\prime \prime} y_{i}^{\prime 2}+f_{y}^{\prime} y_{i}^{\prime \prime}= & z_{i}^{\prime \prime}\left(g_{x}^{\prime}+g_{y}^{\prime} y_{i}^{\prime}\right)^{2} \\
& +z_{i}^{\prime}\left(g_{x x}^{\prime \prime}+2 g_{x y}^{\prime \prime} y_{i}^{\prime}+g_{y y}^{\prime \prime} y_{i}^{\prime 2}+g_{y}^{\prime} y_{i}^{\prime \prime}\right) . \tag{1.51}
\end{align*}
$$

Since $f(0,0)=g(0,0)=0$ and $y_{i}(0)=z_{i}(0)=y_{i}^{\prime}(0)=z_{i}^{\prime}(0)=0$, from (1.50) we have $f_{x}^{\prime}(0,0)=0$ which implies that $f_{y}^{\prime}(0,0) \neq 0$ and $g_{x}^{\prime}(0,0)$ $\neq 0$. From (1.51),

$$
z_{i}^{\prime \prime}(0)=\frac{f_{x x}^{\prime \prime}(0,0)}{\left(g_{x}^{\prime}(0,0)\right)^{2}}+\frac{f_{y}^{\prime}(0,0)}{\left(g_{x}^{\prime}(0,0)\right)^{2}} y_{i}^{\prime \prime}(0)
$$

By using the above equality and (1.48), we have

$$
I\left(Y_{1}, Y_{2}, Y_{3}\right)=I\left(Z_{1}, Z_{2}, Z_{3}\right)
$$

For the converse we will prove that both $Y_{1}, Y_{2}, Y_{3}$ and $Z_{1}, Z_{2}, Z_{3}$ can be converted respectively by $C^{\infty}$ transformations to the set of $C^{\infty}$ curves $X_{1}, X_{2}, X_{3}$ with $X_{1}(x) \equiv 0, X_{2}(x)=x^{2}, X_{3}(x)=c x^{2}$, where $c=I\left(Y_{1}, Y_{2}, Y_{3}\right)=I\left(Z_{1}, Z_{2}, Z_{3}\right)$. In what follows, we will give the proof for $Y_{1}, Y_{2}, Y_{3}$ only. The proof for $Z_{1}, Z_{2}, Z_{3}$ is the same. It is easy to find a $C^{\infty}$ transformation in a neighborhood of the origin to convert $Y_{1}, Y_{2}, Y_{3}$ to $\tilde{Y}_{1}, \tilde{Y}_{2}, \tilde{Y}_{3}$ with $\tilde{y}_{1}(x) \equiv 0, \tilde{y}_{2}(x)=\alpha x^{2} \xi(x)$, and $\tilde{y}_{3}(x)=$ $\beta x^{2} \psi(x)$, where $\alpha$ and $\beta$ are unequal nonzero numbers, and $\xi$ and $\psi$ are $C^{\infty}$ with $\xi(0)=\psi(0)=1$. From the necessity part of the lemma, $\beta / \alpha=I\left(Y_{1}, Y_{2}, Y_{3}\right)$. We make a $C^{\infty}$ change of coordinates near the origin again by

$$
x \rightarrow x, \tilde{y} \rightarrow \alpha \xi(x) y .
$$

Then $\tilde{Y}_{1}, \tilde{Y}_{2}, \tilde{Y}_{3}$ are mapped to $\bar{Y}_{1}, \bar{Y}_{2}, \bar{Y}_{3}$ with $\bar{y}_{1}(x) \equiv 0, \bar{y}_{2}(x)=x^{2}$, and $\bar{y}_{3}(x)=c x^{2} \phi(x)$, where $\phi(x)$ is a $C^{\infty}$ function with $\phi(0)=1$ and $c=\beta / \alpha=I\left(Y_{1}, Y_{2}, Y_{3}\right)$. Now let us find a $C^{\infty}$ change of coordinates in a neighborhood of the origin to convert $\bar{Y}_{1}, \bar{Y}_{2}, \bar{Y}_{3}$ to $X_{1}, X_{2}, X_{3}$.
Suppose

$$
u=y, \quad v=x+\left(y-x^{2}\right) f(x)
$$

transforms the curve $y=c x^{2} \phi(x)$ into the curve $u=c v^{2}$. Then we have

$$
c x^{2} \phi(x)=c\left[x+\left(c x^{2} \phi(x)-x^{2}\right) f(x)\right]^{2}
$$

Hence

$$
f(x)=\frac{\sqrt{\phi(x)}-1}{x(c \phi(x)-1)} .
$$

Since $\phi(0)=1, \phi \in C^{\infty}(x)$, and $c \neq 1$, one has that $f \in C^{\infty}$ in a small neighborhood of $x=0$. This proves Lemma 1.21.

Proof of Lemma 1.20. For any family (1.45), the equations of bifurcation curves are $\mu_{1}=0, \mu_{1}=-\mu_{2}^{2}$, and $\mu_{1}=-\frac{49}{25} \mu_{2}^{2}+O\left(\mu_{2}^{5 / 2}\right)$ as $\mu_{2} \rightarrow 0+$. Hence, by formula (1.48),

$$
I\left(S N_{i}, H_{i}, H L\right)=\frac{49}{25}, \quad i=1,2 .
$$

Thus Lemma 1.20 follows from Lemma 1.21.

Lemma 1.22. Any two families of the form (1.45) are equivalent.
Outline of the Proof. By Lemma 1.20, we may carry out the construction of two families $A$ and $\tilde{A}$ over the same neighborhood $\Delta$ in the parameter space. The neighborhoods of $(x, y)=(0,0)$ for $A$ and $\tilde{A}$ are denoted by $N(\mu)$ and $\tilde{N}(\mu)$, respectively.

Then we may construct a homeomorphism $\Psi(\mu)$ for a fixed $\mu \in \Delta$, mapping $K(\epsilon)$ (the limit set and singular trajectories of family $A$ in $N(\mu))$ onto $\tilde{K}(\epsilon)$, where $\tilde{K}(\epsilon)$ is a similar set of $\tilde{A}$ in $\tilde{N}(\mu)$.

Finally, we may extend the homeomorphism $\Psi(\mu)$ to obtain a homeomorphism mapping the trajectories of $A$ in $N$ onto the trajectories of $\tilde{A}$ in $\tilde{N}$.

For more details, we refer to Bogdanov [2] and Sotomayor [1].

Remark 1.23. In Definition 3.1.14, if the mapping $h(\cdot, \epsilon)$ is continuous in $\epsilon$, then $\left(X ; x_{0}, \epsilon_{0}\right)$ and $\left(Y ; y_{0}, \epsilon_{0}\right)$ are said to be strongly equivalent. Otherwise, they are weakly equivalent. Bogdanov [2] proved the versality of (1.5) in this weak sense. Recently Dumortier and Roussarie [1] gave a proof for the strong versality of (1.5).

### 4.2 Double Zero Eigenvalue with Symmetry of Order 2

In Sections 4.2-4.5, we will study the families of vector fields in the plane that are invariant under a rotation of the plane through an angle $2 \pi / q, q=2,3, \ldots$ (the case $q=1$ is discussed in Section 4.1). In this section, we consider the case $q=2$. Khorozov [1] and Carr [1] investigated this case of codimension two. We will introduce their results. However, some proofs may be given in a different way. The normal form of $q=2$ is (see Section 2.11)

$$
\left\{\begin{array}{l}
\dot{x}=y  \tag{2.1}\\
\dot{y}=\epsilon_{1} x+\epsilon_{2} y \pm x^{3}-x^{3} y
\end{array}\right.
$$

where $\epsilon_{1}$ and $\epsilon_{2}$ are small real parameters. We will give bifurcation diagrams of the vector fields (2.1) ${ }^{+}$and (2.1) ${ }^{-}$, respectively. In Fact, $(2.1)^{ \pm}$is a versal deformation of

$$
\left\{\begin{array}{l}
\dot{x}=y  \tag{2.2}\\
\dot{y}= \pm x^{3}-x^{2} y
\end{array}\right.
$$

It will be shown in Lemma 2.2 that any perturbation of (2.2) with a small parameter $\mu$ can be transformed into the form

$$
\left\{\begin{array}{l}
\dot{x}=y  \tag{2.3}\\
\dot{y}=\phi(\mu) x+\psi(\mu) y \pm x^{3}+x^{2} y \tilde{\Phi}(x, \mu)+y^{2} \tilde{\Psi}(x, y, \mu)
\end{array}\right.
$$

where $\mu \in \mathbb{R}^{k}(k \geq 1), \tilde{\Phi}(x, 0)=-1$, and $\tilde{\Psi}(x, y, 0)=0$. If $k=2$ and we consider (2.3) as a nondegenerate deformation, then there exists a transformation of parameters

$$
\epsilon_{1}=\phi\left(\mu_{1}, \mu_{2}\right), \quad \epsilon_{2}=\psi\left(\mu_{1}, \mu_{2}\right)
$$

such that (2.3) ${ }^{ \pm}$becomes

$$
\left\{\begin{array}{l}
\dot{x}=y  \tag{2.4}\\
\dot{y}=\epsilon_{1} x+\epsilon_{2} y \pm x^{3}+x^{2} y \Phi(x, \epsilon)+y^{2} \Psi(x, y, \epsilon)
\end{array}\right.
$$

where $\Phi(x, 0)=-1, \Psi(x, y, 0)=0$.
In Lemmas 2.3-2.10, we will discuss (2.4) ${ }^{ \pm}$and will show that the topological structures of the bifurcation diagrams and phase portraits of (2.4) ${ }^{ \pm}$are the same for different $\Phi$ and $\Psi$. If $\Phi=-1, \Psi=0$, then (2.4) ${ }^{ \pm}$becomes $(2.1)^{ \pm}$. Moreover, it is not difficult to see from these lemmas that for every small $\mu \in \mathbb{R}^{k}$ the phase portraits of (2.3) must also be contained in the phase portraits of (2.4).

All the results are local. That means the bifurcation diagrams are in a small neighborhood of parameter space near $\left(\epsilon_{1}, \epsilon_{2}\right)=(0,0)$, and the phase portraits are in a small neighborhood of phase space near $(x, y)=(0,0)$. Therefore, all bifurcation theorems in this chapter should be understood in this sense. Thus, we will obtain the following theorem.

Theorem 2.1. We have:
(1) System (2.1) $\pm$ is a versal deformation of (2.2) $\pm$ among all the nondegenerate deformations of $(2.2)^{ \pm}$with symmetry of order 2.
(2) The bifurcation diagram of (2.1) ${ }^{+}$consists of the origin and the following curves:
(a) $R=\left\{\epsilon \mid \epsilon_{1}=0, \epsilon_{2} \neq 0\right\}$,
(b) $H=\left\{\epsilon \mid \epsilon_{2}=0, \epsilon_{1}<0\right\}$,
(c) $H L=\left\{\epsilon \left\lvert\, \epsilon_{2}=-\frac{1}{5} \varepsilon_{1}+O\left(\epsilon_{1}^{3 / 2}\right)\right., \epsilon_{1}<0\right\}$.

The bifurcation diagram and phase portraits of (2.1) ${ }^{+}$are shown in Figure 2.1.
(3) The bifurcation diagram of (2.1) ${ }^{-}$consists of the origin and the following curves:
(a) $R^{+}=\left\{\epsilon \mid \epsilon_{1}=0, \epsilon_{2}>0\right\}$,
(b) $R^{-}=\left\{\epsilon \mid \epsilon_{1}=0, \epsilon_{2}<0\right\}$,
(c) $H_{1}=\left\{\epsilon \mid \epsilon_{2}=0, \epsilon_{1}<0\right\}$,


Figure 2.1. The bifurcation diagram and phase portraits of $(2.1)^{+}$.
(d) $H_{2}=\left\{\epsilon \mid \epsilon_{2}=\epsilon_{1}+O\left(\epsilon_{1}^{2}\right), \epsilon_{1}>0\right\}$,
(e) $H L=\left\{\epsilon \mid \epsilon_{2}=4 \epsilon_{1} / 5+O\left(\epsilon_{1}^{3 / 2}\right), \epsilon_{1}>0\right\}$,
(f) $B=\left\{\epsilon \mid \epsilon_{2}=c \epsilon_{1}+O\left(\epsilon_{1}^{3 / 2}\right), \epsilon_{1}>0, c \approx 0.752\right\}$.

The bifurcation diagram and phase portraits of (2.1) ${ }^{+}$are shown in Figure 2.2.

Lemma 2.2. Consider a family of systems

$$
\left\{\begin{array}{l}
\dot{x}=y+w_{1}(x, y, \mu)  \tag{2.5}\\
\dot{y}=a x^{3}+b x^{2} y+w_{2}(x, y, \mu)
\end{array}\right.
$$

where $a b \neq 0$ and $\mu=\left(\mu_{1}, \ldots, \mu_{k}\right)$. Suppose $w_{i}(i=1,2)$ satisfies:
(1) $w_{i}(x, y, 0)=0$,
(2) $w_{i}(x, y, \mu) \in C^{\infty}$,
(3) $w_{i}(-x,-y, \mu)=-w_{i}(x, y, \mu)$.

Then there exists a smooth mapping $(x, y, \mu) \rightarrow(\bar{x}(x, y, \mu), \bar{y}(x, y, \mu))$ that transforms (2.5) into a system topologically equivalent to (2.3) $\pm$.
If $k=2$ and (2.5) satisfies the following additional condition:
(4) the matrix of the linear part of (2.5) at the origin is a versal deformation of $\left[\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right]$, then there exists $a$ smooth mapping

$$
\left(x, y, \mu_{1}, \mu_{2}\right) \rightarrow\left(\bar{x}(x, y, \mu), \bar{y}(x, y, \mu), \epsilon_{1}(\mu), \epsilon_{2}(\mu)\right)
$$

that transforms (2.5) into a system topologically equivalent to (2.4) $\pm$.


Figure 2.2. The bifurcation diagram and phase portraits of (2.1) ${ }^{-}$.

Proof. Let

$$
\left\{\begin{array}{l}
\xi=x \\
\eta=y+w_{1}(x, y, \mu)
\end{array}\right.
$$

Then (2.5) becomes

$$
\left\{\begin{align*}
\dot{\xi}= & \eta  \tag{2.6}\\
\dot{\eta}= & a \xi^{3}\left(1+w_{1 y}^{\prime}\right)+b \xi^{2} \eta\left(1+w_{1 y}^{\prime}\right) \\
& +\left\{-b \xi^{2} w_{1}\left(1+w_{1 y}^{\prime}\right)+w_{2}\left(1+w_{1 y}^{\prime}\right)+\eta w_{1 x}^{\prime}\right\}
\end{align*}\right.
$$

Define functions $h_{i}$ and $\Psi_{i}(i=1,2,3)$ in the following way:

$$
\begin{aligned}
& w_{1 y}^{\prime}(x(\xi, \eta, \mu), y(\xi, \eta, \mu), \mu) \\
& \quad=h_{1}(\xi, \mu)+\eta h_{2}(\xi, \mu)+\eta^{2} h_{3}(\xi, \eta, \mu) \\
& -b \xi^{2} w_{1}\left(1+w_{1 y}^{\prime}\right)+w_{2}\left(1+w_{1 y}^{\prime}\right)+\eta w_{1 x}^{\prime} \\
& \quad=\Psi_{1}(\xi, \mu)+\eta \Psi_{2}(\xi, \mu)+\eta^{2} \Psi_{3}(\xi, \eta, \mu) .
\end{aligned}
$$

Obviously,

$$
\left.h_{i}\right|_{\mu=0}=\left.\Psi_{i}\right|_{\mu=0}=0, \quad i=1,2,3 .
$$

Thus (2.6) takes the form

$$
\left\{\begin{align*}
\dot{\xi}= & \eta  \tag{2.7}\\
\dot{\eta}= & a \xi^{3}\left(1+h_{1}\right)+a \xi^{3} \eta h_{2}+b \xi^{2} \eta\left(1+h_{1}\right) \\
& +\Psi_{1}+\eta \Psi_{2}+\eta^{2} \Phi(\xi, \eta, \mu)
\end{align*}\right.
$$

where

$$
\Phi=a \xi^{3} h_{3}+b \xi^{2}\left(h_{2}+\eta h_{3}\right)+\Psi_{3} .
$$

Since (2.7) has a symmetry property with respect to $(\xi, \eta)$ under a rotation through $\pi$, we have

$$
\begin{gathered}
\Psi_{1}(\xi, \mu)=\phi_{1}(\mu) \xi+\beta_{1}(\xi, \mu) \xi^{3} \\
a h_{2}(\xi, \mu) \xi^{3}+\Psi_{2}(\xi, \mu)=\phi_{2}(\mu)+\beta_{2}(\xi, \mu) \xi^{2}
\end{gathered}
$$

Let

$$
\begin{aligned}
& a+a h_{1}+\beta_{1}=F(\xi, \mu) \\
& b+b h_{1}+\beta_{2}=G(\xi, \mu)
\end{aligned}
$$

Thus, (2.7) becomes

$$
\left\{\begin{array}{l}
\dot{\xi}=\eta  \tag{2.8}\\
\dot{\eta}=\phi_{1}(\mu) \xi+\phi_{2}(\mu) \eta+\xi^{3} F(\xi, \mu)+\xi^{2} \eta G(\xi, \mu)+\eta^{2} \Phi(\xi, \eta, \mu)
\end{array}\right.
$$

Using the Malgrange Preparation Theorem for the symmetric case (see Poénaru [1, p. 64-5)], we have

$$
\phi_{1}(\mu) \xi+F(\xi, \mu) \xi^{3}=\left[\tilde{\phi}(\mu) \xi+\operatorname{sgn} F(0,0) \xi^{3}\right] \theta(\xi, \mu)
$$

where $F(0,0)=a \neq 0, \quad \theta(\xi, 0)=|a|>0, \quad F(-\xi, \mu)=F(\xi, \mu)$, and $\theta(-\xi, \mu)=\theta(\xi, \mu)$. Thus

$$
\begin{aligned}
\dot{\eta}= & {\left[\tilde{\phi}(\mu) \xi \pm \xi^{3}+\frac{\phi_{2}(\mu)}{\theta(\xi, \mu)} \eta\right.} \\
& \left.+\frac{G(\xi, \mu)}{\theta(\xi, \mu)} \xi^{2} \eta+\frac{\Phi(\xi, \eta, \mu)}{\theta(\xi, \mu)} \eta^{2}\right] \theta(\xi, \mu)
\end{aligned}
$$

By changing coordinates

$$
\left\{\begin{array}{l}
u=\xi \\
v=\eta / \sqrt{\theta(\xi, \mu)},
\end{array}\right.
$$

we obtain

$$
\left\{\begin{aligned}
\dot{u}= & v \sqrt{\theta} \\
\dot{v}= & \sqrt{\theta}\left[\tilde{\phi}(\mu) u \pm u^{3}+\left(\frac{\phi_{2}}{\sqrt{\theta}}-\frac{\dot{\theta}}{2 \sqrt{\theta} \theta}\right) v\right. \\
& \left.+u^{2} v \tilde{G}(u, \mu)+v^{2} \Phi(u, v, \mu)\right]
\end{aligned}\right.
$$

where $\tilde{G}=G / \sqrt{\theta}$. Using the symmetry property again, we have

$$
\frac{\phi_{2}}{\sqrt{\theta}}-\frac{\dot{\theta}}{2 \sqrt{\theta} \cdot \theta}=\tilde{\psi}(\mu)+\sigma(u, \mu) u^{2}
$$

where $\tilde{\psi}(0)=\sigma(u, 0)=0$. Denoting $\tilde{G}+\sigma$ by $\bar{G}$, we finally obtain

$$
\left\{\begin{array}{l}
\dot{u}=\sqrt{\theta} \cdot v  \tag{2.9}\\
\dot{v}=\sqrt{\theta}\left[\tilde{\phi}(\mu) u+\tilde{\psi}(\mu) v \pm u^{3}+u^{2} v \bar{G}(u, \mu)+v^{2} \Phi(u, v, \mu)\right],
\end{array}\right.
$$

and (2.9) ${ }^{ \pm}$is topologically equivalent to (2.3) $\pm$. If the condition (4) of

Lemma 2.2 is satisfied, then we can change parameters

$$
\left\{\begin{array}{l}
\epsilon_{1}=\tilde{\phi}\left(\mu_{1}, \mu_{2}\right) \\
\epsilon_{2}=\tilde{\psi}\left(\mu_{1}, \mu_{2}\right)
\end{array}\right.
$$

Thus (2.9) ${ }^{ \pm}$is transformed into a system which is equivalent to (2.4) ${ }^{ \pm}$.
In (2.9) $\pm, \Phi(u, v, 0)=0$ and $\bar{G}(u, 0)=b / \sqrt{|a|}$. If $b / \sqrt{|a|} \neq-1$, we can take the scaling in (2.5)

$$
x \rightarrow \frac{\sqrt{|a|}}{|b|} x, \quad y \rightarrow-\frac{\sqrt{|a|}}{\sqrt{|b|}}(\operatorname{sgn} b) y, \quad t \rightarrow-(\operatorname{sgn} b) t
$$

before the first transformation.

We will now study (2.4) ${ }^{-}$in detail. (2.4) ${ }^{+}$is simpler and can be studied in a similar way.

Lemma 2.3. For (2.4) ${ }^{-}, R^{+} \cup R^{-}$is a bifurcation curve of equilibria while $H_{1}$ and $H_{2}$ are Hopf bifurcation curves (see Figure 2.2). When the parameter $\epsilon=\left(\epsilon_{1}, \epsilon_{2}\right)$ crosses $R^{+} \cup R^{-}$from the left to the right, the number of equilibria changes from one ( $a$ focus or a node) to three (one saddle point and two foci or nodes). When $\epsilon$ crosses $H_{1}$ from region I to II, the focus changes from stable to unstable (the equilibrium is stable on $H_{1}$ ), and a unique limit cycle appears. When $\epsilon$ crosses $H_{2}$ from region III to IV, the foci change from unstable to stable (the equilibria are unstable on $\mathrm{H}_{2}$ ), and two unstable limit cycles appear (each of them goes around one focus).

Proof. The coordinates of equilibria satisfy $y=0$ and $\epsilon_{1} x-x^{3}=0$, that is, $(0,0)$ for $\epsilon_{1} \leq 0$, and $(0,0)$ and $\left( \pm \sqrt{\epsilon_{1}}, 0\right)$ for $\epsilon_{1}>0$. The matrix of the linear part of $(2.4)^{-}$at $(x, 0)$ is

$$
\left[\begin{array}{cc}
0 & 1 \\
\epsilon_{1}-3 x^{2} & \epsilon_{2}+x^{2} \Phi(x, \epsilon)
\end{array}\right]
$$

Hence, the first part of Lemma 2.3 is easy to obtain.

In order to prove the second part of the lemma, we use the result of Section 3.2.

On $H_{1}$, the linear part of $(2.4)^{-}$at the equilibrium $(0,0)$ is

$$
\left[\begin{array}{cc}
0 & 1 \\
\epsilon_{1} & \epsilon_{2}
\end{array}\right]
$$

where $\epsilon_{1}<0, \epsilon_{2}=0$. By using formula (3.2.34), we have

$$
16 \beta_{0}^{2} \operatorname{Re}\left(C_{1}\right)=-2+O(|\epsilon|)<0
$$

Hence, the equilibrium is a stable (weak) focus, and a unique stable limit cycle appears when the parameters vary across $H_{1}$ from region I to II (Theorem 3.2.4).
Similarly, on $\mathrm{H}_{2}$ the linear part of $(2.4)^{-}$at the equilibrium $\left(\sqrt{\epsilon_{1}}, 0\right)$ is

$$
\left[\begin{array}{cc}
0 & 1 \\
-2 \epsilon_{1} & \epsilon_{2}-\epsilon_{1}+O\left(|\epsilon|^{2}\right)
\end{array}\right],
$$

where $\epsilon_{1}>0, \epsilon_{2}-\epsilon_{1}+O\left(|\epsilon|^{2}\right)=0$. Again, by using formula (3.1.34), we have

$$
\begin{aligned}
16 \beta_{0}^{2} \operatorname{Re}\left(C_{1}\right)= & (-2+O(|\epsilon|)) \\
& -\frac{1}{2 \epsilon_{1}}\left[-\left(-6 \sqrt{\epsilon_{1}}\right)\left(-2 \sqrt{\epsilon_{1}}+O(|\epsilon|)\right)^{3 / 2}+O\left(|\epsilon|^{2}\right)\right] \\
= & 4+O(|\epsilon|)>0
\end{aligned}
$$

Hence, $\left(\sqrt{\epsilon_{1}}, 0\right)$ is an unstable focus and a unique unstable limit cycle appears when the parameters cross $H_{2}$ from III to IV (see Figure 2.2).

By symmetry, we can obtain similar results for the other equilibrium $\left(-\sqrt{\epsilon_{1}}, 0\right)$.

Now we turn to the discussion of periodic orbits and homoclinic orbits. We first consider the more complicated case: $\epsilon_{1}>0$.


Figure 2.3.

Making the following scaling for (2.4) ${ }^{-}$:

$$
\begin{align*}
x \rightarrow \delta x, & y \rightarrow \delta^{2} y, \quad \epsilon_{1}=\delta^{2} \\
\epsilon_{2}=\delta^{2} \zeta, & t \rightarrow t / \delta \tag{2.10}
\end{align*}
$$

where $\delta>0$, we have

$$
\left\{\begin{array}{l}
\dot{x}=y  \tag{2.11}\\
\dot{y}=x-x^{3}+\delta y\left(\zeta-x^{2}\right)+O\left(\delta^{2}\right)
\end{array}\right.
$$

For $\delta=0$, (2.11) is a Hamiltonian system

$$
\left\{\begin{array}{l}
\dot{x}=y  \tag{2.12}\\
\dot{y}=x-x^{3}
\end{array}\right.
$$

with the first integral

$$
\begin{equation*}
H(x, y)=\frac{y^{2}}{2}-\frac{x^{2}}{2}+\frac{x^{4}}{4} \tag{2.13}
\end{equation*}
$$

The level curves $\left\{H(x, y)=h, h \geq-\frac{1}{4}\right\}$ are shown in Figure 2.3. $H=-\frac{1}{4}$ corresponds to the foci $( \pm 1,0)$; when $-\frac{1}{4}<h<0, H(x, y)$ $=h$ corresponds to two closed curves, each of them surrounding one of the foci; $H=0$ corresponds to a pair of homoclinic orbits; and when $h>0, H(x, y)=h$ corresponds to a closed curve which surrounds the pair of homoclinic orbits.


Figure 2.4.

We let $L=L_{1} \cup L_{2}$, where $L_{1}=\{(x, y) \mid y=0,0 \leq x<1\}$ and $L_{2}$ $=\{(x, y) \mid x=0, y>0\}$. Then the closed level curve $\Gamma_{h}$ of (2.12) intersects $L$ at exactly one point $(\alpha(h), 0)=P_{h}$ if $-1 / 4 \leq h \leq 0$, or $(0, \beta(h))=P_{h}$ if $h>0$. Hence $L$ can be parameterized by $h$.

For every $h \in(-1 / 4, \infty)$, we consider the trajectory of (2.11) passing through the point $P_{h} \in L$. Let this trajectory go forward and backward from $P_{h}$ until it intersects the positive $x$-axis at points $Q_{1}$ and $Q_{2}$, respectively (Figure 2.4).
We denote the piece of trajectory from $Q_{1}$ to $Q_{2}$ by $\gamma(h, \delta, \zeta)$.

Lemma 2.4. $\gamma=\gamma(h, \delta, \zeta)$ of (2.11) is a closed orbit if and only if

$$
\begin{equation*}
\left.\int_{\gamma} \frac{d H(x, y)}{d t}\right|_{(2.11)} d t=0 \tag{2.14}
\end{equation*}
$$

Moreover, $\gamma$ is a (or a pair of ) homoclinic orbit(s) if and only if (2.14) is satisfied for $h=0-($ or $0+)$.

Proof. It is similar to the proof of Lemma 1.4.

The calculation shows that if $\delta>0$ then (2.14) is equivalent to

$$
\begin{equation*}
F(h, \delta, \zeta)=\int_{\gamma(h, \delta, \zeta)}\left[\left(\zeta-x^{2}\right) y+O\left(\delta^{2}\right)\right] d x=0 \tag{2.15}
\end{equation*}
$$

In the same way as for Lemma 1.5 , we can prove that the function $F(h, \delta, \zeta)$ is continuous and $C^{\infty}$ in $\delta$ and $\zeta$ on a set $U=\{(h, \delta, \zeta) \mid-$ $\left.1 / 4 \leq h<+\infty, 0 \leq \delta \leq \delta_{0}, \zeta_{1} \leq \zeta \leq \zeta_{2}\right\}$, where $\delta_{0}$ is some positive number and $\zeta_{1}<\zeta_{2}$ are arbitrary constants. Moreover, $F \in C^{\infty}$ in $h$ on the set $V=\left\{(h, \delta, \zeta) \mid h \in(-1 / 4,0) \cup(0,+\infty), 0 \leq \delta \leq \delta_{0}, \zeta_{1} \leq \zeta \leq\right.$ $\zeta_{2}$.

When $\delta=0,(2.15)$ becomes

$$
\begin{equation*}
F(h, 0, \zeta)=\int_{\Gamma_{h}}\left(\zeta-x^{2}\right) y d x=\zeta I_{0}(h)-I_{2}(h)=0 \tag{2.16}
\end{equation*}
$$

where $\Gamma_{h}$ is the level curve of (2.12), and the Abelian integrals are given by

$$
\begin{equation*}
I_{i}(h)=\int_{\Gamma_{h}} x^{i} y d x, \quad i=0,2 \tag{2.17}
\end{equation*}
$$

Similar to the discussion in Section 4.1, we have that
(1) $I_{0}(h)>0$ for $h>-\frac{1}{4}, I_{0}\left(-\frac{1}{4}\right)=I_{2}\left(-\frac{1}{4}\right)=0$, and
(2) $\lim _{h \rightarrow-\frac{1}{4}} I_{2}(h) / I_{0}(h)=1$.

Hence we can define a function

$$
P(h)= \begin{cases}\frac{I_{2}(h)}{I_{0}(h)}, & \text { for } h>-\frac{1}{4}  \tag{2.18}\\ 1, & \text { for } h=-\frac{1}{4}\end{cases}
$$

It is continuous on $-1 / 4 \leq h<\infty$.
As in Section 4.1, the basic problem is: For given $\zeta$ and $\delta$ small, does there exist $h>-1 / 4$ such that $(2.15)$ is satisfied? First, we study the properties of $P(h)$.

Lemma 2.5. When $h>-1 / 4$ and $h \neq 0, P(h)$ satisfies the following Riccati equation

$$
\begin{equation*}
4 h(4 h+1) P^{\prime}(h)=5 P^{2}(h)+8 h P(h)-4 P(h)-4 h \tag{2.19}
\end{equation*}
$$

Moreover, $P^{\prime}(h) \rightarrow-1 / 2$ as $h \rightarrow-1 / 4$, and $P^{\prime}(h) \rightarrow-\infty$ as $h \rightarrow 0$.

Proof. Similarly to the proof of Lemma 1.6 , we can obtain

$$
\left\{\begin{array}{l}
3 I_{0}=4 h I_{0}^{\prime}+I_{2}^{\prime}  \tag{2.20}\\
5 I_{2}=4 h I_{2}^{\prime}+I_{4}^{\prime}
\end{array}\right.
$$

where

$$
I_{i}(h)=\int_{\Gamma_{h}} x^{i} y d x, \quad i=0,2,4 .
$$

From (2.13) we have that along $\Gamma_{h}(H(x, y)=h)$ :

$$
0=x y d H=x y^{2} d y+y\left(-x^{2}+x^{4}\right) d x .
$$

On the other hand, using $y^{2}=2 h+x^{2}-\frac{1}{2} x^{4}$, we have that

$$
x y^{2} d y \equiv d\left(\frac{x y^{3}}{3}\right)-\frac{y^{3}}{3} d x=d\left(\frac{x y^{3}}{3}\right)-\frac{y}{3}\left(2 h+x^{2}-\frac{x^{4}}{2}\right) d x .
$$

Hence

$$
d\left(\frac{x y^{3}}{3}\right)-\frac{2}{3} h y d x-\frac{4}{3} x^{2} y d x+\frac{7}{6} x^{4} y d x=0 .
$$

Integrating the above equation along $\Gamma_{h}$, we get

$$
\begin{equation*}
I_{4}=\frac{1}{7}\left(4 h I_{0}+8 I_{2}\right) . \tag{2.21}
\end{equation*}
$$

Substituting (2.21) into (2.20) and solving $I_{0}^{\prime}, I_{2}^{\prime}$, we obtain the Picard-Fuchs equation

$$
\left\{\begin{array}{l}
3 h(4 h+1) I_{0}^{\prime}=3(3 h+1) I_{0}-\frac{15}{4} I_{2},  \tag{2.22}\\
3 h(4 h+1) I_{2}^{\prime}=-3 h I_{0}+15 h I_{2} .
\end{array}\right.
$$

Equation (2.22) and $P^{\prime}(h)=\left(I_{2}^{\prime} I_{0}-I_{2} I_{0}^{\prime}\right) / I_{0}^{2}$ imply (2.19).


Figure 2.5 .

The values of $P^{\prime}(h)$ as $h \rightarrow-1 / 4$ and as $h \rightarrow 0$ can be obtained by direct calculations from (2.19).

Lemma 2.6. $\lim _{h \rightarrow+\infty} P(h)=+\infty$.

Proof. Without loss of generality, we assume $h>0$. From (2.18) and (2.17) we have

$$
P(h)=\frac{\int_{\Gamma_{h}} x^{2} y d x}{\int_{\Gamma_{h}} y d x}=\frac{\int_{0}^{\beta} x^{2} y d x}{\int_{0}^{\beta} y d x} \equiv \frac{J_{2}(\beta)}{J_{0}(\beta)}
$$

where $y=\left(2 h+x^{2}-x^{4} / 2\right)^{1 / 2}$, and $\beta=\beta(h)$ is the abscissa of the intersection point of $\Gamma_{h}$ and the $x$-axis (see Figure 2.5). Hence $\beta=\beta(h)$ satisfies

$$
\begin{equation*}
\beta^{4}-2 \beta^{2}=4 h \tag{2.23}
\end{equation*}
$$

Making the substitution $x=\beta \xi$ in the integral $J_{k}(\beta)$, we obtain

$$
J_{k}(\beta)=\beta^{2} \int_{0}^{1}(\beta \xi)^{k} g(\xi) d \xi, \quad k=0,2
$$



Figure 2.6.
where

$$
g(\xi)=\left[\frac{\beta^{2}}{2}\left(1-\xi^{4}\right)+\left(\xi^{2}-1\right)\right]^{1 / 2} .
$$

Since $g(\xi) \leq g(1 / \beta)$ for $0 \leq \xi \leq 1$, we have $J_{0}(\beta) \leq \alpha_{1} \beta^{3}$ for some positive constant $\alpha_{1}$. It is easy to obtain that $J_{2}(\beta) \geq \alpha_{2} \beta^{5}$ for some positive constant $\alpha_{2}$. Since $h \rightarrow \infty \Leftrightarrow \beta \rightarrow \infty$ (see (2.23)), we have

$$
\lim _{h \rightarrow \infty} P(h)=\lim _{\beta \rightarrow \infty} \frac{J_{2}(\beta)}{J_{0}(\beta)}=+\infty .
$$

Lemma 2.7. $P(h)$ has the following properties:
(1) $\lim _{h \rightarrow 0} P(h)=\frac{4}{5}$;
(2) there exists $h^{*}>0$ such that $P^{\prime}(h)<0$ for $-1 / 4 \leq h<h^{*}$ and $P^{\prime}(h)>0$ for $h>h^{*}$;
(3) $P\left(h^{*}\right)>1 / 2, P^{\prime}\left(h^{*}\right)=0$, and $P^{\prime \prime}\left(h^{*}\right)>0$.

Proof. Rewrite (2.19) in the form

$$
\left\{\begin{array}{l}
\frac{d P}{d t}=5 P^{2}+8 h P-4 P-4 h  \tag{2.24}\\
\frac{d h}{d t}=4 h(4 h+1)
\end{array}\right.
$$

Since $P(h) \rightarrow 1$ as $h \rightarrow-1 / 4$, the graph of $P(h)$ is the heteroclinic orbit from the saddle point ( $-\frac{1}{4}, 1$ ) to the node $\left(0, \frac{4}{5}\right)$ in the phase plane (see Figure 2.6). Hence $\lim _{h \rightarrow 0} P(h)=\frac{4}{5}$. We denote the two branches of the hyperbola $5 P^{2}+8 h P-4 P-4 h=0$ by $\bar{P}(h)$ and $\tilde{P}(h)$.
It is clear that the phase plane is divided into nine parts by the lines $h=0, h=-\frac{1}{4}$ and the curves $P=\bar{P}(h), P=\tilde{P}(h)$. On the two lines the vector field is vertical, and on the two curves the vector field is horizontal. In every one of the nine parts, $d P / d h$ has a fixed sign. From Lemma 2.5 and by calculations we know that

$$
\begin{array}{ll}
\lim _{h \rightarrow-\frac{1}{4}} P^{\prime}(h)=-\frac{1}{2}, & \lim _{h \rightarrow 0} P^{\prime}(h)=-\infty \\
\lim _{h \rightarrow-\frac{1}{4}} \bar{P}^{\prime}(h)=-1, & \lim _{h \rightarrow 0} \tilde{P}^{\prime}(h)=-\frac{3}{5} \tag{2.25}
\end{array}
$$

Hence, the graph of $P(h)$ must stay in part $A$ for $-\frac{1}{4}<h<0$ and must enter part $D$ for $0<h \ll 1$. In parts $A$ and $D, d P / d h$ is negative. But $P(h) \rightarrow+\infty$ as $h \rightarrow+\infty$ (Lemma 2.6) and $\bar{P}(h) \rightarrow \frac{1}{2}$ as $h \rightarrow+\infty$, hence there exists $h^{*}>0$ such that $P\left(h^{*}\right)=\bar{P}\left(h^{*}\right)$, that is, $P^{\prime}\left(h^{*}\right)=0$ and $P^{\prime}(h)>0$ for $h>h^{*}$. Noting $\bar{P}^{\prime}(h)<0$ and $\bar{P}(h) \rightarrow \frac{1}{2}$ as $h \rightarrow+\infty$, we have $P\left(h^{*}\right)=\bar{P}\left(h^{*}\right)>\frac{1}{2}$. Finally, from (2.19) we obtain

$$
4 h(4 h+1) P^{\prime \prime}=(10 P-24 h-8) P^{\prime}+8\left(P-\frac{1}{2}\right) .
$$

Hence,

$$
4 h^{*}\left(4 h^{*}+1\right) P^{\prime \prime}\left(h^{*}\right)=8\left(P\left(h^{*}\right)-\frac{1}{2}\right)>0
$$

which implies

$$
P^{\prime \prime}\left(h^{*}\right)>0 .
$$

Lemma 2.8. For (2.4) ${ }^{-}$, $H L$ is a homoclinic loop bifurcation curve and $B$ is a double limit cycle bifurcation curve. The phase portraits in regions III, IV, V, and VI are shown in Figure 2.2.

Proof. The idea is similar to the proof of Theorem 1.2. Consider first system (2.11) instead of (2.4) ${ }^{-}$. For given $\zeta$ and small $\delta$, the periodic orbits of (2.11) are determined by the zeros of equation (2.15) (Lemma 2.4) which can be approximated well by the zeros of equation (2.16).

More precisely, suppose $h_{0}$ is one of the solutions of the equation

$$
\begin{equation*}
P(h)=\zeta_{0}, \tag{2.26}
\end{equation*}
$$

that is, $F\left(h_{0}, 0, P\left(h_{0}\right)\right)=0$ (see (2.16) and (2.18)). Since $\partial F /\left.\partial \zeta\right|_{\left(h_{0}, 0, P\left(h_{0}\right)\right)}=I_{0}\left(h_{0}\right) \neq 0$ if $h_{0}>-\frac{1}{4}$, the Implicit Function Theorem implies that there are $\delta_{0}>0, \sigma_{0}>0$, and a function $\zeta=\zeta(h, \delta)$ defined in $U_{0}=\left\{(h, \delta): 0 \leq \delta \leq \delta_{0},\left|h-h_{0}\right| \leq \sigma_{0}\right\}$ such that $\zeta\left(h_{0}, 0\right)=$ $P\left(h_{0}\right)$ and $F(h, \delta, \zeta(h, \delta))=0$ for $(h, \delta) \in U_{0}$. If, in addition, $P^{\prime}\left(h_{0}\right) \neq$ 0 , then we can suppose that $\delta_{0}$ and $\sigma_{0}$ are so small that $\zeta_{h}^{\prime}(h, \delta) \neq 0$, $(h, \delta) \in U_{0}$, since $\lim _{\substack{\delta \rightarrow 0 \\ h \rightarrow h_{0}}} \zeta_{h}^{\prime}(h, \delta)=P^{\prime}\left(h_{0}\right) . \zeta_{h}^{\prime}(h, \delta) \neq 0$ implies that for every $\zeta$ near $\zeta_{0}, 0 \leq \delta \leq \delta_{0}$ equation (2.15) has a unique solution with respect to $h \in\left(h_{0}-\sigma_{0}, h_{0}+\sigma_{0}\right)$.
The above discussion is valid except in two neighborhoods of $h$ : (1) near $h=-\frac{1}{4}$, since $I_{0}\left(-\frac{1}{4}\right)=0$ so the Implicit Function Theorem is invalid; and (2) near $h=h^{*}$, since $P^{\prime}\left(h^{*}\right)=0$ so the above condition is not satisfied. In the first case, we can use Theorem 3.2.6 instead of the Implicit Function Theorem. In fact, the linearized equation of (2.11) at $(1,0)$ has a matrix with the same form as (1.31); hence the conditions
$\left(H_{1}^{*}\right),\left(H_{2}^{*}\right)$, and ( $H_{3}^{*}$ ) are satisfied (see the proof of Lemma 1.10). In the second case, we consider

$$
\left\{\begin{array}{l}
F(h, \delta, \zeta)=0 \\
\frac{\partial F}{\partial h}(h, \delta, \zeta)=0
\end{array}\right.
$$

We have that

$$
\begin{gathered}
F\left(h^{*}, 0, P\left(h^{*}\right)\right)=0, \\
\frac{\partial F}{\partial h}\left(h^{*}, 0, P\left(h^{*}\right)\right)=0,
\end{gathered}
$$

and

$$
\begin{aligned}
\left.\frac{\partial\left(F, \frac{\partial F}{\partial h}\right)}{\partial(\zeta, h)}\right|_{\substack{\delta=0 \\
h=h^{*} \\
\zeta=P\left(h^{*}\right)}} & =\left|\begin{array}{cc}
I_{0}\left(h^{*}\right) & 0 \\
* & -I_{0}\left(h^{*}\right) P^{\prime \prime}\left(h^{*}\right)
\end{array}\right| \\
& =-I_{0}^{2}\left(h^{*}\right) P^{\prime \prime}\left(h^{*}\right)<0 .
\end{aligned}
$$

Hence there are $\delta^{*}>0$ and functions $\zeta=\zeta^{*}(\delta), h=h^{*}(\delta)$ defined in $0 \leq \delta \leq \delta^{*}$ such that $\zeta^{*}(0)=P\left(h^{*}\right), h^{*}(0)=h^{*}$, and

$$
\left\{\begin{array}{l}
F\left(h^{*}(\delta), \delta, \zeta^{*}(\delta)\right)=0, \\
\frac{\partial F}{\partial h}\left(h^{*}(\delta), \delta, \zeta^{*}(\delta)\right)=0
\end{array}\right.
$$

for $0 \leq \delta \leq \delta^{*}$. Since $\partial^{2} F / \partial h^{2}\left(h^{*}, 0, P\left(h^{*}\right)\right)=-I_{0}\left(h^{*}\right) P^{\prime \prime}\left(h^{*}\right) \neq 0$, we can suppose that $\delta^{*}$ is so small that $\partial^{2} F / \partial h^{2}\left(h^{*}(\delta), \delta, \zeta^{*}(\delta)\right) \neq 0$ for $0 \leq \delta \leq \delta^{*}$, which implies that $\zeta=\zeta^{*}(\delta), h=h^{*}(\delta)$ correspond to double limit cycle bifurcation, and the numbers of zeros for equations (2.16) and (2.15) are the same near $h=h^{*}$.

Hence the number of solutions of (2.26) will determine the number of limit cycles of (2.11) (or, equivalently, of (2.4) ${ }^{-}$). The relationship between them is: one-to-one for $h>0$ and one-to-two for $-\frac{1}{4}<h<0$
because of the symmetry (see Figures 2.7 and 2.2). The solution of (2.26) for $h=0$ corresponds to the pair of homoclinic orbits of (2.4) ${ }^{-}$.

It is clear that for $\zeta_{0}>1$, (2.26) has a unique solution $h_{1}>0$ corresponding to a limit cycle around three equilibria (the case of $\zeta_{0}=1$ is discussed in Lemma 2.2); for $\frac{4}{5}<\zeta_{0}<1$, (2.26) has two solutions $-\frac{1}{4}<h_{2}<0$ and $h_{3}>0, h_{2}$ corresponding to two limit cycles around two foci respectively while $h_{3}$ corresponding to one limit cycle which surrounds the two limit cycles and three equilibria; for $\zeta_{0}=4 / 5$, (2.26) has two solutions $h=0$ and $h_{4}>0$, the former corresponding to a pair of symmetric homoclinic loops while the latter corresponding to a limit cycle surrounding the three equilibria and the homoclinic loops; for $c<\zeta_{0}<\frac{4}{5}\left(c=P\left(h^{*}\right) \simeq 0.752\right)$, (2.26) has two solutions $h_{5}>0$ and $h_{6}>0$, which correspond to two limit cycles, one surrounding another and both of them surrounding three equilibria; for $\zeta_{0}=c,(2.26)$ has a double solution $h^{*}$ which corresponds to a double limit cycle (it is semistable); for $\zeta_{0}<c$, (2.26) has no solution, which means (2.4) ${ }^{-}$has no limit cycle.

From the scaling (2.10) we know that $\epsilon_{2} / \epsilon_{1}=\zeta(h, \delta)=\zeta_{0}+O(\delta)=$ $\zeta_{0}+O\left(\epsilon_{1}^{1 / 2}\right)$, which gives the equations of curves $H L$ and $B$ for $\zeta_{0}=\frac{4}{5}$ and $\zeta_{0}=c$, respectively. This finishes the proof of Lemma 2.8.

Lemma 2.9. System (2.4) - has no limit cycle in region I and has a unique limit cycle in region II.

Proof. This is the case of $\epsilon_{1}<0$. As in the case $\epsilon_{1}>0$, we take the scaling

$$
x \rightarrow \delta x, \quad y \rightarrow \delta^{2} y, \quad \epsilon_{1}=-\delta^{2}, \quad \epsilon_{2}=\tilde{\alpha} \delta^{2}, \quad t \rightarrow \frac{t}{\delta}
$$

Thus, (2.4)- becomes

$$
\left\{\begin{array}{l}
\dot{x}=y  \tag{2.27}\\
\dot{y}=-x-x^{3}+\delta y\left(\tilde{\alpha}-x^{2}\right)+O\left(\delta^{3}\right)
\end{array}\right.
$$

For $\delta=0$, (2.27) is a Hamiltonian system

$$
\left\{\begin{array}{l}
\dot{x}=y  \tag{2.28}\\
\dot{y}=-x-x^{3}
\end{array}\right.
$$



Figure 2.7.
with the first integral

$$
\begin{equation*}
H(x, y)=\frac{y^{2}}{2}+\frac{x^{2}}{2}+\frac{x^{4}}{4} \tag{2.29}
\end{equation*}
$$

We consider a function

$$
P(h)= \begin{cases}\frac{I_{2}(h)}{I_{0}(h)}, & h>0 \\ 0, & h=0\end{cases}
$$

where

$$
I_{i}(h)=\int_{\Gamma_{h}} x^{i} y d x, \quad i=0,2
$$

and

$$
\Gamma_{h}: H(x, y)=h, \quad h \geq 0(\text { see Figure }(2.8))
$$

$P(h)$ satisfies an equation

$$
4 h(4 h+1) P^{\prime}(h)=-5 P^{2}+8 h P-4 P+4 h
$$



Figure 2.8.
which implies that $P^{\prime}(h)>0$ for $h>0$ and $P^{\prime}(0)=\frac{1}{2}$ (by a similar analysis as in Lemma 2.7). Then, Lemma 2.9 follows by the same argument as in Lemma 2.8.

By Lemmas 2.2, 2.3, 2.8, and 2.9, we have the proof of Theorem 2.1 for the case of $(2.1)^{-}$. For the case $(2.1)^{+}$, the difficult part of the proof is to study the existence of limit cycles and their numbers. In a manner similar to the case $(2.4)^{-}$, one can derive an equation for a similar function $P(h)$ for $(2.4)^{+}$:

$$
4 h(4 h-1) P^{\prime}(h)=-5 P^{2}+8 h P+4 P-4 h .
$$

Corresponding to Figure 2.3, we have Figure 2.8 for the plus case. We leave the details to the readers.

### 4.3 Double Zero Eigenvalue with Symmetry of Order 3

In this section we study the family of vector fields on the plane that are invariant under a rotation through an angle $2 \pi / 3$. The normal form is (Section 2.11)

$$
\begin{equation*}
\dot{z}=\epsilon z+A z|z|^{2}+\bar{z}^{2} \tag{3.1}
\end{equation*}
$$



Figure 3.1. The bifurcation diagram and phase portraits of $(3 \cdot 1)(a<0)$.
where

$$
z=x+i y, \quad \epsilon=\epsilon_{1}+i \epsilon_{2}, \quad \text { and } \quad A=a+i b, \quad a \neq 0
$$

The following theorem belongs to Khorozov [1]. We will use the Picard-Fuchs equation to prove the uniqueness of periodic orbits (see Chow, Li, and Wang [2]).

Theorem 3.1. (1) Equation (3.1) is a versal deformation with symmetry of order 3 of the following system

$$
\begin{equation*}
\dot{z}=A z|z|^{2}+\bar{z}^{2} . \tag{3.2}
\end{equation*}
$$

(2) The bifurcation diagram of (3.1) consists of the origin and the following curves in parameter space:
(a) $H^{+}=\left\{\epsilon \mid \epsilon_{1}=0, \epsilon_{2}>0\right\}$,
(b) $H^{-}=\left\{\epsilon \mid \epsilon_{1}=0, \epsilon_{2}<0\right\}$,
(c) $H L^{+}=\left\{\epsilon \mid \epsilon_{1}=-(a / 2) \epsilon_{2}^{2}+O\left(\epsilon_{2}^{3}\right), \epsilon_{2}>0\right\}$,
(d) $H L^{-}=\left\{\epsilon \mid \epsilon_{1}=-(a / 2) \epsilon_{2}^{2}+O\left(\epsilon_{2}^{3}\right), \epsilon_{2}<0\right\}$.
(3) The phase portraits of (3.1) are shown in Figure 3.1.

We first consider a deformation of (3.2) with symmetry of order 3

$$
\begin{equation*}
\dot{z}=A z|z|^{2}+\bar{z}^{2}+w(z, \bar{z}, \mu), \tag{3.3}
\end{equation*}
$$

where

$$
w \in C^{\infty} \quad \text { and }\left.\quad w\right|_{\mu=0}=0, \quad \mu \in \mathbb{C} .
$$

Equation (3.3) can be written in the form

$$
\begin{equation*}
\dot{z}=\sum_{i+j=0}^{3} a_{i j}(\mu) z^{i \bar{z}^{j}}+O\left(|z|^{4}\right), \quad a_{i j}(\mu) \in \mathbb{C} . \tag{3.4}
\end{equation*}
$$

Since (3.4) is invariant under a rotation through $2 \pi / 3$, we have in polar coordinates that

$$
\dot{r}(r, \theta)=\dot{r}\left(r, \theta+\frac{2 \pi}{3}\right), \quad \dot{\theta}(r, \theta)=\dot{\theta}\left(r, \theta+\frac{2 \pi}{3}\right) \quad(r \neq 0) .
$$

Using the formulas

$$
\dot{r}=\frac{\bar{z} \dot{z}+z \dot{\bar{z}}}{2 r}, \quad \dot{\theta}=\frac{\bar{z} \dot{z}-z \dot{\bar{z}}}{2 r^{2} i},
$$

we obtain in (3.4)

$$
a_{00}=a_{01}=a_{20}=a_{11}=a_{30}=a_{12}=a_{03}=0 .
$$

Hence, (3.4) has the form (after a linear transformation)

$$
\begin{equation*}
\dot{z}=f(\mu) z+\tilde{A}(\mu) z|z|^{2}+\bar{z}^{2}+O\left(|z|^{4}\right) \tag{3.5}
\end{equation*}
$$

where $f(\mu)=s \mu+O\left(|\mu|^{2}\right)$. If $s \neq 0$, then let $\epsilon=f(\mu)$. Equation (3.5) becomes

$$
\begin{equation*}
\dot{z}=\epsilon z+A(\epsilon) z|z|^{2}+\bar{z}^{2}+O\left(|z|^{4}\right) \tag{3.6}
\end{equation*}
$$

where $A(\epsilon)=\tilde{A}(\mu(\epsilon)), A(0)=\tilde{A}(0)=A$. We will prove that the topological structure of solutions of (3.6) is independent of the function $A(\epsilon)$ and the higher-order terms $O\left(|z|^{4}\right)$ as long as $\operatorname{Re} A(0) \neq 0$. By a transformation

$$
\left\{\begin{array}{l}
x=\sqrt{2 \rho} \cos \phi  \tag{3.7}\\
y=\sqrt{2 \rho} \sin \phi
\end{array}\right.
$$

(3.6) takes the form

$$
\left\{\begin{array}{l}
\dot{\rho}=\epsilon_{1}(2 \rho)+a(\epsilon)(2 \rho)^{2}+(2 \rho)^{3 / 2} \cos 3 \phi+(2 \rho)^{5 / 2} F_{1}(\rho, 3 \phi, \epsilon)  \tag{3.8}\\
\dot{\phi}=\epsilon_{2}+b(\epsilon)(2 \rho)-(2 \rho)^{1 / 2} \sin 3 \phi+(2 \rho)^{3 / 2} F_{2}(\rho, 3 \phi, \epsilon)
\end{array}\right.
$$

where $F_{j}(\rho, 3 \phi, \epsilon)$ is $2 \pi$-periodic with respect to $\phi,\left.F_{j}\right|_{\epsilon=0}=0(j=1,2)$, and $a(\epsilon)+i b(\epsilon)=A(\epsilon)$.

We suppose that $a(0)<0$. The case $a(0)>0$ can be obtained through the transformation $t \rightarrow-t, z \rightarrow-z$.

In order to determine the number and property of the nonzero equilibria, we consider

$$
\left\{\begin{array}{l}
\epsilon_{1}+a(\epsilon) 2 \rho+(2 \rho)^{1 / 2} \cos 3 \phi+(2 \rho)^{3 / 2} F_{1}=0  \tag{3.9}\\
\epsilon_{2}+b(\epsilon) 2 \rho-(2 \rho)^{1 / 2} \sin 3 \phi+(2 \rho)^{3 / 2} F_{2}=0
\end{array}\right.
$$

in a small neighborhood of the origin in phase space. Let $\epsilon=\sqrt{\alpha} e^{i \psi}$, $\alpha \tilde{\rho}=\rho$. Then (3.9) becomes

$$
\left\{\begin{array}{l}
\sqrt{\alpha} G_{1}(\alpha, \tilde{\rho}, \phi, \psi)=0  \tag{3.10}\\
\sqrt{\alpha} G_{2}(\alpha, \tilde{\rho}, \phi, \psi)=0
\end{array}\right.
$$

where

$$
\begin{aligned}
& G_{1}=\cos \psi+a(\mu) \sqrt{\alpha}(2 \tilde{\rho})+(2 \tilde{\rho})^{1 / 2} \cos 3 \phi+\alpha(2 \tilde{\rho})^{3 / 2} F_{1}, \\
& G_{2}=\sin \psi+b(\mu) \sqrt{\alpha}(2 \tilde{\rho})-(2 \tilde{\rho})^{1 / 2} \sin 3 \phi+\alpha(2 \tilde{\rho})^{3 / 2} F_{2}
\end{aligned}
$$

For $\alpha \neq 0,(3.10)$ is equivalent to

$$
\left\{\begin{array}{l}
G_{1}=0  \tag{3.11}\\
G_{2}=0
\end{array}\right.
$$

For $\alpha=0$, (3.11) becomes

$$
\left\{\begin{array}{l}
\cos \psi+(2 \tilde{\rho})^{1 / 2} \cos 3 \phi=0 \\
\sin \psi-(2 \tilde{\rho})^{1 / 2} \sin 3 \phi=0
\end{array}\right.
$$

Hence it is equivalent to

$$
\tilde{\rho}=\frac{1}{2}, \quad \sin 3 \phi=\sin \psi, \quad \cos 3 \phi=-\cos \psi .
$$

In other words (3.11) has solutions (for $\alpha=0$ )

$$
\left\{\begin{array}{l}
\bar{\rho}=\frac{1}{2}, \\
\phi_{k}=\frac{1}{3}(\pi+2 k \pi-\psi), \quad k=0,1,2
\end{array}\right.
$$

Since $\partial\left(G_{1}, G_{2}\right) /\left.\partial(\tilde{\rho}, \phi)\right|_{\alpha=0}=-3$, the Implicit Function Theorem implies that for $\alpha \neq 0$ and $|\alpha|$ small, (3.9) has solutions

$$
\left\{\begin{array}{l}
\rho=\rho^{*}(\alpha, \psi), \\
\phi_{k}=\phi_{k}^{*}(\alpha, \psi), \quad k=0,1,2 .
\end{array}\right.
$$

Let $z^{*}=\sqrt{2 \rho^{*}} e^{i \phi \phi^{*}}$ be one of the equilibria. We have for small $|\epsilon|$

$$
\begin{gathered}
2 \rho^{*}=2 \alpha \tilde{\rho}=|\epsilon|^{2} 2 \tilde{\rho}=|\epsilon|^{2}+o\left(|\epsilon|^{2}\right), \\
\left|z^{*}\right|=\sqrt{2 \rho^{*}}=|\epsilon|+o(|\epsilon|) .
\end{gathered}
$$

Let $\zeta=z-z^{*}$. Then (3.6) becomes

$$
\dot{\zeta}=P \zeta+Q \bar{\zeta}+O\left(|\epsilon|^{2}\right)
$$

where

$$
\begin{aligned}
& P=\epsilon+2 A(\epsilon)\left|z^{*}\right|^{2}+O\left(\left|z^{*}\right|^{4}\right) \\
& Q=2 z^{*}+A(\epsilon) z^{* 2}+O\left(\left|z^{*}\right|^{4}\right)
\end{aligned}
$$

For sufficiently small $|\epsilon|$, we have

$$
\begin{gathered}
|P| \leq|\epsilon|+o(|\epsilon|)<\frac{5}{4}|\epsilon|, \\
|Q| \geq 2|\epsilon|-o(|\epsilon|)>\frac{7}{4}|\epsilon| .
\end{gathered}
$$

The following lemma is useful in determining the property of an equilibrium.

## Lemma 3.2. (Arnold [4]) Consider a planar linear equation

$$
\dot{\zeta}=P \zeta+Q \bar{\zeta}, \quad P, Q, \zeta \in \mathbb{C} .
$$

If $|P|<|Q|$, then the origin is a saddle point. If $|P|>|Q|$, then the origin is a focus (center) or node which is stable for $\operatorname{Re} P<0$ and unstable for $\operatorname{Re} P>0$.

Proof. Let $\zeta=\zeta_{1}+i \zeta_{2}, P=p_{1}+i p_{2}$, and $Q=q_{1}+i q_{2}$. Then

$$
\left[\begin{array}{l}
\dot{\zeta_{1}} \\
\dot{\zeta_{2}}
\end{array}\right]=M\left[\begin{array}{l}
\zeta_{1} \\
\zeta_{2}
\end{array}\right], \quad M=\left[\begin{array}{ll}
p_{1}+q_{1} & -p_{2}+q_{2} \\
p_{2}+q_{2} & p_{1}-q_{1}
\end{array}\right] .
$$

Hence as $\operatorname{det} M=|P|^{2}-|Q|^{2}$ and $\operatorname{tr} M=2 p_{1}$, the desired result follows.

Lemma 3.3. Suppose that $|\epsilon| \neq 0$. Then in a small neighborhood of the origin in phase space (3.8) has four equilibria. $\rho=0$ is a focus or node which is stable for $\epsilon_{1} \leq 0$ and unstable for $\epsilon_{1}>0$. The other three equilibria are saddle points. The curve $H^{ \pm}=\left\{\epsilon \mid \epsilon_{1}=0, \epsilon_{2} \neq 0\right\}$ is a Hopf bifurcation curve.

Proof. The behavior of the equilibrium $\rho=0$ and the curve $H^{ \pm}$is easy to obtain from (3.8).
The behavior of ( $\rho^{*}, \phi_{k}^{*}$ ) is obtained from Lemma 3.2 and from the fact that the saddle is structurally stable.

Now we turn to the discussion of the existence and the number of limit cycles. The basic idea is the same as in Sections 4.1 and 4.2, but we will use a specific technique.
Let

$$
\begin{gather*}
\epsilon_{1}=-\frac{1}{a} \delta^{2} \beta, \quad \epsilon_{2}=\frac{1}{a} \delta, \quad \rho \rightarrow \frac{\delta^{2}}{a^{2}} \rho, \\
b \rightarrow-a b, \quad t \rightarrow-\frac{a t}{\delta}, \tag{3.12}
\end{gather*}
$$

where $a=a(\epsilon)<0$ and $b=b(\epsilon)$. Then (3.8) becomes

$$
\left\{\begin{array}{c}
\dot{\rho}=\delta \beta(2 \rho)-\delta(2 \rho)^{2}+(2 \rho)^{3 / 2}  \tag{3.13}\\
\cos 3 \phi+\delta^{2}(2 \rho)^{5 / 2} \bar{F}_{1} \\
\dot{\phi}=1+b \delta(2 \rho)-(2 \rho)^{1 / 2} \\
\sin 3 \phi+\delta^{2}(2 \rho)^{5 / 2} \bar{F}_{2}
\end{array}\right.
$$

Suppose that $\rho_{0}(\delta, \beta), \phi_{0}(\delta, \beta)$ are coordinates of a nonzero equilibrium of (3.13). Let

$$
\left\{\begin{align*}
r & =\frac{\rho}{2 \rho_{0}}  \tag{3.14}\\
\theta & =\frac{\pi}{6}+\phi-\phi_{0}=\phi-\psi(\beta, \delta)
\end{align*}\right.
$$

Then (3.13) takes the form

$$
\left\{\begin{align*}
\dot{r}= & \delta \beta(2 r)-\delta\left(2 \rho_{0}\right)(2 r)^{2}  \tag{3.15}\\
& +\left(2 \rho_{0}\right)^{1 / 2}(2 r)^{3 / 2} \cos 3(\theta+\psi)+\delta^{2}(2 r)^{5 / 2} \bar{F}_{1} \\
\dot{\theta}= & 1+\delta\left(2 \rho_{0}\right) b(2 r)-\left(2 \rho_{0}\right)^{1 / 2}(2 r)^{1 / 2} \sin 3(\theta+\psi) \\
& +\delta^{2}(2 r)^{3 / 2} \bar{F}_{2}=\tilde{H}(\delta, r, \theta)
\end{align*}\right.
$$

The coordinates of the equilibria of (3.15) are independent of $\delta$ and $\beta: r=0$ and $r_{k}=\frac{1}{2}, \theta_{k}=\pi / 6+2 k \pi / 3(k=0,1,2)$.

For $\delta=0$, (3.15) is a Hamiltonian system

$$
\left\{\begin{array}{l}
\dot{r}=(2 r)^{3 / 2} \cos 3 \theta  \tag{3.16}\\
\dot{\theta}=1-(2 r)^{1 / 2} \sin 3 \theta
\end{array}\right.
$$

with the first integral

$$
\begin{equation*}
H=r-\frac{1}{3}(2 r)^{3 / 2} \sin 3 \theta=h \tag{3.17}
\end{equation*}
$$

The level curves of $H=h$ are shown in Figure 3.2, where $0 \leq h \leq \frac{1}{6}$. $h=0$ corresponds to the equilibrium $r=0$, and $h=1 / 6$ corresponds to the three heteroclinic orbits.


Figure 3.2.
Obviously, any closed orbit of (3.15) must cross the segment $L=$ $\left\{(r, \theta) \mid \theta=\pi / 6,0 \leq r \leq \frac{1}{2}\right\}$ which could be parameterized by $h, H(r, \theta)$ $=h, 0 \leq h \leq \frac{1}{6}$.
Let

$$
\begin{equation*}
H^{\delta}(r, \theta)=\int_{0}^{r} \tilde{H}(\delta, r, \theta) d r \quad\left(H^{0} \equiv H\right) \tag{3.18}
\end{equation*}
$$

where $\tilde{H}$ is defined in (3.15). Then (3.15) can be rewritten in the form

$$
\left\{\begin{array}{l}
\dot{r}=-\frac{\partial H^{\delta}}{\partial \theta}+2 \delta r\left(\beta-\left(2 \rho_{0}\right)(2 r)+\delta(2 r)^{3 / 2} \bar{F}\right)  \tag{3.19}\\
\dot{\theta}=\frac{\partial H^{\delta}}{\partial r}
\end{array}\right.
$$

Let $\gamma(h, \delta, \beta)$ be the part of the orbit of (3.15) from the point on $L$ with $h \in(0,1 / 6)$, to the point on the segment $\{(r, \theta) \mid \theta=5 \pi / 6,0 \leq r$ $\leq 1 / 2$ \}.

Lemma 3.4. The orbit through $\gamma=\gamma(h, \delta, \beta)$ is a closed orbit of (3.15) if and only if

$$
\begin{equation*}
\left.\int_{\gamma(h, \delta, \beta)}\left(\frac{d H^{\delta}}{d t}\right)\right|_{(3.19)} d t=0 . \tag{3.20}
\end{equation*}
$$

Proof. This proof is similar to that of Lemma 1.4.
The calculation shows that

$$
\left.\frac{d H^{\delta}}{d t}\right|_{(3.19)} d t=2 \delta r\left(\beta-\left(2 \rho_{0}\right) 2 r+\delta(2 r)^{3 / 2} \bar{F}\right) d \theta
$$

Let

$$
\begin{equation*}
\Phi(h, \delta, \beta)=\int_{\gamma(h, \delta, \beta)} r\left[\beta-\left(2 \rho_{0}\right) 2 r+\delta(2 r)^{3 / 2} \bar{F}\right] d \theta \tag{3.21}
\end{equation*}
$$

Then (3.20) is equivalent to $\Phi(\delta, h, \beta)=0($ for $\delta \neq 0)$. For $\delta=0$, we have $2 \rho_{0}=1$ and

$$
\begin{equation*}
\Phi(h, 0, \beta)=\int_{\Gamma_{h}} r(\beta-2 r) d \theta=\beta I_{1}-2 I_{2}, \tag{3.22}
\end{equation*}
$$

where

$$
I_{i}(h)=\int_{\Gamma_{h}} r^{i} d \theta \quad(i=1,2)
$$

and $\Gamma_{h}$ is the level curve $H=h(\pi / 6 \leq \theta \leq 5 \pi / 6)$ of (3.16). Obviously, $I_{1}(h)>0$ for $h>0$; and $\lim _{h \rightarrow 0} I_{2}(h) / I_{1}(h)=0$. Let

$$
\begin{equation*}
P(h)=\frac{I_{2}(h)}{I_{1}(h)}, 0<h \leq \frac{1}{6}, \quad \text { and } \quad P(0)=0 . \tag{3.23}
\end{equation*}
$$

Then $\Phi(h, 0, \beta)=0$ is equivalent to

$$
\begin{equation*}
\beta=2 P(h) \tag{3.24}
\end{equation*}
$$

We will prove that $P^{\prime}(h)>0$ for $0 \leq h \leq \frac{1}{6}$. This will give the uniqueness of the periodic orbits of (3.15).

Lemma 3.5. $P(h)$ satisfies an equation $\left(0<h<\frac{1}{6}\right)$

$$
\begin{align*}
9 h(6 h-1) P^{\prime}(h)= & -12 P^{2}+(28 h+9-\phi(h)) P \\
& +48 h^{2}-18 h+6 h \phi(h) \tag{3.25}
\end{align*}
$$

where

$$
\begin{equation*}
\phi(h)=6 h^{2}(6 h-1) \frac{I_{1}^{\prime \prime}(h)}{I_{1}(h)} . \tag{3.26}
\end{equation*}
$$

Proof. From (3.17), along $\Gamma_{h}$

$$
\begin{equation*}
\frac{\partial r}{\partial h}=\frac{1}{1-\sqrt{2 r} \sin 3 \theta}=\frac{2 r}{3 h-r}>0 \quad\left(0<h<\frac{1}{6}\right) \tag{3.27}
\end{equation*}
$$

Hence

$$
\begin{equation*}
I_{k}^{\prime}=2 k \int_{\Gamma_{k}} \frac{r^{k}}{3 h-r} d \theta \tag{3.28}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{k}=\int_{\Gamma_{h}} r^{k} d \theta, \quad k=1,2,3, \ldots \tag{3.29}
\end{equation*}
$$

From (3.29) and (3.28) we obtain

$$
I_{k}=\int_{\Gamma_{h}} \frac{r^{k}(3 h-r)}{3 h-r} d \theta=\frac{3 h}{2 k} I_{k}^{\prime}-\frac{1}{2(k+1)} I_{k+1}^{\prime}
$$

In particular

$$
\left\{\begin{array}{l}
I_{1}=\frac{3}{2} h I_{1}^{\prime}-\frac{1}{4} I_{2}^{\prime},  \tag{3.30}\\
I_{2}=\frac{3}{4} h I_{2}^{\prime}-\frac{1}{6} I_{3}^{\prime}
\end{array}\right.
$$

On the other hand,

$$
\begin{aligned}
I_{3}(h) & =\int_{\Gamma_{h}} r^{3} d \theta=\frac{9}{8} \int_{\Gamma_{h}} \frac{(r-h)^{2}}{\sin ^{2} 3 \theta} d \theta=-\frac{3}{8} \int_{\partial=\pi / 6}^{\theta=5 \pi / 6}(r-h)^{2} d(\cot 3 \theta) \\
& =-\left.\frac{3}{8}(r-h)^{2} \cot 3 \theta\right|_{\theta=\pi / 6} ^{\theta=5 \pi / 6}+\frac{3}{4} \int_{\Gamma_{h}}(r-h) \cot 3 \theta d r
\end{aligned}
$$

Using (3.16), (3.17), and (3.28), we have

$$
\begin{aligned}
I_{3} & =\frac{3}{4} \int_{\Gamma_{h}} \frac{(r-h)}{\sin 3 \theta} \frac{(2 r)^{3 / 2} \cos ^{2} 3 \theta}{(1-\sqrt{2 r} \sin 3 \theta)} d \theta \\
& =\frac{1}{2} \int_{\Gamma_{h}} \frac{r\left[(2 r)^{3}-9(r-h)^{2}\right]}{3 h-r} d \theta \\
& =-4 I_{3}+\left(\frac{9}{2}-12 h\right) I_{2}+\left(\frac{9}{2} h-36 h^{2}\right) I_{1}+\left(54 h^{3}-9 h^{2}\right) I_{1}^{\prime} .
\end{aligned}
$$

Hence

$$
\begin{equation*}
I_{3}=\left(\frac{9}{10}-\frac{12}{5} h\right) I_{2}+\left(\frac{9}{10} h-\frac{36}{5} h^{2}\right) I_{1}+\left(\frac{54}{5} h^{3}-\frac{9}{5} h^{2}\right) I_{1}^{\prime} \tag{3.31}
\end{equation*}
$$

Substituting (3.31) into (3.30), we have

$$
\left\{\begin{array}{l}
4 I_{1}=6 h I_{1}^{\prime}-I_{2}^{\prime}  \tag{3.32}\\
48 I_{2}=\left(18 h-48 h^{2}\right) I_{1}^{\prime}+(-9+44 h) I_{2}^{\prime}-24 h^{2}(6 h-1) I_{1}^{\prime \prime}
\end{array}\right.
$$

Equation (3.22) is equivalent to

$$
\left\{\begin{array}{l}
9 h(6 h-1) I_{1}^{\prime}=(-9+44 h) I_{1}+12 I_{2}+6 h^{2}(6 h-1) I_{1}^{\prime \prime}  \tag{3.33}\\
9 h(6 h-1) I_{2}^{\prime}=\left(-18 h+48 h^{2}\right) I_{1}+72 I_{2}+36 h^{3}(6 h-1) I_{1}^{\prime \prime}
\end{array}\right.
$$

where $0<h<\frac{1}{6}$. Equation (3.33) and $P^{\prime}(h)=\left(I_{2}^{\prime} I_{1}-I_{1}^{\prime} I_{2}\right) / I_{1}^{2}$ imply (3.25)

Lemma 3.6. $\lim _{h \rightarrow 0} P^{\prime}(h)=1$.

Proof. Equation (3.27) shows that $\partial r / \partial h \rightarrow 1$ as $h \rightarrow 0$. Hence $r=$ $O(h), 3 h-r=O(h)$, and $r-h=O\left(h^{3 / 2}\right)$ (see (3.17)). Therefore, as $h \rightarrow 0, I_{1}=O(h), I_{2}=O\left(h^{2}\right), P(h)=O(h)$, and

$$
\begin{aligned}
& I_{1}^{\prime \prime}=6 \int_{\Gamma_{h}} \frac{r(r-h)}{(3 h-r)^{3}} d \theta=O\left(h^{-1 / 2}\right) \\
& I_{1}^{\prime \prime \prime}=12 \int_{\Gamma_{h}} \frac{r(r-h)(5 r-6 h)}{(3 h-r)^{5}} d \theta=O\left(h^{-3 / 2}\right)
\end{aligned}
$$

These imply that $\phi(h)=O\left(h^{1 / 2}\right)$ and $\phi^{\prime}(h)=O\left(h^{-1 / 2}\right)$ as $h \rightarrow 0$. Using the above estimations and L'Hospital's rule, from (3.25) we obtain $\lim _{h \rightarrow 0} P^{\prime}(h)=1$.

Lemma 3.7. $P(1 / 6)=1 / 4$.

Proof. Let $x=\sqrt{2 r} \cos \theta$ and $y=\sqrt{2 r} \sin \theta$. Then $\Gamma_{1 / 6}$ is a line segment $\{(x, y) \mid y=1 / 2,-\sqrt{3} / 2 \leq x \leq \sqrt{3} / 2\}$, that is, $\sqrt{2 r} \sin \theta=1 / 2$, $\pi / 6 \leq \theta \leq 5 \pi / 6$. Hence

$$
\begin{aligned}
& I_{1}(1 / 6)=\int_{\Gamma_{1 / 6}} r d \theta=\frac{1}{8} \int_{\pi / 6}^{5 \pi / 6} \frac{d \theta}{\sin ^{2} \theta}=\frac{\sqrt{3}}{4} \\
& I_{2}(1 / 6)=\int_{\Gamma_{1 / 6}} r^{2} d \theta=\frac{1}{8^{2}} \int_{\frac{\pi}{6}}^{\frac{5 \pi}{6}} \frac{d \theta}{\sin ^{4} \theta}=\frac{\sqrt{3}}{16}
\end{aligned}
$$

Therefore,

$$
P(1 / 6)=\frac{I_{2}(1 / 6)}{I_{1}(1 / 6)}=\frac{1}{4}
$$

Lemma 3.8. $P^{\prime}(h)>0$ for $0<h<1 / 6$.

Proof. We shall prove that if there exists $h_{0} \in\left(0, \frac{1}{6}\right)$ such that $P^{\prime}\left(h_{0}\right)$ $=0$, then $P^{\prime \prime}\left(h_{0}\right)>0$, which is impossible, since $P(0)=0, P(h)>0$ for $h>0$, and $P^{\prime}(0)=1$ (Lemma 3.6).

Let $P^{\prime}\left(h_{0}\right)=0$ and

$$
Q(h)=\frac{I_{2}^{\prime}(h)}{I_{1}^{\prime}(h)}, \quad 0<h<1 / 6
$$

Then $P\left(h_{0}\right)=Q\left(h_{0}\right)$ and

$$
\begin{equation*}
P^{\prime \prime}\left(h_{0}\right)=\frac{I_{1}^{\prime}\left(h_{0}\right)}{I_{1}\left(h_{0}\right)} Q^{\prime}\left(h_{0}\right) . \tag{3.34}
\end{equation*}
$$

From the first equation of (3.32) we have

$$
6 h I_{1}^{\prime \prime}=I_{2}^{\prime \prime}-2 I_{1}^{\prime}
$$

This implies that

$$
\frac{I_{1}^{\prime \prime}}{I_{1}^{\prime}}=\frac{1}{6 h}\left(\frac{I_{2}^{\prime \prime}}{I_{2}^{\prime}} Q(h)-2\right)
$$

Hence

$$
\begin{aligned}
Q^{\prime}(h) & =\frac{1}{I_{1}^{\prime 2}}\left(I_{2}^{\prime \prime} I_{1}^{\prime}-I_{2}^{\prime} I_{1}^{\prime \prime}\right)=Q\left(\frac{I_{2}^{\prime \prime}}{I_{2}^{\prime}}-\frac{I_{1}^{\prime \prime}}{I_{1}^{\prime}}\right) \\
& =\frac{1}{6 h} Q\left[(6 h-Q) \frac{I_{2}^{\prime \prime}}{I_{2}^{\prime}}+2\right]
\end{aligned}
$$

The first equation of (3.32) implies $6 h-Q=4 I_{1} / I_{1}^{\prime}$. Thus when $0<h<1 / 6$

$$
Q^{\prime}=\frac{Q}{3 h}\left(\frac{2 I_{1} I_{2}^{\prime \prime}}{I_{1}^{\prime} I_{2}^{\prime}}+1\right)
$$

Since $P^{\prime}\left(h_{0}\right)=0\left(0<h_{0}<1 / 6\right), Q\left(h_{0}\right)=P\left(h_{0}\right)>0$ and

$$
\frac{I_{1}\left(h_{0}\right)}{I_{1}^{\prime}\left(h_{0}\right)}=\frac{I_{2}\left(h_{0}\right)}{I_{2}^{\prime}\left(h_{0}\right)}
$$

It is easy to see that

$$
\begin{aligned}
& I_{2}\left(h_{0}\right)=\int_{\Gamma_{h_{0}}} r^{2} d \theta>0 \\
& I_{2}^{\prime}\left(h_{0}\right)=\int_{\Gamma_{h_{0}}} \frac{4 r^{2}}{3 h_{0}-r} d \theta>0 \\
& I_{2}^{\prime \prime}\left(h_{0}\right)=\int_{\Gamma_{h_{0}}} \frac{4 r^{2}\left(3 h_{0}+r\right)}{\left(3 h_{0}-r\right)^{3}} d \theta>0
\end{aligned}
$$

We obtain finally

$$
Q^{\prime}\left(h_{0}\right)=\frac{Q\left(h_{0}\right)}{3 h_{0}}\left(\frac{2 I_{2}\left(h_{0}\right) I_{2}^{\prime \prime}\left(h_{0}\right)}{I_{2}^{\prime 2}\left(h_{0}\right)}+1\right)>0
$$

By using (3.34) we have $P^{\prime \prime}\left(h_{0}\right)>0$. This finishes the proof of Lemma 3.8.

Lemma 3.9. Suppose that $\operatorname{Re} A(0)<0$. Then system (3.6) has the bifurcation diagram and phase portraits as shown in Figure 3.1, which are topologically independent of the function $A(\epsilon)$ and the higher-order terms $O\left(|z|^{4}\right)$, up to a factor in the equation of the curve HL.

Proof. Equation (3.6) is transformed into (3.15) and the closed orbit of (3.15) is determined by the zero point of (3.21) (Lemma 3.4). Similarly to Theorem 1.2 and Lemma 2.8 , we can consider the equation (3.22) instead of (3.21). Lemmas 3.6-3.8 show that for every $\beta_{0}$, if $0<\beta_{0}<$ $1 / 2$ (i.e., $2 P(0)<\beta_{0}<2 P(1 / 6)$ ), then (3.22) has exactly one zero point with respect to $h(0<h<1 / 6)$; if $\beta_{0}<0$ or $\beta_{0}>1 / 2$, then (3.22) has no zero point.

From (3.12) we have

$$
\frac{\epsilon_{1}}{\epsilon_{2}^{2}}=-a \beta=-a \beta_{0}(1+O(\delta))=-a \beta_{0}\left(1+O\left(\epsilon_{2}\right)\right)
$$

where $a=\operatorname{Re} A(0)<0$. Hence the equation of $H L$ is

$$
\epsilon_{1}=-\frac{a}{2} \epsilon_{2}^{2}+O\left(\left|\epsilon_{2}\right|^{3}\right) .
$$

We note that all the above discussions are independent of the higher-order terms $O\left(|z|^{4}\right)$ and the behavior of the function $A(\epsilon)$ as long as $\operatorname{Re} A(0) \neq 0$.

### 4.4 Double Zero Eigenvalue with Symmetry of Order 4

In this section we consider the family of vector fields on the plane that are invariant under a rotation through an angle $2 \pi / 4$. The normal form equation is (see Section 2.11)

$$
\begin{equation*}
\dot{z}=\epsilon z+M z|z|^{2}+\bar{z}^{3}, \quad z \in \mathbb{C}, \tag{4.1}
\end{equation*}
$$

where $z=x+i y, M=a+i b$, and $\epsilon=\epsilon_{1}+i \epsilon_{2}$.
Since the two nonlinear terms in (4.1) are both of order 3, the discussion of unfoldings of (4.1) is more complicated. The problem of versal unfolding has not been solved completely. Some results in this section have been obtained or discussed by Arnold [4], Wan [1], Neishtadt [1], Berezovskaia and Knibnik [1], and Wang [1].

Without loss of generality, we assume in (4.1) that $a \leq 0$ and $b \leq 0$. In fact, if $a>0$, by a change of variables and parameter $\epsilon$ :

$$
z \rightarrow z e^{-\pi i / 4}, \quad t \rightarrow-t, \quad \epsilon \rightarrow-\epsilon
$$

equation (4.1) becomes

$$
\dot{z}=\epsilon z-\bar{M} z|z|^{2}+\bar{z}^{3} .
$$



Figure 4.1. The partition of the $a b$-plane ( $a<0, b<0$ ).

If $b>0$, let $v=\bar{z}$. Then equation (4.1) becomes

$$
\dot{v}=\epsilon v+\bar{M} v|v|^{2}+\bar{v}^{3}
$$

which keeps the sign of $\operatorname{Re} M$ and changes the sign of $\operatorname{Im} M$.
First, we present some theorems and give a conjecture; then we introduce the proofs of the theorems.

Theorem 4.1. The third quadrant of the ab-plane is divided into the following regions (see Figure 4.1):

Region A: $\{(a, b) \mid a<-1, b<-1\}$,
Region B: $\{(a, b) \mid a<-1,-1<b<0\}$,
Region C: $\{(a, b) \mid-1<a<0, b<-1\}$,
Region D: $\left\{(a, b) \mid-1<a<0,-1<b<0, a^{2}+b^{2}>1\right\}$,
Region $E:\left\{(a, b) \mid a<0, b<0, a^{2}+b^{2}<1\right\}$.
If $(a, b) \in$ region $E$, then equation (4.1), for any $\epsilon$ (except zero), has four nonzero equilibria which are saddle points. If $(a, b) \in$ one of the regions $A-D$, then there exists two semi-straight lines $l_{1}$ and $l_{2}$ which have


Figure 4.2. (a) $(a, b) \in$ region $A$. (b) $(a, b) \in \operatorname{region} B$. (c) $(a, b) \in$ region $C$. (d) $(a, b) \in$ region $D$. (e) $(a, b) \in$ region $E$.
a common end at the origin in the $\epsilon$-plane, and divide the $\epsilon$-plane into two open angular regions $\Delta_{1}$ and $\Delta_{2}$ in a small neighborhood of the origin $\left(\Delta_{1}\right.$ has a smaller angle than $\Delta_{2}$ ), such that when $\epsilon \in \Delta_{1}$, equation (4.1) has eight nonzero equilibria (four saddle points and four nodes or foci); when $\epsilon \in \Delta_{2}$, (4.1) has no nonzero equilibrium; and when $\epsilon \in l_{1} \cup l_{2}$ (4.1) has four saddle-nodes. The positions of $l_{1}$ and $l_{2}$ are shown in Figure 4.2.

Theorem 4.2. If $\epsilon_{1} \leq 0$, then equation (4.1) has no periodic orbit. For any fixed $\epsilon_{2} \neq 0$, as $\epsilon_{1}$ changes its sign from negative to positive, the Hopf bifurcation occurs at the origin.


Figure 4.3. The regions of uniqueness of limit cycle in Theorem 4.3.

Theorem 4.3. Equation (4.1) has a unique limit cycle which surrounds the origin and is stable, if one set of the following conditions is satisfied:

$$
\begin{equation*}
\epsilon_{1}>0, a^{2}+b^{2}>1, \text { and }\left|b \epsilon_{1}-a \epsilon_{2}\right|>\sqrt{\epsilon_{1}^{2}+\epsilon_{2}^{2}} \tag{4.2}
\end{equation*}
$$

or
$\epsilon_{1}>0, a^{2}+b^{2}>1,-1<a<0$, and $\epsilon_{2} \leq-\frac{a b+\sqrt{a^{2}+b^{2}-1}}{1-a^{2}} \epsilon_{1}$.

Remark 4.4. The shaded regions in Figure 4.3 are covered by conditions (4.2) and (4.3), where the curves $l_{1}$ and $l_{2}$ are the same as in Figure 4.2. For more details, see the proof of Lemma 4.12.


Figure 4.4.
Theorem 4.5. If $a<-1$ (i.e., $(a, b) \in$ region $A \cup B$ ), then equation (4.1) has at most one limit cycle. If the limit cycle exists, then it is stable.

Theorem 4.6. For equation (4.1), the Hopf bifurcation occurs at the nonzero foci if and only if $(a, b) \in$ region $C$ and the point $(a, b)$ is below the curve $\gamma_{4}$ that is given by

$$
\gamma_{4}:\left\{(a, b) \left\lvert\, b=-\frac{1+a^{2}}{\sqrt{1-a^{2}}}\right.,-1<a<0\right\}
$$

Moreover, the bifurcating limit cycle is unstable.

Theorem 4.7. In the ab-plane there are curves $\gamma_{1}, \gamma_{2}$, and $\gamma_{3}$ which divide the regions $A-D$ into some subregions (Figure 4.4). The asymptotic behavior of these curves are:

$$
\begin{aligned}
& \gamma_{1}: b \approx-1+0.47 a^{2} \text { as } b \rightarrow-1, \quad b \approx-0.35 a^{2} \text { as } b \rightarrow-\infty \\
& \gamma_{2}: b \approx-1-0.13 a^{2} \text { as } b \rightarrow-1, \quad b \approx-0.352 a^{2} \text { as } b \rightarrow-\infty \\
& \gamma_{3}: b \approx-1-0.45 a^{2} \text { as } b \rightarrow-1, \quad b \approx-4.11+0.84 a^{2} \text { as } b \rightarrow-4.11
\end{aligned}
$$



Figure 4.5.

The curve $\gamma_{1}\left(\right.$ correspondingly $\left.\gamma_{2}\right)$ is the boundary between regions in which saddle-nodes of equation (4.1) appear in different locations on the phase plane: outside (correspondingly inside) the central cycle and on this central cycle. For more details, see Figure 4.5, where $l_{1}$ and $l_{2}$ are the same as in Theorem 4.1. The notation "on" ("outside" or "inside") related to the curve $l_{1}$ (or $l_{2}$ ) means that the saddle-nodes appear on (outside or inside) the central cycle when $\left(\epsilon_{1}, \epsilon_{2}\right) \in l_{1}\left(\right.$ or $\left.l_{2}\right)$. The curve


Figure 4.6. The case of $(a, b) \in A_{1}$.
$\gamma_{3}$ is a boundary between regions in which the stabilities of the heteroclinic loop are different.

Now we can state the main results of this section.

Theorem 4.8. If $(a, b) \in$ subregion $A_{i}$ or $B_{j}(i, j=1,2,3)$, then the bifurcation diagram and phase portraits of equation (4.1) are shown in Figures 4.6-4.11, respectively. They are similar to the case of weak resonances (see Section 4.5), but the nonzero equilibria could appear outside, on, or inside the invariant cycle.


Figure 4.7. The case of $(a, b) \in A_{2}$.
Conjecture 4.9. If $(a, b) \in$ region $D_{i}(i=1,2)$, or region $E$, then the bifurcation diagram and the phase portraits of equation (4.1) are shown in Figure 4.12, Figure 4.13, and Figure 4.14, respectively. The last case is similar to the case of $1: 3$ resonance (see Section 4.3).

Theorem 4.10. If $(a, b) \in$ region $C$, and $|a|$ is sufficiently small, then the bifurcation diagram and phase portraits of equation (4.1) are shown in Figure 4.15 and Figure 4.16 for $b \leq-\xi^{*}$ and $-\xi^{*}<b<-1$, respectively, where

$$
\xi^{*}=\left(3+\cos \theta^{*}\right) /\left(1-\cos \theta^{*}\right)
$$

and $\theta^{*}$ is the unique root of the equation

$$
\operatorname{tg} \theta-\theta=\pi \quad \text { for } \theta \in\left(0, \frac{\pi}{2}\right)
$$

$\theta^{*} \approx 1.352$ and $\xi^{*} \approx 4.11$.


Figure 4.8. The case of $(a, b) \in A_{3}$.
The aforementioned theorems show that the result for $(a, b) \in A \cup B$ is complete, for ( $a, b$ ) $\in D \cup E$ is almost complete (except the uniqueness of the central limit cycle), and for $(a, b) \in C$ is far from complete. In fact we need a condition $|a| \ll 1$ in Theorem 4.10 in order to transform equation (4.1) into an equation which is near a Hamiltonian system.

Proof of Theorem 4.1. Let $z=r e^{i \theta}$ be a nonzero equilibrium of equation (4.1). Then

$$
\begin{equation*}
\frac{-\epsilon}{r^{2}}=M+N \tag{4.4}
\end{equation*}
$$

where $N=e^{-4 i \theta}$. The point $M+N$ lies on the circle $\Sigma$ centered at $M$ with radius 1 (see Figure 4.2).
If $|M|=a^{2}+b^{2}<1$, then the origin lies inside $\Sigma$ (see Figure 4.2(e)). To solve equation (4.4) for $r$ and $\theta$, we must choose $\theta$ so that $\epsilon$ and $M+N \in \Sigma$ have opposite directions. This is always possible. Hence for $\epsilon \neq 0$, equation (4.1) has four nonzero equilibria.


Figure 4.9. The case of $(a, b) \in B_{1}$.

If $|M|=a^{2}+b^{2}>1$, then equation (4.4) is solvable with respect to ( $r, \theta$ ) if and only if $\epsilon \in l_{1} \cup \Delta_{1} \cup l_{2}$, where $\Delta_{1}$ is an open angular region formed by the semi-lines $l_{1}$ and $l_{2}$ which are opposite extensions of the tangent lines from the origin to $\Sigma$ (see Figure 4.2(a)-(d)). Hence, for each $\epsilon \in \Delta_{1}$, there are two points on the circle $\Sigma$ with directions opposite to $\epsilon$. This means that equation (4.1) has eight nonzero equilibria. For $\epsilon \in l_{1} \cup l_{2}$, equation (4.1) has obviously four nonzero equilibria.
Now let us check the types of the equilibria. Suppose that $z_{0}=r e^{i \theta}$ is a nonzero equilibrium. In order to use Lemma 3.2, we linearize the equation (4.1) at the point $z_{0}$. Substituting $z=z_{0}+\xi$ into equation (4.1) and retaining the first-order terms in $\xi, \bar{\xi}$ on the right-hand side,


Figure 4.10. The case of $(a, b) \in B_{2}$.
we obtain

$$
\begin{equation*}
\dot{\xi}=P \xi+Q \bar{\xi} \tag{4.5}
\end{equation*}
$$

where

$$
\begin{aligned}
& P=\epsilon+2 z_{0} \bar{z}_{0} M=R^{2}(M-N)(\text { using (4.4)) } \\
& Q=M z_{0}^{2}+3 \bar{z}_{0}^{2}=r^{2} e^{2 i \theta}(M+3 N)
\end{aligned}
$$

By Lemma 3.2, the saddle points appear if $|M-N|<|M+3 N|$. We consider the points $M-N$ and $M+3 N$. These points are symmetric with respect to the point $M+N$, and the straight line connecting them goes through the point $M$ (see Figure 4.17). Let $l$ be the tangent line to circle $\Sigma$ at the point $M+N$. If the origin and the point $M-N$ lie on the same side of the tangent $l$, then $|M-N|<|M+3 N|$. Otherwise, $|M-N|>|M+3 N|$. It is clear now that if $|M|<1$, then $|M-N|<$ $|M+3 N|$ (see Figure $4.17(\mathrm{a})$ ) and equilibria are saddle points. If


Figure 4.11. The case of $(a, b) \in B_{3}$.
$|M|>1$, there are two cases. Let $\Gamma_{1}$ and $\Gamma_{2}$ be the two arcs bounded by the tangents to $\Sigma$ from the origin, with the arc $\Gamma_{1}$ closer to the origin. If $M+N \in \Gamma_{2}$ then $|M-N|<|M+3 N|$ (see Figure 4.17(b)) and the corresponding four equilibria are saddle points, and if $M+N \in \Gamma_{1}$, then $|M-N|>|M+3 N|$ and the corresponding four equilibria are foci or nodes.

Proof of Theorem 4.2. In ( $x, y$ ) coordinates, equation (4.1) takes the following form:

$$
\left\{\begin{array}{l}
\dot{x}=\epsilon_{1} x-\epsilon_{2} y+\left(x^{2}+y^{2}\right)(a x-b y)+x^{3}-3 x y^{2}=f(x, y),  \tag{4.6}\\
\dot{y}=\epsilon_{2} x+\epsilon_{1} y+\left(x^{2}+y^{2}\right)(b x+a y)-3 x^{2} y+y^{3}=g(x, y) .
\end{array}\right.
$$

It is easy to see that the divergence of the right-hand side of equation


Figure 4.12. The case of $(a, b) \in D_{1}$.
(4.6) is

$$
\begin{equation*}
\operatorname{div}(f, g)=2\left(\epsilon_{1}+2 a\left(x^{2}+y^{2}\right)\right) \tag{4.7}
\end{equation*}
$$

Since $a<0, \operatorname{div}(f, g)$ keeps a negative sign throughout $\mathbb{C} \backslash\{0\}$ for $\epsilon_{1} \leq 0$. Thus, by a theorem of Bendixson, equation (4.6) has no periodic orbits in $\mathbb{C}$. Next, for any fixed $\epsilon_{1}=\mu$ and $\epsilon_{2} \neq 0$, it is easy to check that equation (4.6) satisfies the conditions of Theorem 3.2.4. Hence, a Hopf bifurcation occurs at $\epsilon_{1}=0$.


Figure 4.13. The case of $(a, b) \in D_{2}$.

In polar coordinates $(r, \theta)$, the equation (4.1) takes the following form:

$$
\left\{\begin{array}{l}
\dot{r}=\epsilon_{1} r+r^{3} \operatorname{Re}(M+N),  \tag{4.8}\\
\dot{\theta}=\epsilon_{2}+r^{2} \operatorname{Im}(M+N),
\end{array}\right.
$$

where $M=a+i b, N=e^{-4 i \theta}$. In order to prove Theorem 4.3, the following lemmas are needed.

Lemma 4.11. Let

$$
H=|M|^{2} \frac{z^{2} \bar{z}^{2}}{2}-\frac{M}{2} \bar{z}^{4} \quad \text { and } \quad E=\operatorname{Re} H
$$



Figure 4.14. The case of $(a, b) \in E$.
where $M=a+i b$ and $z=r e^{i \theta}$ satisfies (4.1). Then

$$
\begin{equation*}
\frac{d}{d t}(E)=2\left[\epsilon_{1}|M|^{2}-\operatorname{Re}(\bar{\epsilon} M N)\right] r^{4}+2 a\left(|M|^{2}-1\right) r^{6} . \tag{4.9}
\end{equation*}
$$

Proof.

$$
\begin{align*}
\frac{d}{d t}(E)= & \operatorname{Re} \frac{d H}{d t}=\operatorname{Re}\left\{\frac{\partial H}{\partial z} \dot{z}+\frac{\partial H}{\partial \bar{z}} \dot{\bar{z}}\right\} \\
= & \operatorname{Re}\left\{|M|^{2} \bar{z}^{2} z\left(\epsilon z+M z^{2} \bar{z}^{2}+\bar{z}^{3}\right)\right. \\
& \left.+\left(|M|^{2} z^{2} \bar{z}-2 M \bar{z}^{3}\right) \cdot\left(\bar{\epsilon} \bar{z}+\bar{M} \bar{z}^{2} z+z^{3}\right)\right\} \tag{4.10}
\end{align*}
$$

After simplifying the above expressions, we get the formula (4.9).


Figure 4.15. The case of $(a, b) \in C$ and $b<-\xi^{*}\left(\xi^{*} \approx 4.11\right),|a| \ll 1$.

Lemma 4.12. If conditions (4.2) or (4.3) is satisfied, then the origin is the only equilibrium point of equation (4.1).

Proof. Direct calculations show that the condition (4.3) implies ( $a, b$ ) $\in$ region $C$ or $D$ (see Theorem 4.1 and Figure 4.1) and $\left(\epsilon_{1}, \epsilon_{2}\right) \in \tilde{\Delta} \cup \tilde{l}$, where $\tilde{l}$ is the semi-line opposite to $l_{1}$ and $\tilde{\Delta}$ is the angular region formed by $\tilde{l}$ and the negative $\epsilon_{2}$-axis. The condition (4.2) implies


Figure 4.16. The case of $(a, b) \in C$ and $-\xi^{*}<b<-1,|a| \ll 1$.


Figure 4.17. (a) The case of $(a, b) \in$ region $E$. (b), (c). The case of $(a, b) \in$ one of regions $A, B, C$, and $D$.
(i) $(a, b) \in$ region $A$ or $B$ and $\left(\epsilon_{1}, \epsilon_{2}\right) \in\left\{\left(\epsilon_{1}, \epsilon_{2}\right) \mid \epsilon_{1}>0\right\} \backslash\left\{l_{1} \cup \Delta_{1} \cup\right.$ $\left.l_{2}\right\}$, or (ii) $(a, b) \in$ region $C$ or $D$ and $\left(\epsilon_{1}, \epsilon_{2}\right) \in\left\{\left(\epsilon_{1}, \epsilon_{2}\right) \mid \epsilon_{1}>0\right\} \backslash$ $\left\{\Delta_{1} \cup l_{2} \cup \tilde{l} \cup \tilde{\Delta}\right\}$. Therefore, by Theorem 4.1, equation (4.1), under condition (4.2), or (4.3), has no nonzero equilibria.

Lemma 4.13. Suppose that condition (4.2) is satisfied, and $(\rho(t), \theta(t))$ is a periodic orbit of equation (4.1). Then:
(i) $\dot{\theta}(t) \neq 0$ at any $t$. Therefore, the periodic orbit takes the form $\rho(t)=r(\theta(t))$.
(ii) $\operatorname{sgn} \dot{\theta}(t)=\operatorname{sgn} \operatorname{Im}(\bar{\epsilon} R)=\operatorname{sgn} \operatorname{Im}(\bar{\epsilon} M)$, where $R=M+N$.
(iii) If we set $y=r / \rho-1$ and consider $y \in(-1,+\infty)$, then in $(y, \theta)$ coordinates the solutions of equation (4.1) satisfy the equation

$$
\begin{equation*}
\dot{y}=-\frac{2 \rho^{2} \operatorname{Im}(\bar{\epsilon} R)}{\epsilon_{2}+\rho^{2} \operatorname{Im} R} y+\rho^{2}\left(3 y^{2}+y^{3}\right)\left(\operatorname{Re} R-\frac{1}{\rho} \frac{d \rho}{d \theta} \operatorname{Im} R\right) . \tag{4.11}
\end{equation*}
$$

Proof. (i) Let

$$
S=\left\{(r, \theta) \mid \epsilon_{2}+r^{2} \operatorname{Im}(M+N)=0\right\} .
$$

We need to show that $\{(\rho(t), \theta(t))\} \cap S=\varnothing$ (see (4.8)). If $\epsilon_{2}=0$, then $S$ consists of finitely many straight lines through the origin, and $S$ is an invariant set of equation (4.1). Obviously, $\{(\rho(t), \theta(t))\} \cap S=\varnothing$ in this case. If $\epsilon_{2} \neq 0$, then $\{0\} \notin S$, and

$$
S=\left\{(r, \theta) \left\lvert\, r^{2}=\frac{-\epsilon_{2}}{\operatorname{Im}(M+N)}\right.\right\} .
$$

Each branch of $S$ is a curve $\Gamma$ : $r=r(\theta)$ which bounds a closed unbounded region $U=\left\{r e^{i \theta} \mid r \geq r(\theta)\right\}$. By Lemma 4.12, the origin is the only equilibrium of equation (4.1). Hence, $\dot{r} \neq 0$ along $\Gamma$. This means that the region $U$ is a positive or negative invariant set of equation (4.1). Therefore, the periodic orbit $\{(\rho(t), \theta(t))\}$ cannot meet the curve $\Gamma$, that is,

$$
\{(\rho(t), \theta(t))\} \cap S=\varnothing
$$

(ii) From (4.1) we have

$$
\begin{equation*}
\bar{\epsilon} \frac{\dot{z}}{z}=\epsilon \bar{\epsilon}+r^{2} \bar{\epsilon} R, \tag{4.12}
\end{equation*}
$$

where $R=M+N$. On the other hand, it is easy to see that

$$
\begin{equation*}
\frac{\dot{z}}{z}=\frac{\dot{r}}{r}+i \dot{\theta} \tag{4.13}
\end{equation*}
$$

Equations (4.12) and (4.13) imply

$$
\begin{equation*}
\bar{\epsilon} \frac{\dot{r}}{r}+\bar{\epsilon} i \dot{\theta}=\epsilon \bar{\epsilon}+r^{2} \bar{\epsilon} R \tag{4.14}
\end{equation*}
$$

Let $(r, \theta)$ in (4.14) be the periodic solution of equation (4.1). Integrating (4.14) over a period $T(T>0)$, and then taking the imaginary parts, we have

$$
\begin{equation*}
2 \pi \epsilon_{1} \operatorname{sgn}(\dot{\theta}(t))=\int_{0}^{T} r^{2} \operatorname{Im}(\bar{\epsilon} R) d t . \tag{4.15}
\end{equation*}
$$

Noting $\bar{\epsilon} R=\bar{\epsilon} M+\bar{\epsilon} N$ and $|\operatorname{Im}(\bar{\epsilon} M)|>|\bar{\epsilon}|$ (condition (4.2)), we have $\operatorname{sgn} \operatorname{Im}(\bar{\epsilon} R)=\operatorname{sgn} \operatorname{Im}(\bar{\epsilon} M)$ which is independent of $t$. Therefore, from (4.15) we obtain

$$
\operatorname{sgn} \dot{\theta}(t)=\operatorname{sgn} \operatorname{Im}(\bar{\epsilon} M)=\operatorname{sgn} \operatorname{Im}(\bar{\epsilon} R)
$$

(iii) Since $y=r / \rho-1, \quad \dot{y}=\left(1 / \rho^{2}\right)(\rho \dot{r}-r \dot{\rho})=\left(1 / \rho^{2}\right)$ ( $\rho \dot{r}-r d \rho / d \theta \dot{\theta})$. Using $r=\rho(1+y)$, (4.8), and

$$
\frac{d \rho}{d \theta}=\frac{\rho \epsilon_{1}+\rho^{3} \operatorname{Re} R}{\epsilon_{2}+\rho^{2} \operatorname{Im} R}
$$

we have

$$
\begin{aligned}
\dot{y}= & \frac{1}{\rho^{2}}\left\{\rho\left[\epsilon_{1} \rho(1+y)+\rho^{3}(1+y)^{3} \operatorname{Re} R\right]\right. \\
& \left.-\rho(1+y) \frac{\rho \epsilon_{1}+\rho^{3} \operatorname{Re} R}{\epsilon_{2}+\rho^{2} \operatorname{Im} R}\left(\epsilon_{2}+\rho^{2}(1+y)^{2} \operatorname{Im} R\right)\right\} \\
= & 2 \rho^{2}\left(\operatorname{Re} R-\frac{\epsilon_{1}+\rho^{2} \operatorname{Re} R}{\epsilon_{2}+\rho^{2} \operatorname{Im} R} \operatorname{Im} R\right) y \\
& +\rho^{2}\left(3 y^{2}+y^{3}\right)\left(\operatorname{Re} R-\frac{\epsilon_{1}+\rho^{2} \operatorname{Re} R}{\epsilon_{2}+\rho^{2} \operatorname{Im} R} \operatorname{Im} R\right) \\
= & -\frac{2 \rho^{2} \operatorname{Im}(\bar{\epsilon} R)}{\epsilon_{2}+\rho^{2} \operatorname{Im} R} y+\rho^{2}\left(3 y^{2}+y^{3}\right)\left(\operatorname{Re} R-\frac{1}{\rho} \frac{d \rho}{d \theta} \operatorname{Im} R\right) .
\end{aligned}
$$

Proof of Theorem 4.3. From (4.2) and (4.3), we have $|M|>1$. Hence, the function $E>0$ on $\mathbb{C} \backslash\{0\}$ and $E(z) \rightarrow \infty$ if and only if $|z| \rightarrow \infty$, where $E=\operatorname{Re} H$ is defined in Lemma 4.11. By this lemma, one can find an $e>0$ such that $d E / d t(z)<0$ on the set $\{z \mid E(z) \geq e\}$. Consequently, the set $\{z \mid E(z) \leq e\}$ is compact and positive invariant. Any solution $z(t)$ of equation (4.1) exists for all $t \geq 0$ and its $\omega$-limit set $\Omega \subset\{z \mid E(z) \leq e\}$. The origin is the only equilibrium of equation (4.1) (Lemma 4.12), and it is a source for $\epsilon_{1}>0$. Thus, by the Poincaré-Bendixson Theorem, the $\omega$-limit set of any nontrivial solution, which lies in the compact set $\{z \mid E(z) \leq e\}$, is a closed orbit.

First we consider the case of condition (4.2). On any closed orbit, by (i) and (ii) of Lemma 4.13, $\operatorname{Im}(\bar{\epsilon} R) /\left(\epsilon_{2}+\rho^{2} \operatorname{Im} R\right) \geq d>0$ for some constant $d$. Hence the conclusion (iii) of Lemma 4.13 shows that any closed orbit is hyperbolic and stable. Hence it is unique.

Next, we consider the case of condition (4.3). By the same arguments used in the proof of Lemma 4.13(i) and the condition $\epsilon_{2}<0$ (see (4.3)), one can see that any closed orbit must be located in the region $V=\left\{r e^{i \theta} \mid \dot{\theta}<0\right\}$. Since the right-hand side of equation (4.1) is a polynomial with respect to $z$ and $\bar{z}$, and the only equilibrium, the origin, is a
source, any closed orbit is isolated (a limit cycle). Suppose that $\Gamma_{1} \subset \Gamma_{2}$ are two limit cycles in the region $V$, and they have the expressions

$$
\Gamma_{1}:\left\{\begin{array}{l}
\rho=\rho_{1}(t) \\
\theta=\theta_{1}(t)
\end{array}\right.
$$

and

$$
\Gamma_{2}:\left\{\begin{array}{l}
\rho=\rho_{2}(t) \\
\theta=\theta_{2}(t)
\end{array}\right.
$$

From (4.7) and (4.8) we have

$$
\begin{align*}
\oint_{\Gamma_{1}} & \operatorname{div}(f, g) d t-\oint_{\Gamma_{2}} \operatorname{div}(f, g) d t \\
& =2 \int_{0}^{-2 \pi} \frac{\epsilon_{1}+2 a \rho_{1}^{2}}{\dot{\theta}_{1}} d \theta_{1}-2 \int_{0}^{-2 \pi} \frac{\epsilon_{1}+2 a \rho_{2}^{2}}{\dot{\theta}_{2}} d \theta_{2} \\
& =2 \int_{0}^{-2 \pi} \frac{\left[\epsilon_{1}(b-\sin 4 \theta)-2 a \epsilon_{2}\right]\left(\rho_{2}^{2}-\rho_{1}^{2}\right)}{\dot{\theta}_{1} \dot{\theta}_{2}} d \theta . \tag{4.16}
\end{align*}
$$

By condition (4.3), we have

$$
\begin{equation*}
\epsilon_{1}(b-\sin 4 \theta)-2 a \epsilon_{2} \leq\left[b-\sin 4 \theta+2 a \frac{a b+\sqrt{a^{2}+b^{2}-1}}{1-a^{2}}\right] \epsilon_{1} . \tag{4.17}
\end{equation*}
$$

If $b<-1$, then the right-hand side of (4.17) is obviously negative. If $-1<b<0$, then by using $a^{2}+b^{2}>1$ and $-1<a<0$, we have

$$
b+2 a \frac{a b}{1-a^{2}}<b+\frac{2 a^{2} b}{b^{2}}=\frac{2 a^{2}+b^{2}}{b}<\frac{a^{2}+b^{2}}{b}<-1 .
$$

Hence, the right-hand side of (4.17) is also negative. Thus

$$
\begin{equation*}
\epsilon_{1}(b-\sin 4 \theta)-2 a \epsilon_{2}<0 . \tag{4.18}
\end{equation*}
$$

Noting $\rho_{2}>\rho_{1}$ and $\dot{\theta}_{i}<0, i=1,2$, from (4.16) and (4.18) we have

$$
\begin{equation*}
\oint_{\Gamma_{1}} \operatorname{div}(f, g) d t>\oint_{\Gamma_{2}} \operatorname{div}(f, g) d t \tag{4.19}
\end{equation*}
$$

Since the origin is a source, let $\Gamma_{1}$ be the limit cycle that is the closest to the origin. Then $\Gamma_{1}$ is stable inside. If $\Gamma_{1}$ is stable, then $\oint_{\Gamma_{1}} \operatorname{div}(f, g) d t \leq 0$. Therefore, $\phi_{\Gamma_{2}} \operatorname{div}(f, g) d t<0$ (see (4.19)), which implies $\Gamma_{2}$ is stable. This is impossible. If $\Gamma_{1}$ is semistable, since the vector field is a rotated vector field with respect to $\epsilon_{1}$ (with fixed $\epsilon_{2}$ ), change $\epsilon_{1}$ to $\epsilon_{1}+\delta$, where $\delta$ is sufficiently small with suitable sign. Then $\Gamma_{1}$ will become at least two limit cycles, and the inner most one is stable. For more detail, see Section 3 of Chapter 4 in Zhang et al. [1]. By the same argument as above, this is impossible. Therefore, the limit cycle is unique.

Proof of Theorem 4.5. Theorem 4.2 shows that if equation (4.1) has a limit cycle, then $\epsilon_{1}>0$. Let $z=r e^{i \theta}$, and consider

$$
r_{*}=\min \begin{gathered}
r \left\lvert\, \begin{array}{c}
\mid \dot{r}=0 \\
r \neq 0
\end{array}\right. \\
\hline
\end{gathered}
$$

From (4.8) it is easy to see that

$$
r_{*}^{2}=\min _{\theta} \frac{\epsilon_{1}}{-a-\cos 4 \theta}>\frac{\epsilon_{1}}{-2 a} \quad \text { for } a<-1
$$

This means that if $a<-1$, then inside the circle $r=\sqrt{\epsilon_{1} /(-2 a)}$ one has $\dot{r}>0$. Hence any limit cycle must surround the circle $r=$ $\sqrt{\epsilon_{1} /(-2 a)}$. By using (4.7), along any limit cycle $\Gamma$ we have

$$
\operatorname{div}(f, g)=2\left(\epsilon_{1}+2 a r^{2}\right)<0
$$

which implies

$$
\oint_{\Gamma} \operatorname{div}(f, g) d t<0 .
$$

Therefore, a limit cycle must be stable. Hence, it is unique.

Proof of Theorem 4.6. Theorem 4.1 shows that if $(a, b) \in$ one of the regions $A, B, C$ or $D$, and $\epsilon$ varies from $l_{1}$ into $\Delta_{1}$ (see Figure 4.2), then each of the four nonzero saddle-nodes of equation (4.1) becomes a saddle point and a node (or focus). Since the center manifold at a saddle node is one-dimensional, there is a connection orbit between a saddle point and an node. Hence, if the node (or focus) does not change its stability when $\epsilon$ varies in $\Delta_{1}$, then there is no closed orbit surrounding the node or focus.

Let us study the stability of the nonzero node or focus. We recall the analysis in the proof of Theorem 4.1 and keep the same notation. Suppose that $z_{0}=r e^{i \theta}$ is one of the nonzero nodes or focus. By linearization of equation (4.1) at the point $z_{0}$, we obtain equation (4.5). By Lemma 3.2, the stability of equilibrium $z_{0}$ is determined by the sign of $\operatorname{Re} p=r^{2} \operatorname{Re}(M-N)$ while $M+N \in \Gamma_{1}$. From Figure 4.17 and Figure 4.2 it is clear that if $(a, b) \in$ one of the regions $A, B$, or $D$, then $\operatorname{Re}(M-N)<0$. Hence the equilibrium $z_{0}$ is always stable. Suppose that $(a, b) \in$ region $C$. A change of stability of the equilibrium $z_{0}$ takes place if the point $M-N$ crosses the imaginary axis as the point $M+N$ varies along $\Gamma_{1}$. The boundary separating the points $\{M\}$ for which such a phenomenon takes place is determined by the following condition: The diameter drawn through the point of intersection of the circle $\Sigma$ with the imaginary axis is perpendicular to a tangent from the origin. The calculation shows that the boundary curve $\gamma_{4}$ has the following form:

$$
\begin{equation*}
\gamma_{4}=\left\{(a, b) \left\lvert\, b=-\frac{1+a^{2}}{\sqrt{1-a^{2}}}\right.,-1<a<0\right\} \tag{4.20}
\end{equation*}
$$

Summing up the above discussion, we see that if $(a, b)$ is in the third quadrant and above the curve $\gamma_{4}$, then the nonzero nodes (or foci) are always stable. And there is no periodic orbit around them; if $(a, b)$ is below the curve $\gamma_{4}$, then there is a $\phi_{0}=\tan ^{-1}\left(\epsilon_{2}^{0} / \epsilon_{1}^{0}\right) \in(0, \pi / 2)$ such that the nonzero focus (or node) is unstable for $\tan ^{-1}\left(\epsilon_{2} / \epsilon_{1}\right)<\phi_{0}$ and stable for $\tan ^{-1}\left(\epsilon_{2} / \epsilon_{1}\right)>\phi_{0}$ (see Figure 4.18).

We will determine the stability of the nonzero focus (or node) $z_{0}=r e^{i \theta}$ for $\tan ^{-1}\left(\epsilon_{2}^{0} / \epsilon_{1}^{0}\right)=\phi_{0}$ by using formula (3.2.36). It is easy to calculate that $M+N=2 a+i\left(b+\sqrt{1-a^{2}}\right)$. Hence, from (4.8) and $\left.\dot{r}\right|_{z_{0}}=\left.\dot{\theta}\right|_{z_{0}}=0$, we obtain

$$
\begin{equation*}
\frac{\epsilon_{2}^{0}}{\epsilon_{1}^{0}}=\tan \phi_{0}=\frac{\operatorname{Im}(M+N)}{\operatorname{Re}(M+N)}=\frac{b+\sqrt{1-z_{0}^{2}}}{2 a} \tag{4.21}
\end{equation*}
$$



Figure 4.18.
and

$$
\begin{equation*}
\left|z_{0}\right|^{2}=r^{2}=-\frac{\epsilon_{1}^{0}}{\operatorname{Re}(M+N)}=-\frac{1}{2 a} \epsilon_{1}^{0} \tag{4.22}
\end{equation*}
$$

where $\epsilon_{1}^{0}>0, \epsilon_{2}^{0}>0$.
Let $z=z_{0} w$. Then equation (4.1) becomes

$$
\begin{equation*}
\dot{w}=\epsilon\left(w-\bar{w}^{3}\right)+r^{2} M\left(|w|^{2} w-\bar{w}^{3}\right) \tag{4.23}
\end{equation*}
$$

and $w=1$ is a focus (or node) of equation (4.23).
Let $w=x+i y$. Then equation (4.23) takes the following form:

$$
\left\{\begin{align*}
\dot{x}= & \epsilon_{1} x-\epsilon_{2} y-\epsilon_{1} x^{3}-\left(3 \epsilon_{2}+4 b r^{2}\right) x^{2} y  \tag{4.24}\\
& +\left(3 \epsilon_{1}+4 a r^{2}\right) x y^{2}+\epsilon_{2} y^{3} \\
\dot{y}= & \epsilon_{2} x+\epsilon_{1} y-\epsilon_{2} x^{3}+\left(3 \epsilon_{1}+4 a r^{2}\right) x^{2} y \\
& +\left(3 \epsilon_{2}+4 b r^{2}\right) x y^{2}-\epsilon_{1} y^{3}
\end{align*}\right.
$$

where $\epsilon_{2}=\epsilon_{1}^{0}, \epsilon_{2}=\epsilon_{2}^{0}$. By substituting (4.21) and (4.22) into (4.24), and by rescaling time $t \rightarrow t / \epsilon_{1}^{0}\left(\epsilon_{1}^{0}>0\right)$, we have for equation (4.24)

$$
\left\{\begin{array}{l}
\dot{x}=x-\xi y-x^{3}-\eta x^{2} y+x y^{2}+\xi y^{3}  \tag{4.25}\\
\dot{y}=\xi x+y-\xi x^{3}+x^{2} y+\eta x y^{2}-y^{3}
\end{array}\right.
$$

where

$$
\begin{equation*}
\xi=\frac{b+\sqrt{1-a^{2}}}{2 a}, \quad \eta=\frac{-b+3 \sqrt{1-a^{2}}}{2 a} . \tag{4.26}
\end{equation*}
$$

The matrix of the linear part of $(4.25)$ at $(1,0)$ is

$$
\left[\begin{array}{ll}
\alpha & \beta  \tag{4.27}\\
\gamma & \delta
\end{array}\right]=\left[\begin{array}{cc}
-2 & -\frac{2 \sqrt{1-a^{2}}}{a} \\
-\frac{b+\sqrt{1-a^{2}}}{a} & 2
\end{array}\right]
$$

Denote $\omega^{2}=\operatorname{det}\left[\begin{array}{ll}\alpha & \beta \\ \gamma & \delta\end{array}\right]$. Then

$$
\begin{equation*}
\omega^{2}=-\frac{2\left(a^{2}+1+b \sqrt{1-a^{2}}\right)}{a^{2}} . \tag{4.28}
\end{equation*}
$$

Using the formula (3.2.36) we have (up to a positive factor)

$$
\begin{equation*}
\operatorname{Re}\left(C_{1}\right)=-4 \beta\left\{\beta-\gamma+\frac{2}{\omega^{2}}\left[\delta(\gamma+5 \beta)-3 \xi \beta^{2}+\left(\omega^{2}+3 \delta^{2}\right) \eta\right]\right\} . \tag{4.29}
\end{equation*}
$$

Substituting (4.26), (4.27), and (4.28) into (4.29), we obtain

$$
\operatorname{Re}\left(C_{1}\right)=\frac{-32 \beta\left(b+\sqrt{1-a^{2}}\right)}{a\left(a^{2}+1+b \sqrt{1-a^{2}}\right)}
$$

Since $a<0, \beta>0$ (see (4.27)), $\quad b+\sqrt{1-a^{2}}<0, \quad a^{2}+1+$ $b \sqrt{1-a^{2}}<0$ (see (4.20), and ( $a, b$ ) is below the curve $\gamma_{4}$, it follows that $\operatorname{Re}\left(C_{1}\right)>0$. Thus, the proof of Theorem 4.6 is complete.

For a proof of Theorem 4.7, we refer to the paper of Berezovskaia and Knibnik [1], where both the analytic and numerical methods were used.

The proof of Theorem 4.8 follows from Theorems 4.1, 4.2, 4.3, 4.5, and 4.7.

Proof of Theorem 4.10. By the transformation

$$
\rho=\frac{1}{2}\left(x^{2}+y^{2}\right), \quad \phi=\tan ^{-1} \frac{y}{x}
$$

equation (4.1) is transformed into the following form:

$$
\left\{\begin{array}{l}
\dot{\rho}=2 \rho\left(\epsilon_{1}+2 \rho(a+\cos 4 \phi)\right)  \tag{4.30}\\
\dot{\phi}=\epsilon_{2}+2 \rho(b-\sin 4 \phi)
\end{array}\right.
$$

where $-1<a<0,|a| \ll 1, b<-1$, and $\epsilon_{1}$ and $\epsilon_{2}$ are small parameters. By Theorems 4.1, 4.2, and 4.3, and Remark 4.4 and Lemma 4.12, we only need to consider the case of $\epsilon_{1}>0$ and $\epsilon_{2}>0$.

Let

$$
\begin{equation*}
\epsilon_{2}=\delta, \quad \epsilon_{1}=\alpha \delta^{2}, \quad a=-\beta \delta, \quad \rho \rightarrow \delta \rho, \quad t \rightarrow \frac{t}{\delta} \tag{4.31}
\end{equation*}
$$

where $\delta>0, \alpha>0, \beta>0 ; \alpha$ and $\beta$ are new parameters. Equation (4.30) becomes

$$
\left\{\begin{array}{l}
\dot{\rho}=4 \rho^{2} \cos 4 \phi+\delta\left(2 \alpha \rho-4 \beta \rho^{2}\right)  \tag{4.32}\\
\dot{\phi}=1+2 \rho(b-\sin 4 \phi)
\end{array}\right.
$$

For $\delta=0$, (4.32) becomes a Hamiltonian system

$$
\left\{\begin{array}{l}
\dot{\rho}=4 \rho^{2} \cos 4 \phi  \tag{4.33}\\
\dot{\phi}=1+2 \rho(b-\sin 4 \phi)
\end{array}\right.
$$

with Hamiltonian function $-H(\rho, \phi)$, where $H$ is defined by

$$
\begin{equation*}
H(\rho, \phi)=\rho+\rho^{2}(b-\sin 4 \phi) \tag{4.34}
\end{equation*}
$$

The closed level curves $\Gamma_{h}=\{(\rho, \phi) \mid H(\rho, \phi)=h\}$ are shown in Figure 4.19, and

$$
\left\{\begin{align*}
0 \leq h<h_{s} & \text { for region } G_{1}  \tag{4.35}\\
-\infty<h<h_{s} & \text { for region } G_{2} \\
h_{s}<h \leq h_{c} & \text { for region } G_{3}^{(k)}, \quad k=1,2,3,4
\end{align*}\right.
$$
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where $h_{s}=1 /(4(1-b))$ and $h_{c}=-1 /(4(1+b))$. When $h \rightarrow h_{s}, \Gamma_{h}$ tends to the separatrix connections between four saddle points which have the coordinates $\rho=\rho_{s}=1 /(2(1-b))$ and $\phi=\pi / 8+k \pi / 2(k$ $=1,2,3,4)$; when $h \rightarrow h_{c}$, the four symmetric branches of $\Gamma_{h}$ shrink to the four nonzero centers which have the coordinates $\rho=\rho_{c}=-1$ / $(2(1+b))$ and $\phi=3 \pi / 8+k \pi / 2(k=1,2,3,4)$; and when $h \rightarrow 0, \Gamma_{h}$ shrinks to the center $\rho=0$ (in the region $G_{1}$ ).

As in previous sections, we will study equation (4.32) as a perturbation of equation (4.33) for some small $\delta>0$. Since

$$
\left.\dot{H}\right|_{(4.32)}=\frac{\partial H}{\partial \rho} \dot{\rho}+\frac{\partial H}{\partial \phi} \dot{\phi}=\delta\left(2 \alpha \rho-4 \beta \rho^{2}\right) \dot{\phi},
$$

where $H=H(\rho, \phi)$ is defined in (4.34), the bifurcation function for periodic orbits of equation (4.32) is defined, for $\delta=0$, by

$$
\begin{equation*}
\left.G(h, \delta, \alpha, \beta)\right|_{\delta=0}=\int_{\Gamma_{h}}\left(2 \alpha \rho-4 \beta \rho^{2}\right) d \phi=2 \alpha I_{1}(h)-4 \beta I_{2}(h), \tag{4.36}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{1}(h)=\int_{\Gamma_{h}} \rho d \phi, I_{2}(h)=\int_{\Gamma_{h}} \rho^{2} d \phi, \tag{4.37}
\end{equation*}
$$

$\Gamma_{h}$ is the level curve of $H(\rho, \phi)=h$, and $h$ satisfies (4.35).
Obviously, for regions $G_{2}$ and $G_{3}, I_{1}(h)>0$ and $I_{2}(h)>0$; for region $G_{1}, I_{1}(h)>0$ and $I_{2}(h)>0$ if $h>0$, and $I_{1}(0)=I_{2}(0)=0$.

Moreover,

$$
\lim _{h \rightarrow 0^{+}} \frac{I_{2}(h)}{I_{1}(h)}=0
$$

Hence, similarly to Sections 4.1-4.3, we define

$$
\begin{equation*}
P_{i}(h)=\frac{I_{2}(h)}{I_{1}(h)} \tag{4.38}
\end{equation*}
$$

where $h$ satisfies (4.35) for region $G_{i}(i=1,2,3)$, and

$$
P_{1}(0)=0 .
$$

Equations (4.36) and (4.38) show that $\left.G\right|_{\delta=0}=0$ is equivalent to

$$
\begin{equation*}
\frac{\alpha}{\beta}=2 P_{i}(h), \quad i=1,2,3 . \tag{4.39}
\end{equation*}
$$

Thus, for a given $\alpha / \beta$ (or equivalently, for a given $\epsilon_{2} / \epsilon_{1}$; see (4.31)), the number of periodic orbits of equation (4.32) (or equation (4.1)) is equal to the number of solutions of (4.39) with respect to $h$ satisfying (4.35).

By a similar discussion as in Sections 4.1-4.3, from the following theorem we can obtain the conclusion of Theorem 4.10.

Theorem 4.14. Suppose $\xi^{*}$ is defined as in Theorem 4.10, $P_{i}(h)$ is defined as (4.38), and $i=1,2,3$.
(I) If $b \leq-\xi^{*}$, then
(1) $P_{1}^{\prime}(h)>0, P_{2}^{\prime}(h)<0$, and $P_{3}^{\prime}(h)>0$;
(2) $\lim _{h \rightarrow-\infty} P_{2}(h)=+\infty$;
(3) $P_{1}\left(h_{s}\right)<P_{2}\left(h_{s}\right)<P_{3}\left(h_{s}\right)$.
(II) If $-\xi^{*}<b<-1$, then
(1) $\exists h_{m}<h_{s}$ such that $P_{2}^{\prime}\left(h_{m}\right)=0, P_{2}^{\prime \prime}\left(h_{m}\right)>0$, and $P_{2}^{\prime}(h) \neq 0$ for $h \neq h_{m}$;
(2) $P_{2}\left(h_{m}\right)>P_{1}\left(h_{s}\right)$;
(3) the behavior of each $P_{i}(h)(i=1,2,3)$ is the same as in Case (I). The behaviors of $P_{i}(h)(i=1,2,3)$ are shown in Figure 4.20. Theorem 4.14 follows from the following lemmas.


Figure 4.20.

Lemma 4.15. $P_{3}^{\prime}(h)>0$.

Proof. In region $G_{3}$ (we consider $G_{3}^{(1)}$, i.e., $\pi / 8<\phi<5 \pi / 8$ ), along $\Gamma_{h}$ we have from (4.34)

$$
\begin{equation*}
\rho_{1,2}=\frac{1 \pm \sqrt{v}}{2 u} \quad\left(\rho_{1} \leq \rho_{2}\right) \tag{4.40}
\end{equation*}
$$

where

$$
\begin{equation*}
u=-b+\sin 4 \phi>0, \quad v=1-4 h u \geq 0 \tag{4.41}
\end{equation*}
$$

Hence,

$$
\begin{align*}
& I_{1}=\int_{\Gamma_{h}} \rho d \phi=\int_{\phi_{+}}^{\phi_{-}}\left(\rho_{2}-\rho_{1}\right) d \phi=\int_{\phi_{+}}^{\phi_{-}} \frac{\sqrt{v}}{u} d \phi  \tag{4.42}\\
& I_{2}=\int_{\Gamma_{h}} \rho^{2} d \phi=\int_{\phi_{+}}^{\phi_{-}}\left(\rho_{2}^{2}-\rho_{1}^{2}\right) d \phi=\int_{\phi_{+}}^{\phi_{-}} \frac{\sqrt{v}}{u^{2}} d \phi
\end{align*}
$$

where $\phi_{ \pm}$are the limits of the variation of $\phi$ on $\Gamma_{h}, \phi_{-}<\phi_{+}$.

Equations (4.10), (4.41), and (4.42) give

$$
\left\{\begin{array}{l}
I_{1}^{\prime}=\int_{\phi_{+}}^{\phi_{-}}\left(\rho_{2}^{\prime}-\rho_{2}^{\prime}\right) d \phi=\int_{\phi_{-}}^{\phi_{+}} \frac{2}{\sqrt{v}} d \phi  \tag{4.43}\\
I_{2}^{\prime}=\int_{\phi_{+}}^{\phi_{-}} 2\left(\rho_{2} \rho_{2}^{\prime}-\rho_{1} \rho_{1}^{\prime}\right) d \phi=2 \int_{\phi_{-}}^{\phi_{+}} \frac{1}{u \sqrt{v}} d \phi
\end{array}\right.
$$

where the prime denotes the derivative with respect to $h$. From (4.38), (4.42), and (4.43) we have

$$
\begin{aligned}
P_{3}^{\prime}(h)= & \frac{1}{I_{1}^{2}(h)}\left[I_{2}^{\prime}(h) I_{1}(h)-I_{1}^{\prime}(h) I_{2}(h)\right] \\
= & -\frac{2}{I_{1}^{2}(h)}\left[\int_{\phi_{-}}^{\phi_{+}} \frac{d \phi}{u \sqrt{v}} \int_{\phi_{-}}^{\phi_{+}} \frac{\sqrt{v}}{u} d \phi-\int_{\phi_{-}}^{\phi_{+}} \frac{d \phi}{\sqrt{v}} \int_{\phi_{-}}^{\phi_{+}} \frac{\sqrt{v}}{u^{2}} d \phi\right] \\
=- & \frac{1}{I_{1}^{2}(h)} \int_{\phi_{-}}^{\phi_{+}} \int_{\phi_{-}}^{\phi_{+}}\left[\frac{\sqrt{v_{1}}}{u_{1} u_{2} \sqrt{v_{2}}}+\frac{\sqrt{v_{2}}}{u_{2} u_{1} \sqrt{v_{1}}}\right. \\
& \left.\quad-\frac{\sqrt{v_{1}}}{u_{1}^{2} \sqrt{v_{2}}}-\frac{\sqrt{v_{2}}}{u_{2}^{2} \sqrt{v_{1}}}\right] d \phi_{1} d \phi_{2}
\end{aligned}
$$

where $u_{i}=u\left(\phi_{i}\right), v_{i}=v\left(\phi_{i}\right), i=1,2$. The calculation shows that the integrand is equal to (using (4.41))

$$
\frac{\left(u_{1}-u_{2}\right)\left(u_{2} v_{1}-u_{2} v_{2}\right)}{u_{1}^{2} u_{2}^{2} \sqrt{v_{1} v_{2}}}=-\frac{\left(u_{1}-u_{2}\right)^{2}}{u_{1}^{2} u_{2}^{2} \sqrt{v_{1} v_{2}}} \leq 0
$$

Hence, $P_{3}^{\prime}(h)>0$.

Lemma 4.16. $P_{1}^{\prime}(h)>0$.

Proof. In region $G_{1}$, from (4.34) along $\Gamma_{h}$ we have

$$
\begin{equation*}
\rho=\frac{1-\sqrt{v}}{2 u} \tag{4.44}
\end{equation*}
$$

where $u$ and $v$ are the same as in (4.41).

Since $P_{1}(0)=0$ and $P_{1}(h)>0$ for $0<h<h_{s}$, in order to show $P_{1}^{\prime}(h)>0$, we only need to show that if there exists $h_{0} \in\left(0, h_{s}\right)$ such that $P_{1}^{\prime}\left(h_{0}\right)=0$, then $P_{1}^{\prime \prime}\left(h_{0}\right)>0$.
Similarly to the proof of Lemma 3.8, we define

$$
\begin{equation*}
Q(h)=\frac{I_{2}^{\prime}(h)}{I_{1}^{\prime}(h)} \tag{4.45}
\end{equation*}
$$

If $P_{1}^{\prime}\left(h_{0}\right)=0$, then $P_{1}\left(h_{0}\right)=Q\left(h_{0}\right)$ and

$$
\begin{equation*}
P_{1}^{\prime \prime}\left(h_{0}\right)=\frac{I_{1}^{\prime}\left(h_{0}\right)}{I_{1}\left(h_{0}\right)} Q^{\prime}\left(h_{0}\right) \tag{4.46}
\end{equation*}
$$

From (4.44), (4.41), and (4.37), we have

$$
\left\{\begin{array}{l}
I_{1}^{\prime}(h)=\int_{0}^{2 \pi} \rho_{h}^{\prime} d \phi=\int_{0}^{2 \pi} \frac{d \phi}{\sqrt{v}}  \tag{4.47}\\
I_{1}^{\prime \prime}(h)=\int_{0}^{2 \pi} \rho_{h}^{\prime \prime} d \phi=\int_{0}^{2 \pi} \frac{2 u}{v^{3 / 2}} d \phi \\
I_{2}^{\prime}(h)=\int_{0}^{2 \pi} 2 \rho \rho_{h}^{\prime} d \phi=\int_{0}^{2 \pi}\left(-\frac{1}{u}+\frac{1}{u \sqrt{v}}\right) d \phi \\
I_{2}^{\prime \prime}(h)=\int_{0}^{2 \pi} \frac{2}{v^{3 / 2}} d \phi
\end{array}\right.
$$

From (4.45) and (4.47), we have

$$
\begin{aligned}
& Q^{\prime}(h)= \frac{1}{\left(I^{\prime}(h)\right)^{2}}\left[I_{2}^{\prime \prime} I_{1}^{\prime}-I_{1}^{\prime \prime} I_{2}^{\prime}\right] \\
&= \frac{2}{\left(I_{1}^{\prime}\right)^{2}}\left[\int_{0}^{2 \pi} \frac{d \phi}{v^{3 / 2}} \int_{0}^{2 \pi} \frac{d \phi}{v^{1 / 2}}+\int_{0}^{2 \pi} \frac{d \phi}{u} \int_{0}^{2 \pi} \frac{u}{v^{3 / 2}} d \phi\right. \\
&\left.\quad-\int_{0}^{2 \pi} \frac{d \phi}{u \sqrt{v}} \int_{0}^{2 \pi} \frac{u}{v^{3 / 2}} d \phi\right] \\
&=\frac{1}{\left(I_{1}^{\prime}\right)^{2}} \int_{0}^{2 \pi} \int_{0}^{2 \pi}\left[\frac{1}{v_{1}^{3 / 2} v_{2}^{1 / 2}}+\frac{1}{v_{2}^{3 / 2} v_{1}^{1 / 2}}+\frac{u_{2}}{u_{1} v_{2}^{3 / 2}}+\frac{u_{1}}{u_{2} v_{1}^{3 / 2}}\right. \\
&\left.-\frac{u_{2}}{u_{1} v_{1}^{1 / 2} v_{2}^{3 / 2}}-\frac{u_{1}}{u_{2} v_{2}^{1 / 2} v_{1}^{3 / 2}}\right] d \phi_{1} d \phi_{2}
\end{aligned}
$$

where $u_{i}=u\left(\phi_{i}\right), v_{i}=v\left(\phi_{i}\right), i=1,2$.

Since $u_{2} v_{1}-u_{1} v_{2}=u_{2}-u_{1}$ (see (4.41)), we can transform the integrand to the following form:

$$
\frac{A\left(\phi_{1}, \phi_{2}\right)}{\left(v_{1} v_{2}\right)^{3 / 2}}
$$

where

$$
\begin{aligned}
A & =\frac{-\left(u_{1}-u_{2}\right)^{2}+u_{2}^{2} v_{1}^{3 / 2}+u_{1}^{2} v_{2}^{3 / 2}}{u_{1} u_{2}} \\
& =2+\frac{u_{2}}{u_{1}}\left(v_{1}^{3 / 2}-1\right)+\frac{u_{1}}{u_{2}}\left(v_{2}^{3 / 2}-1\right) \\
& =2+\frac{u_{2}}{u_{1}} \frac{\left(v_{1}-1\right)\left(1+v_{1}^{1 / 2}+v_{1}\right)}{1+v_{1}^{1 / 2}}+\frac{u_{1}}{u_{2}} \frac{\left(v_{2}-1\right)\left(1+v_{2}^{1 / 2}+v_{2}\right)}{1+v_{2}^{1 / 2}}
\end{aligned}
$$

Since $\left(v_{1}-1\right) u_{2}=\left(v_{2}-1\right) u_{1}($ see $(4.41))$,

$$
\begin{aligned}
A & =2+\frac{\left(v_{2}-1\right)\left(1+v_{1}^{1 / 2}+v_{1}\right)}{1+v_{1}^{1 / 2}}+\frac{\left(v_{1}-1\right)\left(1+v_{2}^{1 / 2}+v_{2}\right)}{1+v_{2}^{1 / 2}} \\
& =\frac{\left(\sqrt{v_{2}}+\sqrt{v_{1}}\right)\left(\sqrt{v_{2}}-\sqrt{v_{1}}\right)^{2}}{\left(1+\sqrt{v_{1}}\right)\left(1+\sqrt{v_{2}}\right)}+v_{1} \sqrt{v_{2}}+v_{2} \sqrt{v_{1}} \geq 0
\end{aligned}
$$

Hence $Q^{\prime}(h)>0$. This implies $P_{1}^{\prime}(h)>0$ for $h \in\left(0, h_{s}\right]$.

## Lemma 4.17. We have:

(1) If $b \leq-\xi^{*}$, then $P_{2}^{\prime}(h)<0$;
(2) If $-\xi^{*}<b<-1$, then $\exists h_{m}<h_{s}$ such that $P_{2}^{\prime}\left(h_{m}\right)=0, P_{2}^{\prime \prime}\left(h_{m}\right)$

$$
>0, \text { and } P_{2}^{\prime}(h) \neq 0 \text { if } h \neq h_{m}
$$

(3) $\lim _{h \rightarrow-\infty} P_{2}(h)=+\infty$.

Proof. In the region $G_{2}$, we have

$$
\begin{equation*}
\rho=\frac{1+\sqrt{v}}{2 u} \tag{4.48}
\end{equation*}
$$

where $u$ and $v$ are the same as in (4.41).

It is easy to see that for $h<0$ and $\phi \in(0,2 \pi$ ],

$$
\frac{1+\sqrt{1-4 h(-b-1)}}{2(-b+1)}<\rho<\frac{1+\sqrt{1-4 h(-b+1)}}{2(-b-1)} .
$$

Hence

$$
\lim _{h \rightarrow-\infty} P_{2}(h)=\lim _{h \rightarrow-\infty} \frac{\int_{0}^{-2 \pi} \rho^{2} d \phi}{\int_{0}^{-2 \pi} \rho d \phi}=+\infty
$$

Next, in the same manner as in the proof of Lemma 4.16, we can obtain that if there exists an $h_{0} \in\left(-\infty, h_{s}\right)$ such that $P_{2}^{\prime}\left(h_{0}\right)=0$, then $P_{2}^{\prime \prime}\left(h_{0}\right)>0$. Obviously, such an $h_{0}$, if it exists, is unique, and its existence depends on the sign of $P_{2}^{\prime}\left(h_{s}\right)$. If $P_{2}^{\prime}\left(h_{s}\right)<0$, then such an $h_{0}$ does not exist and $P_{2}^{\prime}(h)<0$ for $-\infty<h<h_{s}$ (using $\lim _{h \rightarrow-\infty} P_{2}(h)$ $=+\infty$ ). If $P_{2}^{\prime}\left(h_{s}\right)>0$, then such an $h_{0}$ exists, and it is unique (denote it by $h_{m}$ ).

Now we consider the sign of $P_{2}^{\prime}\left(h_{s}\right)$. From (4.48) and (4.42) we have

$$
\begin{aligned}
& I_{1}^{\prime}(h)=\int_{0}^{-2 \pi}\left(-\frac{1}{\sqrt{v}}\right) d \phi \\
& I_{2}^{\prime}(h)=\int_{0}^{-2 \pi} 2 \rho\left(-\frac{1}{\sqrt{v}}\right) d \phi
\end{aligned}
$$

Thus,

$$
\begin{aligned}
P_{2}^{\prime}\left(h_{s}\right) & =\lim _{h \rightarrow h_{s}-} \frac{1}{I_{1}^{2}(h)}\left[I_{2}^{\prime}(h) I_{1}(h)-I_{1}^{\prime}(h) I_{2}(h)\right] \\
& =\lim _{h \rightarrow h_{s}-} \frac{1}{I_{1}^{2}\left(h_{s}\right)} \int_{0}^{2 \pi}\left[2 \rho I_{1}\left(h_{s}\right)-I_{2}\left(h_{s}\right)\right] \frac{1}{\sqrt{v}} d \phi
\end{aligned}
$$

At the saddle points $\left(h=h_{s}, \phi=\pi / 8+k \pi / 2, k=1,2,3,4\right)$, the
integral has singularities, and

$$
\begin{aligned}
& v \rightarrow 1-\sin 4 \phi=O\left(\left|\phi-\left(\frac{\pi}{8}+\frac{k \pi}{2}\right)\right|^{2}\right) \\
& \text { as } h \rightarrow h_{s}-, \quad \phi \rightarrow \frac{\pi}{8}+\frac{k \pi}{2} .
\end{aligned}
$$

Hence

$$
\begin{array}{ll}
P_{2}^{\prime}\left(h_{s}\right)=-\infty & \text { if } 2 \rho_{s} I_{1}\left(h_{s}\right)-I_{2}\left(h_{s}\right)<0 \\
P_{2}^{\prime}\left(h_{s}\right)=+\infty & \text { if } 2 \rho_{s} I_{1}\left(h_{s}\right)-I_{2}\left(h_{s}\right)>0
\end{array}
$$

If $2 \rho_{s} I_{1}\left(h_{s}\right)-I_{2}\left(h_{s}\right)=0$, then $P_{2}^{\prime}\left(h_{s}\right)$ is a finite negative number.
Finally, we need to show that $2 \rho_{s} I_{1}\left(h_{s}\right)-I_{2}\left(h_{s}\right)$ is negative, positive, or zero if and only if $b$ is less than, greater than, or equal to $-\xi^{*}$.

From (4.40) and (4.41) we have

$$
\rho_{s}=\frac{1}{2(-b+1)}
$$

and

$$
\begin{aligned}
\rho_{1,2}\left(h_{s}, \phi\right) & =\frac{1 \mp \sqrt{\frac{1-\sin 4 \phi}{-b+1}}}{2(-b+\sin 4 \phi)} \\
& =\frac{1}{2 \sqrt{-b+1}} \frac{\sqrt{-b+1} \mp \sqrt{1-\sin 4 \phi}}{(-b+1)-(1-\sin 4 \phi)} \\
& =\frac{1}{2 \sqrt{-b+1}} \frac{1}{\sqrt{-b+1} \pm \sqrt{1-\sin 4 \phi}}
\end{aligned}
$$

Hence

$$
\begin{equation*}
\rho_{1,2}\left(h_{s}, \phi\right)=\bar{\rho}_{1,2}(\phi)=\frac{\rho_{s}}{1 \pm \eta\left|\sin \left(2 \phi-\frac{\pi}{4}\right)\right|} \tag{4.49}
\end{equation*}
$$

where

$$
\eta=\sqrt{\frac{2}{-b+1}}<1
$$

In this case

$$
\rho\left(h_{s}, \phi\right)=\bar{\rho}_{2}(\phi)=\frac{\rho_{s}}{1-\eta\left|\sin \left(2 \phi-\frac{\pi}{4}\right)\right|}
$$

Substituting the above expression into the following equality

$$
\begin{equation*}
2 \rho_{s} I_{1}\left(h_{s}\right)-I_{2}\left(h_{s}\right)=0 \tag{4.50}
\end{equation*}
$$

we have

$$
\begin{equation*}
\int_{0}^{\pi}\left[\frac{2}{1-\eta \sin \psi}-\frac{1}{(1-\eta \sin \psi)^{2}}\right] d \psi=0 . \tag{4.51}
\end{equation*}
$$

By a substitution $\tan (\psi / 2)=s$ in the above integral, (4.51) is reduced to

$$
\begin{align*}
& \frac{1-2 \eta^{2}}{\left(1-\eta^{2}\right) \sqrt{1-\eta^{2}}}\left[\arctan \sqrt{\frac{1-\eta}{1+\eta}}+\arctan \frac{\eta}{\sqrt{1-\eta^{2}}}\right] \\
& \quad-\frac{\eta}{2\left(1-\eta^{2}\right)}=0 \tag{4.52}
\end{align*}
$$

Let $\theta=2 \arcsin \eta, \theta \in(0, \pi)$. Then (4.52) takes the following form:

$$
\begin{equation*}
\tan \theta-\theta=\pi \tag{4.53}
\end{equation*}
$$

If $\theta^{*}$ is the root of (4.53), and $\eta=\sin \left(\theta^{*} / 2\right)$, then

$$
-b=\frac{2-\eta^{2}}{\eta^{2}}=\left(3+\cos \theta^{*}\right)\left(1-\cos \theta^{*}\right)=\xi^{*} .
$$

This completes the proof of Lemma 4.17.

Lemma 4.18. $P_{1}\left(h_{s}\right)<P_{2}\left(h_{s}\right)<P_{3}\left(h_{s}\right)$ and $P_{1}\left(h_{s}\right)<P_{2}\left(h_{m}\right)$.

Proof. In order to avoid confusion, we denote

$$
P_{i}(h)=\frac{I_{2, i}(h)}{I_{1, i}(h)}
$$

where $h$ satisfies (4.35) for region $G_{i}, i=1,2,3$. Then

$$
\begin{aligned}
P_{2}\left(h_{s}\right) & -P_{1}\left(h_{s}\right) \\
& =\frac{I_{2,2}\left(h_{s}\right)}{I_{1,2}\left(h_{s}\right)}-\frac{I_{2,1}\left(h_{s}\right)}{I_{1,1}\left(h_{s}\right)} \\
& =\frac{\int_{0}^{-2 \pi} \bar{\rho}_{2}^{2}(\phi) d \phi \int_{0}^{2 \pi} \bar{\rho}_{1}(\psi) d \psi-\int_{0}^{2 \pi} \bar{\rho}_{1}^{2}(\psi) d \psi \int_{0}^{-2 \pi} \bar{\rho}_{2}(\phi) d \phi}{\int_{0}^{-2 \pi} \bar{\rho}_{2}(\phi) d \phi \int_{0}^{2 \pi} \bar{\rho}_{1}(\psi) d \psi} \\
& =\frac{\int_{\pi / 8}^{5 \pi / 8} \int_{\pi / 8}^{5 \pi / 8} \bar{\rho}_{1}(\psi) \bar{\rho}_{2}(\phi)\left(\bar{\rho}_{2}(\phi)-\bar{\rho}_{1}(\psi)\right) d \phi d \psi}{\int_{\pi / 8}^{5 \pi / 8} \int_{\pi / 8}^{5 \pi / 8} \bar{\rho}_{1}(\psi) \bar{\rho}_{2}(\phi) d \phi d \psi}
\end{aligned}
$$

From (4.49), we see

$$
\bar{\rho}_{1}(\psi)<\rho_{s}<\bar{\rho}_{2}(\phi),
$$

for any $\phi \neq \pi / 8+k \pi / 2$ and $\psi \neq \pi / 8+k \pi / 2, k=1,2,3,4$. Hence

$$
P_{2}\left(h_{s}\right)-P_{1}\left(h_{s}\right)>0 .
$$

Noting $\rho_{2}\left(h_{m}, \phi\right)>\rho_{2}\left(h_{s}, \phi\right)=\bar{\rho}_{2}(\phi)$ for all $\phi$, we can prove $P_{2}\left(h_{m}\right)$ $>P_{1}\left(h_{s}\right)$ by the same method.

Finally, we consider

$$
\begin{aligned}
P_{3}\left(h_{s}\right) & -P_{2}\left(h_{s}\right) \\
= & \frac{I_{2,3}\left(h_{s}\right)}{I_{1,3}\left(h_{s}\right)}-\frac{I_{2,2}\left(h_{s}\right)}{I_{1,2}\left(h_{s}\right)} \\
= & \frac{\int_{0}^{2 \pi} \bar{\rho}_{1}^{2}(\phi) d \phi+\int_{0}^{-2 \pi} \bar{\rho}_{2}^{2}(\phi) d \phi}{\int_{0}^{2 \pi} \bar{\rho}_{1}(\phi) d \phi+\int_{0}^{-2 \pi} \bar{\rho}_{2}(\phi) d \phi}-\frac{\int_{0}^{-2 \pi} \bar{\rho}_{2}^{2}(\phi) d \phi}{\int_{0}^{-2 \pi} \bar{\rho}_{2}(\phi) d \phi} \\
= & \frac{\int_{\pi / 8}^{5 \pi / 8} \int_{\pi / 8}^{5 \pi / 8} \bar{\rho}_{2}(\psi)\left(\bar{\rho}_{2}(\phi)-\bar{\rho}_{1}(\phi)\right)\left(\bar{\rho}_{2}(\phi)+\bar{\rho}_{1}(\phi)-\bar{\rho}_{2}(\psi)\right) d \phi d \psi}{\int_{\pi / 8}^{5 \pi / 8} \int_{\pi / 8}^{5 \pi / 8}\left(\bar{\rho}_{2}(\phi)-\bar{\rho}_{1}(\phi)\right) \bar{\rho}_{2}(\psi) d \phi d \psi}
\end{aligned}
$$

From (4.49), we have

$$
\bar{\rho}_{2}(\phi)+\bar{\rho}_{1}(\phi)-\bar{\rho}_{2}(\psi)=\frac{\rho_{s}\left(1+\eta^{2} \sin ^{2} \bar{\phi}-2 \eta \sin \bar{\psi}\right)}{\left(1-\eta^{2} \sin ^{2} \bar{\phi}\right)(1-\eta \sin \bar{\psi})}
$$

where $\bar{\phi}=2 \phi-\pi / 4, \bar{\psi}=2 \psi-\pi / 4$.
Since for some constant $M$,

$$
0<\left(1-\eta^{2} \sin \bar{\phi}\right)(1-\eta \sin \bar{\psi})<M
$$

we obtain that

$$
P_{3}\left(h_{s}\right)-P_{2}\left(h_{s}\right)>\frac{\rho_{s}}{M} \int_{0}^{\pi} \int_{0}^{\pi}\left(1+\eta^{2} \sin \bar{\phi}-2 \eta \sin \bar{\psi}\right) d \bar{\phi} d \bar{\psi}>0
$$

### 4.5 Double Zero Eigenvalue with Symmetry of Order $\geq 5$

A family of vector fields on the plane that is invariant under a rotation through $2 \pi / q(q \geq 3)$ takes the form

$$
\begin{equation*}
\dot{z}=\epsilon z+C_{1} z^{2} \bar{z}+C_{2} z^{3} \bar{z}^{2}+\cdots+C_{m} z^{m+1} \bar{z}^{m}+A \bar{z}^{q-1}+O\left(|z|^{q}\right) \tag{5.1}
\end{equation*}
$$

where $m=[(q-1) / 2], z, \epsilon, C_{j}, A \in \mathbb{C}, \operatorname{Re} C_{1} \neq 0$, and $A \neq 0$.

In Sections 1-4, we discussed the cases $q \leq 4$, which are called strong resonances. In this section we consider the cases $q \geq 5$, which are called weak resonances. For $q \geq 5$, the term $A \bar{z}^{q-1}$ is smaller than the term $C_{1} z^{2} \bar{z}$. Hence the behavior of (5.1) is governed mainly by the term $C_{1} z^{2} \bar{z}$ (see (5.4) below). Therefore, we expect that the discussion of weak resonance is simpler than the case of strong resonance.

By a scaling on $z$ and $t$, we suppose $A=1$ and $\operatorname{Re}\left(C_{1}\right)=-1$. Let $\epsilon=\epsilon_{1}+i \epsilon_{2}, \quad C_{j}=a_{j}+i b_{j} \quad(j=1,2, \ldots, m, m=[(q-1) / 2])$. We transform (5.1) into polar coordinates:

$$
\left\{\begin{array}{l}
\dot{r}=\epsilon_{1} r-r^{3}+a_{2} r^{5}+\cdots+a_{m} r^{2 m+1}+r^{q-1} \cos q \theta+O\left(r^{q}\right)  \tag{5.2}\\
\dot{\theta}=\epsilon_{2}+b_{1} r^{2}+b_{2} r^{4}+\cdots+b_{m} r^{2 m}-r^{q-2} \sin q \theta+O\left(r^{q-1}\right)
\end{array}\right.
$$

Obviously, (5.2) has a Hopf bifurcation at $\epsilon_{1}=0$ and $\epsilon_{2} \neq 0$. When $\epsilon_{1}<0$, the first equation in system (5.2) shows that in a small neighborhood of $r=0$, every flow tends to the unique attractive equilibrium $r=0$ as $t \rightarrow+\infty$. When $\epsilon_{1}>0$, we make a scaling

$$
\begin{equation*}
\epsilon_{1}=\delta^{2}, \quad \epsilon_{2}=\zeta \delta^{2}, \quad r=\delta \rho, \quad t \rightarrow \frac{t}{\delta^{2}} \quad(\delta>0) \tag{5.3}
\end{equation*}
$$

Thus (5.2) becomes

$$
\left\{\begin{array}{l}
\dot{\rho}=\rho\left(1-\rho^{2}\right)+\delta f(\delta, \rho, \theta)  \tag{5.4}\\
\dot{\theta}=\zeta+b_{1} \rho^{2}+\delta g(\delta, \rho, \theta)
\end{array}\right.
$$

where

$$
\begin{aligned}
f(\delta, \rho, \theta)= & a_{2} \delta \rho^{5}+\cdots+a_{l} \delta^{2 l-3} \rho^{2 l+1} \\
& +\delta^{q-5} \rho^{q-1} \cos q \theta+O\left(\delta^{q-4} \rho^{q}\right) \\
g(\delta, \rho, \theta)= & b_{2} \delta \rho^{4}+\cdots+b_{l} \delta^{2 l-3} \rho^{2 l} \\
& -\delta^{q-5} \rho^{q-2} \sin q \theta+O\left(\delta^{q-4} \rho^{q-1}\right)
\end{aligned}
$$

For $\delta=0$, (5.4) takes the following form:

$$
\left\{\begin{array}{l}
\dot{\rho}=\rho\left(1-\rho^{2}\right)  \tag{5.5}\\
\dot{\theta}=\zeta+b_{1} \rho^{2}
\end{array}\right.
$$

Equation (5.5) has a unique attractive invariant circle $\Sigma=\{(\rho, \theta) \mid \rho=1\}$ which is a limit cycle for $\zeta+b_{1} \neq 0$, and consists of only equilibria for $\zeta+b_{1}=0$. Denote the time-1 mapping along the flow of (5.4) by $\Phi_{\delta}$. Then there exists $\bar{\delta}>0$ (correspondingly $\bar{\epsilon}_{1}>0$ ) such that for every $0<\delta<\bar{\delta}$ (correspondingly $0<\epsilon_{1}<\bar{\epsilon}_{1}$ ), the sequence of manifolds $\left\{\Phi_{\delta}^{n}(\Sigma)\right\}_{n=0}^{\infty}$ converges to an invariant manifold $\sum_{\delta}^{*}$ which is an attractive circle of (5.4) (see Ruelle and Takens [1] for details). Hence, the phase portrait of (5.4) is completely determined by the behavior of (5.4) restricted to these invariant circles $\left\{\Sigma_{\delta}^{*}\right\}$. If $\zeta+b_{1} \neq 0$ (equivalently, if $\left(\epsilon_{1}, \epsilon_{2}\right)$ is not on the line $\mathscr{L}: \epsilon_{2}=-b_{1} \epsilon_{1}$; see (5.3)), then for sufficiently small $\delta$, there are no equilibria on $\sum_{\delta}^{*}$. This means that, in addition to the Hopf bifurcation on $\epsilon_{1}=0$ and $\epsilon_{2} \neq 0$, all other possible bifurcations must take place near the line $\mathscr{L}$. In fact, we will prove that there exist two bifurcation curves $S N_{1}$ and $S N_{2}$ which are tangent to $\mathscr{L}$ and form a cusp region $\Omega$ (see Figure 5.1).

The bifurcation of equilibria on $\Sigma_{\delta}^{*}$ occurs in the following way: When $\left(\epsilon_{1}, \epsilon_{2}\right) \in$ region $A$, there are no equilibria on $\Sigma_{\delta}^{*}$, and $q$ saddle-nodes appear on $\sum_{\delta}^{*}$ if $\left(\epsilon_{1}, \epsilon_{2}\right) \in S N_{1}$. As $\left(\epsilon_{1}, \epsilon_{2}\right)$ goes from $S N_{1}$ to $\Omega$, every saddle-node becomes a saddle point and a node. $q$ new saddle-nodes appear when $\left(\epsilon_{1}, \epsilon_{2}\right) \in S N_{2}$. See Figure 5.4, p. 332, for more detail.

We now explain why the equilibrium ( $\rho_{0}, \boldsymbol{\theta}_{0}$ ) on $\sum_{\delta}^{*}$ of (5.4) must be a saddle point or node, or a saddle-node. If $\left(\epsilon_{1}, \epsilon_{2}\right) \in S N_{1}$ or $S N_{2}$, then $\sin \left(q \theta_{0}\right)= \pm 1$. Hence, $\dot{\theta}$ does not change its sign when $\theta$ passes through $\theta_{0}$ (see the second equation of (5.2)). Moreover, $\sum_{\delta}^{*}$ is attractive on both sides. Therefore, ( $\rho_{0}, \theta_{0}$ ) is a saddle-node (see Figure 5.2).
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Figure 5.3.

If $\left(\epsilon_{1}, \epsilon_{2}\right) \in \Omega$, then $\left|\sin \left(q \theta_{0}\right)\right|<1$. Hence $\dot{\theta}$ changes its sign when $\theta$ passes through $\boldsymbol{\theta}_{0}$. Therefore, $\left(\rho_{0}, \theta_{0}\right)$ is a saddle point or a node. Moreover, the saddle points and nodes appear alternately (see Figure 5.3).

Theorem 5.1. The bifurcation diagram of (5.2) consists of the origin $\left(\epsilon_{1}=\epsilon_{2}=0\right)$ and the curves $H^{ \pm}=\left\{\epsilon_{1}=0, \epsilon_{2} \neq 0\right\}, S N_{1}$, and $S N_{2} . S N_{j}$ is defined by an equation with parameter $s$ in the $\epsilon_{1} \epsilon_{2}$-plane: $S N_{j}(s)=$ $\left(s^{2}, h_{j}(s)\right), j=1,2, s>0$, with the property

$$
\lim _{s \rightarrow 0+} \frac{h_{2}(s)-h_{1}(s)}{s^{q-2}} \neq 0 .
$$

Along $S N_{1}$ and $S N_{2}, q$ saddle-nodes on the invariant circle are created or annihilated. The phase portraits of (5.2) are shown in Figure 5.4.

Now we prove the existence of the curves $S N_{1}$ and $S N_{2}$. We consider (5.4) near $(\rho, \zeta, \delta)=\left(1,-b_{1}, 0\right)$. A calculation shows that

$$
\operatorname{det}\left[\begin{array}{ll}
\frac{\partial R}{\partial \rho} & \frac{\partial R}{\partial \theta}  \tag{5.6}\\
\frac{\partial \Theta}{\partial \rho} & \frac{\rho \Theta}{\partial \theta}
\end{array}\right]:=q \delta^{q-4} \cdot D(\rho, \theta, \delta)
$$



Figure 5.4. The bifurcation diagram and phase portraits of $(5.2)\left(q=5, b_{1}<0\right)$.
where $R$ and $\Theta$ are defined to be the right-hand side of (5.4). Note that

$$
\begin{equation*}
D(\rho, \theta, \delta)=\left(3 \rho^{2}-1\right) \cos (q \theta)+2 b_{1} \rho \sin (q \theta)+O(\delta) \tag{5.7}
\end{equation*}
$$

Lemma 5.2. (Takens [2]) There is a neighborhood $U$ of $W=$ $\left\{\left(\cdot, \theta,-b_{1}, 0\right) \mid 0 \leq \theta<2 \pi\right\}$ in the $\rho \theta \zeta \delta$-space such that the intersection of $U$ with $\{(\rho, \theta, \zeta, \delta) \mid D=0, R=0, \Theta=0\}$ consists of $2 q$ curves. The projection of these curves on the $\zeta \delta$-plane consists of two curves which are of the form $\left\{M_{j}(\delta), \delta\right\}(j=0,1)$ with $M_{0}(\delta)-M_{1}(\delta)=\xi \delta^{q-4}+$ $O\left(\delta^{q-3}\right)$, where $\xi$ is a nonzero constant.

Proof. It is easy to obtain from the first equation of (5.4) that in a neighborhood of $W$ the set $\{(\rho, \theta, \zeta, \delta) \mid R=0\}$ has the form $\{\bar{\rho}(\theta, \zeta, \delta), \theta, \zeta, \delta\}$, where $\bar{\rho}$ is a smooth function satisfying $\bar{\rho}=1+$ $O(\delta)$.

Next, $\left.D\right|_{R=\delta=0}=2 \cos (q \theta)+2 b_{1} \sin (q \theta)$ and $D$ has $2 q$ zeros in $W$. Hence, the set $\{(\rho, \theta, \zeta, \delta) \mid R=0, D=0\}$, in a neighborhood of $W$, has the form

$$
\bigcup_{j=0}^{2 q-1}\left\{\bar{\rho}_{j}(\zeta, \delta), \bar{\theta}_{j}(\zeta, \delta), \zeta, \delta\right\}
$$

where $\bar{\theta}_{j}$ and $\bar{\rho}_{j}$ satisfy the following conditions:
(1) $\bar{\theta}_{j}(\zeta, \delta)=\beta_{0}+j \pi / q+O(\delta)$, where $\beta_{0}$ satisfies (see (5.7))

$$
\begin{equation*}
\cos \left(q \beta_{0}\right)+b_{1} \sin \left(q \beta_{0}\right)=0 \tag{5.8}
\end{equation*}
$$

(2) $\bar{\rho}_{j+2}=\bar{\rho}_{j}$ and $\bar{\theta}_{j+2}-\bar{\theta}_{j}=2 \pi / q$ (since (5.4) is invariant under a rotation through $2 \pi / q$ );
(3) $\bar{\rho}_{j}=1+O(\delta)$.

Now we make an estimate of $\bar{\rho}_{1}-\bar{\rho}_{0}$. From $\dot{\rho}\left(\bar{\rho}_{j}, \bar{\theta}_{j}, \zeta, \delta\right)=0$, it follows that $\bar{\rho}_{1}-\bar{\rho}_{0}=O\left(\delta^{q-4}\right)$. Since $\dot{\rho}\left(\bar{\rho}_{0}, \bar{\theta}_{0}, \zeta, \delta\right)=\dot{\rho}\left(\bar{\rho}_{1}, \bar{\theta}_{1}, \zeta, \delta\right)=$ 0 ,

$$
\bar{\rho}_{0}-\bar{\rho}_{0}^{3}+\delta^{q-4} \cos q \beta_{0}=\bar{\rho}_{1}-\bar{\rho}_{1}^{3}+\delta^{q-4} \cos \left(\beta_{0} q+\pi\right)+O\left(\delta^{q-3}\right)
$$

that is,

$$
\left(\bar{\rho}_{1}-\bar{\rho}_{0}\right)\left[1-\left(\bar{\rho}_{1}^{2}+\bar{\rho}_{1} \bar{\rho}_{0}+\bar{\rho}_{0}^{2}\right)\right]=2 \delta^{q-4} \cos q \beta_{0}+O\left(\delta^{q-3}\right)
$$

which implies

$$
\begin{equation*}
\bar{\rho}_{1}-\bar{\rho}_{0}=-\delta^{q-4} \cos q \beta_{0}+O\left(\delta^{q-3}\right) . \tag{5.9}
\end{equation*}
$$

Finally, we consider the function $\Theta$ on the set $\{(\rho, \theta, \zeta, \delta) \mid R=0$, $D=0\}$. This is given by

$$
\Theta\left(\bar{\rho}_{j}(\zeta, \delta), \bar{\theta}_{j}(\zeta, \delta), \zeta, \delta\right)=\zeta+b_{1} \rho_{j}^{2}+O(\delta)
$$

Hence, there are functions $M_{j}(\delta), j=0,1, \ldots, 2 q-1$, such that

$$
\Theta\left(\bar{\rho}_{j}\left(M_{j}(\delta), \delta\right), \bar{\theta}_{j}\left(M_{j}(\delta), \delta\right), M_{j}(\delta), \delta\right)=0
$$

where $\delta$ is near zero. By symmetry, $M_{j+2}=M_{j}$. We make an estimate
of $M_{1}(\delta)-M_{0}(\delta)$. The equation

$$
\begin{aligned}
& \Theta\left(\bar{\rho}_{1}\left(M_{1}(\delta), \delta\right), \bar{\theta}_{1}\left(M_{1}(\delta), \delta\right), M_{1}(\delta), \delta\right) \\
& \quad=\Theta\left(\bar{\rho}_{0}\left(M_{0}(\delta), \delta\right), \bar{\theta}_{0}\left(M_{0}(\delta), \delta\right), M_{0}(\delta), \delta\right)
\end{aligned}
$$

gives

$$
\begin{aligned}
& M_{1}(\delta)+b_{1}\left(\rho_{1}\left(M_{1}(\delta), \delta\right)\right)^{2}-\delta^{q-4} \sin \left(q \beta_{0}+\pi\right) \\
& =M_{0}(\delta)+b_{1}\left(\rho_{0}\left(M_{0}(\delta), \delta\right)\right)^{2}-\delta^{q-4} \sin \left(q \beta_{0}\right)+O\left(\delta^{q-3}\right)
\end{aligned}
$$

which implies, by (5.9), that

$$
M_{1}(\delta)-M_{0}(\delta)=2 \delta^{q-4}\left[b_{1} \cos \left(q \beta_{0}\right)-\sin \left(q \beta_{0}\right)\right]+O\left(\delta^{q-3}\right)
$$

By using (5.8), we have

$$
\xi \equiv 2\left[b_{1} \cos \left(q \beta_{0}\right)-\sin \left(q \beta_{0}\right)\right]=-2\left[\left(b_{1}^{2}+1\right) \sin q \beta_{0}\right] \neq 0
$$

This completes the proof.

Proof of Theorem 5.1. As mentioned above, we only need to consider equilibria bifurcation on $\sum_{\delta}^{*}$. This can only occur at the points where $R=\Theta=D=0$. For $\zeta=M_{0}(\delta)$, these points are $\left(\bar{\rho}_{j}\left(M_{0}(\delta), \delta\right)\right.$, $\left.\bar{\theta}_{j}\left(M_{0}(\delta), \delta\right)\right)$, where $j=0,2, \ldots, 2 q-2$ and $\bar{\theta}_{j+2}-\bar{\theta}_{j}=2 \pi / q, \rho_{j+2}=$ $\rho_{j}$. For $\zeta=M_{1}(\delta)$ the situation is similar, but $j=1,3, \ldots, 2 q-1$. On the other hand, from the second equation of (5.4), equilibria bifurcation must take place at the values of ( $\zeta, \delta$ ) where $R=0, \Theta=0$, and $\sin (q \theta)= \pm 1$, which just correspond to the above two cases. Finally, by (5.3) we can change ( $\zeta, \delta$ ) back to ( $\epsilon_{1}, \epsilon_{2}$ ); the curves ( $M_{0}(\delta), \delta$ ) and $\left(M_{1}(\delta), \delta\right)$ in the $\zeta \delta$-plane become curves $\left(\delta^{2}, \delta^{2} M_{0}(\delta)\right)$ and ( $\delta^{2}, \delta^{2} M_{1}(\delta)$ ) in the $\epsilon_{1} \epsilon_{2}$-plane. Denote $h_{1}(\delta)=\delta^{2} M_{0}(\delta), h_{2}(\delta)=$ $\delta^{2} M_{1}(\delta)$. Then $h_{1}(\delta)-h_{2}(\delta)=\delta^{2}\left(M_{0}(\delta)-M_{1}(\delta)\right)=\xi \delta^{q-2}+$ $O\left(\delta^{q-1}\right), \quad \xi \neq 0$ (see Lemma 5.2). This completes the proof of the theorem.

Remark 5.3. Figure 5.4 is drawn for $b_{1}<0$. The case $b_{1} \geq 0$ is similar.


Figure 5.5. The additional bifurcation diagram and phase portraits of (5.2) ( $q=5, b_{1}<0$ ).

Remark 5.4. The above results are established in a small neighborhood of $\epsilon_{1}=\epsilon_{2}=0$. Otherwise, some additional bifurcation curves $L_{i j}(i, j$ $=1,2$ ) will appear. The system (5.2) will have some additional phase portraits (see Figure 5.5 which is obtained numerically).

### 4.6 A Purely Imaginary Pair of Eigenvalues and a Simple Zero Eigenvalue

As we mentioned in the beginning of this chapter, we need the truncated normal form equations for types $A_{2}$ and $A_{3}$, and they have respectively the following forms (see Section 2.11):

$$
\left\{\begin{array}{l}
\dot{x}=\epsilon_{1} x+a x y+\bar{d}_{1} x^{3}+\bar{d}_{2} x y^{2}  \tag{2}\\
\dot{y}=\epsilon_{2}+b x^{2}+c y^{2}+\bar{d}_{3} x^{2} y+\bar{d}_{4} y^{3}
\end{array}\right.
$$

where $\epsilon_{1}, \epsilon_{2}$ are small parameters, $a, b, c, \bar{d}_{j} \in \mathbb{R}^{1}$, and $a b c \neq 0$, and

$$
\left\{\begin{array}{l}
\dot{x}=x\left(\epsilon_{1}+p_{1} x^{2}+p_{2} y^{2}+q_{1} x^{4}+q_{2} x^{2} y^{2}+q_{3} y^{4}\right),  \tag{3}\\
\dot{y}=y\left(\epsilon_{2}+p_{3} x^{2}+p_{4} y^{2}+q_{4} x^{4}+q_{5} x^{2} y^{2}+q_{6} y^{4}\right),
\end{array}\right.
$$

where $x \geq 0, y \geq 0, p_{j}, q_{j} \in \mathbb{R}^{1}$, and $\epsilon_{1}, \epsilon_{2}$ are small parameters.
We will discuss the dynamical behavior of equation $A_{2}$ in this section, and equation $A_{3}$ in the next section. Żoładek [1,2] obtained the complete results for these two cases. We will use a simpler method to prove the uniqueness of periodic orbits for equation $A_{2}$.
Since equation $A_{2}$ is symmetric with respect to the $y$-axis, we only need to consider the half plane $x \geq 0$. To obtain a simpler form, we let

$$
\begin{gather*}
x \rightarrow|c|^{1 / 2} x, \quad y \rightarrow|b|^{1 / 2} y, \quad t \rightarrow-\frac{t}{c|b|^{1 / 2}},  \tag{6.1}\\
\\
\epsilon_{1} \rightarrow-c|b|^{1 / 2} \epsilon_{1}, \quad \epsilon_{2} \rightarrow-c|b| \epsilon_{2} .
\end{gather*}
$$

Thus, $A_{2}$ becomes

$$
\left\{\begin{array}{l}
\dot{x}=\epsilon_{1} x+B x y+d_{1} x^{3}+d_{2} x y^{2},  \tag{6.2}\\
\dot{y}=\epsilon_{2}+\eta x^{2}-y^{2}+d_{3} x^{2} y+d_{4} y^{3},
\end{array}\right.
$$

where $B=-a / c \neq 0, \eta=-\operatorname{sgn}(b c), d_{j} \in \mathbb{R}^{1}$.
If we assume

$$
K_{3}=\eta\left(\frac{2}{B}+2\right) d_{1}+\frac{2}{B} d_{2}+\eta d_{3}+3 d_{4} \neq 0,
$$

then the qualitative behavior of (6.2) near ( 0,0 ) with small $\epsilon_{1}$ and $\epsilon_{2}$ is the same as that of the equation

$$
\left\{\begin{array}{l}
\dot{x}=\epsilon_{1} x+B x y+x y^{2},  \tag{6.3}\\
\dot{y}=\epsilon_{2}+\eta x^{2}-y^{2}
\end{array}\right.
$$

(see Remark 6.7). The main result of this section is as follows.


Figure 6.1. Case (I): $\boldsymbol{\eta}=1, B>0$.

Theorem 6.1. For equations (6.3) there are four cases: (I) $\eta=1, B>0$; (II) $\eta=1, B<0$; (III) $\eta=-1, B>0$; and (IV) $\eta=-1, B<0$. We have:
(1) In cases (I) and (IV), the bifurcation diagram of (6.3) consists of the origin and the following curves in parameter space:

$$
\begin{aligned}
& M=\left\{\left(\epsilon_{1}, \epsilon_{2}\right) \mid \epsilon_{2}=0, \epsilon_{1} \neq 0\right\}, \\
& N=\left\{\left(\epsilon_{1}, \epsilon_{2}\right) \left\lvert\, \epsilon_{2}=\frac{\epsilon_{1}^{2}}{B^{2}}+O\left(\epsilon_{1}^{3}\right)\right., \epsilon_{1} \neq 0\right\}
\end{aligned}
$$

Along $M$ and $N$, saddle-node bifurcation and pitchfork bifurcation occur respectively. Equation (6.3) has no periodic orbits, and the phase portraits are shown in Figure 6.1 and Figure 6.4 for cases (I) and (IV), respectively.
(2) In case (III), the bifurcation diagram of (6.3) consists of the origin, the curves $M, N$, and the following curves:

$$
H=\left\{\left(\epsilon_{1}, \epsilon_{2}\right) \mid \epsilon_{1}=0, \epsilon_{2}>0\right\}
$$

and

$$
S=\left\{\left(\epsilon_{1}, \epsilon_{2}\right) \left\lvert\, \epsilon_{1}=-\frac{B}{3 B+2} \epsilon_{2}+O\left(\left|\epsilon_{2}\right|^{3 / 2}\right)\right., \epsilon_{2}>0\right\} .
$$

Along $M$ and $N$, we have exactly the same bifurcations as in (1). Along $H$ and $S$, Hopf bifurcation and heteroclinic bifurcation occur respectively. If $\left(\epsilon_{1}, \epsilon_{2}\right)$ lies between the curves $H$ and $S$, then (6.3) has a unique limit cycle which is unstable and becomes a heteroclinic orbit when $\left(\epsilon_{1}, \epsilon_{2}\right) \in S$. Phase portraits in case (III) for different ( $\epsilon_{1}, \epsilon_{2}$ ) are shown in Figure 6.3.
(3) In case (II), the bifurcation diagram of (6.3) consists of the origin, the curves $M, N$, and the following curve:

$$
\bar{H}=\left\{\left(\epsilon_{1}, \epsilon_{2}\right) \mid \epsilon_{1}=0, \epsilon_{2}<0\right\} .
$$

The bifurcations along $M$ and $N$ are the same as in (1) and (2). Along $\bar{H}$, Hopf bifurcation occurs. If we localize equation (6.3) by restricting $0<x<\beta,\left|\epsilon_{1}\right|^{1 / 2}+\left|\epsilon_{2}\right|^{1 / 2}<\beta, 0<\beta \ll 1$, then there exists a curve

$$
\bar{S}=\left\{\left(\epsilon_{1}, \epsilon_{2}\right) \mid \epsilon_{1}=\phi\left(\beta, \epsilon_{2}\right) \epsilon_{2}+O\left(\left|\epsilon_{2}\right|^{3 / 2}\right), \epsilon_{2}<0\right\}
$$

where

$$
\phi\left(\beta, \epsilon_{2}\right)=\frac{\iint_{\Omega\left(\beta, \epsilon_{2}\right)} x^{q} y^{2} d x d y}{\iint_{\Omega\left(\beta, \epsilon_{2}\right)} x^{q} d x d y},
$$

with $\Omega\left(\beta, \epsilon_{2}\right)$ the bounded region surrounded by the closed curve
$x^{2 / B}\left(1-\frac{x^{2}}{B+1}+y^{2}\right)=\frac{\beta^{2 / B}}{\left|\epsilon_{2}\right|^{1 / 2}}\left(1-\frac{\beta^{2}}{\left|\epsilon_{2}\right|(B+1)}\right), \quad$ if $B+1 \neq 0$,
or

$$
\frac{1+y^{2}}{2 x^{2}}+\ln x=\frac{\left|\epsilon_{2}\right|}{2 \beta^{2}}+\ln \frac{\beta}{\left|\epsilon_{2}\right|^{1 / 2}}, \quad \text { if } B+1=0 .
$$

If ( $\epsilon_{1}, \epsilon_{2}$ ) lies between the curves $\bar{H}$ and $\bar{S}$, then (6.3) has a unique limit cycle which is located entirely in the strip $0<x<\beta$ and touches the line


Figure 6.2. Case (II): $\eta=1, B<0$.
$x=\beta$ as $\left(\epsilon_{1}, \epsilon_{2}\right) \rightarrow \bar{S}$. Phase portraits of (6.3) in case (II) are shown in Figure 6.2.

Proof. The proof of Theorem 6.1 is given in the following steps.

Step 1. Bifurcations of equilibria Clearly, (6.3) has an invariant line $x=0$ and is symmetric with respect to the $y$-axis. Hence, we will only consider the half plane $x \geq 0$.
On the $y$-axis $x=0$, there are two equilibria $\left(0, \pm \sqrt{\epsilon_{2}}\right)$ if $\epsilon_{2}>0$, and the linearized system at $\left(0, \pm \sqrt{\epsilon_{2}}\right)$ is given by the matrix

$$
A_{ \pm}=\left[\begin{array}{cc}
\epsilon_{1} \pm B \sqrt{\epsilon_{2}}+\epsilon_{2} & 0  \tag{6.4}\\
0 & \mp 2 \sqrt{\epsilon_{2}}
\end{array}\right] .
$$



Figure 6.3. Case (III): $\eta=-1, B>0$.
Note that $B \cdot\left(\operatorname{det} A_{ \pm}\right)<0$ if $\epsilon_{2}>\epsilon_{1}^{2} / B^{2}+O\left(\epsilon_{1}^{3}\right)$ (i.e., $\left(\epsilon_{1}, \epsilon_{2}\right)$ is above the curve $N$ ), and $\epsilon_{1} \cdot\left(\operatorname{det} A_{ \pm}\right)<0$ if $0<\epsilon_{2}<\epsilon_{1}^{2} / B^{2}+O\left(\epsilon_{1}^{3}\right)$ (i.e., $\left(\epsilon_{1}, \epsilon_{2}\right)$ is between curves $N$ and $M$, see Figure 6.5). This means that if $\left(\epsilon_{1}, \epsilon_{2}\right)$ is above $N$, then both equilibria $\left(0, \pm \sqrt{\epsilon_{2}}\right)$ are saddle points in cases (I) and (III) and are nodes in cases (II) and (IV). If $\left(\epsilon_{1}, \epsilon_{2}\right)$ is between $M$ and $N$, then one of $\left(0, \pm \sqrt{\epsilon_{2}}\right)$ is a saddle point and the other one is a node for cases (I)-(IV), and these two equilibria form a saddle-node when $\epsilon_{2}=0\left(\epsilon_{1} \neq 0\right)$.
In the open half plane $x>0$, equation (6.3) has two equilibria:

$$
x=\left[\eta\left(y^{2}-\epsilon_{2}\right)\right]^{1 / 2}, \quad y=\frac{1}{2}\left[-B \pm\left(B^{2}-4 \epsilon_{1}\right)^{1 / 2}\right] .
$$

Obviously, only one of them exists in a small neighborhood of the origin if $\left|\epsilon_{1}\right|$ and $\left|\epsilon_{2}\right|$ are sufficiently small. If we denote this equilibrium by


Figure 6.4. Case (IV): $\eta=-1, B<0$.


Figure 6.5.
$\left(x_{3}, y_{3}\right)$, then

$$
\left\{\begin{array}{l}
x_{3}=\left[\eta\left(\frac{\epsilon_{1}^{2}}{B^{2}}\right)-\epsilon_{2}+O\left(\epsilon_{1}^{3}\right)\right]^{1 / 2}, \quad \text { as } \epsilon_{1} \rightarrow 0  \tag{6.5}\\
y_{3}=-\frac{\epsilon_{1}}{B}+O\left(\epsilon_{1}^{2}\right)
\end{array}\right.
$$

provided $\eta\left(\epsilon_{1}^{2} / B^{2}-\epsilon_{2}+O\left(\epsilon_{1}^{3}\right)\right)>0$. This means that $\left(x_{3}, y_{3}\right)$ exists in cases (I) and (II) if ( $\epsilon_{1}, \epsilon_{2}$ ) is below the curve $N$, and in cases (III) and
(IV) if $\left(\epsilon_{1}, \epsilon_{2}\right)$ is above the curve $N$. If $\left(\epsilon_{1}, \epsilon_{2}\right) \in N$ (i.e., $x_{3}=0$ ), then $\left(x_{3}, y_{3}\right)$ merges into one of the equilibria $\left(0, \pm \sqrt{\epsilon_{2}}\right)$. If $\left(\epsilon_{1}, \epsilon_{2}\right)=(0,0)$, then all equilibria merge into the origin $(x, y)=(0,0)$.

The linearized system at ( $x_{3}, y_{3}$ ) is given by the matrix:

$$
A=\left[\begin{array}{cc}
0 & B x_{3}\left(1+\frac{2}{B} y_{3}\right)  \tag{6.6}\\
2 \eta x_{3} & -2 y_{3}
\end{array}\right] .
$$

The determinant of $A$ has the same sign as $-\eta B$ (if $x_{3} \neq 0$ ). Hence ( $x_{3}, y_{3}$ ) is a saddle point in cases (I) and (IV), and is an equilibrium which may be a focus, node, or center in cases (II) and (III). It can be shown that:
(1) In case (II) if $\left(\epsilon_{1}, \epsilon_{2}\right)$ lies between the curves $N$ and $R$, where

$$
R: \epsilon_{2}=\frac{2 B+1}{2 B^{3}} \epsilon_{1}^{2}+O\left(\epsilon_{1}^{3}\right),
$$

then $\left(x_{3}, y_{3}\right)$ is a node.
(2) If ( $\epsilon_{1}, \epsilon_{2}$ ) is below $R$ in case (II) or above $N$ in case (III), then ( $x_{3}, y_{3}$ ) is a focus which changes its stability when ( $\epsilon_{1}, \epsilon_{2}$ ) crosses the curve $\bar{H}$ in case (II) or ( $\epsilon_{1}, \epsilon_{2}$ ) crosses the curve $H$ in case (III).

Summing up the above discussion, we conclude that in cases (I) and (IV) the system (6.3) has no periodic orbits. In fact, the $y$-axis is an invariant line. Hence, periodic orbits in the half plane $x>0$, if they exist, must surround the equilibrium ( $x_{3}, y_{3}$ ). But this is impossible, since ( $x_{3}, y_{3}$ ) is a saddle in cases (I) and (IV). In these cases, the bifurcation diagram consists of curves $N$ and $M$. Saddle-node bifurcations occur on $M$ while pitchfork bifurcations occur on $N$. In cases (II) and (III), the bifurcations on $M$ and $N$ are similar to the cases (I) and (IV). However, a Hopf bifurcation occurs on $\bar{H}$ and $H$, respectively.

Step 2. The stability of $\left(x_{3}, y_{3}\right)$ when $\left(\epsilon_{1}, \epsilon_{2}\right) \in \bar{H}$ in case (II) and $\left(\epsilon_{1}, \epsilon_{2}\right) \in H$ in case (III) From (6.5) and (6.6), it is easy to determine the stability of $\left(x_{3}, y_{3}\right)$ when $\left(\epsilon_{1}, \epsilon_{2}\right)$ is in the two regions divided by $H$ (or $\bar{H}$ ), and the stability is opposite in these regions. Hence $H(\bar{H})$ is a Hopf bifurcation curve. It is necessary to determine the stability of $\left(x_{3}, y_{3}\right)$ when $\left(\epsilon_{1}, \epsilon_{2}\right) \in \bar{H}$ (or $H$ ). By using the formula (3.2.34) we
have

$$
\operatorname{Re}\left(C_{1}\right)=a \epsilon_{2} \quad a>0 \text { constant } .
$$

Hence, $\left(x_{3}, y_{3}\right)$ is an unstable focus when $\left(\epsilon_{1}, \epsilon_{2}\right) \in H$ (case (III)), and a stable focus when ( $\epsilon_{1}, \epsilon_{2}$ ) $\in \bar{H}$ (case (III). Therefore, in both cases a limit cycle appears when ( $\epsilon_{1}, \epsilon_{2}$ ) moves across $H$ or $\bar{H}$ from the right to the left, and the bifurcating limit cycle is stable in case (II) and unstable in case (III).

Step 3. Uniqueness of periodic orbits As shown in Step 2, (6.3) can have periodic orbits only if $\epsilon_{2}<0$ in case (II) and $\epsilon_{2}>0$ in case (III). We choose a small parameter $\delta>0$ and let

$$
x \rightarrow \delta x, \quad y \rightarrow \delta y, \quad d t \rightarrow \frac{x^{q}}{\delta} d t, \quad \epsilon_{1}=a \delta^{2}, \quad \epsilon_{2}=-\eta \delta^{2},
$$

where $q+1=2 / B$ and $\eta=-\operatorname{sgn} B$. Then (6.3) is transformed into the form

$$
\left\{\begin{array}{l}
\dot{x}=x^{q}\left(B x y+\delta\left(\alpha x+x y^{2}\right)\right),  \tag{6.7}\\
\dot{y}=x^{q}\left(-\eta+\eta x^{2}-y^{2}\right),
\end{array}\right.
$$

where $\eta=1, B<0$ (case (II)) or $\eta=-1, B>0$ (case (III)). When $\delta=0$, (6.7) becomes a Hamiltonian system

$$
\left\{\begin{array}{l}
\dot{x}=x^{q} \cdot B x y,  \tag{6.8}\\
\dot{y}=x^{q}\left(-\eta+\eta x^{2}-y^{2}\right),
\end{array}\right.
$$

with a first integral $H(x, y)=h$, where

$$
\begin{equation*}
H(x, y)=\frac{B}{2} x^{a+1}\left(-\eta-y^{2}+\eta \frac{x^{2}}{B+1}\right), \quad \text { if } B+1 \neq 0, \tag{6.9}
\end{equation*}
$$

and

$$
\begin{equation*}
H(x, y)=\frac{1+y^{2}}{2 x^{2}}+\ln x, \quad \text { if } B+1=0 . \tag{6.10}
\end{equation*}
$$

Note that $H(x, y)$ is the Hamiltonian function of (6.8).

(a) $\mathrm{B}>0$

(b) $-K B<0$

(c) $B \leq-1$

Figure 6.6. The level curves of $H(x, y)$.

The closed curves $\Gamma_{h}=\{(x, y) \mid H(x, y)=h\}$ are shown in Figure 6.6 for cases (a) $\eta=-1, B>0$, (b) $\eta=1,-1<B<0$, and (c) $\eta=1$, $B \leq-1$, respectively (see Remark 6.5 ), where $h \in J_{i}(i=1,2,3,4)$ and $J_{i}$ corresponds to different values of $B$ :

$$
\begin{cases}J_{1}=\left(0, h_{1}^{*}\right), h_{1}^{*}=\frac{B^{2}}{2(B+1)}, & \text { if } B>0,  \tag{6.11}\\ J_{2}=\left(h_{2}^{*}, 0\right), h_{2}^{*}=\frac{-B^{2}}{2(B+1)}<0, & \text { if }-1<B<0, \\ J_{3}=\left(h_{3}^{*},+\infty\right), h_{3}^{*}=\frac{1}{2}, & \text { if } B=-1, \\ J_{4}=\left(h_{4}^{*},+\infty\right), h_{4}^{*}=-\frac{B^{2}}{2(B+1)}>0, & \text { if } B<-1\end{cases}
$$

When $h \rightarrow h_{i}^{*}(i=1,2,3,4)$, the level curve $\Gamma_{h}$ shrinks to the equilibrium $\left(x^{*}, y^{*}\right)=(1,0)$ of $(6.8)$; and when $h \rightarrow 0, \Gamma_{h}$ expands to the heteroclinic orbit in the case $B>0$. Since

$$
\left.\frac{d H}{d t}\right|_{(6.7)}=\delta x^{q}\left(\alpha x+x y^{2}\right) \frac{d y}{d t}
$$

as in Sections 4.1-4.3, to study the periodic orbits of (6.7), we obtain a bifurcation function $\Phi(h, \delta, \alpha, B)$ which for $\delta=0$ is given by

$$
\begin{equation*}
\left.\Phi\right|_{\delta=0}=\int_{\Gamma_{h}} x^{q}\left(\alpha x+x y^{2}\right) d y=-(q+1) \int_{\Gamma_{h}} x^{q}\left(\alpha y+\frac{1}{3} y^{3}\right) d x \tag{6.12}
\end{equation*}
$$

where $h \in J_{i}$ and the orientation of $\Gamma_{h}$ is defined by the direction of the vector field (6.8). The condition $\left.\Phi\right|_{\delta=0}=0$ is equivalent to

$$
\alpha=-\frac{1}{3} P(h, B),
$$

where

$$
\begin{equation*}
P(h, B)=\frac{I_{3}(h, B)}{I_{1}(h, B)}, \quad I_{j}(h, B)=\int_{\Gamma_{h}} x^{q} y^{j} d x, \quad j=1,3 . \tag{6.13}
\end{equation*}
$$

In a manner similar to Sections 4.1-4.3, the uniqueness of periodic orbits of (6.7) is equivalent to the monotonicity of $P(h, B)$ with respect to $h$. The following three lemmas give the monotonic property of $P(h, B)$.

Lemma 6.2. If $h \in J_{i}$, then $P(h, B)>0$ and

$$
\lim _{h \rightarrow h_{i}^{*}} P(h, B)=0, \quad i=1,2,3,4
$$

Proof. For simplicity, we denote $P(h, B)$ and $I_{i}(h, B)$ by $P(h)$ and $I_{i}(h)$, respectively. Using Green's Theorem, we have from (6.13) that

$$
P(h)=\frac{3 \iint_{\Omega_{h}} x^{q} y^{2} d x d y}{\iint_{\Omega_{h}} x^{q} d x d y}>0 \quad \text { for } h \in J_{i}
$$

where $\Omega_{h}$ is the compact region surrounded by $\Gamma_{h}$, and it is contained in the open right half plane. From the above expression of $P(h)$, it is easy to see that

$$
\lim _{h \rightarrow h^{*}} P(h)=\lim _{y \rightarrow y^{*}} 3 y^{2}=0
$$

since $\Omega(h)$ shrinks to the point $\left(x^{*}, y^{*}\right)$ as $h \rightarrow h^{*}$, and $\left(x^{*}, y^{*}\right)=$ $(1,0)$.

Lemma 6.3. If there exists $h_{0} \in J_{i}$ such that $P^{\prime}\left(h_{0}\right)=0$, then $P(h)-$ $P\left(h_{0}\right)>0$ for $0<\left|h-h_{0}\right| \ll 1$.

Proof. Suppose $y=y_{1}(x, h)$ and $y=y_{2}(x, h)$ are defined by $H(x, y)$ $=h$ for $h \in J_{i}$ and $a_{1}(h)<x<a_{2}(h)$, where $a_{1}(h)$ and $a_{2}(h)$ are the intersection points between $\Gamma_{h}$ and the $x$-axis. Obviously, $0<a_{1}(h)<$ $1<a_{2}(h)$. We will use $y(x, h)$, or simply use $y$, to denote $y_{1}(x, h)$ or $y_{2}(x, h)$ if there is no confusion. Using (6.9), (6.10), and (6.13), we have

$$
\begin{equation*}
\frac{\partial y}{\partial h}=-\frac{1}{B x^{q+1} y} \quad\left(\text { along } \Gamma_{h}\right) \tag{6.14}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{1}(h)=\int_{\Gamma_{h}} x^{q} y d x=2(\operatorname{sgn} B) \int_{a_{1}(h)}^{a_{2}(h)} x^{q} y_{1}(x, h) d x \tag{6.15}
\end{equation*}
$$

Since $0<a_{1}(h)<1<a_{2}(h)$, for fixed $h \in J_{i}$ we have that

$$
\lim _{\substack{x \rightarrow a_{i}(h) \\(x, y) \in \Gamma_{h}}} \frac{y^{2}}{x-a_{i}(h)}=\lim _{\substack{x \rightarrow a_{i}(h) \\(x, y) \in \Gamma_{h}}} 2 y \frac{d y}{d x}=\frac{2 \eta\left(a_{i}^{2}(h)-1\right)}{B a_{i}(h)} \neq 0 .
$$

This implies that

$$
\begin{align*}
& |y|=O\left(\left|x-a_{i}(h)\right|^{1 / 2}\right) \quad \text { as } x \rightarrow a_{i}(h), \\
& (x, y) \in \Gamma_{h}, \quad i=1,2 . \tag{6.16}
\end{align*}
$$

Noting $y_{1}\left(a_{1}(h), h\right)=y_{2}\left(a_{2}(h), h\right)=0$, from (6.14) and (6.15) we have

$$
\begin{equation*}
I_{1}^{\prime}(h)=-\frac{1}{B} \int_{\Gamma_{h}} \frac{1}{x y} d x . \tag{6.17}
\end{equation*}
$$

Here the integral is convergent because of (6.16). From (6.13) and (6.14) it is not hard to obtain that

$$
\begin{equation*}
I_{3}^{\prime}(h)=-\frac{3}{B} \int_{\Gamma_{h}} \frac{y}{x} d x \tag{6.18}
\end{equation*}
$$

On the other hand, from (6.13) we have

$$
P(h)-P\left(h_{0}\right)=\frac{I_{3}(h)}{I_{1}(h)}-\frac{I_{3}\left(h_{0}\right)}{I_{1}\left(h_{0}\right)}=\frac{\xi(h)-\xi\left(h_{0}\right)}{I_{1}(h) I_{1}\left(h_{0}\right)},
$$

where

$$
\xi(h)=I_{1}\left(h_{0}\right) I_{3}(h)-I_{3}\left(h_{0}\right) I_{1}(h) .
$$

Hence

$$
\begin{equation*}
P(h)-P\left(h_{0}\right)=\frac{\xi^{\prime}(\theta)\left(h-h_{0}\right)}{I_{1}(h) I_{1}\left(h_{0}\right)} \equiv \frac{h-h_{0}}{I_{1}(h)} Q(\theta) \tag{6.19}
\end{equation*}
$$

where $\theta$ is in between $h$ and $h_{0}$, and

$$
\begin{equation*}
Q(h)=I_{3}^{\prime}(h)-P\left(h_{0}\right) I_{1}^{\prime}(h) \tag{6.20}
\end{equation*}
$$

From (6.20), (6.13), and the condition $P^{\prime}\left(h_{0}\right)=0$, we have

$$
\begin{equation*}
Q\left(h_{0}\right)=0 \tag{6.21}
\end{equation*}
$$

We consider two cases separately:
(i) $\eta=-1, B>0$ (case (III)). The direction of the vector field (6.8) on $\Gamma_{h}$ is clockwise. Substituting (6.17) and (6.18) into (6.20), we have

$$
\begin{equation*}
Q(h)=\int_{\Gamma_{h}} \frac{P\left(h_{0}\right)-3 y^{2}}{B x y} d x . \tag{6.22}
\end{equation*}
$$

Equations (6.21) and (6.22) imply

$$
\begin{equation*}
Q(h)=Q(h)-Q\left(h_{0}\right)=\int_{\Gamma_{h}} \frac{P\left(h_{0}\right)-3 y^{2}}{B x y} d x-\int_{\Gamma_{h_{0}}} \frac{P\left(h_{0}\right)-3 y^{2}}{B x y} d x . \tag{6.23}
\end{equation*}
$$

If $h>h_{0}$ then $\Gamma_{h} \subset \Omega_{h_{0}}$, where $\Omega_{h_{0}}$ is the compact region surrounded
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by $\Gamma_{h_{0}}$. From (6.23) we obtain

$$
\begin{align*}
Q(h)= & \frac{1}{B} \int_{\partial D+} \frac{P\left(h_{0}\right)-3 y^{2}}{x y} d x \\
= & \frac{1}{B}\left[\int_{\partial D_{1}^{+} \cup \partial D_{3}^{+}} \frac{P\left(h_{0}\right)-3 y^{2}}{x y} d x-\int_{\partial D_{2}^{+} \cup \partial D_{4}^{+}} \frac{P\left(h_{0}\right)-3 y^{2}}{1-x^{2}-y^{2}} d y\right] \\
= & \frac{1}{B}\left[\iint_{D_{1} \cup D_{3}} \frac{P\left(h_{0}\right)+3 y^{2}}{x y^{2}} d x d y\right. \\
& \left.\quad+\iint_{D_{2} \cup D_{4}} \frac{2 x\left(P\left(h_{0}\right)-3 y^{2}\right)}{\left(1-x^{2}-y^{2}\right)^{2}} d x d y\right]>0 \tag{6.24}
\end{align*}
$$

where $D=\bigcup_{i=1}^{4} D_{i}$ is the annular domain bounded by $\Gamma_{h}$ and $\Gamma_{h_{0}}$, and $D_{1}, D_{2}, D_{3}$, and $D_{4}$ are formed by the truncation lines $y=$ $\pm\left(P\left(h_{0}\right) / 3\right)^{1 / 2}$. We note that they are mutually disjoint and satisfy the following properties (see Figure 6.7):

$$
\begin{gathered}
\left\{(x, y) \mid x^{2}+y^{2}=1\right\} \cap D \subset D_{1} \cup D_{3} \\
\{(x, y) \mid y=0\} \cap D \subset D_{2} \cup D_{4}
\end{gathered}
$$

Because $P\left(h_{0}\right)>0$ (Lemma 6.2) and $Q\left(h_{0}\right)=0$, the lines $y=$ $\pm\left(P\left(h_{0}\right) / 3\right)^{1 / 2}$ must intersect $\Gamma_{h_{0}}$ (see (6.22)). Hence the above partition of $D$ into $D_{1}, \ldots, D_{4}$ is always possible if $0<\left|h-h_{0}\right| \ll 1$. The orientation of $\partial D^{+}$(or $\partial D_{i}^{+}$) is defined in the usual way: The region $D$
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(or $D_{i}$ ) is always on the left side if one goes along $\partial D$ (or $\partial D_{i}$ ). In (6.24) the integrand along $\partial D_{2}^{+} \cup \partial D_{4}^{+}$is transformed by using (6.8) and the integrand along every part of the truncation lines $y= \pm\left(P\left(h_{0}\right) / 3\right)^{1 / 2}$ is zero. If $h<h_{0}$, then $\Gamma_{h_{0}} \subset \Omega_{h}$. We obtain $Q(h)<0$ in the same way. Hence $Q(h)\left(h-h_{0}\right)>0$ for $0<\left|h-h_{0}\right| \ll 1$. By using (6.19), we have $P(h)-P\left(h_{0}\right)>0$ for $0<\left|h-h_{0}\right| \ll 1$ since $I_{1}(h)>0$.
(ii) $\eta=1, B<0$ (case (II)). This case is similar to case (i). We will only indicate the main differences between the two cases. The direction of the vector field (6.8) on $\Gamma_{h}$ is counterclockwise. If $h>h_{0}$ (the case $h<h_{0}$ is similar), then $\Gamma_{h_{0}} \subset \Omega_{h}$, and (6.23) gives

$$
\begin{aligned}
Q(h)= & \frac{1}{B}\left[\int_{\partial D_{1}^{+} \cup \partial D_{3}^{+}} \frac{P\left(h_{0}\right)-3 y^{2}}{x y} d x+\int_{\partial D_{2}^{+} \cup \partial D_{4}^{+}} \frac{P\left(h_{0}\right)-3 y^{2}}{-1+x^{2}-y^{2}} d y\right] \\
= & \frac{1}{B}\left[\iint_{D_{1} \cup D_{3}} \frac{P\left(h_{0}\right)+3 y^{2}}{x y^{2}} d x d y\right. \\
& \left.\quad-\iint_{D_{2} \cup D_{4}} \frac{2 x\left(P\left(h_{0}\right)-3 y^{2}\right)}{\left(-1+x^{2}-y^{2}\right)^{2}} d x d y\right]<0
\end{aligned}
$$

where $D$ is the annular domain bounded by $\Gamma_{h}$ and $\Gamma_{h_{0}}$, and $D_{1}, \ldots, D_{4}$ are formed by truncation lines $y= \pm\left(P\left(h_{0}\right) / 3\right)^{1 / 2}$. They are mutually disjoint and satisfy the following properties (see Figure 6.8):

$$
\begin{gathered}
\left\{(x, y) \mid x^{2}-y^{2}=1\right\} \cap D \subset D_{1} \cup D_{3} \\
\{(x, y) \mid y=0\} \cap D \subset D_{2} \cup D_{4} .
\end{gathered}
$$

Therefore, $P(h)-P\left(h_{0}\right)>0$ for $0<\left|h-h_{0}\right| \ll 1$ since $I_{1}(h)<0$.

Lemma 6.4. $P(h)$ is monotone in $h \in J_{i}, i=1,2,3,4$.

Proof. By (6.13), (6.17), and (6.18), we have that $P(h) \in C^{1}\left(J_{i}\right)$. Suppose there is an $h_{0} \in J_{i}$ such that $P^{\prime}\left(h_{0}\right)=0$. Lemma 6.3 implies that such an $h_{0}$ is unique. Hence $P(h)-P\left(h_{0}\right)>0$ for all $h \in J_{i}, h \neq h_{0}$. Therefore, by using Lemma 6.3 and the first part of Lemma 6.2 we obtain that $P(h)>P\left(h_{0}\right)>0$ for $h \in J_{i}, h \neq h_{0}$. This implies

$$
\lim _{h \rightarrow h_{i}^{*}} P(h) \geq P\left(h_{0}\right)>0,
$$

which contradicts the second part of Lemma 6.2, and the desired result follows.

Remark 6.5. Instead of equation (6.8), we consider

$$
\left\{\begin{array}{l}
\dot{x}=B x y,  \tag{6.25}\\
\dot{y}=-\eta+\eta x^{2}-y^{2},
\end{array}\right.
$$

where $B \neq 0, \eta= \pm 1, \eta B<0$. It is easy to see that equation (6.25) has an equilibrium $P^{*}(1,0)$, and trace $\left(A\left(P^{*}\right)\right)=0, \operatorname{det}\left(A\left(P^{*}\right)\right)=$ $-2 B \eta>0$, where $A\left(P^{*}\right)$ is the matrix of the linear part of (6.25) at point $P^{*}$. On the other hand, equations (6.25) are symmetric with respect to the $x$-axis. Hence, $P^{*}$ is a center. Using (6.9) and (6.10) we obtain Figure 6.6.

Remark 6.6. In order to give the equation of the heteroclinic bifurcation curve $S$ in case (III), we need the value $P(0, B)$ for $B>0$. In this case

$$
\begin{aligned}
P(0, B) & =\frac{\int_{\Gamma_{0}} x^{q} y^{3} d x}{\int_{\Gamma_{0}} x^{q} y d x}=\frac{\int_{0}^{1} x^{q}\left(1-x^{2}\right)^{3 / 2} d x}{\int_{0}^{1} x^{q}\left(1-x^{2}\right)^{1 / 2} d x} \\
& =\frac{\int_{0}^{1} u^{(q-1) / 2}(1-u)^{3 / 2} d u}{\int_{0}^{1} u^{(q-1) / 2}(1-u)^{1 / 2} d u}=\frac{B\left(\frac{q+1}{2}, \frac{5}{2}\right)}{B\left(\frac{q+1}{2}, \frac{3}{2}\right)},
\end{aligned}
$$

where $B(\alpha, \beta)$ is the usual beta function. By using the properties:

$$
B(\alpha, \beta)=\frac{\Gamma(\alpha) \Gamma(\beta)}{\Gamma(\alpha+\beta)}
$$

and $\Gamma(a)=(a-1) \Gamma(a-1)$, we obtain

$$
P(0, B)=\frac{3}{q+4}=\frac{3 B}{3 B+2}
$$

Noting

$$
\alpha=-\frac{1}{3} P(h, B) \quad \text { and } \quad \frac{\epsilon_{2}}{\epsilon_{1}}=-\frac{\eta}{\alpha}
$$

we obtain

$$
\begin{equation*}
\frac{\epsilon_{1}}{\epsilon_{2}}=-\frac{\alpha}{\eta}=\frac{P(h, B)}{3 \eta}+O(\delta) \tag{6.26}
\end{equation*}
$$

In our case $\eta=-1, h=0$, and $\delta \sim\left|\epsilon_{2}\right|^{1 / 2}$ as $\epsilon_{2} \rightarrow 0$. Hence, the equation of the curve $S$ is given by

$$
\epsilon_{1}=-\frac{B}{3 B+2} \epsilon_{2}+O\left(\left|\epsilon_{2}\right|^{3 / 2}\right)
$$

The equation of the curve $\bar{S}$ in case (II) is easily determined by using (6.26), where $\eta=1, h=H(\xi, 0)$ (for the definition of $H(x, y)$, see (6.9) and (6.10)), $\xi=\beta /\left|\epsilon_{2}\right|^{1 / 2}>1$, and $\delta \sim\left|\epsilon_{2}\right|^{1 / 2}$ as $\epsilon_{2} \rightarrow 0$.

Remark 6.7. We now show why we can consider equation (6.3) instead of equation (6.2). In fact, if (6.2) has no periodic orbits, then its qualitative behavior does not depend on the third-order terms. Thus, we only need to consider (6.2) for $\epsilon_{2}<0$ in case (II), and for $\epsilon_{2}>0$ in case (III). In these cases, we can make the same scaling for (6.2) as for (6.3), and obtain the same Hamiltonian system (6.8) if $\delta=0$. The
bifurcation function, similarly to (6.12), is

$$
\begin{aligned}
\left.\Phi\right|_{\delta=0}= & \int_{\Gamma_{h}} x^{q}\left(\alpha x+d_{1} x^{3}+d_{2} x y^{2}\right) d y-x^{q}\left(d_{3} x^{2} y+d_{4} y^{3}\right) d x \\
= & -(q+1) \alpha I_{1}(h)-\left(\frac{q+1}{3} d_{2}+d_{4}\right) I_{3}(h) \\
& -\left[(q+3) d_{1}+d_{3}\right] \int_{\Gamma_{h}} x^{q+2} y d x,
\end{aligned}
$$

where $I_{1}(h)$ and $I_{3}(h)$ are the same as in (6.13).
Along $\Gamma_{h}$ we have

$$
x^{q}\left(-\eta+\eta x^{2}-y^{2}\right) d x-x^{q} B x y d y=0 .
$$

Hence

$$
\begin{aligned}
\eta \int_{\Gamma_{h}} x^{q+2} y d x & =\int_{\Gamma_{h}} x^{q}\left(\eta+y^{2}\right) y d x+B \int_{\Gamma_{h}} x^{q+1} y^{2} d y \\
& =\eta I_{1}+\left(1-\frac{q+1}{3} B\right) I_{3}=\eta I_{1}+\frac{1}{3} I_{3} .
\end{aligned}
$$

Thus,

$$
\left.\Phi\right|_{\delta=0}=-(q+1) \alpha I_{1}+K_{3} I_{3}+K_{1} I_{1}
$$

where

$$
\begin{aligned}
K_{3} & =-\frac{1}{3}\left[\eta(q+3) d_{1}+(q+1) d_{2}+\eta d_{3}+3 d_{4}\right], \\
K_{1} & =-\left[(q+3) d_{1}+d_{3}\right] .
\end{aligned}
$$

This means that as long as $K_{3} \neq 0$ we can choose any values for $d_{1}, d_{2}$, $d_{3}$, and $d_{4}$ without changing the existence and uniqueness of periodic orbits of system (6.2). For system (6.3), $d_{1}=d_{3}=d_{4}=0, d_{2}=1$, and
hence

$$
K_{3}=-\frac{1}{3}(q+1)=-\frac{2}{3 B} \neq 0 .
$$

### 4.7 Two Purely Imaginary Pairs of Eigenvalues

As we mentioned at the beginning of Section 4.6, in this case the truncated normal form equation is

$$
\left\{\begin{array}{l}
\dot{x}=x\left(\epsilon_{1}+p_{1} x^{2}+p_{2} y^{2}+\bar{q}_{1} x^{4}+\bar{q}_{2} x^{2} y^{2}+\bar{q}_{3} y^{4}\right),  \tag{7.1}\\
\dot{y}=y\left(\epsilon_{2}+p_{3} x^{2}+p_{4} y^{2}+\bar{q}_{4} x^{4}+\bar{q}_{5} x^{2} y^{2}+\bar{q}_{6} y^{4}\right),
\end{array}\right.
$$

where $x \geq 0, y \geq 0, p_{i}, \bar{q}_{j} \in \mathbb{R}^{1}, i=1,2,3,4, j=1,2, \ldots, 6$, and $\epsilon_{1}$ and $\epsilon_{2}$ are small parameters.

By changing $\left(x^{2}, y^{2}\right) \rightarrow(x, y)$ and $t \rightarrow \frac{1}{2} t$, equation (7.1) becomes

$$
\left\{\begin{array}{l}
\dot{x}=x\left(\epsilon_{1}+p_{1} x+p_{2} y+\bar{q}_{1} x^{2}+\bar{q}_{2} x y+\bar{q}_{3} y^{2}\right),  \tag{7.2}\\
\dot{y}=y\left(\epsilon_{2}+p_{3} x+p_{4} y+\bar{q}_{4} x^{2}+\bar{q}_{5} x y+\bar{q}_{6} y^{2}\right) .
\end{array}\right.
$$

We suppose that

$$
p_{i} \neq 0 \quad(i=1,2,3,4) \quad \text { and } \quad\left|\begin{array}{ll}
p_{1} & p_{2}  \tag{7.3}\\
p_{3} & p_{4}
\end{array}\right| \neq 0 .
$$

Let

$$
\begin{equation*}
x \rightarrow \frac{x}{\left|p_{1}\right|}, \quad y \rightarrow \frac{y}{\left|p_{2}\right|}, \quad t \rightarrow-\left(\operatorname{sgn} p_{2}\right) t . \tag{7.4}
\end{equation*}
$$

Then (7.2) takes the form

$$
\left\{\begin{array}{l}
\dot{x}=x\left(\mu_{1}+\eta x-y+q_{1} x^{2}+q_{2} x y+q_{3} y^{2}\right),  \tag{7.5}\\
\dot{y}=y\left(\mu_{2}-\frac{\alpha+1}{\beta} \eta x+\frac{\alpha}{\beta+1} y+q_{4} x^{2}+q_{5} x y+q_{6} y^{2}\right),
\end{array}\right.
$$
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where $\eta=1$ if $p_{1} p_{2}<0$ and $\eta=-1$ if $p_{1} p_{2}>0$,

$$
\frac{\alpha+1}{\beta}=-\frac{p_{3}}{p_{1}}, \quad \frac{\alpha}{\beta+1}=-\frac{p_{4}}{p_{2}},
$$

and condition (7.3) becomes

$$
\begin{equation*}
\alpha \beta(\alpha+1)(\beta+1)(\alpha+\beta+1) \neq 0 . \tag{7.6}
\end{equation*}
$$

We only need to consider the case $\alpha \leq \beta$. Otherwise, let $(x, y) \rightarrow$ ( $y, x$ ). Then by using the following change of variables: $x=\mid(\beta+1) /$ $\alpha|\bar{x}, y=|\beta /(\alpha+1)| \bar{y}$, and $t=\eta(\operatorname{sgn}(\beta /(\alpha+1))) \bar{t}, \alpha$ and $\beta$ in equation (7.5) are interchanged $\left(\bar{\mu}_{1}=\mu_{2}(\operatorname{sgn}(\beta /(\alpha+1))) \eta, \bar{\mu}_{2}=\right.$ $\mu_{1}(\operatorname{sgn}(\beta /(\alpha+1))) \eta, \bar{\eta}=\eta(\operatorname{sgn}(\beta(\beta+1) / \alpha(\alpha+1)))$.

The half plane $\alpha \leq \beta$ is divided into eight regions ( $a, b, \ldots, h$ ) by five lines: $\alpha=0, \beta=0, \alpha+1=0, \beta+1=0$, and $\alpha+\beta+1=0$ (see Figure 7.1).

We denote (7.5) with $(\alpha, \beta) \in$ region $a$ and $\eta=1(\eta=-1)$ by $a_{+}\left(a_{-}\right)$. The notations $b_{ \pm}, \ldots, h_{ \pm}$have the same meanings.

Although the total number of $a_{+}, a_{-}, \ldots, h_{+}, h_{-}$is sixteen, the total number of unfoldings for system (7.5) with different behavior is thirteen. In fact, we will show that $b_{-} \sim f_{-}, c_{-} \sim g_{-}$, and $d_{-} \sim h_{-}$.

In order to state the main theorem, we need the following definition.

Definition 7.1. Equation (7.5) is called nondegenerate if
(1) $\alpha \beta(\alpha+1)(\beta+1)(\alpha+\beta+1) \neq 0$;
(2) $\tilde{\tilde{q}}_{6} \neq 0$ for cases $a_{-}, d_{+}$, and $h_{+}$,
where

$$
\begin{align*}
\tilde{\tilde{q}}_{6}= & \frac{\alpha \beta^{2}}{(\alpha+1)(\beta+1)(\beta+2)}\left(\frac{\alpha+2}{\beta} q_{1}+q_{4}\right) \\
& +\frac{\eta \alpha \beta}{(\alpha+1)(\beta+2)}\left(\frac{\alpha+1}{\beta+1} q_{2}+q_{5}\right) \\
& +\left(\frac{\alpha}{\beta+2} q_{3}+q_{6}\right) . \tag{7.7}
\end{align*}
$$

In Lemma 7.10 we will show that if (7.5) is nondegenerate, then instead of (7.5), we only need to consider equation

$$
\left\{\begin{array}{l}
\dot{x}=x\left(\mu_{1}+\eta x-y\right),  \tag{7.8}\\
\dot{y}=y\left(\mu_{2}-\frac{\alpha+1}{\beta} \eta x+\frac{\alpha}{\beta+1} y+\nu g\left(\mu_{1}+\eta x, y\right)\right),
\end{array}\right.
$$

where $\nu=\operatorname{sgn} \tilde{\tilde{q}}_{6}$ for cases $a_{-}, d_{+}$, and $h_{+}, \nu=0$ for other cases, and

$$
\begin{equation*}
g(x, y)=\frac{x^{2}}{\beta}-\frac{2 x y}{\beta+1}+\frac{y^{2}}{\beta+2} . \tag{7.9}
\end{equation*}
$$

Theorem 7.2. (1) For different values of $\alpha, \beta(\alpha \leq \beta)$ and $\eta= \pm 1$, the nondegenerate system (7.5) has thirteen different types of bifurcation. The bifurcation diagrams and phase portraits are shown in Figures 7.2-7.14, respectively.
(2) In every case, except $a_{-}, d_{+}$and $h_{+}$, the bifurcation diagram consists of

$$
\begin{equation*}
\Phi=K^{+} \cup K^{-} \cup L^{+} \cup L^{-} \cup M \cup N \cup\{0\}, \tag{7.10}
\end{equation*}
$$

where

$$
\begin{aligned}
& K^{+}: \mu_{1}=0, \quad \mu_{2}>0, \\
& K^{-}: \mu_{1}=0, \quad \mu_{2}<0, \\
& L^{+}: \mu_{2}=0, \quad \mu_{1}>0, \\
& L^{-}: \mu_{2}=0, \quad \mu_{1}<0, \\
& M: \mu_{2}=-\frac{\alpha}{\beta+1} \mu_{1}+O\left(\mu_{1}^{2}\right), \quad \mu_{1}>0, \\
& N: \mu_{2}=-\frac{\alpha}{\beta} \mu_{1}+O\left(\mu_{1}^{2}\right), \quad \mu_{1}>0 \\
& \\
& \quad \text { for } \eta=-1 \text { and } \mu_{1}<0 \text { for } \eta=1 .
\end{aligned}
$$

Along curves $K^{ \pm}, L^{ \pm}, M, N$, saddle-node bifurcations occur. In these cases, system (7.5) has no limit cycle.
(3) In case $a_{-}$, the bifurcation diagram consists of

$$
H \cup H L \cup \Phi \quad(\operatorname{see}(7.10))
$$

where

$$
H: \mu_{2}=-\frac{\alpha}{\beta} \mu_{1}+O\left(\mu_{1}^{3}\right), \quad \mu_{1}>0
$$

$H L: \mu_{2}=-\frac{\alpha}{\beta} \mu_{1}-\frac{\nu(\beta+1)}{\beta^{2}(\alpha+\beta+1)(\alpha+\beta+2)} \mu_{1}^{2}+O\left(\mu_{1}^{3}\right)$,

$$
\mu_{1}>0
$$

Along the curve $H$, Hopf bifurcation occurs. When $\left(\mu_{1}, \mu_{2}\right)$ is between curves $H$ and $H L$, (7.5) has a unique limit cycle which forms a heteroclinic loop if $\left(\mu_{1}, \mu_{2}\right) \in H L$.
(4) In cases $d_{+}$and $h_{+}$, the bifurcation diagram consists of $\Phi \cup H$, where

$$
\begin{array}{ll}
H: \mu_{2}=-\frac{\alpha}{\beta} \mu_{1}+O\left(\mu_{1}^{3}\right), & \mu_{1}>0 \text { for case } h_{+} \\
& \text {and } \mu_{1}<0 \text { for case } d_{+}
\end{array}
$$

Along curve $H$, Hopf bifurcation occurs. If we localize equation (7.5) by restricting $0<x<\epsilon$ and $\left|\mu_{1}\right|+\left|\mu_{2}\right|<-\epsilon \xi \alpha /(\alpha+\beta+1), \epsilon>0$, then there exists a curve $S$,

$$
S: \mu_{2}=-\frac{\alpha}{\beta} \mu_{1}-\nu \phi\left(\epsilon, \mu_{1}\right) \mu_{1}^{2}+O\left(\left|\mu_{1}\right|^{3}\right)
$$

where $\mu_{1}>0$ in case $h_{+}$and $\mu_{1}<0$ in case $d_{+}$,

$$
\phi\left(\epsilon, \mu_{1}\right)=\frac{\iint_{\Omega_{\epsilon, \mu_{1}}} x^{\alpha-1} y^{\beta-1}(\xi+x-y)^{2} d x d y}{\beta \iint_{\Omega_{c, \mu_{1}}} x^{\alpha-1} y^{\beta-1} d x d y}
$$

$\Omega_{\epsilon, \mu_{1}}$ is the region bounded by the closed curve

$$
x^{\alpha} y^{\beta}\left(\frac{\xi+x}{\beta}-\frac{y}{\beta+1}\right)=\frac{\left(\frac{\epsilon}{\left|\mu_{1}\right|}\right)^{\alpha}\left(\xi+\frac{\epsilon}{\left|\mu_{1}\right|}\right)^{\beta+1}}{\beta(\beta+1)}
$$

$\xi=1$ in case $h_{+}$and $\xi=-1$ in case $d_{+}$, and $\epsilon /\left|\mu_{1}\right|>-\xi \alpha /(\alpha+\beta+$ 1) $>0$. When $\left(\mu_{1}, \mu_{2}\right)$ is between curves $H$ and $S$, (7.5) has a unique limit cycle which is located entirely in the strip $0<x<\epsilon$ and touches the line $x=\epsilon$ if $\left(\mu_{1}, \mu_{2}\right) \in S$.


Figure 7.2. The unfoldings for case $a_{-}$.


Figure 7.3. The unfoldings for cases $b_{-}$and $f_{-}$.


Figure 7.4. The unfoldings for cases $c_{-}$and $g_{-}$.


Figure 7.5. The unfoldings for cases $d_{-}$and $h_{-}$.


Figure 7.6. The unfoldings for case $e_{-}$.


Figure 7.7. The unfoldings for case $a_{+}$.


Figure 7.8. The unfoldings for case $b_{+}$.





Figure 7.13. The unfoldings for case $g_{+}$.


Figure 7.14. The unfoldings for case $h_{+}$.

Proof. We divide the proof into four steps.

Step 1. The phase portraits for $\mu_{1}=\mu_{2}=0$ We consider first the equation

$$
\left\{\begin{array}{l}
\dot{x}=x\left(\mu_{1}+\eta x-y\right),  \tag{7.11}\\
\dot{y}=y\left(\mu_{2}-\frac{\alpha+1}{\beta} \eta x+\frac{\alpha}{\beta+1} y\right),
\end{array}\right.
$$

where $x \geq 0, y \geq 0, \eta= \pm 1, \alpha \leq \beta$, and $\alpha \beta(\alpha+1)(\beta+1)(\alpha+\beta+$ 1) $\neq 0$.

Let

$$
x=r \cos \theta, \quad y=r \sin \theta, \quad d t \rightarrow \frac{d t}{r}
$$

where $r>0$ and $0 \leq \theta \leq \pi / 2$. Equation (7.11) with $\mu_{1}=\mu_{2}=0$ becomes

$$
\left\{\begin{array}{l}
\dot{r}=r\left(\eta \cos ^{3} \theta-\cos ^{2} \theta \sin \theta-\frac{\alpha+1}{\beta} \eta \cos \theta \sin ^{2} \theta+\frac{\alpha}{\beta+1} \sin ^{3} \theta\right),  \tag{7.12}\\
\dot{\theta}=(\alpha+\beta+1) \cos \theta \sin \theta\left(-\frac{\eta}{\beta} \cos \theta+\frac{1}{\beta+1} \sin \theta\right) .
\end{array}\right.
$$

Equation (7.12) has the following equilibria whose linear parts are given by the following matrices:

$$
\begin{cases}(0,0), & {\left[\begin{array}{cc}
\eta & 0 \\
0 & -\frac{\alpha+\beta+1}{\beta} \eta
\end{array}\right]} \\
(0, \bar{\theta}), & \left(1+\left(\frac{\beta}{\beta+1}\right)^{2}\right) \sin ^{3} \bar{\theta}\left[\begin{array}{cc}
-\frac{1}{\beta+1} & 0 \\
0 & \frac{\alpha+\beta+1}{\beta+1}
\end{array}\right]  \tag{7.13}\\
\left(0, \frac{\pi}{2}\right), & {\left[\begin{array}{cc}
\frac{\alpha}{\beta+1} & 0 \\
0 & -\frac{\alpha+\beta+1}{\beta+1}
\end{array}\right]}\end{cases}
$$

The equilibria $(0,0)$ and $(0, \pi / 2)$ always exist, but the equilibrium $(0, \bar{\theta})$ exists only if $(\beta+1) \eta / \beta>0$. We note that under this condition $0<\overline{\boldsymbol{\theta}}<\pi / 2$.

From (7.13) we can obtain the phase portraits of (7.12) and (7.11) ( $\mu_{1}=\mu_{2}=0$ ) in the $r \theta$-plane $(r \geq 0,0 \leq \theta \leq \pi / 2)$ and in the $x y$-plane $(x \geq 0, y \geq 0)$ for every case of $a_{ \pm}, \ldots, h_{ \pm}$; see Figure 7.15 and Figure 7.16.

It is not difficult to see that the phase portraits of (7.5) for the case $\mu_{1}=\mu_{2}=0$ are the same as for (7.11).

Step 2. The phase portraits for $\mu_{1}^{2}+\mu_{2}^{2} \neq 0$ In a small neighborhood of $x=y=0$ in the phase space, (7.11) has the following equilibria and their linear parts:
where

$$
\left\{\begin{array}{l}
x_{4}=\frac{\beta(\beta+1) \eta}{\alpha+\beta+1}\left(\frac{\alpha}{\beta+1} \mu_{1}+\mu_{2}\right)  \tag{7.15}\\
y_{4}=\frac{\beta(\beta+1)}{\alpha+\beta+1}\left(\frac{\alpha+1}{\beta} \mu_{1}+\mu_{2}\right)
\end{array}\right.
$$

From (7.14) and (7.15) it is not difficult to obtain the following properties for equation (7.11):
(1) $p_{2}\left(p_{3}\right)$ appears or disappears when $\left(\mu_{1}, \mu_{2}\right)$ moves across the curves $L^{ \pm}\left(K^{ \pm}\right)$, and $p_{2}\left(p_{3}\right)$ merges into $p_{1}(0,0)$ when $\left(\mu_{1}, \mu_{2}\right) \in$


Figure 7.15. The phase portraits near $x=y=0$ for the case $\mu_{1}=\mu_{2}=0$ and $\eta=1$.


Figure 7.16. The phase portraits near $x=y=0$ for the case $\mu_{1}=\mu_{2}=0$ and $\eta=-1$.
$L^{ \pm}\left(K^{ \pm}\right) . p_{2}\left(p_{3}\right)$ changes from a saddle point to a node when ( $\mu_{1}, \mu_{2}$ ) moves across the curve $M(N)$, and $p_{4}$ merges into $p_{2}\left(p_{3}\right)$ when $\left(\mu_{1}, \mu_{2}\right) \in M(N)$.
(2) $p_{4}$ exists if and only if one of the following conditions is satisfied: (i) ( $\mu_{1}, \mu_{2}$ ) is between the curves $M$ and $N\left(\mu_{1}>0\right)$ for the case $\eta=-1$ (i.e., cases $a_{-}, b_{-}, \ldots, h_{-}$).
(ii) $\left(\mu_{1}, \mu_{2}\right)$ is above the curves $M$ and $N$ for the cases $a_{+}, b_{+}, c_{+}, f_{+}$, and $g_{+}$.
(iii) $\left(\mu_{1}, \mu_{2}\right)$ is below the curves $M$ and $N$ for the cases $d_{+}, e_{+}$, and $g_{+}$. Moreover, the property of equilibrium $p_{4}$ is determined by

$$
\left\{\begin{array}{l}
\operatorname{det}\left(A\left(p_{4}\right)\right)=-\eta \frac{\alpha+\beta+1}{\beta(\beta+1)} x_{4} y_{4},  \tag{7.16}\\
\operatorname{trace}\left(A\left(p_{4}\right)\right)=\alpha \mu_{1}+\beta \mu_{2} .
\end{array}\right.
$$

If $p_{4}$ is a focus keeping its stability when ( $\mu_{1}, \mu_{2}$ ) varies in some subset of a small neighborhood of ( 0,0 ), then in a small neighborhood of $(x, y)=(0,0)$ the qualitative behavior of (7.5) is the same as that of (7.11) (see Bautin [2]).

Suppose now that $p_{4}$ is a focus. The condition

$$
\begin{equation*}
\operatorname{det}\left(A\left(p_{4}\right)\right)>0 \text { and } \operatorname{trace}\left(A\left(p_{4}\right)\right)=0 \tag{7.17}
\end{equation*}
$$

gives a possibility for Hopf bifurcation. Equations (7.16) and (7.17) give $\mu_{2}=-(\alpha / \beta) \mu_{1}$ and

$$
\begin{equation*}
\frac{\alpha}{\beta}(\alpha+\beta+1)>0 . \tag{7.18}
\end{equation*}
$$

Noting $\alpha \leq \beta, x_{4}>0$, we obtain only the following three cases which satisfy (7.18):
(1) $\alpha>0, \beta>0, \eta=-1$, and $\mu_{1}>0$ (i.e., $a_{-}$with $\mu_{1}>0$ );
(2) $\beta<0,-1<\alpha+\beta<0, \eta=1$, and $\mu_{1}>0$ (i.e., $h_{+}$with $\mu_{1}>0$ );
(3) $\beta>0, \alpha+\beta<-1, \eta=1$, and $\mu_{1}<0$ (i.e., $d_{+}$with $\mu_{1}<0$ ).
$p_{1}, p_{2}$, and $p_{3}$ are always on the invariant lines $x=0$ and $y=0$. Hence, if (7.5) has a limit cycle, then it surrounds $p_{4}$. In every case except $a_{-}, h_{+}$, and $d_{+}, p_{4}$ is a saddle point or a node which arises from
a saddle-node bifurcation, keeps its stability, and moves into another saddle-node. This means that (7.5) has no periodic orbits for every case except $a_{-}, d_{+}$, and $h_{+}$. Thus, the bifurcation diagrams and phase portraits for (7.5) (also for (7.11)) with $\mu_{1}^{2}+\mu_{2}^{2} \neq 0$ in these cases are determined completely by the signs of $(\beta+1) / \alpha,(\alpha+1) / \beta$, and $(\alpha+\beta+1) /(\beta(\beta+1))$ (see (7.14), (7.15), and (7.16)). Hence, the behaviors of $b_{-}$and $f_{-}$are the same, and there is a similar situation for $c_{-}$and $g_{-}, d_{-}$and $h_{-}, b_{+}$and $f_{+}$, and $c_{+}$and $g_{+}$. On the other hand, as we discussed in Step 1, the phase portraits of (7.5) with $\mu_{1}=\mu_{2}=0$ are topologically equivalent for cases $b_{-}, c_{-}, d_{-}, f_{-}, g_{-}$, and $h_{-}$, but are different for cases $b_{+}$and $f_{+}$, and for $c_{+}$and $g_{+}$(see Figure 7.15 and Figure 7.16). Therefore, the total number of partitions of the half plane $\alpha \leq \beta$ for (7.5) with different dynamical behavior is thirteen (see Figures 7.2-7.14).

Step 3. The uniqueness of periodic orbits of (7.5) for cases $a_{-}, d_{+}$, and $h_{+}$Instead of equation (7.5), we consider equation (7.8) in three cases: $a_{-}$with $\mu_{1}>0, d_{+}$with $\mu_{1}<0$, and $h_{+}$with $\mu_{1}>0$ (we will give the reason in Step 4). Let
$\mu_{1}=\xi \delta, \quad \mu_{2}=-\xi \frac{\alpha}{\beta} \delta-\sigma \delta^{2}, \quad x \rightarrow \delta x$,

$$
\begin{equation*}
y \rightarrow \delta y, \quad d t \rightarrow \frac{x^{\alpha-1} y^{\beta-1}}{\delta} d t \tag{7.19}
\end{equation*}
$$

where $\delta>0, \delta$ and $\sigma$ are new parameters, $\xi=1$ for cases $a_{-}$and $h_{+}$, and $\xi=-1$ for case $d_{+}$.

Equation (7.8) is transformed into

$$
\left\{\begin{align*}
& \dot{x}=x^{\alpha} y^{\beta-1}(\xi+\eta x-y)  \tag{7.20}\\
& \dot{y}=x^{\alpha-1} y^{\beta} {\left[-\xi \frac{\alpha}{\beta}-\frac{\alpha+1}{\beta} \eta x+\frac{\alpha}{\beta+1} y\right.} \\
&+\delta(-\sigma+g(\xi+\eta x, y))]
\end{align*}\right.
$$

where $\xi=1, \eta=-1$ for $a_{-}, \xi=-1, \eta=1$ for $d_{+}$, and $\xi=1, \eta=1$ for $h_{+}$.

When $\delta=0$, (7.20) becomes a Hamiltonian system

$$
\left\{\begin{array}{l}
\dot{x}=x^{\alpha} y^{\beta-1}(\xi+\eta x-y)  \tag{7.21}\\
\dot{y}=x^{\alpha-1} y^{\beta}\left(-\xi \frac{\alpha}{\beta}-\frac{\alpha+1}{\beta} \eta x+\frac{\alpha}{\beta+1} y\right)
\end{array}\right.
$$

with a first integral

$$
\begin{equation*}
H(x, y)=x^{\alpha} y^{\beta}\left(\frac{\xi+\eta x}{\beta}-\frac{y}{\beta+1}\right) . \tag{7.22}
\end{equation*}
$$

The closed curves $\{H=h\}$ are shown in Figure 7.17. The values of $h$ that correspond to the closed level curves are

$$
\begin{cases}0<h<h_{1}^{*} & \text { for cases } a_{-} \text {and } d_{+}  \tag{7.23}\\ h_{2}^{*}<h<0 & \text { for case } h_{+}\end{cases}
$$

where $H=h_{i}^{*}$ corresponds to the equilibrium $\left(x_{4}, y_{4}\right)$, and $H=0$ corresponds to three straight lines (they form three heteroclinic orbits in case $a_{-}$).

$\eta=-1, \xi=1, \alpha>0, \beta>0$

case( ${ }^{(1)}+$
$\eta=1, \xi=1,-1<\alpha+\beta<0$

case (d)
$\eta=1, \xi=-1, \alpha+\beta<-1$

Figure 7.17. The closed level curves of equation (7.21).

Similarly to Section 4.6, for the study of periodic orbits of (7.8), we use the bifurcation function $\Phi(\sigma, \delta, h, \alpha, \beta)$ which for $\delta=0$ is given by

$$
\begin{equation*}
\left.\Phi\right|_{\delta=0}=\int_{\Gamma_{h}} x^{\alpha-1} y^{\beta}(-\sigma+\nu g(\xi+\eta x, y)) d x \tag{7.24}
\end{equation*}
$$

where $\Gamma_{h}$ is the level curve of $H=h$. The orientation of $\Gamma_{h}$ is defined by the direction of the vector field (7.21). We note that

$$
\left.\Phi\right|_{\delta=0}=0 \quad \text { is equivalent to } \quad \sigma=\nu P(h)
$$

where

$$
\begin{gather*}
P(h)=\frac{I_{2}(h)}{I_{1}(h)} \\
I_{1}(h)=\int_{\Gamma_{h}} x^{\alpha-1} y^{\beta} d x, \quad I_{2}(h)=\int_{\Gamma_{h}} x^{\alpha-1} y^{\beta} g(\xi+\eta x, y) d x \tag{7.25}
\end{gather*}
$$

To prove the uniqueness of periodic orbits of (7.8), we only need to show that $P^{\prime}(h) \neq 0$ for $h$ satisfying (7.23).

From (7.22) we have that along $\Gamma_{h}$

$$
\frac{\partial y}{\partial h}=\frac{1}{x^{\alpha} y^{\beta-1}(\xi+\eta x-y)}
$$

Hence

$$
\begin{gather*}
I_{1}^{\prime}(h)=\beta \int_{\Gamma_{h}} \frac{1}{x(\xi+\eta x-y)} d x  \tag{7.26}\\
I_{2}^{\prime}(h)=\int_{\Gamma_{h}} \frac{\xi+\eta x-y}{x} d x . \tag{7.27}
\end{gather*}
$$

We define

$$
\begin{equation*}
G(h)=\beta P(h) \tag{7.28}
\end{equation*}
$$

Theorem 7.3. $G^{\prime}(h) \neq 0$ for $h$ satisfying (7.23).
From (7.28), (7.25), (7.26), and (7.27), it is easy to see that $G^{\prime}(h) \neq 0$ is equivalent to

$$
\begin{equation*}
I_{2}^{\prime}(h)-P(h) I_{1}^{\prime}(h)=\int_{\Gamma_{h}} \frac{(\xi+\eta x-y)^{2}-G(h)}{x(\xi+\eta x-y)} d x \neq 0 \tag{7.29}
\end{equation*}
$$

Let $z=\xi+\eta x-y$ and $z_{i}=z_{i}(x)=\xi+\eta x-y_{i}(x)(i=1,2)$, where $\left\{y=y_{i}(x)\right\}$ are branches of $\Gamma_{h}$ lying below and above the line $z=0$, whence $z_{1}(x)>0>z_{2}(x)$ for $x_{1}<x<x_{2} . x_{1}$ and $x_{2}$ are $x$-components of the intersection of the line $z=0$ with $\Gamma_{h}$. Thus, to show (7.29), we only need to prove that

$$
\begin{equation*}
\int_{x_{1}}^{x_{2}}\left[z_{1}-z_{2}-G(h)\left(\frac{1}{z_{1}}-\frac{1}{z_{2}}\right)\right] \frac{d x}{x}>0 \tag{7.30}
\end{equation*}
$$

The following lemmas of Żoładek [2] are needed.

Lemma 7.4. If Theorem 7.3 holds for $\beta \geq 1$, then in the other cases it is also true.

Lemma 7.5. Let $x_{0} \in\left(x_{1}, x_{2}\right)$ be such a point that the function $\left(z_{1} z_{2}\right)(x)<0$ takes its minimal value at $x_{0}$. Then there exist $\gamma>0$ and $x_{5}>x_{0}$ such that

$$
\begin{align*}
& z_{1}(x) \geq a_{1}\left[\left(x_{5}^{\gamma}-x_{1}^{\gamma}\right)^{2}-\left(x_{5}^{\gamma}-x^{\gamma}\right)^{2}\right]^{1 / 2}=a_{1} u(x)  \tag{7.31}\\
& z_{2}(x) \leq a_{2} u(x)
\end{align*}
$$

for $x_{1} \leq x \leq x_{0}$, where $a_{i}=z_{i}\left(x_{0}\right) / u\left(x_{0}\right), i=1,2$.

Lemma 7.6. There exist $\delta>0$ and $x_{6}>x_{2}$ such that

$$
\begin{align*}
& z_{1}(x) \geq \tilde{a}_{1}\left[\left(x_{6}^{\delta}-x^{\delta}\right)^{2}-\left(x_{6}^{\delta}-x_{2}^{\delta}\right)^{2}\right]^{1 / 2}=\tilde{a}_{1} w(x)  \tag{7.32}\\
& z_{2}(x) \leq \tilde{a}_{2} w(x)
\end{align*}
$$

for $x_{0}<x<x_{2}$, where $\tilde{a}_{i}=z_{i}\left(x_{0}\right) / w\left(x_{0}\right), i=1,2$.

Lemma 7.7. We have the inequality

$$
\begin{equation*}
0<-\frac{G(h)}{\left(z_{1} z_{2}\right)\left(x_{0}\right)} \leq \frac{1}{3} \tag{7.33}
\end{equation*}
$$

for $h$ satisfying (7.23) and $\beta \geq 1$.

Lemma 7.8. We have the inequality

$$
\begin{equation*}
\int_{x_{1}}^{x_{0}}\left[u(x)-\frac{u^{2}\left(x_{0}\right)}{3 u(x)}\right] \frac{d x}{x}>0 . \tag{7.34}
\end{equation*}
$$

Lemma 7.9. We have the inequality

$$
\begin{equation*}
\int_{x_{0}}^{x_{2}}\left[w(x)-\frac{w^{2}\left(x_{0}\right)}{3 w(x)}\right] \frac{d x}{x}>0 \tag{7.35}
\end{equation*}
$$

Proof of Theorem 7.3. By (7.31), (7.33), and (7.34) we have

$$
\begin{aligned}
\int_{x_{1}}^{x_{0}} & {\left[z_{1}-z_{2}-G(h)\left(\frac{1}{z_{1}}-\frac{1}{z_{2}}\right)\right] \frac{d x}{x} } \\
& \geq \int_{x_{1}}^{x_{0}}\left[\left(a_{1}-a_{2}\right) u(x)-G(h)\left(\frac{1}{a_{1}}-\frac{1}{a_{2}}\right) \frac{1}{u(x)}\right] \frac{d x}{x} \\
& =\left(a_{1}-a_{2}\right) \int_{x_{1}}^{x_{0}}\left[u(x)+\frac{G(h) u^{2}\left(x_{0}\right)}{\left(z_{1} z_{2}\right)\left(x_{0}\right) u(x)}\right] \frac{d x}{x} \\
& \geq\left(a_{1}-a_{2}\right) \int_{x_{1}}^{x_{0}}\left[u(x)-\frac{u^{2}\left(x_{0}\right)}{3 u(x)}\right] \frac{d x}{x}>0
\end{aligned}
$$

Similarly, by (7.32), (7.33), and (7.35) we have

$$
\int_{x_{0}}^{x_{2}}\left[z_{1}-z_{2}-G(h)\left(\frac{1}{z_{1}}-\frac{1}{z_{2}}\right)\right] \frac{d x}{x}>0 .
$$

This gives (7.30), and Theorem 7.3 is proved.

Step 4. Reasons for using equation (7.8) instead of equation (7.5) Let us consider equation (7.5). For cases $a_{-}, d_{+}$, and $h_{+}$, we take the same transformation as (7.19). Then (7.5) becomes

$$
\left\{\begin{array}{c}
\dot{x}=x^{\alpha} y^{\beta-1}\left[\xi+\eta x-y+\delta\left(q_{1} x^{2}+q_{2} x y+q_{3} y^{2}\right)\right]  \tag{7.36}\\
\dot{y}=x^{\alpha-1} y^{\beta}\left[-\xi \frac{\alpha}{\beta}-\frac{\alpha+1}{\beta} \eta x+\frac{\alpha}{\beta+1} y\right. \\
\left.+\delta\left(-\sigma+q_{4} x^{2}+q_{5} x y+q_{6} y^{2}\right)\right] .
\end{array}\right.
$$

For $\delta=0$, (7.36) becomes (7.21) with the first integral (7.22). Hence, to study the periodic orbits of (7.5), we obtain a bifurcation function $G\left(\sigma, \delta, h, \alpha, \beta,\left\{q_{i}\right\}\right)$ which, for $\delta=0$, is given by

$$
\begin{align*}
\left.G\right|_{\delta=0}= & \int_{\Gamma_{h}} x^{\alpha} y^{\beta-1}\left(-q_{1} x^{2}-q_{2} x y-q_{3} y^{2}\right) d y \\
& +x^{\alpha-1} y^{\beta}\left(-\sigma+q_{4} x^{2}+q_{5} x y+q_{6} y^{2}\right) d x \\
= & -\sigma I_{\alpha-1, \beta}+\tilde{q}_{4} I_{\alpha+1, \beta}+\tilde{q}_{5} I_{\alpha, \beta+1}+\tilde{q}_{6} I_{\alpha-1, \beta+2} \tag{7.37}
\end{align*}
$$

where

$$
I_{a, b}=\int_{\Gamma_{h}} x^{a} y^{b} d x
$$

$\Gamma_{h}$ is the level curve of $H=h$, and

$$
\begin{equation*}
\tilde{q}_{4}=q_{4}+\frac{\alpha+2}{\beta} q_{1}, \quad \tilde{q}_{5}=q_{5}+\frac{\alpha+1}{\beta+1} q_{2}, \quad \tilde{q}_{6}=q_{6}+\frac{\alpha}{\beta+2} q_{3} \tag{7.38}
\end{equation*}
$$

Along $\Gamma_{h}$ we have

$$
\begin{gather*}
x^{\alpha-1} y^{\beta}\left(-\xi \frac{\alpha}{\beta}-\frac{\alpha+1}{\beta} \eta x+\frac{\alpha}{\beta+1} y\right) d x \\
-x^{\alpha} y^{\beta-1}(\xi+\eta x-y) d y=0 \tag{7.39}
\end{gather*}
$$

Multiplying (7.39) by $x$ and then integrating it along $\Gamma_{h}$, we have

$$
\begin{equation*}
\frac{\xi}{\beta} I_{\alpha, \beta}+\frac{\eta}{\beta} I_{\alpha+1, \beta}-\frac{1}{\beta+1} I_{\alpha, \beta+1}=0 \tag{7.40}
\end{equation*}
$$

Multiplying (7.39) by $y$ and then integrating it along $\Gamma_{h}$, we have

$$
\begin{equation*}
-\frac{\alpha \xi}{\beta} I_{\alpha-1, \beta+1}-\frac{\eta(\alpha+1)}{\beta} I_{\alpha, \beta+1}+\frac{\alpha}{\beta+2} I_{\alpha-1, \beta+2}=0 \tag{7.41}
\end{equation*}
$$

Equations (7.40) and (7.41) give

$$
\left\{\begin{align*}
I_{\alpha, \beta+1}= & -\frac{\xi \eta \alpha}{\alpha+1} I_{\alpha-1, \beta+1}+\frac{\eta \alpha \beta}{(\alpha+1)(\beta+2)} I_{\alpha-1, \beta+2}  \tag{7.42}\\
I_{\alpha+1, \beta}= & -\xi \eta I_{\alpha, \beta}-\frac{\xi \alpha \beta}{(\alpha+1)(\beta+1)} I_{\alpha-1, \beta+1} \\
& +\frac{\alpha \beta^{2}}{(\alpha+1)(\beta+1)(\beta+2)} I_{\alpha-1, \beta+2}
\end{align*}\right.
$$

Substituting (7.42) into (7.37), we obtain

$$
\begin{equation*}
\left.G\right|_{\delta=0}=-\sigma I_{\alpha-1, \beta}+\gamma_{1} I_{\alpha, \beta}+\gamma_{2} I_{\alpha-1, \beta+1}+\tilde{\tilde{q}}_{6} I_{\alpha-1, \beta+2}, \tag{7.43}
\end{equation*}
$$

where

$$
\begin{gather*}
\gamma_{1}=-\xi \eta \tilde{q}_{4}, \quad \gamma_{2}=\xi\left[-\frac{\alpha \beta}{(\alpha+1)(\beta+1)} \tilde{q}_{4}-\frac{\eta \alpha}{\alpha+1} \tilde{q}_{5}\right], \\
\tilde{\tilde{q}}_{6}=\frac{\alpha \beta^{2}}{(\alpha+1)(\beta+1)(\beta+2)} \tilde{q}_{4}+\frac{\eta \alpha \beta}{(\alpha+1)(\beta+2)} \tilde{q}_{5}+\tilde{q}_{6} . \tag{7.44}
\end{gather*}
$$

We remark here that (7.44) and (7.38) give (7.7).

Lemma 7.10. Suppose that equation (7.5) is nondegenerate. Then there exist a small neighborhood $\mathscr{N}$ of the origin $(x, y)=(0,0)$ and a small neighborhood $\Delta$ of $\left(\mu_{1}, \mu_{2}\right)=(0,0)$ such that equation (7.5) has at most one periodic orbit in $\mathscr{N}$ for all $\left(\mu_{1}, \mu_{2}\right) \in \Delta$ if and only if the same property holds for the following equation

$$
\left\{\begin{array}{l}
\dot{x}=x\left(\mu_{1}+\eta x-y\right)  \tag{7.45}\\
\dot{y}=y\left(\mu_{2}+\eta a x+b y+\nu g\left(\mu_{1}+\eta x, y\right)\right)
\end{array}\right.
$$

where
$a=-\frac{\alpha+1}{\beta}, \quad b=\frac{\alpha}{\beta+1}, \quad g(x, y)=\frac{x^{2}}{\beta}-\frac{2 x y}{\beta+1}+\frac{y^{2}}{\beta+2}$,
and $\nu$ is a constant determined in the following manner: $\nu=0$ if one of the conditions $a_{-}, d_{+}$, or $h_{+}$is not satisfied; $\nu=\operatorname{sgn}\left(\tilde{\tilde{q}}_{6}\right)$ if one of the conditions $a_{-}, d_{+}$, or $h_{+}$is satisfied.

Proof. In this proof, we may have to choose different neighborhoods $\mathscr{N}$ and $\Delta$ for different equations. We will always take the intersections of such neighborhoods and continue to denote them by $\mathscr{N}$ and $\Delta$. This will not cause any confusion.
From our earlier discussions, we only need to consider the case that one of the conditions $a_{-}, d_{+}$, or $h_{+}$is satisfied. Thus, we assume that
$\nu \neq 0$. Moreover, for the uniqueness of periodic orbits of equation (7.5) in $\mathscr{N}$ for $\left(\mu_{1}, \mu_{2}\right) \in \Delta$, we only need to show the uniqueness of periodic orbits of equation (7.36) in the $x y$-plane. Furthermore, we have shown that the uniqueness of periodic orbits of equation (7.36) is equivalent to the unique solvability of the bifurcation equation:

$$
\begin{equation*}
\left.G\right|_{\delta=0}=0 \tag{7.46}
\end{equation*}
$$

where $\left.G\right|_{\delta=0}$ is given in (7.43).
On the other hand, consider the following equation:

$$
\left\{\begin{array}{l}
\dot{x}=x\left(\mu_{1}+\eta x-y\right)  \tag{7.47}\\
\dot{y}=y\left(\mu_{2}+\left(\eta a+\xi \gamma_{1} \mu_{1}\right) x+\left(b+\xi \gamma_{2} \mu_{1}\right) y+\tilde{\tilde{q}}_{6} y^{2}\right)
\end{array}\right.
$$

in the neighborhood $\mathscr{N}$ for $\left(\mu_{1}, \mu_{2}\right) \in \Delta$, where $\xi= \pm 1$ is chosen according to the conditions $a_{-}, d_{+}$, and $h_{+}$(see the change of variables (7.19)). By a scaling of (7.9), equation (7.47) is transformed to

$$
\left\{\begin{array}{l}
\dot{x}=x^{\alpha} y^{\beta-1}[\xi+\eta x-y]  \tag{7.48}\\
\dot{y}=x^{\alpha-1} y^{\beta}\left[-\xi \frac{\alpha}{\beta}-\frac{\alpha+1}{\beta} \eta x+\frac{\alpha}{\beta+1} y\right. \\
\\
\left.+\delta\left(-\sigma+\gamma_{1} x+\gamma_{2} y+\tilde{\tilde{q}}_{6} y^{2}\right)\right]
\end{array}\right.
$$

Thus, the uniqueness of periodic orbits of equation (7.47) in $\mathscr{N}$ for $\left(\mu_{1}, \mu_{2}\right) \in \Delta$ is equivalent to the uniqueness of periodic orbits of equation (7.48) in the $x y$-plane. If $\delta=0$, then (7.48) is reduced to the Hamiltonian system (7.21). Furthermore, the uniqueness of periodic orbits of equation (7.48) in the $x y$-plane is equivalent to the unique solvability of the bifurcation equation (7.46). This says that equation (7.36) has at most one periodic orbit in the $x y$-plane if and only if equation (7.48) does. In other words, equation (7.5) has at most one periodic orbit in $\mathscr{N}$ for $\left(\mu_{1}, \mu_{2}\right) \in \Delta$ if and only if equation (7.47) does. We will use the notation $(7.5) \simeq(7.47)$ to mean this kind of equivalence relation between equations.

Since equation (7.5) is nondegenerate, $\tilde{\tilde{q}}_{6} \neq 0$. Thus, let

$$
x \rightarrow \frac{1}{\left|\tilde{\tilde{q}}_{6}\right|} x, \quad y \rightarrow \frac{1}{\left|\frac{\tilde{q}_{6}}{}\right|} y, \quad t \rightarrow\left|\tilde{\tilde{q}}_{6}\right| t
$$

This transforms equation (7.47) into the following form:

$$
\left\{\begin{array}{l}
\dot{x}=x\left(\mu_{1}+\eta x-y\right)  \tag{7.49}\\
\dot{y}=y\left[\mu_{2}+\left(\eta a+\xi \gamma_{1} \mu_{1}\right) x+\left(b+\xi \gamma_{2} \mu_{1}\right) y+\nu y^{2}\right]
\end{array}\right.
$$

Hence, $(7.47) \simeq(7.49)$.
Now, consider equation (7.45). By the definition of $g$, we write equation (7.45) as follows:

$$
\left\{\begin{array}{l}
\dot{x}=x\left(\mu_{1}^{*}+\eta x-y\right)  \tag{7.50}\\
\dot{y}=y\left(\mu_{2}^{*}+\eta a^{*} x+b^{*} y+\nu g^{*}(x, y)\right)
\end{array}\right.
$$

where

$$
\begin{gathered}
\mu_{1}^{*}=\mu_{1}, \quad \mu_{2}^{*}=\mu_{2}+\frac{\nu \mu_{1}^{2}}{\beta}, \quad a^{*}=a+\frac{2 \nu \eta}{\beta} \mu_{1} \\
b^{*}=b-\frac{2 \nu}{\beta+1} \mu_{1}, \quad \nu=\operatorname{sgn}\left(\tilde{\tilde{q}}_{6}\right) \\
g^{*}(x, y)=\frac{x^{2}}{\beta}-\frac{2 \eta x y}{\beta+1}+\frac{y^{2}}{\beta+2}
\end{gathered}
$$

Thus, equation (7.50) is a special case of equation (7.5) with $q_{1}=q_{2}=$ $q_{3}=0$ but $a^{*}$ and $b^{*}$ are dependent on $\mu_{1}^{*}=\mu_{1}$. By repeating the arguments as for equation (7.5), we obtain that equation (7.50) $\simeq$ the following equation:

$$
\left\{\begin{array}{l}
\dot{x}=x\left(\mu_{1}+\eta x-y\right)  \tag{7.51}\\
\dot{y}=y\left[\mu_{2}^{*}+\left(\eta a+\xi \gamma_{1}^{*} \mu_{1}\right) x+\left(b+\xi \gamma_{2}^{*} \mu_{1}\right) y+\tilde{\tilde{q}}_{6} y^{2}\right]
\end{array}\right.
$$

where

$$
\mu_{2}^{*}=\mu_{2}+\frac{\nu}{\beta} \mu_{1}^{2}, \quad \gamma_{1}^{*}=\frac{\nu \xi \eta}{\beta}, \quad \gamma_{2}^{*}=-\frac{\xi \nu(\alpha+2)}{(\alpha+1)(\beta+1)}
$$

$\xi$ is the same as in (7.47), and

$$
\tilde{\tilde{q}}_{6}^{*}=\frac{\nu(\alpha+\beta+1)}{(\alpha+1)(\beta+1)(\beta+2)} .
$$

Since

$$
\nu=\operatorname{sgn}\left(\tilde{\tilde{q}}_{6}\right) \quad \text { and } \quad \frac{\alpha+\beta+1}{(\alpha+1)(\beta+1)(\beta+2)}>0
$$

(see conditions $a_{-}, d_{+}$, and $h_{+}$with $\alpha \leq \beta$ ), $\tilde{\tilde{q}}_{6}^{*}$ and $\tilde{\tilde{q}}_{6}$ have the same sign.

Let

$$
x \rightarrow \frac{1}{\left|\tilde{\tilde{q}}_{6}^{*}\right|} x, \quad y \rightarrow \frac{1}{\left|\tilde{\tilde{q}}_{6}^{*}\right|} y, \quad t \rightarrow\left|\tilde{\tilde{q}}_{6}^{*}\right| t .
$$

Then equation (7.51) is transformed into the following form:

$$
\left\{\begin{array}{l}
\dot{x}=x\left(\mu_{1}+\eta x-y\right)  \tag{7.52}\\
\dot{y}=y\left[\mu_{2}^{*}+\left(\eta a+\xi \gamma_{1}^{*} \mu_{1}\right) x+\left(b+\xi \gamma_{2}^{*} \mu_{1}\right) y+\nu y^{2}\right]
\end{array}\right.
$$

We have proved that $(7.5) \simeq(7.47) \simeq(7.49)$ and $(7.45) \simeq(7.51) \simeq$ (7.52). It is clear that $(7.49) \simeq(7.52)$. Therefore, $(7.5) \simeq(7.45)$.

Remark 7.11. Since $P\left(h^{*}\right)=0$ and $\sigma=\nu P(h)$, the equation of Hopf bifurcation curve $H$ is obtained from (7.19), that is, $\mu_{2}=-(\alpha / \beta) \mu_{1}+$ $O\left(\mu_{1}^{3}\right)$. In order to obtain the equation of the heteroclinic bifurcation curve, we need $P(0)$ in case $a_{-}$. The calculation shows

$$
\begin{aligned}
P(0) & =\frac{\frac{1}{\beta^{2}(\beta+2)} \int_{0}^{1} x^{\alpha-1}(1-x)^{\beta+2} d x}{\int_{0}^{1} x^{\alpha-1}(1-x)^{\beta} d x}=\frac{1}{\beta^{2}(\beta+2)} \frac{B(\alpha, \beta+3)}{B(\alpha, \beta+1)} \\
& =\frac{\beta+1}{\beta^{2}(\alpha+\beta+1)(\alpha+\beta+2)} .
\end{aligned}
$$

Finally, in order to obtain the equation of curve $S$ for cases $d_{+}$and $h_{+}(\eta=1)$, we note that the coordinates of the center ( $x_{4}, y_{4}$ ) of equation (7.21) are

$$
\left\{\begin{array}{l}
\bar{x}_{4}=-\frac{\xi \alpha}{\alpha+\beta+1} \\
\bar{y}_{4}=\xi+\bar{x}_{4} .
\end{array}\right.
$$

If we take $\epsilon /\left|\mu_{1}\right|>\bar{x}_{4}, h_{\epsilon, \mu_{1}}=H\left(\epsilon /\left|\mu_{1}\right|, \xi+\epsilon /\left|\mu_{1}\right|\right)$, then the closed level curve $H(x, y)=h_{\epsilon, \mu}$ is tangent to the line $x /\left|\mu_{1}\right|=\epsilon$. Returning to equation (7.5) by using (7.9), we see that if $\left(\mu_{1}, \mu_{2}\right) \in S, S: \mu_{2}=$ $-(\alpha / \beta) \mu_{1}-\phi\left(\epsilon, \mu_{1}\right) \nu \mu_{1}^{2}+O\left(\left|\mu_{1}\right|^{3}\right)$, where $\phi\left(\epsilon, \mu_{1}\right)=P\left(h_{\epsilon, \mu_{1}}\right)$, then the limit cycle touches the line $x=\epsilon$. Of course, the limit cycle could be larger when ( $\mu_{1}, \mu_{2}$ ) crosses the curve $S$ and is still in a small neighborhood of $(0,0)$. But the behavior of the limit cycle will depend on the global property of the vector field.
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## 5

## Bifurcations with Codimension Higher than Two

In the first two sections of this chapter we will introduce Hopf bifurcation and homoclinic bifurcation with higher codimension. We will introduce codimension 3 and codimension 4 results concerning the Bogdanov-Takens system in the last two sections.

### 5.1 Hopf Bifurcation of Higher Order

As in Section 3.1, the classical Hopf Bifurcation Theorem is a local result which deals with the occurrence (or annihilation) of a periodic orbit at an equilibrium point of a system

$$
\left\{\begin{array}{l}
\dot{x}=f(x, y, \mu),  \tag{1.1}\\
\dot{y}=g(x, y, \mu),
\end{array} \quad x, y \in \mathbb{R}^{1}, \mu \in \mathbb{R}^{n}, f, g \in C^{\infty},\right.
$$

when two eigenvalues $\lambda_{1,2}=\alpha(\mu) \pm i \beta(\mu)$ of the linear part of (1.1) cross the imaginary axis. Namely, we suppose:

$$
\begin{gather*}
\alpha(0)=0, \beta(0)=\beta_{0} \neq 0,  \tag{1}\\
\alpha^{\prime}(0) \neq 0 \quad\left(\text { if } \mu \in \mathbb{R}^{1}\right), \text { and }  \tag{2}\\
\operatorname{Re} C_{1} \neq 0, \tag{3}
\end{gather*}
$$

where $C_{1}$ is the first coefficient of nonlinear terms of the normal form equation obtained from (1.1) $\mu_{\mu=0}$. This normal form equation has the
following form (see Section 2.11 or Lemma 1.1 below):

$$
\begin{equation*}
\dot{w}=i \beta_{0} w+C_{1} w^{2} \bar{w}+C_{2} w^{3} \bar{w}^{2}+\cdots+C_{k} w^{k+1} \bar{w}^{k}+O\left(|w|^{2 k+3}\right) . \tag{1.2}
\end{equation*}
$$

In this section, we show that a Hopf bifurcation may occur when either condition $\left(\mathrm{H}_{2}\right)$ or $\left(\mathrm{H}_{3}\right)$ fails. This is called a degenerate Hopf bifurcation. Many authors considered this problem (see Section 5.5). The proof of Theorem 1.3 in this section belongs to Rousseau and Schlomiuk [1].

Lemma 1.1. Suppose that the linear part of system (1.1) at $(x, y)=(0,0)$ has eigenvalues $\lambda_{1,2}=\alpha(\mu) \pm i \beta(\mu)$ satisfying condition $\left(\mathrm{H}_{1}\right)$. Then for any integer $k>0$, there are $\sigma>0$ and a polynomial change of variables depending smoothly on the parameter $\mu$ for $|\mu|<\sigma$ such that in complex coordinates system (1.1) can be transformed into the following form:

$$
\begin{align*}
\dot{w}= & (\alpha(\mu)+i \beta(\mu)) w+C_{1}(\mu) w^{2} \bar{w}+C_{2}(\mu) w^{3} \bar{w}^{2} \\
& +\cdots+C_{k}(\mu) w^{k+1} \bar{w}^{k}+O\left(|w|^{2 k+3}\right), \tag{1.3}
\end{align*}
$$

where $C_{k}(\cdot) \in C^{\infty}$ and $C_{k}(0)=C_{k}$, with $C_{k}$ the coefficient in (1.2).

Proof. As in Section 2.1, we let $m=\left(m_{1}, m_{2}\right), m_{j} \geq 0(j=1,2)$ are integers, $\mathscr{M}_{k}=\left\{m \mid 2 \leq m_{1}+m_{2} \leq 2 k+2\right\}, \lambda(\mu)=\left(\lambda_{1}(\mu), \lambda_{2}(\mu)\right)$, and

$$
(m, \lambda(\mu))=m_{1} \lambda_{1}(\mu)+m_{2} \lambda_{2}(\mu) .
$$

It follows from $\left(\mathrm{H}_{1}\right)$ that

$$
\lambda_{1}(0)=(m, \lambda(0))
$$

gives a resonance of order $\leq 2 k+2$ if and only if

$$
m \in \mathscr{M}^{*}=\left\{m \mid m_{1}=m_{2}+1, m_{2}=1,2, \ldots, k\right\} \subset \mathscr{M}_{k} .
$$

Then by Theorem 2.1.5, there is a polynomial change of variables that transforms system (1.1) for $\mu=0$ into its normal form (1.2) up to order $2 k+2$.

Since $\lambda_{j}(\mu)$ is a smooth function $(j=1,2), \exists \sigma>0$ such that for $|\mu|<\sigma$ we have that

$$
\lambda_{1}(\mu) \neq(m, \lambda(\mu)) \quad \text { if } m \in \mathscr{M}_{k} \backslash \mathscr{M}^{*} .
$$

Hence, we can use the same arguments as in the proof of Theorem 2.1.5 to find a polynomial change of variables, depending smoothly on $\mu$, to get rid of all terms $w^{m_{1}} \bar{w}^{m_{2}}$ with $\left(m_{1}, m_{2}\right) \in \mathscr{M}_{k} \backslash \mathscr{M}^{*}$. Hence, system (1.1) for $0<|\mu|<\sigma$ is transformed into the form (1.3).

Definition 1.2. We say that (1.1) has a Hopf bifurcation of order $k$ ( $k \geq 1$ ) at the origin if $\alpha(0)=0, \beta(0)=\beta_{0} \neq 0$, and

$$
\begin{equation*}
\operatorname{Re}\left(C_{1}\right)=\operatorname{Re}\left(C_{2}\right)=\cdots=\operatorname{Re}\left(C_{k-1}\right)=0, \quad \operatorname{Re}\left(C_{k}\right) \neq 0 \tag{1.4}
\end{equation*}
$$

where $C_{1}, \ldots, C_{k}$ are the coefficients of (1.2) which is the normal form equation of $(1.1)_{\mu=0}$. In this case, we also say that the origin is a weak focus of order $k$ for equation $(1.1)_{\mu=0}$.

Theorem 1.3. Let

$$
\left\{\begin{array}{l}
\dot{x}=f(x, y),  \tag{1.5}\\
\dot{y}=g(x, y)
\end{array} \quad\left(x, y \in \mathbb{R}^{1}\right)\right.
$$

be a $C^{\infty}$ system with an equilibrium $(0,0)$ that is a weak focus of order $k$. Then
(1) if $n \geq k$ and $(1.1)_{\mu=0} \equiv(1.5)$, then there are $\sigma>0$ and $a$ neighborhood $\Delta$ of $(x, y)=(0,0)$ such that for $|\mu|<\sigma,(1.1)$ has at most $k$ limit cycles in $\Delta$;
(2) for any integer $j, 1 \leq j \leq k$, and a neighborhood $\Delta^{*} \subset \Delta$ of $(x, y)=(0,0)$, there exists a system of the form $(1.1)_{\mu}$ with $(1.1)_{\mu=0}=$ (1.5), and a number $\sigma^{*}>0$ such that (1.1) ${ }_{\mu}$ has exactly $j$ limit cycles in $\Delta^{*}$ for $\mu \in S$, where $S$ is an open subset of $\left\{\mu\left|0<|\mu|<\sigma^{*}\right\}\right.$ and $0 \in \bar{S}$.

Proof. (1) Suppose that (1.2) is a normal form equation of (1.5). Then by condition (1.4) it can be transformed into the following form in polar
coordinates:

$$
\left\{\begin{array}{l}
\dot{r}=\operatorname{Re}\left(C_{k}\right) r^{2 k+1}+O\left(r^{2 k+3}\right)  \tag{1.6}\\
\dot{\theta}=\beta_{0}+O\left(r^{2}\right)
\end{array}\right.
$$

Noting $\beta_{0} \neq 0$, in a small neighborhood of $r=0$, we obtain from (1.6) the following equation:

$$
\begin{equation*}
\frac{d r}{d \theta}=\frac{\operatorname{Re}\left(C_{k}\right)}{\beta_{0}} r^{2 k+1}+O\left(r^{2 k+3}\right) \tag{1.7}
\end{equation*}
$$

By Lemma 1.1, we can transform (1.1) into the following form:

$$
\begin{align*}
\frac{d r}{d \theta}= & \frac{\alpha(\mu)}{\beta(\mu)} r+h_{1}(\theta, \mu) r^{3}+h_{2}(\theta, \mu) r^{5} \\
& +\cdots+h_{k}(\theta, \mu) r^{2 k+1}+O\left(r^{2 k+3}\right) \tag{1.8}
\end{align*}
$$

where $h_{j}(\theta, \mu) \in C^{\infty}$ in $\theta \in[0,2 \pi]$ and $\mu$ near 0 , and $\alpha(0)=$ $h_{1}(\theta, 0)=\cdots=h_{k-1}(\theta, 0)=0, h_{k}(\theta, 0)=\operatorname{Re}\left(C_{k}\right) / \beta_{0} \neq 0$.

Suppose that

$$
\begin{align*}
R\left(r_{0}, \theta, \mu\right)= & u_{1}(\theta, \mu) r_{0}+u_{2}(\theta, \mu) r_{0}^{2} \\
& +\cdots+u_{2 k+1}(\theta, \mu) r_{0}^{2 k+1}+\cdots \tag{1.9}
\end{align*}
$$

is the solution of (1.8) satisfying the initial condition $R\left(r_{0}, 0, \mu\right)=r_{0}$, and

$$
\begin{equation*}
\psi\left(r_{0}, \theta\right) \equiv R\left(r_{0}, \theta, 0\right) \tag{1.10}
\end{equation*}
$$

is the solution of (1.7) satisfying $\psi\left(r_{0}, 0\right)=r_{0}$. This implies that

$$
\begin{aligned}
&\left.\frac{\partial}{\partial \theta} \frac{\partial^{i}}{\partial r_{0}^{i}}\right|_{r_{0}=0} \psi\left(r_{0}, \theta\right) \\
&= \begin{cases}0 & \text { for } 1 \leq i<2 k+1, \\
{[(2 k+1)!] \frac{\operatorname{Re} C_{k}}{\beta_{0}} \neq 0,} & \text { for } i=2 k+1\end{cases}
\end{aligned}
$$

Hence, $\partial^{i} /\left.\partial r_{0}^{i}\right|_{r_{0}=0} \psi\left(r_{0}, \theta\right)$ is a constant for $i<2 k+1$ and is equal to $[(2 k+1)!]\left(\operatorname{Re} C_{k} / \beta_{0}\right) \theta$ for $i=2 k+1$. Therefore, by using $\psi\left(r_{0}, 0\right)=$ $r_{0}$ we obtain

$$
\begin{align*}
&\left.\frac{\partial^{i}}{\partial r_{0}^{i}}\right|_{r_{0}=0} \psi\left(r_{0}, 2 \pi\right) \\
&=\left\{\begin{array}{l}
\left.\frac{\partial^{i}}{\partial r_{0}^{i}}\right|_{r_{0}=0} \psi\left(r_{0}, 0\right)= \begin{cases}1, & \text { for } i=1 \\
0, & \text { for } 1<i<2 k+1, \\
2 \pi[(2 k+1)!] \frac{\operatorname{Re} C_{k}}{\beta_{0}}, & \text { for } i=2 k+1\end{cases}
\end{array} .\right. \tag{1.11}
\end{align*}
$$

As in the proof of Theorem 3.2.4, we define the Poincaré map $P(x, \mu)$ for system (1.8) along the $x$-axis near $x=0$ and $\mu=0$, and let

$$
V(x, \mu)=P(x, \mu)-x
$$

The number of periodic orbits of (1.8) near $x=0$ for small $|\mu|$ is determined by the number of zeros of function $V(x, \mu)$ near $(0,0)$ for $x>0$. When $x>0$, we have that

$$
V(x, \mu)=R(x, 2 \pi, \mu)-x
$$

and

$$
V(x, 0)=\psi(x, 2 \pi)-x
$$

Clearly, we have that

$$
\left\{\begin{array}{l}
\frac{\partial V}{\partial x}(0,0)=\frac{\partial P}{\partial x}(0,0)-1=\left.\frac{\partial}{\partial r_{0}}\right|_{r_{0}=0} \psi(r, 2 \pi)-1,  \tag{1.12}\\
\frac{\partial^{i} V}{\partial x^{i}}(0,0)=\frac{\partial^{i} P}{\partial x^{i}}(0,0)=\left.\frac{\partial^{i}}{\partial r_{0}^{i}}\right|_{r_{0}=0} \psi(r, 2 \pi), \text { for } i>1
\end{array}\right.
$$

Equations (1.12) and (1.11) give

$$
\frac{\partial^{i} V}{\partial x^{i}}(0,0)= \begin{cases}0, & \text { for } 1 \leq i<2 k+1  \tag{1.13}\\ 2 \pi[(2 k+1)!] \frac{\operatorname{Re} C_{k}}{\beta_{0}}, & \text { for } i=2 k+1\end{cases}
$$

Thus, by using the Malgrange Preparation Theorem (see Theorem 3.1.10), we have $V(x, \mu)=Q(x, \mu) \cdot \eta(x, \mu)$, where $Q$ is a polynomial of degree $2 k+1$ with respect to $x$, and $\eta(x, \mu)$ is invertible in a neighborhood of $(x, \mu)=(0,0)$. We remark that $Q$ is divisible by $x$ (since $r=0$ is the equilibrium of (1.8)), and that other roots of $Q$ appear in pairs: one positive and one negative (since any periodic orbit, surrounding the origin, must cross the positive and negative $x$-axes, respectively). Therefore, there are $\sigma>0$ and a neighborhood $\Delta$ of $r=0$ such that (1.8) has at most $k$ limit cycles in $\Delta$.
(2) Suppose that the origin is a weak focus of order $k$ of system (1.5). Then (1.5) has the following normal form equation:

$$
\begin{equation*}
\dot{z}=i \beta_{0} z+C_{1} Z^{2} \bar{Z}+\cdots+C_{k} z^{k+1} \bar{z}^{k}+O\left(|z|^{2 k+3}\right) \equiv F(z, \bar{z}) \tag{1.14}
\end{equation*}
$$

For a fixed $j, 1 \leq j \leq k$, we take a perturbation of (1.14) in the form

$$
\begin{equation*}
\dot{z}=F(z, \bar{z})+\mu_{k-j} z^{k-j+1} \bar{z}^{k-j}+\cdots+\mu_{k-1} z^{k} \bar{z}^{k-1} \tag{1.15}
\end{equation*}
$$

where $\mu_{l} \in \mathbb{R}, k-j \leq l \leq k-1$. In polar coordinates (1.15) gives

$$
\begin{align*}
\dot{r} & =\mu_{k-j} r^{2(k-j)+1}+\cdots+\mu_{k-1} r^{2 k-1}+\operatorname{Re}\left(C_{k}\right) r^{2 k+1}+O\left(r^{2 k+3}\right) \\
& \equiv G\left(\mu_{k-j}, \ldots, \mu_{k-2}, \mu_{k-1} ; r\right) . \tag{1.16}
\end{align*}
$$

In order to obtain $j$ limit cycles for (1.16), we take $\mu_{k-1}, \ldots, \mu_{k-j}$ successively in the following way. Suppose $\operatorname{Re}\left(C_{k}\right)>0$ (the discussion for $\operatorname{Re}\left(C_{k}\right)<0$ is similar). We choose $0<r_{k}<1$ so that

$$
G\left(0, \ldots, 0,0 ; r_{k}\right)>0
$$

$\mu_{k-1}$ is chosen negative with $\left|\mu_{k-1}\right| \ll \operatorname{Re}\left(C_{k}\right)$ so that

$$
G\left(0, \ldots, 0, \mu_{k-1} ; r_{k}\right)>0
$$

Then there is $r_{k-1} \in\left(0, r_{k}\right)$ such that

$$
G\left(0, \ldots, 0, \mu_{k-1} ; r_{k-1}\right)<0
$$

Next, $\mu_{k-2}$ is chosen positive with $\left|\mu_{k-2}\right| \ll\left|\mu_{k-1}\right|$ so that

$$
\begin{gathered}
G\left(0, \ldots, \mu_{k-2}, \mu_{k-1} ; r_{k}\right)>0 \\
G\left(0, \ldots, \mu_{k-2}, \mu_{k-1} ; r_{k-1}\right)<0
\end{gathered}
$$

Then there is $r_{k-2} \in\left(0, r_{k-1}\right)$ such that

$$
G\left(0, \ldots, \mu_{k-2}, \mu_{k-1} ; r_{k-2}\right)>0
$$

$\mu_{k-3}, r_{k-3}, \ldots, \mu_{k-j}, r_{k-j}$ are chosen similarly, where $\operatorname{Re}\left(C_{k}\right)$, $\mu_{k-1}, \ldots, \mu_{k-j}$ have alternating signs, $0<\left|\mu_{k-j}\right| \ll \cdots \ll\left|\mu_{k-1}\right| \ll$ $\operatorname{Re}\left(C_{k}\right)$, and $0<r_{k-j}<\cdots<r_{k-1}<r_{k}$. Thus we have finally:

$$
\begin{aligned}
& \dot{r}>0 \text { on } r=r_{k}, r_{k-2}, \ldots, \\
& \dot{r}<0 \text { on } r=r_{k-1}, r_{k-3}, \ldots
\end{aligned}
$$

This gives $j$ Poincaré-Bendixson domains; hence there are at least $j$ limit cycles. We claim that there are $\sigma^{*}>0$ and a neighborhood $\Delta^{*}$ of $r=0$ such that by the choices of $\mu_{k-1}, \ldots, \mu_{k-j}$ described above, (1.15) has exactly $j$ limit cycles in $\Delta^{*}$ for $|\mu|<\sigma^{*}$. Otherwise, for any choices of $\Delta$ and $\sigma$, we can find a system of form (1.15) $(|\mu|<\sigma)$ which has more than $j$ limit cycles in $\Delta$. Then we can choose also $\mu_{k-j-1}, \ldots, \mu_{1}$ successively to obtain $(k-j)$ other limit cycles in $\Delta$. Since the total number of limit cycles will be more than $k$, this contradicts the conclusion (1).

Remark 1.4. For applications, it is important to determine the order of the weak focus of equation $(1.1)_{\mu=0}$, that is, to find the first nonzero coefficient $\operatorname{Re}\left(C_{k}\right)$ in (1.2). Here we introduce briefly another method, the method of Lyapunov coefficients, which is more convenient in practical calculations.

Suppose that $(1.1)_{\mu=0}$ has the following form:

$$
\left\{\begin{array}{l}
\dot{x}=-\beta_{0} y+p(x, y),  \tag{1.17}\\
\dot{y}=\beta_{0} x+q(x, y)
\end{array}\right.
$$

where $p, q=O\left(|x, y|^{2}\right), \beta_{0} \neq 0$. It is known (see, for example, Zhang et al. [1] or Blows and Lloyd [1]) that for any $m \geq 1$ there exists a smooth function

$$
F(x, y)=\frac{\beta_{0}}{2}\left(x^{2}+y^{2}\right)+O\left(|x, y|^{3}\right)
$$

such that

$$
\begin{equation*}
\left.\frac{d}{d t} F\right|_{(1.17)}=\sum_{i=1}^{m} V_{i}\left(x^{2}+y^{2}\right)^{i+1}+O\left(\left(x^{2}+y^{2}\right)^{m+1}\right) \tag{1.18}
\end{equation*}
$$

The coefficients $\left\{V_{j}\right\}$ are called the Lyapunov coefficients of (1.17). We note that $F$ in general is not unique. However, the sign and the position $k$ of the first nonzero coefficient $V_{k}$ in (1.18) is the same for any $F$. Lyapunov coefficients are equivalent to the coefficients of Hopf bifurcation of order $k$ in the following sense.

Theorem 1.5. (Bonin and Legault [1]) The first ( $k-1$ ) Lyapunov coefficients are zero and the kth coefficient is positive (respectively, negative) if and only if the same is true for the first $k$ coefficients $\left\{\operatorname{Re}\left(C_{i}\right) \mid i=\right.$ $1,2, \ldots, k\}$.

Example 1.6. (Li $[1,3]$ ) For a quadratic system

$$
\left\{\begin{array}{l}
\dot{x}=-y+a_{20} x^{2}+a_{11} x y+a_{02} y^{2},  \tag{1.19}\\
\dot{y}=x+b_{20} x^{2}+b_{11} x y+b_{02} y^{2},
\end{array}\right.
$$

let

$$
\begin{aligned}
A & =a_{20}+a_{02}, \quad B=b_{20}+b_{02}, \\
\alpha & =a_{11}+2 b_{02}, \quad \beta=b_{11}+2 a_{20}, \\
\gamma & =b_{20} A^{3}-\left(a_{20}-b_{11}\right) A^{2} B+\left(b_{02}-a_{11}\right) A B^{2}-a_{02} B^{3}, \\
\delta & =a_{02}^{2}+b_{20}^{2}+a_{02} A+b_{20} B .
\end{aligned}
$$

Then we have (up to a positive factor)
(i) $V_{1}=A \alpha-B \beta$,
(ii) $V_{2}=[\beta(5 A-\beta)+\alpha(5 B-\alpha)] \gamma$, if $V_{1}=0$,
(iii) $V_{3}=(A \beta+B \alpha) \gamma \delta$, if $V_{1}=V_{2}=0$,
(iv) $V_{k}=0$ for $k>3$ if $V_{1}=V_{2}=V_{3}=0$. In this case, (1.19) is integrable. (This says that the highest order of weak focus for a quadratic system is 3 ).
(v) Around a weak focus of order 3, (1.19) has no limit cycle globally.

Example 1.7. (Sibirskii [1]) Consider a cubic system without quadratic terms

$$
\left\{\begin{array}{l}
\dot{x}=-y+\sum_{j+k=3} B_{j k} x^{j} y^{k}  \tag{1.20}\\
\dot{y}=x+\sum_{j+k=3} C_{j k} x^{j} y^{k}
\end{array}\right.
$$

If $B_{21}+C_{12}=0$ (this is always possible by a rotation of axes), then we can rewrite (1.20) in the following form:

$$
\left\{\begin{align*}
\dot{x}= & -y+(a-\omega-\theta) x^{3}+(3 \mu-\eta) x^{2} y  \tag{1.21}\\
& +(3 \theta+\xi-3 \omega-2 a) x y^{2}+(\nu-\mu) y^{3} \\
\dot{y}= & x+(\mu+\nu) x^{3}+(3 \omega+3 \theta+2 a) x^{2} y+(\eta-3 \mu) x y^{2} \\
& +(\omega-\theta-a) y^{3}
\end{align*}\right.
$$

We have that (up to a positive factor)
(i) $V_{1}=\xi$,
(ii) $V_{2}=-a \nu$, if $V_{1}=0$,
(iii) $V_{3}=a \theta \omega$, if $V_{1}=V_{2}=0$,
(iv) $V_{4}=a^{2} \theta \eta$, if $V_{1}=V_{2}=V_{3}=0$,
(v) $V_{5}=-a^{2} \theta\left[4\left(\mu^{2}+\theta^{2}\right)-a^{2}\right]$, if $V_{1}=V_{2}=V_{3}=V_{4}=0$,
(vi) $V_{k}=0, k \geq 6$, if $V_{i}=0, i=1,2,3,4,5$. In this case equation (1.21) is integrable. (For system (1.21), the highest order of weak focus is 5.)

## Example 1.8. Consider Hopf bifurcation for the equation

$$
\left\{\begin{array}{l}
\dot{x}=y  \tag{1.22}\\
\dot{y}=-1+x^{2}+\mu_{1} y+\mu_{2} x y+\mu_{3} x^{3} y+\mu_{4} x^{4} y
\end{array}\right.
$$

Since (1.22) has two equilibria $( \pm 1,0)$ and $(1,0)$ is always a saddle point, we only need to consider ( $-1,0$ ). If we make a change of variable $X=x+1$, (1.22) becomes

$$
\left\{\begin{align*}
\dot{X}= & y  \tag{1.23}\\
\dot{y}= & 2 X+y\left(\mu_{1}-\mu_{2}-\mu_{3}+\mu_{4}\right)+X^{2}+\left(\mu_{2}+3 \mu_{3}-4 \mu_{4}\right) X y \\
& +\left(-3 \mu_{3}+6 \mu_{4}\right) X^{2} y+\left(\mu_{3}-4 \mu_{4}\right) X^{3} y+\mu_{4} X^{4} y
\end{align*}\right.
$$

The linear part of $(1.23)$ at $(0,0)$ has a pair of purely imaginary eigenvalues if and only if

$$
\begin{equation*}
\mu_{1}-\mu_{2}-\mu_{3}+\mu_{4}=0 \tag{1.24}
\end{equation*}
$$

Under condition (1.24), let $y=-\sqrt{2} Y$ so (1.23) becomes

$$
\left\{\begin{align*}
\dot{X}= & -\sqrt{2} Y  \tag{1.25}\\
\dot{Y}= & \sqrt{2} X-\frac{1}{\sqrt{2}} X^{2}+\left(\mu_{2}+3 \mu_{3}-4 \mu_{4}\right) X Y+\left(-3 \mu_{3}+6 \mu_{4}\right) X^{2} Y \\
& +\left(\mu_{3}-4 \mu_{4}\right) X^{3} Y+\mu_{4} X^{4} Y
\end{align*}\right.
$$

By using the method of Lyapunov coefficients (Remark 1.4), we obtain

$$
\begin{aligned}
& V_{1}=\frac{1}{16}\left(\mu_{2}-3 \mu_{3}+8 \mu_{4}\right) \\
& V_{2}=\frac{1}{96 \sqrt{2}}\left(5 \mu_{3}-14 \mu_{4}\right), \quad \text { if } V_{1}=0 \\
& V_{3}=\frac{14}{5} \mu_{4}, \quad \text { if } V_{1}=V_{2}=0
\end{aligned}
$$

Therefore, if $\mu_{4} \neq 0$, then a Hopf bifurcation of order 3 takes place at

$$
\mu_{1}=\frac{11}{5} \mu_{4}, \quad \mu_{2}=\frac{2}{5} \mu_{4}, \quad \mu_{3}=\frac{14}{5} \mu_{4} .
$$

System (1.22) has three limit cycles if ( $\mu_{1}, \mu_{2}, \mu_{3}$ ) is located inside the region

$$
\begin{gathered}
\mu_{4}\left(5 \mu_{3}-14 \mu_{4}\right)<0, \quad \mu_{4}\left(\mu_{2}-3 \mu_{3}+8 \mu_{4}\right)>0 \\
\mu_{4}\left(\mu_{1}-\mu_{2}-\mu_{3}+\mu_{4}\right)<0
\end{gathered}
$$

and $0<\left|\mu_{1}-\mu_{2}-\mu_{3}+\mu_{4}\right| \ll\left|V_{1}\right| \ll\left|V_{2}\right| \ll\left|V_{3}\right|$.
If $\mu_{4}=0, \mu_{3} \neq 0$, then a Hopf bifurcation of order 2 takes place at

$$
\mu_{1}=4 \mu_{3}, \quad \mu_{2}=3 \mu_{3} .
$$

System (1.22) has two limit cycles if $\left(\mu_{1}, \mu_{2}, \mu_{3}\right)$ is located inside the region

$$
\mu_{3}\left(\mu_{2}-3 \mu_{3}\right)<0, \quad \mu_{3}\left(\mu_{1}-\mu_{2}-\mu_{3}\right)>0
$$

and $0<\left|\mu_{1}-\mu_{2}-\mu_{3}\right| \ll\left|V_{1}\right| \ll\left|V_{2}\right| \ll 1$.

### 5.2 Homoclinic Bifurcation of Higher Order

Consider

$$
\left\{\begin{array}{l}
\dot{x}=f(x, y, \mu),  \tag{2.1}\\
\dot{y}=g(x, y, \mu),
\end{array}\right.
$$

where $x, y \in \mathbb{R}^{1}$, parameter $\mu \in \mathbb{R}^{n}$, and $f, g \in C^{2(n+1)}$.
Suppose that $(x, y)=(0,0)$ is a hyperbolic saddle point of (2.1). Then we can transform (2.1) by a linear change of variables such that the matrix of its linear part at $(0,0)$ becomes

$$
A(\mu)=\left[\begin{array}{ll}
a_{0}(\mu) & b_{0}(\mu) \\
b_{0}(\mu) & a_{0}(\mu)
\end{array}\right]
$$

Thus $A(\mu)$ has eigenvalues $\lambda_{1,2}=a_{0}(\mu) \pm j b_{0}(\mu)$, where $j^{2}=1$ and $a_{0}^{2}(\mu)-b_{0}^{2}(\mu)<0$. The stable and unstable manifolds of the linear part at $(0,0)$ are lines $x \pm j y=0$.

Since trace $A(\mu)=2 a_{0}(\mu)$, the condition $a_{0}(0) \neq 0$ is needed for the homoclinic bifurcation of codimension one (see Section 3.2). Now we suppose that

$$
\begin{equation*}
a_{0}(0)=0, \quad b_{0}(0) \neq 0 . \tag{2.2}
\end{equation*}
$$

When $\mu=0$, we have that $\lambda_{1}+\lambda_{2}=0$ and hence $A(0)$ has the resonances $\lambda_{i}=k\left(\lambda_{1}+\lambda_{2}\right)+\lambda_{i}, i=1,2$, and $k \geq 1$. If $\mu$ is close to zero, the orders of the other resonances of $A(\mu)$ are greater than $2 n+1$. Let

$$
\left\{\begin{array}{l}
w=x+j y, \\
\bar{w}=x-j y
\end{array} \quad\left(j^{2}=1\right)\right.
$$

Then by an argument similar to Lemma 1.1, we can make a polynomial change of variables to transform the system (2.1) into the form

$$
\left\{\begin{align*}
\dot{w}= & \left(a_{0}(\mu)+j b_{0}(\mu)\right) w+\left(a_{1}(\mu)+j b_{1}(\mu)\right) w^{2} \bar{w}+\cdots  \tag{2.3}\\
& +\left(a_{n}(\mu)+j b_{n}(\mu)\right) w^{n+1} \bar{w}^{n}+A(w, \bar{w}) \\
\dot{w}= & \left(a_{0}(\mu)-j b_{0}(\mu)\right) \bar{w}+\left(a_{1}(\mu)-j b_{1}(\mu)\right) \bar{w}^{2} w+\cdots \\
& +\left(a_{n}(\mu)-j b_{n}(\mu)\right) \bar{w}^{n+1} w^{n}+\bar{A}(w, \bar{w})
\end{align*}\right.
$$

where $A(w, \bar{w})=O\left(|w, \bar{w}|^{2 n+2}\right)$.

Remark 2.1. Since $j^{2}=1$, both $w$ and $\bar{w}$ are real. The "conjugate" $\bar{w}$ of $w$, introduced by Joyal [1], is different from the usual complex conjugate, but it is convenient for the discussion in this section.

Before any further discussion, let us present briefly the problem, the method, and the result in this section.
Suppose that for $\mu=0$ (2.1) has a homoclinic loop $\Gamma$. We are interested in the occurrence of periodic orbits in a small neighborhood of $\Gamma$ by perturbation of the system, that is, for $0<|\mu| \ll 1$. We will try to find the expression of the Poincaré map of the flows on a transversal segment to $\Gamma$ and near $\Gamma$, and then to study the number of fixed points of this map for small $\mu$.


Figure 2.1.

We will find a coordinate $z=w+$ higher-order terms such that the stable and unstable manifolds coincide locally (near the saddle point) with the $\bar{z}$ - and $z$-axes, respectively. We define a map $F_{\mu}\left(\rho_{0}\right)$ from the transversal segment $\bar{z}=\sigma$ to another transversal segment $z=\sigma$ by the flow ( $\sigma>0$ small), where $\rho_{0}=0$ corresponds to the intersection point between $\Gamma$ and $\bar{z}=\sigma$. Then we define a map $G_{\mu}\left(\rho_{0}\right)$ from $z=\sigma$ to $\bar{z}=\sigma$ by the flow (see Figure 2.1). Thus, the Poincaré map is $P_{\mu}=$ $G_{\mu} \circ F_{\mu}$, and a fixed point of the map $P_{\mu}$ corresponds to a periodic orbit of the system.

Suppose that $G_{\mu}\left(\rho_{0}\right)$ has the Taylor expansion

$$
\begin{align*}
G_{\mu}\left(\rho_{0}\right)= & \rho_{0}+\beta_{0}(\mu)+\beta_{1}(\mu) \rho_{0}+\beta_{2}(\mu) \rho_{0}^{2} \\
& +\cdots+\beta_{n}(\mu) \rho_{0}^{n}+\phi\left(\rho_{0}, \mu\right), \quad-1<\beta_{1}(\mu) \tag{2.4}
\end{align*}
$$

where $\phi\left(\rho_{0}, \mu\right)=O\left(\rho_{0}^{n+1}\right)$. Then we have a sequence of numbers:

$$
\begin{equation*}
\beta_{0}(\mu), a_{0}(\mu), \beta_{1}(\mu), a_{1}(\mu), \ldots, \beta_{k}(\mu), a_{k}(\mu), \ldots \tag{2.5}
\end{equation*}
$$

where $a_{i}(\mu)$ and $\beta_{i}(\mu)$ are coefficients in (2.3) and (2.4), respectively.
The main result in this section can be described roughly as follows: If $\beta_{k}(0)$ is the first nonzero coefficient in the list (2.5) for $\mu=0$, then

$$
P_{0}\left(\rho_{0}\right)-\rho_{0} \sim \beta_{k}(0) \rho_{0}^{k}
$$

and the system can have at most $2 k$ limit cycles near the loop $\Gamma$ for small $\mu$; if $a_{k}(0)$ is the first one, then

$$
P_{0}\left(\rho_{0}\right)-\rho_{0} \sim a_{k}(0) \rho_{0}^{k+1} \ln x,
$$

and the system can have at most $2 k+1$ limit cycles near $\Gamma$ for small $\mu$.
To prove the above result, we need to find an expression of map $F_{\mu}\left(\rho_{0}\right)$ (the singular part of $P$ ). To our knowledge, this problem has been solved by Roussarie [1] and Joyal [1] independently and Leontovich [1] announced a result much earlier. Most results in this section, as well as some notation, belong to Joyal [1].

Lemma 2.2. (Joyal [1]) There exists a $C^{2 n+2}$ change of coordinates which transforms (2.3) into the following form:

$$
\left\{\begin{align*}
\dot{w}= & \left(a_{0}(\mu)+j b_{0}(\mu)\right) w+\left(a_{1}(\mu)+j b_{1}(\mu)\right) w^{2} \bar{w}+\cdots  \tag{2.6}\\
& +\left(a_{n}(\mu)+j b_{n}(\mu)\right) w^{n+1} \bar{w}^{n}+w^{n+1} \bar{w}^{n} E(w, \bar{w}), \\
\dot{\bar{w}}= & \left(a_{0}(\mu)-j b_{0}(\mu)\right) \bar{w}+\left(a_{1}(\mu)-j b_{1}(\mu)\right) \bar{w}^{2} w+\cdots \\
& +\left(a_{n}(\mu)-j b_{n}(\mu)\right) \bar{w}^{n+1} w^{n}+\bar{w}^{n+1} w^{n} \overline{E(w, \bar{w})},
\end{align*}\right.
$$

where $E(w, \bar{w}) \in C^{0}$ and $E(w, \bar{w}) \rightarrow 0$ as $(w, \bar{w}) \rightarrow(0,0)$.
Since $a_{0}(0)=0, b_{0}(0) \neq 0$ (see (2.2), we suppose that $j b_{0}(0)>0$. Then $\alpha_{0}(\mu)=a_{0}(\mu)+j b_{0}(\mu)>0, \quad \bar{\alpha}_{0}(\mu)=a_{0}(\mu)-j b_{0}(\mu)<0$ for small $\mu$.It is easy to see from ( $2.6[2 \mathrm{ybn}$ ) that in a small neighborhood $\Omega$ of the origin, the two lines $w=0$ and $\bar{w}=0$ are the stable and unstable manifolds of (2.6), respectively. Without loss of generality, we suppose that the region $\{(w, \bar{w}) \mid w>0, \bar{w}>0\} \cap \Omega$ is inside the homoclinic loop $\Gamma$ which exists for $\mu=0$. Thus, to establish the transition map $F_{\mu}(p)$, we only need to consider $w>0$ and $\bar{w}>0$. Let

$$
\left\{\begin{array}{l}
\rho=w \bar{w},  \tag{2.7}\\
\phi=\ln w .
\end{array}\right.
$$

Then (2.6) becomes

$$
\left\{\begin{array}{l}
\dot{\rho}=2\left(a_{0}(\mu) \rho+a_{1}(\mu) \rho^{2}+\cdots+a_{n}(\mu) \rho^{n+1}+\rho^{n+1} A(\rho, \phi)\right)  \tag{2.8}\\
\dot{\phi}=\alpha_{0}(\mu)+\alpha_{1}(\mu) \rho+\cdots+\alpha_{n}(\mu) \rho^{n}+\rho^{n} B(\rho, \phi)
\end{array}\right.
$$

where $\alpha_{i}(\mu)=a_{i}(\mu)+j b_{i}(\mu), \rho^{n+1} A \in C^{2 n+1}, \rho^{n} B \in C^{2 n}$ in $\rho \geq$ $0, A, B$ are continuous, and $A, B \rightarrow 0$ as ( $\rho, \phi$ ) tends to the saddle point.

Since $\alpha_{0}(0)=j b_{0}(0)>0$, the right-hand side of the second equation in (2.8) is positive for small $\rho$ and small $\mu$. Hence, we obtain from (2.8)

$$
\begin{equation*}
\frac{d \rho}{d \phi}=c_{0}(\mu) \rho+c_{1}(\mu) \rho^{2}+\cdots+c_{n}(\mu) \rho^{n+1}+\rho^{n+1} \tilde{A}(\rho, \phi) \tag{2.9}
\end{equation*}
$$

where $\rho^{n+1} \tilde{A}(\rho, \phi) \in C^{2 n+1}$ and $\tilde{A}(\rho, \phi) \rightarrow 0$ as $(w, \bar{w}) \rightarrow 0(\rho \rightarrow 0$, $\phi \rightarrow-\infty)$. We have the following relation among the $a_{i}(\mu)$ and $c_{i}(\mu)$ :

$$
\begin{array}{rlrl}
a_{0} & =a_{1}=\cdots=a_{k-1}=0, & a_{k} \neq 0 \\
\Leftrightarrow & c_{0} & =c_{1}=\cdots=c_{k-1}=0, & c_{k} \neq 0 \tag{2.10}
\end{array}
$$

and $\operatorname{sgn}\left(a_{k}\right)=\operatorname{sgn}\left(c_{k} b_{0}\right)$.
Suppose the solution of (2.9), $\rho=\rho\left(\phi ; \rho_{0}, \mu\right)$ with $\rho\left(\phi_{0} ; \rho_{0}, \mu\right)=\rho_{0}$, has the form

$$
\begin{equation*}
\rho=h_{1}(\phi) \rho_{0}+h_{2}(\phi) \rho_{0}^{2}+\cdots+h_{n+1}(\phi) \rho_{0}^{n+1}+H\left(\rho_{0}, \phi\right) \tag{2.11}
\end{equation*}
$$

where $H\left(\rho_{0}, \phi\right)$ satisfies

$$
\lim _{\rho_{0} \rightarrow 0} \frac{H\left(\rho_{0}, \phi\right)}{\rho_{0}^{n+1}}=0
$$

Then the $h_{i}(\phi)$ satisfy the following equations:

$$
\left\{\begin{array}{l}
h_{1}^{\prime}=c_{0} h_{1},  \tag{2.12}\\
h_{2}^{\prime}=c_{0} h_{2}+c_{1} h_{1}^{2}, \\
h_{3}^{\prime}=c_{0} h_{3}+2 c_{1} h_{1} h_{2}+c_{2} h_{1}^{3}, \\
\vdots \\
h_{n+1}^{\prime}= \\
\\
\\
\quad c_{0} h_{n+1}+c_{1}\left(\sum_{i_{i}+i_{2}=n+1} h_{i_{1}} h_{i_{2}}\right)+\cdots \\
\\
\left.\sum_{i_{1}+\cdots+i_{n}=n+1} h_{i_{1}} \cdots h_{i_{n}}\right)+c_{n} h_{1}^{n+1},
\end{array}\right.
$$

where $h_{1}\left(\phi_{0}\right)=1$ and $h_{i}\left(\phi_{0}\right)=0$ for $i \geq 2$.
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If we consider a transition map $\rho=F_{\mu}\left(\rho_{0}\right)$ which is defined by the flow from a point $\left(\rho_{0}, \phi_{0}\right) \in\{\bar{w}=\sigma\}$ to point $(\rho, \phi) \in\{w=\sigma\}$ (Figure 2.2), then $\phi_{0}=\ln \rho_{0}-\ln \sigma$ and $\phi=\ln \sigma$. If we make a rescaling $w \rightarrow \sigma w$, then we can suppose that the flow is defined from a point ( $\rho_{0}, \phi_{0}$ ) to point $(\rho, \phi)$ satisfying $\phi_{0}=\ln \rho_{0}$ and $\phi=0$.

Let $\exp \left(c_{0}\left(\phi-\phi_{0}\right)\right)=c_{0} \gamma+1$. Then (2.12) gives

$$
\left\{\begin{align*}
h_{1} & =c_{0} \gamma+1  \tag{2.13}\\
h_{k+1} & =\left(c_{0} \gamma+1\right) p_{k}\left(\gamma, c_{0}, c_{1}, \ldots, c_{k}\right), \quad 1 \leq k \leq n
\end{align*}\right.
$$

where $p_{k}$ is a polynomial in $\gamma$ of degree $k$, vanishing at $\gamma=0$, and $c_{k} \gamma$ is the linear term in $p_{k} \cdot \gamma=\left(\exp \left(c_{0}\left(\phi-\phi_{0}\right)\right)-1\right) / c_{0}=\left(\rho_{0}^{-c_{0}}-1\right) / c_{0}$ for $c_{0} \neq 0$ and $\gamma=\phi-\phi_{0}$ for $c_{0}=0$. For small $\mu, \gamma$ is always positive in a neighborhood of the origin ( $w, \bar{w}$ ) $=0$ (see Figure 2.3). Thus, substituting (2.13) into (2.11), we have

$$
\begin{align*}
F_{\mu}\left(\rho_{0}\right)= & \rho=\rho_{0}+c_{0}\left[\rho_{0} \gamma+\tilde{p}_{0}\left(\rho_{0}, \gamma, c_{0}, \ldots, c_{n}\right)\right] \\
& +c_{1}\left[\rho_{0}^{2} \gamma+\tilde{p}_{1}\left(\rho_{0}, \gamma, c_{0}, \ldots, c_{n}\right)\right]  \tag{2.14}\\
& +\cdots+c_{n}\left[\rho_{0}^{n+1} \gamma+\widetilde{p_{n}}\left(\rho_{0}, \mu\right)\right]
\end{align*}
$$

where $\tilde{p}_{i}(i<n)$ is a polynomial and $\widetilde{p_{n}}=H / c_{n}$ ( $H$ is defined in (2.11)), with $\tilde{p}_{k}=o\left(\rho_{0}^{k+1} \gamma\right), k=0,1, \ldots, n$.

Now suppose the map $G_{\mu}:\{\boldsymbol{w}=\sigma\} \rightarrow\{\bar{w}=\sigma\}$ has the expression (2.4). Then

$$
\begin{aligned}
P_{\mu}\left(\rho_{0}\right)= & G_{\mu} \circ F_{\mu}\left(\rho_{0}\right)=\beta_{0}+\left(1+\beta_{1}\right)\left[\rho_{0}+c_{0}\left(\rho_{0}+\gamma\right)+\cdots\right] \\
& +\beta_{2}\left[\rho_{0}+c_{0}\left(\rho_{0}+\gamma\right)+\cdots\right]^{2} \\
& +\cdots+\beta_{n}\left[\rho_{0}+c_{0}\left(\rho_{0}+\gamma\right)+\cdots\right]^{n} \\
& +R\left(\rho_{0}, \mu\right)
\end{aligned}
$$

We expand $P_{\mu}\left(\rho_{0}\right)-\rho_{0}$ in two different cases corresponding to the manner of $\gamma$ at $\rho_{0}=0$ (see Figure 2.3):
(a) $c_{0} \geq 0, \rho_{0}^{k}=o\left(\rho_{0}^{k} \gamma\right)$ :

$$
\begin{align*}
P_{\mu}\left(\rho_{0}\right) & -\rho_{0} \\
= & \beta_{0}+c_{0}\left[\left(1+\beta_{1}\right) \rho_{0} \gamma+q_{0}\left(\rho_{0}, \gamma, c_{0}, \ldots, c_{n}, \beta_{0}, \ldots, \beta_{n}\right)\right] \\
& +\beta_{1} \rho_{0}+\cdots+c_{n-1}\left[\left(1+\beta_{1}\right) \rho_{0}^{n} \gamma+q_{n-1}\left(\rho_{0}, \gamma, c_{n-1}, c_{n}, \beta_{n}\right)\right] \\
& +\beta_{n} \rho_{0}^{n}+c_{n}\left[\left(1+\beta_{1}\right) \rho_{0}^{n+1} \gamma+q_{n}\left(\rho_{0}, \mu\right)\right] \tag{2.15a}
\end{align*}
$$

(b) $c_{0}<0,\left[\rho_{0}\left(c_{0} \gamma+1\right)\right]^{k}=o\left(\rho_{0}^{k} \gamma\right)$ :

$$
\begin{align*}
P_{\mu}\left(\rho_{0}\right)-\rho_{0}= & \beta_{0}+c_{0}\left(\rho_{0} \gamma+\tilde{q}_{0}\right)+\beta_{1} \rho_{0}\left(c_{0} \gamma+1\right)+\cdots \\
& +c_{n-1}\left[\left(1+\beta_{1}\right) \rho_{0}^{n} \gamma+\tilde{q}_{n-1}\right]+\beta_{n}\left[\rho_{0}\left(c_{0} \gamma+1\right)\right]^{n} \\
& +c_{n}\left[\left(1+\beta_{1}\right) \rho_{0}^{n+1} \gamma+\tilde{q}_{n}\left(\rho_{0}, \mu\right)\right] \tag{2.15b}
\end{align*}
$$

where $q_{k}, \tilde{q}_{k}=o\left(\rho_{0}^{k+1} \gamma\right)$ for $0 \leq k \leq n-1$. Let

$$
\begin{cases}\xi_{2 i}=\beta_{i}, & i=0,1,2, \ldots, n  \tag{2.16}\\ \xi_{2 i+1}=c_{i}, & i=0,1,2, \ldots, n\end{cases}
$$

where $\beta_{i}$ and $c_{i}$ are the coefficients in (2.4) and (2.14), respectively.

Definition 2.3. Suppose the linear part of system (2.1) at the origin has the eigenvalues $a_{0}(\mu) \pm j b_{0}(\mu)$ with $a_{0}^{2}-b_{0}^{2}<0\left(j^{2}=1\right)$. The system (2.1) $\mu_{=0}$ is said to have a homoclinic bifurcation of order $m$ if for $\mu=0$ (2.1) has a homoclinic loop and

$$
\xi_{0}(0)=\cdots=\xi_{m-1}(0)=0 \quad \text { and } \quad \xi_{m}(0) \neq 0 .
$$

Theorem 2.4. If (2.1) $)_{\mu=0}$ has a homoclinic bifurcation of order $m$ ( $m \leq 2 n+1$ ), then (1) in a sufficiently small neighborhood of $\mu=0$, any (2.1) ${ }_{\mu}$ has at most $m$ limit cycles near the loop;
(2) for any $k, 0 \leq k \leq m$, there exists a perturbation system (2.1) ${ }_{\mu}$ and a neighborhood $U$ of the loop such that the system has exactly $k$ limit cycles in $U$.

In order to prove Theorem 2.4, we need the following notation and lemma.

Notation 2.5. Let $f_{i}(x, \mu) \in C^{n}$ for $x>0$ and be continuous at $x=0$ ( $1 \leq i \leq n$ ). We define the following functions:

$$
\left\{\begin{array}{l}
\ldots f_{i_{1} i_{2}}=\frac{f_{i_{2}}^{\prime}}{f_{i_{1}}^{\prime}}, \\
f_{i_{1} i_{2} \cdots i_{k}}=\frac{f_{i_{1} \cdots i_{k-2} i_{k}}^{\prime}}{f_{i_{1} \cdots i_{k-1}}^{\prime}} \quad \text { for } 3 \leq k \leq n,
\end{array}\right.
$$

where' means $\partial / \partial x$ and $1 \leq i_{1}<i_{2}<\cdots<i_{k} \leq n$.
If $f_{i_{1}}(0, \mu)=0$ and $f_{i_{2}}=o\left(f_{i_{1}}\right)$ as $x \rightarrow 0$, then $\lim _{x \rightarrow 0} f_{i_{1} i_{2}}=0$.

Lemma 2.6. Let $f_{1}(x, \mu), \ldots, f_{n}(x, \mu)$ be functions continuous at $x=0$ and of class $C^{n}$ for $\mu \in R^{m}$ and $x>0$. If $f_{i}(0, \mu)=0, f_{i_{2}}=o\left(f_{i_{1}}\right)$ for $i_{2}>i_{1}$, and $f_{i_{1}}^{\prime} \cdots i_{k}>0$ for $0<x<\epsilon, \mu \in \mathbb{R}^{m}$, and $1 \leq k \leq n$, then the function

$$
P(x, \mu)=c_{0}(\mu)+c_{1}(\mu) f_{1}(x, \mu)+\cdots+c_{n}(\mu) f_{n}(x, \mu)
$$

has at most $n$ zeros for $0 \leq x \leq \epsilon$, where $c_{i}(\mu) \in \mathbb{R}, i=0, \ldots, n$, and $c_{n}(\mu) \neq 0$.

Proof. Suppose that $P$ has more than $n$ zeros in $[0, \epsilon]$. Then

$$
\frac{\partial P}{\partial x}=f_{1}^{\prime}\left(c_{1}+c_{2} f_{12}+\cdots+c_{n} f_{1 n}\right):=f_{1}^{\prime} P_{1}
$$

has at least $n$ zeros in $(0, \epsilon)$. Since $f_{1}^{\prime}>0, P_{1}$ has at least $n$ zeros in $(0, \epsilon)$. Repeating the above argument, we see that $\partial P_{1} / \partial x$ has at least $n-1$ zeros in $(0, \epsilon)$ and as many as

$$
P_{2}=c_{2}(\mu)+c_{3}(\mu) f_{123}+\cdots+c_{n}(\mu) f_{12 n}
$$

By induction, $\partial P_{n} / \partial x=c_{n} f_{12}^{\prime} \cdots n$ has at least one zero in $(0, \epsilon)$, which contradicts the assumptions of the lemma.

Proof of Theorem of 2.4. (1) We will prove that (2.15a) and (2.15b) have at most $m$ zeros for $0 \leq \rho_{0} \leq \epsilon$. In order to use Lemma 2.6 , we only need to show that the sequence

$$
\begin{equation*}
\rho_{0} \gamma, \rho_{0}, \rho_{0}^{2} \gamma, \rho_{0}^{2}, \ldots, \rho_{0}^{n} \gamma, \rho_{0}^{n} \quad\left(c_{0} \geq 0\right) \tag{2.17a}
\end{equation*}
$$

or

$$
\begin{equation*}
\rho_{0} \gamma, \rho_{0}\left(c_{0} \gamma+1\right), \ldots, \rho_{0}^{n} \gamma,\left[\rho_{0}\left(c_{0} \gamma+1\right)\right]^{n} \quad\left(c_{0}<0\right) \tag{2.17~b}
\end{equation*}
$$

satisfies the properties of the sequence $\left\{f_{i}\right\}$ in Lemma 2.6.
From (2.10) we have that $c_{0}=0 \Leftrightarrow a_{0}=0$. In the following we suppose that $\left|c_{0}\right|$ is sufficiently small. We denote (2.17a) or (2.17b) by $\left\{f_{i}\left(\rho_{0}, \mu\right)\right\}$. Since for $c_{0} \neq 0, c_{0} \gamma+1=\rho_{0}^{-c_{0}}$, we consider the following sequence instead of (2.17a) or (2.17b):

$$
\begin{equation*}
x^{k_{1}} \gamma^{m_{1}}, \ldots, x^{k_{n}} \gamma^{m_{n}} \tag{2.18}
\end{equation*}
$$

where $x=\rho_{0}, \gamma=\left(x^{-c_{0}}-1\right) / c_{0}$, and $k_{i}$ and $m_{i} \in \mathbb{R}$. Equation (2.18) satisfies the following conditions:
(i) when $c_{0} \geq 0$, we have $k_{i} \leq k_{j}$ for $i<j$; if $k_{i}=k_{j}$ then $m_{i}>m_{j}$; when $c_{0}<0$ ( $\left|c_{0}\right|$ small), we have $k_{i}<k_{j}$ for $i<j$.
(ii) $k_{i}>0$ and $m_{i} \geq 0$.

It follows that $f_{i_{2}}=o\left(f_{i_{1}}\right)$ as $x \rightarrow 0$ for $i_{1}<i_{2}$, and

$$
\left(x^{k} \gamma^{m}\right)^{\prime}=\left(k-c_{0} m\right) x^{k-1} \gamma^{m}+o\left(x^{k-1} \gamma^{m}\right)
$$

where $k-c_{0} m>0$ for small $\left|c_{0}\right|$. Hence.

$$
f_{i_{1} i_{2}}=\frac{f_{i_{2}}^{\prime}}{f_{i_{1}}^{\prime}}=M x^{k_{2}-k_{1}} \gamma^{m_{2}-m_{1}}+o\left(x^{k_{2}-k_{1}} \gamma^{m_{2}-m_{1}}\right)
$$

where $M>0$. Thus $f_{i_{1} i_{2}}^{\prime}>0$ in $(0, \epsilon)$ for a small $\epsilon>0$. By induction, we have that $f_{i_{1} \cdots i_{k}}^{\prime}>0$ in $(0, \epsilon)$ for a small fixed $\epsilon>0$. Thus the conditions of Lemma 2.6 are satisfied.
(2) We first suppose $k=m$. Without loss of generality, suppose $m=2 n+1$. Then

$$
\xi_{0}(0)=\xi_{1}(0)=\cdots=\xi_{2 n}(0)=0, \quad \xi_{2 n+1}(0) \neq 0
$$

We will find a perturbation system (2.1) ${ }_{\mu}$ such that it has exactly $2 n+1$ limit cycles near the loop.

By using (2.16) and (2.9), we know that (2.1) $\mu_{\mu=0}$ can be transformed into the following form

$$
\begin{equation*}
\frac{d \rho}{d \phi}=c_{n}(0) \rho^{n+1}+\rho^{n+1} \tilde{A}(\rho, \phi) \equiv S(\rho, \phi) \tag{2.19}
\end{equation*}
$$

We will construct a system in a small tubular neighborhood $T$ of the loop. Let

$$
\left\{\begin{array}{l}
\dot{x}=\tilde{u}  \tag{2.20}\\
\dot{y}=\tilde{v}
\end{array}\right.
$$

where

$$
\begin{array}{cl}
\tilde{u}=u+\left(\tilde{u}_{1}-u\right) \omega_{1}, & \tilde{v}=v+\left(\tilde{v}_{1}-v\right) \omega_{1} \\
\tilde{u}_{1}=u_{2}+\left(\tilde{u}_{2}-u_{2}\right) \omega_{2}, & \tilde{v}_{1}=v_{2}+\left(\tilde{v}_{2}-v_{2}\right) \omega_{2} \\
\tilde{u}_{2}=u_{3}+\left(\tilde{u}_{3}-u_{3}\right) \omega_{3}, & \tilde{v}_{2}=v_{3}+\left(\tilde{v}_{3}-v_{3}\right) \omega_{3}
\end{array}
$$

where $(u, v)$ is the original system (2.1) ${ }_{\mu=0}$ with the form (2.19) in ( $\rho, \phi$ ) coordinates. The systems ( $u_{2}, v_{2}$ ), $\left(u_{3}, v_{3}\right)$, and ( $\left.\tilde{u}_{3}, \tilde{v}_{3}\right)$ expressed in the ( $\rho, \phi$ ) coordinates are respectively:

$$
\begin{gather*}
\frac{d \rho}{d \phi}=\mu_{2} \rho+\mu_{4} \rho^{2}+\cdots+\mu_{2 n} \rho^{n}+S(\rho, \phi)  \tag{2.21}\\
\frac{d \rho}{d \phi}=S(\rho, \phi) \tag{2.22}
\end{gather*}
$$
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$$
\begin{equation*}
\frac{d \rho}{d \phi}=\mu_{3} \rho+\mu_{5} \rho^{2}+\cdots+\mu_{2 n+1} \rho^{n}+S(\rho, \phi) \tag{2.23}
\end{equation*}
$$

Here $S(\rho, \phi)$ is the same as in (2.19) and $\mu_{2 n+1}, \mu_{2 n}, \ldots, \mu_{3}, \mu_{2}$ are small parameters satisfying

$$
\begin{equation*}
\mu_{i} \mu_{i+1}<0, \quad 0<\left|\mu_{2}\right| \ll\left|\mu_{3}\right| \ll \cdots \ll\left|\mu_{2 n+1}\right| \ll\left|c_{n}(0)\right| . \tag{2.24}
\end{equation*}
$$

Finally, the $C^{\infty}$ functions $\omega_{1}, \omega_{2}$, and $\omega_{3}$ are defined as follows:
(i) $\omega_{1}(x, y) \equiv 0$ in a strip of $T$. This strip going from $w=\sigma_{1}$ to $\bar{w}=\sigma_{1}$ does not contain the origin. $\omega_{1}(x, y) \equiv 1$ from $\bar{w}=\sigma_{2}$ to $w=\sigma_{2}\left(0<\sigma_{2}<\sigma_{1}\right)$. Elsewhere, $0<\omega_{1}<1$ and $\omega_{1}$ is a constant on $w=\sigma$ (i.e., on $\phi=\ln \sigma$ ) for $\sigma_{2}<\sigma<\sigma_{1}$.
(ii) $\omega_{2}(x, y) \equiv 0$ from $\bar{w}=\sigma_{1}$ to $w=\sigma_{4}, \omega_{2}(x, y) \equiv 1$ from $w=\sigma_{3}$ to $w=\sigma_{1}\left(0<\sigma_{4}<\sigma_{3}<\sigma_{2}<\sigma_{1}\right)$, and $0<\omega_{2}(x, y)<1$ and $\omega_{2}$ is a constant on $w=\sigma$ for $\sigma_{4}<\sigma<\sigma_{3}$. Elsewhere, it does not matter.
(iii) $\omega_{3}(x, y) \equiv 0$ from $\bar{w}=\sigma_{1}$ to $w=\sigma_{3}, 0<\omega_{3}<1$ and $\omega_{3}$ is a constant on $w=\sigma$ for $\sigma_{3}<\sigma<\sigma_{2}$, and $\omega_{3}(x, y) \equiv 1$ from $w=\sigma_{2}$ to $w=\sigma_{1}$. Elsewhere, it does not matter (see Figure 2.4).
Obviously, (2.20) is a perturbation system of (2.19). The equations

$$
\begin{array}{r}
\frac{d \rho}{d \phi}=\left(\mu_{2} \rho+\mu_{4} \rho^{2}+\cdots+\mu_{2 n} \rho^{n}\right) \omega_{1}(\rho)+S(\rho, \phi) \\
\\
\left.\quad \text { (from } \bar{w}=\sigma_{1} \text { to } w=\sigma_{4}\right) . \\
\frac{d \rho}{d \phi}=\left(\mu_{2} \rho+\mu_{4} \rho^{2}+\cdots+\mu_{2 n} \rho^{n}\right)\left(1-\omega_{2}(\rho)\right)+S(\rho, \phi) \\
\\
\text { (from } \left.w=\sigma_{4} \text { to } w=\sigma_{3}\right)
\end{array}
$$

give the map $F:\left\{\bar{w}=\sigma_{1}\right\} \rightarrow\left\{w=\sigma_{3}\right\}$ which has an expansion of the form (2.14), with $\phi-\phi_{0}=-\ln \rho_{0}+\ln \sigma_{3}-\ln \sigma_{1}=-\ln \left(\sigma_{1} / \rho_{0} \sigma_{3}\right)$ and the $c_{i}$ having the same sign as that of $\mu_{i+2}$. The map $E:\left\{w=\sigma_{3}\right\}$ $\rightarrow\left\{\bar{w}=\sigma_{1}\right\}$ is defined by

$$
\begin{array}{r}
\frac{d \rho}{d \phi}=\left(\mu_{3} \rho+\mu_{5} \rho^{2}+\cdots+\mu_{2 n+1} \rho^{n}\right) \omega_{3}(\rho)+S(\rho, \phi) \\
\\
\left.\quad \text { (from } w=\sigma_{3} \text { to } w=\sigma_{2}\right), \\
\frac{d \rho}{d \phi}=\left(\mu_{3} \rho+\mu_{5} \rho^{2}+\cdots+\mu_{2 n+1} \rho^{n}\right) \omega_{1}(\rho)+S(\rho, \phi) \\
\\
\text { (from } \left.w=\sigma_{2} \text { to } \bar{w}=\sigma_{1}\right) .
\end{array}
$$

$E$ has an expansion of the form (2.14), with $\phi-\phi_{0}=-\ln \sigma_{3} / \sigma_{1}>0$ (finite). On the other hand, replacing the terms, $E$ has an expansion of the form (2.4) with $\beta_{0}=0$ (this means that the homoclinic loop exists). According to (2.13), the $\beta_{i}$ of the expansion satisfy

$$
\begin{aligned}
& \beta_{1}=\mu_{3} \gamma, \\
& \beta_{2}=\left(\mu_{3} \gamma+1\right) \mu_{5}\left(\frac{\mu_{3}}{2} \gamma^{2}+\gamma\right), \\
& \beta_{n}=\left(\mu_{3} \gamma+1\right) p_{n-1}\left(\gamma, \mu_{3}, \mu_{5}, \ldots, \mu_{2 n+1}\right),
\end{aligned}
$$

where $p_{j}(j \geq 1)$ is a polynomial in $\gamma$ of degree $j$ and having $\mu_{2 j+1} \gamma$ as the first-degree term. Hence $\beta_{i}$ has the same sign as that of $\mu_{2 i+1}$ whenever $\left|\mu_{2 j-1}\right| \ll\left|\mu_{2 j+1}\right|(2 \leq j \leq n)$.

Since the $\mu_{i}(2 \leq i \leq 2 n+1)$ can be chosen independently, and they are continuous functions of the coefficients of the Taylor expansion of the system, condition (2.24) implies that system (2.20) has at least $2 n$ limit cycles inside the annulus region $T$.

Up to now, we still have the condition $\beta_{0}=0$, that is, system (2.20) has a homoclinic loop. $\mu_{2} \neq 0$ implies $c_{0} \neq 0\left(a_{0} \neq 0\right)$, that is, the trace at the saddle point of (2.20) is nonzero. Hence, as a perturbation of (2.20), the following system

$$
\left\{\begin{array}{l}
\dot{x}=\tilde{u}-\mu_{\tilde{v}} \tilde{v}  \tag{2.25}\\
\dot{y}=\mu_{1} \tilde{u}+\tilde{v}
\end{array}\right.
$$

has one more limit cycle if $\left|\mu_{1}\right| \ll\left|\mu_{2}\right|$ and sgn $\mu_{1}$ is well chosen (see Example 3.3.9).

From conclusion (1) of Theorem 2.4, we know that system (2.25), as a perturbation of $(2.1)_{\mu=0}$, has at most $2 n+1$ limit cycles. Therefore, (2.25) has exactly $2 n+1=m$ limit cycles.

For the case $k<m$, we can use the same argument to prove part (2) of Theorem 1.3. We use the same perturbed systems (2.25) and (2.20), but take the first ( $m-k$ ) elements of the list $\mu_{m}, \mu_{m-1}, \ldots, \mu_{1}$ to be zero. Then we get a perturbed system having at least $k$ limit cycles. We can obtain a system in this way which has exactly $k$ limit cycles. Otherwise we can make a perturbation with $\mu_{m}, \mu_{m-1}, \ldots, \mu_{m-k}$ satisfying (2.24) to get other ( $m-k$ ) limit cycles, and the total number of limit cycles will be more than $m$, which contradicts conclusion (1).

Remark 2.7. For applications, it is important to determine the first nonzero coefficient in (2.5) for $\mu=0$, that is, the order of homoclinic bifurcation (see (2.16) and Definition 2.3). We will introduce a method which is called the method of dual Lyapunov constants to determine the first nonzero coefficient among $a_{1}(0), a_{2}(0), \ldots$ if $a_{0}(0)=0$ and $b_{0}(0)=1$ (see (2.5)). Then we will give some results and examples without a detailed discussion.

If $a_{0}(0)=0$ (i.e., the trace $A(0)=0$, then system (2.1) ${ }_{\mu=0}$ with a saddle point at the origin can be transformed into the following form:

$$
\left\{\begin{array}{l}
\dot{x}=y+p(x, y)  \tag{2.26}\\
\dot{y}=x+q(x, y)
\end{array}\right.
$$

We try to find a function

$$
F(x, y)=\left(x^{2}-y^{2}\right)+F_{3}(x, y)+\cdots+F_{k}(x, y)+\cdots,
$$

where $F_{k}(x, y)$ is a homogeneous polynomial of order $k$, such that

$$
\begin{aligned}
\left.\frac{d F}{d t}\right|_{(2.26)}= & v_{1}^{*}\left(x^{2}-y^{2}\right)^{2}+v_{2}^{*}\left(x^{2}-y^{2}\right)^{3} \\
& +\cdots+v_{k}^{*}\left(x^{2}-y^{2}\right)^{k+1}+\cdots
\end{aligned}
$$

Theorem 2.8. (Joyal and Rousseau [1]) Consider the system (2.1) with $a_{0}(0)=0, b_{0}(0)=1$, and the sequence (2.5). Then at $\mu=0, a_{1}=a_{2}=$ $\cdots=a_{k-1}=0$ and $a_{k} \neq 0$ if and only if $v_{1}^{*}=v_{2}^{*}=\cdots=v_{k-1}^{*}=0$ and $v_{k}^{*} \neq 0$. Moreover $\operatorname{sgn}\left(a_{k}\right)=\operatorname{sgn}\left(v_{k}^{*}\right)$.

Definition 2.9. The origin is called a weak saddle point of order $k$ if $v_{1}^{*}=\cdots=v_{k-1}^{*}=0$ and $v_{k}^{*} \neq 0$ for system (2.1) with $a_{0}(0)=0$ and $b_{0}(0)=1 . v_{k}^{*}$ is called a $k$ th saddle quantity.

Example 2.10. For system (2.26), the first saddle quantity is given by

$$
\begin{align*}
v_{1}^{*}= & \left(f_{x x x}-f_{x y y}+g_{x x y}-g_{y y y}\right) \\
& +\left[f_{x y}\left(f_{y y}-f_{x x}\right)+g_{x y}\left(g_{y y}-g_{x x}\right)-f_{x x} g_{x x}+f_{y y} g_{y y}\right] . \tag{2.27}
\end{align*}
$$

Example 2.11. (Cai [1] and Zhang and Cai [1]) For a quadratic system

$$
\left\{\begin{array}{l}
\dot{x}=x+A x^{2}+B x y+C y^{2},  \tag{2.28}\\
\dot{y}=-y-K x^{2}-L x y-M y^{2}:
\end{array}\right.
$$

(i) The first three saddle quantities are

$$
\begin{aligned}
& v_{1}^{*}=L M-A B, \\
& v_{2}^{*}=K B(2 M-B)(M+2 B)-C L(2 A-L)(A+2 L), \\
& \text { if } v_{1}^{*}=0, \\
& v_{3}^{*}=(C K-L B)[A C L(2 A-L)-B K M(2 M-B)], \\
& \text { if } v_{1}^{*}=v_{2}^{*}=0,
\end{aligned}
$$

and

$$
v_{k}^{*}=0 \quad \text { for all } k>3 \text { if } v_{1}^{*}=v_{2}^{*}=v_{3}^{*}=0 .
$$

(ii) If $v_{k}^{*}=0$ for all $k$, and if the quadratic system has a homoclinic loop (or compound homoclinic cycle) through the saddle point(s), then the system is integrable in the interior of the loop (cycle).
(iii) The nonintegrable quadratic systems satisfying $v_{1}^{*}=0$ have no limit cycle or homoclinic loop.
From Theorem 2.4 and Example 2.11 (iii), one has immediately the following theorem.

Theorem 2.12. There are at most three limit cycles which may arise from a homoclinic loop bifurcation in a nonintegrable quadratic system.

Example 2.13. (Joyal and Rousseau [1]) Consider the homoclinic bifurcation of the system

$$
\left\{\begin{array}{l}
\dot{x}=y=F,  \tag{2.29}\\
\dot{y}=-1+x^{2}+\delta\left(\nu_{1} y+\nu_{2} x y+\nu_{3} x^{3} y+\nu_{4} x^{4} y\right)=G,
\end{array}\right.
$$

with a saddle point at $(1,0)$. For $\delta=0,(2.29)$ becomes a Hamiltonian system (see Figure 4.1.2)

$$
\left\{\begin{array}{l}
\dot{x}=y  \tag{2.30}\\
\dot{y}=-1+x^{2}
\end{array}\right.
$$

with Hamiltonian function

$$
\begin{equation*}
H(x, y)=\frac{y^{2}}{2}+x-\frac{x^{3}}{3} . \tag{2.31}
\end{equation*}
$$

$\left\{H(x, y)=h,-\frac{2}{3} \leq h \leq \frac{2}{3}\right\}$ are closed level curves. $H=-2 / 3$ corresponds to the equilibrium ( $-1,0$ ) and $H=2 / 3$ corresponds to the homoclinic loop.
We consider (2.29) as a small perturbation of (2.30). From the discussion in Section 4.1 (Lemma 4.1.4), we have that the fixed points of the Poincaré map correspond to the zeros of the following bifurcation function

$$
\begin{equation*}
M(h)=\int_{H=h}\left(\nu_{1} y+\nu_{2} x y+\nu_{3} x^{3} y+\nu_{4} x^{4} y\right) d x \tag{2.32}
\end{equation*}
$$

Therefore, we have that
(i) System (2.29) has a homoclinic loop bifurcation (HLB) if $M(2 / 3)$ $=0$.
(ii) The HLB is of order 1 if $M(2 / 3)=0$ and $M^{\prime}(2 / 3)$ is infinite. The latter is equivalent to $\left.\operatorname{div}(F, G)\right|_{(1,0)} \neq 0$.
(iii) The HLB is of order 2 if $M(2 / 3)=\left.\operatorname{div}(F, G)\right|_{(1,0)}=0$ and $M^{\prime}(2 / 3) \neq 0$.
(iv) The HLB is of order 3 if $M(2 / 3)=\left.\operatorname{div}(F, G)\right|_{(1,0)}=M^{\prime}(2 / 3)=0$ and $M^{\prime \prime}(2 / 3)$ is infinite. The last condition is equivalent to $v_{1}^{*} \neq 0$. By calculation, we have

$$
M(2 / 3)=4 \sqrt{2 / 3} \int_{-2}^{1}\left(\nu_{1}+\nu_{2} x+\nu_{3} x^{3}+\nu_{4} x^{4}\right)(1+x) \sqrt{x+2} d x .
$$

Hence, $M(2 / 3)=0$ is equivalent to

$$
\begin{equation*}
\nu_{1}-\frac{5}{7} \nu_{2}-\frac{103}{77} \nu_{3}+\frac{187}{91} \nu_{4}=0 \tag{2.33}
\end{equation*}
$$

From (2.32) and (2.31) we have
$M^{\prime}(2 / 3)$

$$
\begin{aligned}
& =2 \int_{-2}^{1} \frac{1}{y}\left(\nu_{1}+\nu_{2} x+\nu_{3} x^{3}+\nu_{4} x^{4}\right) d x \\
& =(3 / 2)^{1 / 2} \int_{-2}^{1}\left[\frac{\nu_{1}+\nu_{2}+\nu_{3}+\nu_{4}}{(1-x)(x+2)^{1 / 2}}\right. \\
& \left.\quad-\frac{\nu_{2}+\nu_{3}\left(x^{2}+x+1\right)+\nu_{4}\left(x^{2}+1\right)(x+1)}{(x+2)^{1 / 2}}\right] d x .
\end{aligned}
$$

It is clear that if $M^{\prime}(2 / 3)$ is finite, then it is equivalent to

$$
\begin{equation*}
\left.\frac{1}{\delta} \operatorname{div}(F, G)\right|_{(1,0)}=\nu_{1}+\nu_{2}+\nu_{3}+\nu_{4}=0 \tag{2.34}
\end{equation*}
$$

When $\left.\operatorname{div}(F, G)\right|_{(1,0)}=0$, we have that $M^{\prime}(2 / 3)=0$ is equivalent to

$$
\begin{equation*}
\nu_{2}+\frac{9}{5} \nu_{3}-\frac{8}{7} \nu_{4}=0 . \tag{2.35}
\end{equation*}
$$

Finally, transforming system (2.29) into the form (2.26) and using the formula (2.27), we obtain

$$
v_{1}^{*}=\frac{\delta}{2}\left(-\nu_{2}+3 \nu_{3}+8 \nu_{4}\right)
$$

It is easy to see that $v_{1}^{*}=c \delta \nu_{4}$, where $c>0$ is a constant, if (2.33), (2.34), and (2.35) are satisfied.

Thus, if $\nu_{4} \neq 0$ and $0<|\delta| \ll 1$, then (2.29) has a homoclinic loop bifurcation of order 3 when (2.33), (2.34), and (2.35) are satisfied. If $\nu_{4}=0, \nu_{3} \neq 0$, and $0<|\delta| \ll 1$, then (2.29) has a homoclinic loop bifurcation of order 2 when (2.33) and (2.34) are satisfied.

### 5.3 A Codimension 3 Bifurcation: Cusp of Order 3

In Section 4.1 it is shown that the Bogdanov-Takens system

$$
\left\{\begin{array}{l}
\dot{x}=y  \tag{3.1}\\
\dot{y}=\epsilon_{1}+\epsilon_{2} y+x^{2} \pm x y
\end{array}\right.
$$

is a versal deformation of the vector field

$$
\left\{\begin{array}{l}
\dot{x}=y  \tag{3.2}\\
\dot{y}=a x^{2}+b x y
\end{array}\right.
$$

where $a$ and $b$ are constants satisfying $a b \neq 0$.
If $a \neq 0$ (without loss of generality, suppose $a=1$ ), then the phase portrait of (3.2) is shown in Figure 3.1. We note that the phase portrait is the same for all values of $b$, including $b=0$. Since there is a cusp at the origin, the singularity is said to be a cusp type. If $b \neq 0$, it is a cusp of codimension 2 ; if $b=0$, it is a cusp of higher codimension. In particular, the families of vector fields with cusps of codimension 3 and 4 are respectively

$$
\left\{\begin{array}{l}
\dot{x}=y  \tag{3.3}\\
\dot{y}=\epsilon_{1}+\epsilon_{2} y+\epsilon_{3} x y+x^{2} \pm x^{3} y
\end{array}\right.
$$



Figure 3.1. The flow near a cusp-type equilibrium.
and

$$
\left\{\begin{array}{l}
\dot{x}=y  \tag{3.4}\\
\dot{y}=\epsilon_{1}+\epsilon_{2} y+\epsilon_{3} x y+\epsilon_{4} x^{3} y+x^{2} \pm x^{4} y
\end{array}\right.
$$

where $\epsilon_{i}(i=1,2,3,4)$ are small parameters. In this section, we study (3.3) ${ }^{ \pm}$; the results are due to Dumortier, Roussarie, and Sotomayor [1].

The following lemma gives an explanation why the $x^{2} y$ term is not considered in the second equations of (3.3) ${ }^{ \pm}$and (3.4) ${ }^{ \pm}$.

Lemma 3.1. In a small neighborhood of the origin, the following two vector fields

$$
\left\{\begin{array}{l}
\dot{x}=y  \tag{3.5}\\
\dot{y}=x^{2}+y\left(\alpha x^{2}+\beta x^{3}\right)+o\left((|x|+|y|)^{4}\right)
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\dot{x}=y  \tag{3.6}\\
\dot{y}=x^{2}+\beta x^{3} y+o\left((|x|+|y|)^{4}\right)
\end{array}\right.
$$

are $C^{\infty}$-equivalent.

Proof. Let

$$
H(x, y)=\frac{1}{2} y^{2}-\frac{1}{3} x^{3}
$$

Then

$$
\begin{equation*}
d H=y d y-x^{2} d x \tag{3.7}
\end{equation*}
$$

Hence

$$
\begin{equation*}
y x^{2} d x=y^{2} d y-y d H \tag{3.8}
\end{equation*}
$$

Equation (3.5) is equivalent to

$$
\begin{equation*}
d H-\left[y\left(\alpha x^{2}+\beta x^{3}\right)+o\left((|x|+|y|)^{4}\right)\right] d x=0 \tag{3.9}
\end{equation*}
$$

Substituting (3.8) into (3.9), we have

$$
\begin{equation*}
d H-\frac{\alpha y^{2}}{1+\alpha y} d y-\frac{\beta y x^{3}+o\left((|x|+|y|)^{4}\right)}{1+\alpha y} d x=0 \tag{3.10}
\end{equation*}
$$

It is not difficult to see that, in a small neighborhood of $(x, y)=(0,0)$, there exists a coordinate change of the form

$$
\left\{\begin{array}{l}
\bar{x}=x \\
\bar{y}=y+O\left(|(x, y)|^{2}\right)
\end{array}\right.
$$

such that $\bar{y} d \bar{y}=\left(y-\alpha y^{2} /(1+\alpha y)\right) d y$. Thus, this change of coordinates transforms (3.10) into the form

$$
\begin{equation*}
d \bar{H}-\left[\beta \bar{y} \bar{x}^{3}+o\left((|\bar{x}|+|\bar{y}|)^{4}\right)\right] d \bar{x}=0 \tag{3.11}
\end{equation*}
$$

where $\bar{H}=\frac{1}{2} \bar{y}^{2}-\frac{1}{3} \bar{x}^{3}$.
Since (3.11) is equivalent to equation (3.6), the lemma is proved

By using the method of Section 4.1, it can be shown that the family of vector fields (3.3) is a versal deformation of the vector field

$$
\left\{\begin{array}{l}
\dot{x}=y  \tag{3.12}\\
\dot{y}=x^{2} \pm y x^{3}
\end{array}\right.
$$

It is easy to see that by a change $\left(x, y, t, \epsilon_{1}, \epsilon_{2}, \epsilon_{3}\right) \rightarrow(x,-y$, $-t, \epsilon_{1},-\epsilon_{2},-\epsilon_{3}$ ), equation (3.3)- is transformed into the form (3.3) ${ }^{+}$. Hence we only need to consider the following equation:

$$
\left\{\begin{array}{l}
\dot{x}=y  \tag{3.13}\\
\dot{y}=\epsilon_{1}+\epsilon_{2} y+\epsilon_{3} x y+x^{2}+x^{3} y
\end{array}\right.
$$

We first present the main result (Theorem 3.2), then give the proof in detail.
It is obvious that the equilibria of (3.13) are determined by the equations

$$
y=0, \quad x^{2}+\epsilon_{1}=0 .
$$

Hence (3.13) has no equilibria for $\epsilon_{1}>0$. The plane $\epsilon_{1}=$, excluding the origin in $\epsilon_{1} \epsilon_{2} \epsilon_{3}$-space is a bifurcation surface of sada. node type: When $\epsilon_{1}$ decreases from this surface, the saddle-node of (3.13) becomes a saddle point and a node. The other bifurcation surfaces are located in the half space $\left\{\epsilon_{1}<0\right\}$. We describe them by their intersection with the half 2-sphere $S_{\sigma}=\left\{\left(\epsilon_{1}, \epsilon_{2}, \epsilon_{3}\right) \mid \epsilon_{1}<0, \epsilon_{1}^{2}+\epsilon_{2}^{2}+\epsilon_{3}^{2}=\sigma^{2}\right.$, $\sigma>0$ sufficiently smallf. The bifurcation diagram of equation (3.13) is a cone based on this intersection which consists of three curves on $S_{\sigma}$ : a curve $H$ of Hopf bifurcation, a curve $H L$ of homoclinic bifurcation, and a curve $C$ of double limit cycle bifurcation. The points $h_{2}$ on $H$ and $h l_{2}$ on $H L$ are the endpoints of the curve $C$ (see Figure 3.2 and Figure 3.3).

On the other hand, both curves $H$ and $H L$ touch $\partial S_{\sigma}=$ $\left\{\left(\epsilon_{1}, \epsilon_{2}, \epsilon_{3}\right) \mid \epsilon_{1}=0, \epsilon_{2}^{2}+\epsilon_{3}^{2}=\sigma^{2}\right\}$ with a first-order tangency at the points $b_{1}$ and $b_{2}$. In some small neighborhoods of $b_{1}$ and $b_{2}$ one finds


Figure 3.2. The parameter space.


Figure 3.3. The trace of the bifurcation diagram on $S\left(\epsilon_{1} \leq 0\right)$.
cusp bifurcation of codimension 2 (Bogdanov-Takens bifurcation, see Section 4.1). System (3.13) has a unique unstable limit cycle when $\epsilon$ lies between $H$ and $H L$ and is in a small neighborhood of $b_{1}$. System (3.13) has a unique stable limit cycle when $\epsilon$ lies between $H$ and $H L$ and is in a small neighborhood of $b_{2}$.

Along the curve $H$, not including the point $h_{2}$, a Hopf bifurcation of order 1 occurs. System (3.13) has an unstable limit cycle when $\epsilon$ crosses the arc $\widehat{b_{1} h_{2}}$ in $H$ joining $b_{1}$ and $h_{2}$ from the right to the left and has a stable limit cycle when $\epsilon$ crosses the arc $\widehat{h_{2} b_{2}}$ in $H$ from the left to the right.

The point $h_{2}$ corresponds to a Hopf bifurcation of order 2.
Along the curve $H L$, excluding the point $h l_{2}$, a homoclinic bifurcation of order 1 occurs. When $\epsilon$ crosses the $\operatorname{arc} \frac{2}{b_{1} h l_{2}}$ in $H L$ from the left to the right, two separatrices of the saddle point change their relative positions and an unstable limit cycle appears. A similar phenomenon happens when $\epsilon$ crosses the arc $\overline{h l_{2} b_{2}}$ in $H L$ from the right to the left, and a stable limit cycle appears.

The point $h l_{2}$ corresponds to a homoclinic bifurcation of order 2.
The curves $H$ and $H L$ intersect transversally at a unique point $d$ which corresponds to the simultaneous occurrence of a Hopf bifurcation of order 1 and a homoclinic bifurcation of order 1.

If the parameter values are in the curved triangle $d h_{2} h l_{2}$, then system (3.1) has exactly two limit cycles. The inner one is stable and the outer one is unstable.

These two limit cycles coalesce when $\epsilon$ crosses the curve $C$ from the left to the right. On $C$ itself there exists a unique semistable limit cycle.

Theorem 3.2. Let

$$
\bar{\Sigma}=\partial S_{\sigma} \cup H \cup H L \cup C
$$

where $\partial S_{\sigma}$ and curves $H, H L$, and $C$ are described above.
The bifurcation diagram of equation (3.13) inside the ball

$$
B_{\sigma}=\left\{\epsilon \mid \epsilon_{1}^{2}+\epsilon_{2}^{2}+\epsilon_{3}^{2} \leq \sigma^{2}\right\}
$$

is a cone homeomorphic to

$$
\left\{\left(\delta^{4} \bar{\epsilon}_{1}, \delta^{6} \bar{\epsilon}_{2}, \delta^{4} \bar{\epsilon}_{3}\right) \mid \delta \in[0, \sigma],\left(\bar{\epsilon}_{1}, \bar{\epsilon}_{2}, \bar{\epsilon}_{3}\right) \in \bar{\Sigma}\right\}
$$

The topological type of the phase portraits of equation (3.13) in a fixed neighborhood of $0 \in \mathbb{R}^{2}$ is the same in each of six connected components $\left\{D_{i}\right\}$ of the complement of the bifurcation diagram, and is the same in each surface or curve in the bifurcation diagram (there are nine surfaces $\left\{S_{i}\right\}$ and five curves $\left\{\Gamma_{i}\right\}$ ).

The cone regions $D_{1}, \ldots, D_{5}$ are based on the open regions, $I, I I, \ldots, V$, respectively (see Figure 3.4), and $D_{6}$ is the half ball $\left\{\epsilon \mid \epsilon \in B_{\sigma}, \epsilon_{1}>0\right\}$. When $\epsilon \in D_{1} \cup \cdots \cup D_{5}$, the phase portraits of equation (3.13) are shown in Figure 3.4.

The surfaces $S_{1}, \ldots, S_{9}$ are based on the arcs $\overline{b_{1} \partial S b_{2}}$ (left) $, \overline{b_{1} H L d}, \ldots$, $\widehat{h_{2} C h l_{2}}$, respectively, and the phase portraits of (3.13) for $\epsilon \in S_{1}$ $\cup \cdots \cup S_{9}$ are shown in Figure 3.5.

The curves $\Gamma_{1}, \ldots, \Gamma_{5}$ are based on the points $b_{1}, h_{2}, d, h l_{2}$, and $b_{2}$, respectively, and the phase portraits of (3.13) for $\epsilon \in \Gamma_{1} \cup \cdots \cup \Gamma_{5}$ are shown in Figure 3.6.

The proof of Theorem 3.2 will be given in the rest of this section. We begin by introducing a blow-up technique for $\epsilon_{1}<0$. Let

$$
\begin{align*}
& x \rightarrow \delta^{2} x, y \rightarrow \delta^{3} y, \\
& \epsilon_{1}=-\delta^{4}  \tag{3.14}\\
& \epsilon_{2}=\delta^{6} \nu_{1}, \epsilon_{3}=\delta^{4} \nu_{2},
\end{align*} t \rightarrow \frac{1}{\delta} t, ~ l
$$



Figure 3.4. The codimension 0 phase portraits of equation (3.13).
where $\delta>0$. Equation (3.13) is transformed into the form

$$
\left\{\begin{array}{l}
\dot{x}=y,  \tag{3.15}\\
\dot{y}=-1+x^{2}+\delta^{5}\left(\nu_{1}+\nu_{2} x+x^{3}\right) y .
\end{array}\right.
$$

Let

$$
\begin{equation*}
\mu_{3}=\delta^{5}, \quad \mu_{i}=\delta^{5} \nu_{i}, \quad i=1,2 . \tag{3.16}
\end{equation*}
$$



Figure 3.5. The codimension 1 phase portraits of equation (3.13).

Equation (3.15) becomes

$$
\left\{\begin{array}{l}
\dot{x}=y  \tag{3.17}\\
\dot{y}=-1+x^{2}+\mu_{1} y+\mu_{2} x y+\mu_{3} x^{3} y
\end{array}\right.
$$

with condition $\mu_{3}>0$.
Equation (3.17) has equilibria $(-1,0)$ and $(1,0)$. The point $(1,0)$ is always a saddle point whereas the point $(-1,0)$ is a focus.
(i) Hopf bifurcation and the homoclinic loop bifurcation Using the results in Sections 5.1 and 5.2 (Examples 1.8 and 2.13), we have the


Figure 3.6. The codimension two phase portraits of equation (3.13).
following lemmas:

Lemma 3.3. The equilibrium point $(-1,0)$ of equation (3.15) is a sink (a source) if $\nu_{1}-\nu_{2}-1<0(>0)$. There is a Hopf bifurcation of order 1 along the line $\tilde{H}:\left\{\left(\nu_{1}, \nu_{2}\right) \mid \nu_{1}-\nu_{2}-1=0\right\}$, except at the point $\tilde{h}_{2}$ : $\left(\nu_{1}, \nu_{2}\right)=(4,3)$ at which a Hopf bifurcation of order 2 takes place. Moreover, there are two limit cycles around the point $(-1,0)$ if $\nu_{2}-3<$ $0, \nu_{1}-\nu_{2}-1>0$, and $0 \ll\left|\nu_{1}-\nu_{2}-1\right| \ll\left|\nu_{2}-3\right| \ll 1$.

Lemma 3.4. Equation (3.15) has a homoclinic loop bifurcation of order 1 along the curve $\widetilde{H L}:\left\{\left(\nu_{1}, \nu_{2}\right) \left\lvert\, \nu_{1}-\frac{5}{7} \nu_{2}-\frac{103}{77}+O(\delta)=0\right.\right\}$, except at the point $\widetilde{h l_{2}}:\left(\nu_{1}, \nu_{2}\right)=\left(\frac{4}{11}+O(\delta),-\frac{15}{11}+O(\delta)\right)$ at which a homoclinic loop bifurcation of order 2 takes place. The curves $\dot{H}$ and $\widetilde{H L}$ intersect
transuersely at point $\tilde{d}:\left(\nu_{1}, \nu_{2}\right)=\left(\frac{24}{11}+O(\delta), \frac{13}{11}+O(\delta)\right)$, which corresponds to the simultaneous occurrence of a Hopf bifurcation of order 1 and a homoclinic loop bifurcation of order 1.
(ii) Double limit cycle bifurcation As in Chapter 4, we consider equation (3.15) with small $\delta$ as a perturbation of a Hamiltonian system. If $\delta=0$, (3.15) becomes

$$
\left\{\begin{array}{l}
\dot{x}=y \\
\dot{y}=-1+x^{2}
\end{array}\right.
$$

with a Hamiltonian function $H(x, y)$, where

$$
H(x, y)=\frac{y^{2}}{2}+x-\frac{x^{3}}{3}
$$

and this is exactly the same expression as (4.1.9) of Section 4.1. By Lemma 4.1.4, we can find a bifurcation function for periodic orbits of equation (3.15) as follows:

$$
\begin{equation*}
F\left(h, \delta, \nu_{1}, \nu_{2}\right)=\int_{\gamma\left(h, \delta, \nu_{1}, \nu_{2}\right)}\left(\nu_{1}+\nu_{2} x+x^{3}\right) y d x \tag{3.18}
\end{equation*}
$$

where $\gamma\left(h, \delta, \nu_{1}, \nu_{2}\right)$ is defined as in Section 4.1 and $F\left(h, \delta, \nu_{1}, \nu_{2}\right)$ is well approximated by $M(h)=\left.F\right|_{\delta=0}$, that is,

$$
\begin{equation*}
M(h)=\int_{\Gamma_{h}}\left(\nu_{1}+\nu_{2} x+x^{3}\right) y d x \tag{3.19}
\end{equation*}
$$

where $\Gamma_{h}$ is the level curve of $H(x, y)=h,-\frac{2}{3} \leq h \leq \frac{2}{3} . H(x, y)=-\frac{2}{3}$ corresponds to the equilibrium $(-1,0)$ whereas $H(x, y)=\frac{2}{3}$ corresponds to the homoclinic loop (see Section 4.1 and Figure 4.1.2). The number of periodic orbits of equation (3.15) is the same as the number of solutions of $M(h)=0,-\frac{2}{3}<h<\frac{2}{3}$.

As in Section 4.1, we define

$$
\begin{equation*}
I_{k}(h)=\int_{\Gamma_{h}} x^{k} y d x, \quad k=0,1,3,4 \tag{3.20}
\end{equation*}
$$

## Lemma 3.5.

$$
\begin{aligned}
& I_{3}=-\frac{6}{11} h I_{0}+\frac{15}{11} I_{1}, \\
& I_{4}=\frac{21}{13} I_{0}-\frac{12}{13} h I_{1} .
\end{aligned}
$$

Proof. Along $\Gamma_{h}$ we have

$$
\begin{equation*}
\frac{y^{2}}{2}+x-\frac{x^{3}}{3}=h \tag{3.21}
\end{equation*}
$$

and

$$
\begin{equation*}
y d y+\left(1-x^{2}\right) d x=0 \tag{3.22}
\end{equation*}
$$

From (3.22) and (3.21), we have

$$
x^{3} y d x=x y d x+x y^{2} d y=x y d x+2 x h d y-2 x^{2} d y+\frac{2}{3} x^{4} d y
$$

Integrating the above equality and using integration by parts, we have

$$
I_{3}=-2 h I_{0}+5 I_{1}-\frac{8}{3} I_{3}
$$

which implies the first desired expression. The second one can be obtained in the same way.

By Lemma 3.5, we rewrite (3.19) in the form

$$
\begin{equation*}
M(h)=\left(\nu_{1}-\frac{6}{11} h\right) I_{0}(h)+\left(\nu_{2}+\frac{15}{11}\right) I_{1}(h) \tag{3.23}
\end{equation*}
$$

As in Section 4.1, we define

$$
P(h)=\left\{\begin{array}{cc}
-\frac{I_{1}(h)}{I_{0}(h)}, & -\frac{2}{3}<h \leq \frac{2}{3}, \\
1, & h=-\frac{2}{3}
\end{array}\right.
$$

Then $P(h) \in C^{0}[-2 / 3,2 / 3] \cup C^{1}[-2 / 3,2 / 3)$ and (3.23) becomes

$$
\begin{equation*}
\bar{M}(h)=\left(\nu_{1}-\frac{6}{11} h\right)-\left(\nu_{2}+\frac{15}{11}\right) P(h) \tag{3.24}
\end{equation*}
$$

where

$$
\bar{M}(h)=\frac{M(h)}{I_{0}(h)}, \quad-\frac{2}{3}<h \leq \frac{2}{3} .
$$

It is obvious that $M(h)=M^{\prime}(h)=\cdots=M^{(k)}(h)=0, M^{(k+1)}(h)$ $\neq 0$ if and only if $\bar{M}(h)=\bar{M}^{\prime}(h)=\cdots=\bar{M}^{(k)}(h)=0, \bar{M}^{(k+1)}(h) \neq 0$, where $h \in(-2 / 3,2 / 3]$.

We recall the following properties of the function $P(h)$ (see Lemmas 4.1.6 and 4.1.7 in Section 4.1):
(1) $P\left(\left[-\frac{2}{3}, \frac{2}{3}\right]\right) \subset\left[\frac{5}{7}, 1\right], P\left(-\frac{2}{3}\right)=1$, and $P\left(\frac{2}{3}\right)=\frac{5}{7}$;
(2) $P^{\prime}(h)<0$ for $-\frac{2}{3}<h<\frac{2}{3}, P^{\prime}\left(-\frac{2}{3}\right)=-\frac{1}{8}$, and $P^{\prime}\left(\frac{2}{3}\right)=-\infty$;
(3) $P(h)$ satisfies the equation

$$
\begin{equation*}
\left(9 h^{2}-4\right) P^{\prime}=7 P^{2}+3 h P-5 \tag{3.25}
\end{equation*}
$$

We rewrite the last property in the following way:
$(h, P)$ is a solution of the system

$$
\left\{\begin{array}{l}
\frac{d P}{d t}=-7 P^{2}-3 h P+5  \tag{3.26}\\
\frac{d h}{d t}=4-9 h^{2}
\end{array}\right.
$$

satisfying the condition

$$
\lim _{t \rightarrow-\infty} h=-\frac{2}{3}, \quad \lim _{t \rightarrow-\infty} P=1
$$

This system has a saddle point at $\left(-\frac{2}{3}, 1\right)$ and an attractive node at $\left(\frac{2}{3}, \frac{5}{7}\right)$ (Figure 4.1.5). The graph of the function $P(h)$ is the unstable separatrix of $\left(-\frac{2}{3}, 1\right)$ of the system (3.26). It joins the point $\left(-\frac{2}{3}, 1\right)$ to the point $\left(\frac{2}{3}, \frac{5}{7}\right)$.

Lemma 3.6. $P^{\prime \prime}(h)<0$ for $-\frac{2}{3} \leq h \leq \frac{2}{3}$.

Proof. From (3.25) we get $P^{\prime \prime}\left(-\frac{2}{3}\right)=-\frac{55}{1152}, P^{\prime \prime}\left(\frac{2}{3}\right)=-\infty$, and

$$
\begin{gather*}
\left(9 h^{2}-4\right) P^{\prime \prime}=P^{\prime}(14 P-15 h)+3 P  \tag{3.27}\\
\left(9 h^{2}-4\right) P^{\prime \prime \prime}=P^{\prime \prime}(14 P-33 h)+P^{\prime}\left(14 P^{\prime}-12\right) \tag{3.28}
\end{gather*}
$$

Let us prove that $P^{\prime \prime}(h)<0$ for $-2 / 3<h<2 / 3$. If this is not true, then we let $h^{*}=\inf \left\{h \mid P^{\prime \prime}(h)=0,-2 / 3<h<2 / 3\right\}$. Then $P^{\prime \prime}\left(h^{*}\right)=0$ and $P^{\prime \prime \prime}\left(h^{*}\right) \geq 0$ because $P^{\prime \prime}(-2 / 3)<0$.

On the other hand, taking $h=h^{*}$ on both sides of (3.28) and noting $P^{\prime \prime}\left(h^{*}\right)=0$ and $P^{\prime}\left(h^{*}\right)<0$ (Lemma 4.1.7), we have $P^{\prime \prime \prime}\left(h^{*}\right)<0$. This contradiction proves the desired result.

Now we turn to the problem of the double limit cycle.
The condition for the existence of a multiple limit cycle is given by the equation $\bar{M}(h)=\bar{M}^{\prime}(h)=0$ which determines a curve $\tilde{C}$ in the $\nu_{1} \nu_{2}$-plane.

Lemma 3.7. $\tilde{C}$ is a convex curve, joins the point $\tilde{h}_{2}$ on $\tilde{H}$ to the point $\widetilde{h l_{2}}$ on $\widetilde{H L}$ (see Lemmas 3.3 and 3.4), and is tangent to $\tilde{H}$ and $\widetilde{H L}$ at these points. Along $\tilde{C}$, a double limit cycle bifurcation for equation (3.15) occurs.

Proof. From (3.24) we have that

$$
\begin{aligned}
& \bar{M}(h)=\left(\nu_{1}-\frac{6}{11} h\right)-\left(\nu_{2}+\frac{15}{11}\right) P(h), \\
& \bar{M}^{\prime}(h)=-\frac{6}{11}-\left(\nu_{2}+\frac{15}{11}\right) P^{\prime}(h), \\
& \bar{M}^{\prime \prime}(h)=-\left(\nu_{2}+\frac{15}{11}\right) P^{\prime \prime}(h) .
\end{aligned}
$$

It is clear that if $\bar{M}(h)=\bar{M}^{\prime}(h)=0$, then $\left(\nu_{2}+\frac{15}{11}\right) \neq 0$. By Lemma 3.6, $\bar{M}^{\prime \prime}(h) \neq 0$. Hence, by the Implicit Function Theorem, we can determine a function $h=h\left(\nu_{2}\right)$ from $\bar{M}^{\prime}(h)=0$, and a function $\nu_{1}=$ $\nu_{1}\left(h, \nu_{2}\right)=\nu_{1}\left(h\left(\nu_{2}\right), \nu_{2}\right)$ from $\bar{M}(h)=0$. This means that the curve $\tilde{C}$ has an expression $\nu_{1}=\nu_{1}\left(\nu_{2}\right)$. Hence it is a regular curve along which a double limit cycle bifurcation occurs.

Next, from $\bar{M}(h)=\bar{M}^{\prime}(h)=0$ we have

$$
\left\{\begin{array}{l}
\nu_{1}=\frac{6}{11} h-\frac{6}{11} \frac{P(h)}{P^{\prime}(h)}  \tag{3.29}\\
\nu_{2}=-\frac{15}{11}-\frac{6}{11} \frac{1}{P^{\prime}(h)}
\end{array}\right.
$$

When $h \rightarrow-\frac{2}{3}$, we have that $P(h) \rightarrow 1, P^{\prime}(h) \rightarrow-\frac{1}{8}$. Hence $\left(\nu_{1}, \nu_{2}\right) \rightarrow(4,3)=\tilde{h}_{2}$. When $h \rightarrow \frac{2}{3}$, we have that $P(h) \rightarrow \frac{5}{7}, P^{\prime}(h) \rightarrow$ $-\infty$. Hence $\left(\nu_{1}, \nu_{2}\right) \rightarrow\left(\frac{4}{11},-\frac{15}{11}\right)=\widetilde{h l}_{2}$ (for convenience, we omit $O(\delta)$ terms; see Section 4.1 for details). From (3.29), we obtain $d \nu_{1} / d \nu_{2}=$ $P(h)$ along the curve $\tilde{C}: \nu_{1}=\nu_{1}\left(\nu_{2}\right)$. This implies, by Lemmas 3.3 and 3.4, $\tilde{C}$ is tangent to $\tilde{H}$ and $\widetilde{H L}$ at points $\widetilde{h_{2}}$ and $\widetilde{h l_{2}}$, respectively.

Finally, we prove the convexity of curve $\tilde{C}$. Since $\tilde{C}$ is defined by $M(h)=M^{\prime}(h)=0$, it is the envelope of the family of lines $\left\{L_{h}\right\}$ on the $\nu_{1} \nu_{2}$-plane defined by

$$
L_{h}: \nu_{1}-P(h) \nu_{2}-\frac{6}{11} h-\frac{15}{11} P(h)=0,
$$

where the parameter $h \in\left[-\frac{2}{3}, \frac{2}{3}\right]$. Since $P(h)$ is invertible, we can choose its values as a parameter so that the lines $\left\{L_{h}\right\}$ can be parame-
terized by their slopes $P \in\left[\frac{5}{7}, 1\right]$. Thus $L_{h}$ takes the form

$$
L_{p}: \nu_{1}-P \nu_{2}-H(P)=0,
$$

where $H(P)=\frac{6}{11} h(P)-\frac{15}{11} P$ and $h(P)$ is the inverse function of $P(h)$. It is easy to see that

$$
H^{\prime \prime}(P)=-\frac{P^{\prime \prime}(h)}{\left(P^{\prime}(h)\right)^{3}}<0,
$$

since $P^{\prime}(h)<0, P^{\prime \prime}(h)<0$ (Lemma 3.6).
It is known (see, for example, Chapter 1 in Arnold [4]) that the envelope of a family of lines such as $L_{h}\left(L_{p}\right)$, parameterized by their slopes and defined by $\nu_{1}=P \nu_{2}-(-H)$ with a convex function $-H$, is the graph of a convex function $\nu_{1}=\nu_{1}\left(\nu_{2}\right)$ which is the Legendre transform of the function $-H$.
(iii) The number of limit cycles As in Section 4.1, for a given ( $\nu_{1}, \nu_{2}$ ), the number of limit cycles of equation (3.15) is determined by the number of zeros of equation $\bar{M}(h)=0$ for $-\frac{2}{3}<h<\frac{2}{3}$.

Suppose $\nu_{2}+\frac{15}{11}=0$. Then $\bar{M}(h)=0$ if and only if $\nu_{1}=\frac{6}{11} h$ (see (3.24)). This means for $-\frac{4}{11}<\nu_{1}<\frac{4}{11}, \bar{M}(h)=0$ has a unique root.

We suppose $\nu_{2}+\frac{15}{11} \neq 0$, and rewrite (3.24) in the form

$$
\begin{equation*}
\bar{M}(h)=\left(\nu_{2}+\frac{15}{11}\right)(A(h)-P(h)), \tag{3.30}
\end{equation*}
$$

where

$$
A(h)=\left(\nu_{2}+\frac{15}{11}\right)^{-1}\left(\nu_{1}-\frac{6}{11} h\right)
$$

is a linear function of $h$. Obviously, zeros of $\bar{M}(h)$ correspond to intersection points of the straight line $L_{A}: P=A(h)$ and the curve $\Gamma_{P}$ : $P=P(h)$ on the $h P$-plane. Since $P^{\prime}(h)<0$ and $P^{\prime \prime}(h)<0$ (Lemma 4.1.7 and Lemma 3.6), $\Gamma_{P}$ is strictly convex. On the other hand, $\Gamma_{P}$ is independent of $\nu_{1}$ and $\nu_{2}, P(-2 / 3)=1$, and $P(2 / 3)=5 / 7$. The straight line $L_{A}$ depends on $\nu_{1}$ and $\nu_{2}$, but it has the following


Figure 3.7. Bifurcation diagram of equation (3.15) in the $\nu_{1} \nu_{2}$-plane for small $\delta$.
properties for $\nu_{2}+\frac{15}{11}>0$ :
(1 $\left.{ }^{0}\right) A(-2 / 3)=1(>1$ or $<1)$ if and only if $\left(\nu_{1}, \nu_{2}\right) \in \tilde{H}$ (is below or above $\bar{H}$ ).
(2 $\left.{ }^{0}\right) A(2 / 3)=5 / 7(>5 / 7$ or $<5 / 7)$ if and only if $\left(\nu_{1}, \nu_{2}\right) \in \widetilde{H L}$ (is below or above $\overparen{H L})$.
$\left(3^{0}\right) L_{A}$ is tangent to curve $\Gamma_{P}$ if and only if $\left(\nu_{1}, \nu_{2}\right) \in \tilde{C}$ (i.e., $\bar{M}(h)=$ $\bar{M}^{\prime}(h)=0$ for some $h \in\left(-\frac{2}{3}, \frac{2}{3}\right)$ ).
In the case $\nu_{2}+\frac{15}{11}<0$, we only need to replace " $>$ " (correspondingly " < ") by " <" (correspondingly " $>$ ") in properties ( $1^{0}$ ) and ( $2^{\circ}$ ).

The $\nu_{1} \nu_{2}$-plane is divided into five regions by the curves $\tilde{H}, \widetilde{H L}$, and $\tilde{C}$ (see Figure 3.7).
Since $L_{A}$ is a straight line and $\Gamma_{P}$ is a convex curve, we show all the different intersection possibilities in Figure 3.8. We note that the dotted lines in Figure 3.8 indicate a different position for $L_{A}$ determined by the sign of $\nu_{2}+\frac{15}{11}$.

Extending the result from $\delta=0$ to $\delta>0$ by using the Implicit Function, Hopf Bifurcation, and Homoclinic Bifurcation Theorems (see


Figure 3.8. The relative positions of curve $p=p(h)$ and straight line $P=A(h)$ $\left(\longrightarrow\right.$ for $\nu_{2}+\frac{15}{11}>0 ;-\cdots$ for $\left.\nu_{2}+\frac{15}{11}<0\right)$.

Section 3.2, Section 4.1, Section 5.1, and Section 5.2), we obtain the following lemma.

Lemma 3.8. Let $K$ be a compact neighborhood of the curved triangle $\tilde{d}_{2} \widetilde{h l}_{2}$ in the $\nu_{1} \nu_{2}$-plane and $N$ be a compact neighborhood of the singular disc $\left\{H(x, y) \leq \frac{2}{3}\right\} \cap\{x \geq 1\}$ in the xy-plane. There exists a value $\Delta>0$ such that if $\left(\delta, \nu_{1}, \nu_{2}\right) \in C(K):=(0, \Delta) \times K \subset \mathbb{R}^{3}$, then the bifurcation diagram of equation (3.15) consists of three surfaces and
three curves which can be described as follows, up to a diffeomorphism of $C(K)$ in which the diffeomorphism is the identity at $\delta=0$ :
$S_{H}=(0, \Delta) \times\left(\tilde{H} \backslash\left\{\tilde{h}_{2}\right\}\right)$ is a surface of Hopf bifurcation of codimension 1 ;
$S_{H L}=(0, \Delta) \times\left(\widetilde{H L} \backslash\left\{\widetilde{h l_{2}}\right)\right.$ is a surface of homoclinic loop bifurcation of codimension 1 ;
$S_{C}=(0, \Delta) \times \tilde{C}$ is a surface of double limit cycle bifurcation;
$(0, \Delta) \times\left\{\tilde{h}_{2}\right\}$ is a curve of Hopf bifurcation of codimension 2 ;
$(0, \Delta) \times\left\{\widetilde{h l_{2}}\right\}$ is a curve of homoclinic bifurcation of codimension 2 ;
$(0, \Delta) \times\{\tilde{d}\}$ (i.e., $S_{H} \cap S_{H L}$ ) is a curve of Hopf bifurcation and homoclinic loop bifurcation.

For $\bar{\delta} \in(0, \Delta)$, denote the intersection of the bifurcation diagram of (3.15) and the plane $\delta=\bar{\delta}$ by $\Sigma_{\bar{\delta}}$. Then $\Sigma_{\bar{\delta}}$ has a structure as shown in Figure 3.7. The phase portraits of (3.15) for ( $\bar{\delta}, \nu_{1}, \nu_{2}$ ) in regions I-V are the same as in Figure $3.4 \mathrm{I}-\mathrm{V}\left(\epsilon_{1}<0\right)$, respectively. The phase portraits of (3.15) for ( $\bar{\delta}, \nu_{1}, \nu_{2}$ ) along each part of $\Sigma_{\bar{\delta}}$ are the same as in Figures 3.5 and $3.6\left(\epsilon_{1}<0\right)$ for each corresponding part of $H, H L$, and $C$, respectively.

Remark 3.9. Since (3.15) is obtained from (3.13), we can obtain a description of the bifurcation diagram for equation (3.13) with $\epsilon_{1}<0$.

In fact, (3.14) gives a transformation $\Phi:\left(\delta, \nu_{1}, \nu_{2}\right) \rightarrow\left(\epsilon_{1}, \epsilon_{2}, \epsilon_{3}\right)$. By this transformation $\Phi, C(K)=(0, \Delta) \times K \rightarrow C_{\epsilon_{1}}(K)=$ $\left\{\left(-\delta^{4}, \delta^{6} \nu_{1}, \delta^{4} \nu_{2}\right) \mid \delta \in(0, \Delta),\left(\nu_{1}, \nu_{2}\right) \in K\right\} . C_{\epsilon_{1}}(K)$ is a cone in $\epsilon_{1} \epsilon_{2} \epsilon_{3}-$ space around the $\epsilon_{1}$-axis for $\epsilon_{1}<0$ (see Figure 3.9). The bifurcation diagram of (3.13) in $C_{\epsilon_{1}}(K)$ is the image by $\Phi$ of those described in Lemma 3.8, and hence homeomorphic to the cones based on $\tilde{H}, \widetilde{H L}, \tilde{C}$, $\tilde{h}_{2}, \widetilde{h l_{2}}$, and $\tilde{d}$ with generating curves $\delta \rightarrow\left(-\delta^{4}, \delta^{6} \nu_{1}, \delta^{4} \nu_{2}\right)$, or equivalently $\epsilon_{1} \rightarrow\left(\epsilon_{1},\left(-\epsilon_{1}\right)^{3 / 2} \nu_{1},\left(-\epsilon_{1}\right) \nu_{2}\right)$ for $\epsilon_{1}<0$.
(iv) The behavior of (3.13) around the $\epsilon_{3}$-axis for $\epsilon_{1} \leq 0$ Consider a change of coordinates and parameters

$$
\left\{\begin{array} { l } 
{ \epsilon _ { 1 } = \delta ^ { 4 } \overline { \epsilon } _ { 1 } }  \tag{3.31}\\
{ \epsilon _ { 2 } = \delta ^ { 6 } \nu _ { 1 } } \\
{ \epsilon _ { 3 } = \delta ^ { 4 } \nu _ { 2 } }
\end{array} \quad \left\{\begin{array}{l}
x \rightarrow \delta^{2} x \\
y \rightarrow \delta^{3} y \\
t \rightarrow \frac{1}{\delta} t
\end{array}\right.\right.
$$



Figure 3.9. The cone $C_{\epsilon_{1}}(K)$ for $\epsilon_{1}<0$.

In order to consider the parameters in a cone in the neighborhood of the $\epsilon_{3}$-axis, we fix $\nu_{2}= \pm 1$ in (3.31), and let ( $\delta, \bar{\epsilon}_{1}, \nu_{1}$ ) be the new parameters. For $\nu_{2}=1$, we have a cone around the $\epsilon_{3}$-axis, $\epsilon_{3}>0$, and for $\nu_{2}=-1$, a cone around the $\epsilon_{3}$-axis, $\epsilon_{3}<0$. We consider only $\nu_{2}=1$. The case $\nu_{2}=-1$ can be treated in the same way.

By (3.31) with $\nu_{2}=1$, equation (3.13) becomes

$$
\left\{\begin{array}{l}
\dot{x}=y  \tag{3.32}\\
\dot{y}=\bar{\epsilon}_{1}+x^{2}+\delta^{5}\left(\nu_{1}+x+x^{3}\right) y
\end{array}\right.
$$

For each fixed $\delta \in(0, T]$, where $T>0$, we make a second blow up:

$$
\left\{\begin{array} { l } 
{ \overline { \epsilon } _ { 2 } = - \tau ^ { 4 } , }  \tag{3.33}\\
{ \nu _ { 1 } = \tau ^ { 2 } \overline { \nu } _ { 1 } }
\end{array} \quad \left\{\begin{array}{l}
x \rightarrow \tau^{2} x \\
y \rightarrow \tau^{3} y \\
t \rightarrow \frac{1}{\tau} t
\end{array}\right.\right.
$$

Then (3.32) is transformed into the form

$$
\left\{\begin{array}{l}
\dot{x}=y  \tag{3.34}\\
\dot{y}=-1+x^{2}+\delta^{5}\left[\tau\left(\bar{\nu}_{1}+x\right) y+O\left(\tau^{5}\right)\right]
\end{array}\right.
$$

Comparing (3.34) with equation (4.1.7) and using the method of Section 4.1, we can obtain the following lemma.

Lemma 3.10. In the half plane $\left\{\left(\bar{\epsilon}_{1}, \nu_{1}, \nu_{2}\right) \mid \nu_{2}=1, \bar{\epsilon}_{1} \leq 0\right\}$ there is a fixed compact subset $B^{+}$, diffeomorphic to a disk, having a tangency of


Figure 3.10.


Figure 3.11.
order 1 at $\tilde{b}_{1}=(0,0,1)$ with the $\nu_{1}$-axis, such that for equation (3.32) the results of Bogdanov-Takens (see Theorem 4.1.2) are valid for any $\left(\bar{\epsilon}_{1}, \nu_{1}\right) \in B^{+}$and any $\delta \in[0, \tau]$.

Remark 3.11. Similarly to Remark 3.9, (3.31) with $\nu_{2}=1$ gives a mapping $\left(\delta, \bar{\epsilon}_{1}, \nu_{1}\right) \rightarrow\left(\epsilon_{1}, \epsilon_{2}, \epsilon_{3}\right)$ which maps $(0, \tau] \times B^{+}$to $C_{\epsilon_{3}}^{+}=$ $\left\{\left(\delta^{4} \bar{\epsilon}_{1}, \delta^{6} \nu_{1}, \delta^{4}\right) \mid \delta \in(0, \tau],\left(\bar{\epsilon}_{1}, \nu_{1}\right) \in B^{+}\right\} . C_{\epsilon_{3}}^{+}$is a cone in $\epsilon_{1} \epsilon_{2} \epsilon_{3}$-space around the $\epsilon_{3}$-axis and based on $B^{+}$. The bifurcation diagram of (3.13) in $C_{\epsilon_{3}}^{+}$consists of cones based on $\tilde{H}, \widetilde{H L}$, and $\left\{\tilde{b}_{1}\right\}$ with generating curves $\delta \rightarrow\left(\delta^{4} \bar{\epsilon}_{1}, \delta^{6} \nu_{1}, \delta^{4}\right)$, where $\tilde{H}$ and $\widetilde{H L}$ are the curves of Hopf and homoclinic bifurcations, respectively (see Figures 3.10 and 3.11). Similarly, taking $\nu_{2}=-1$ we can obtain a cone $C_{\epsilon_{3}}^{-}$around the $\epsilon_{3}$-axis for $\epsilon_{3}<0$.

Proof of Theorem 3.2. Let $C_{\epsilon_{3}}^{+}$and $C_{\epsilon_{3}}^{-}$be the two cones obtained in Lemma 3.10 and Remark 3.11. By Lemma 3.8 we can choose a compact set $K$ in the $\nu_{1} \nu_{2}$-plane such that:
(1) $C_{\epsilon_{1}}(K) \cup C_{\epsilon_{3}}^{+} \cup C_{\epsilon_{3}}^{-}$contains a cone $C(D)$ based on a disk $D$ belonging to the half sphere $S_{\sigma}=\left\{\left(\epsilon_{1}, \epsilon_{2}, \epsilon_{3}\right) \mid \epsilon_{1}^{2}+\epsilon_{2}^{2}+\epsilon_{3}^{2}=\sigma^{2}\right.$, $\epsilon_{1} \leq 0$ and $\sigma>0$ sufficiently small\}, where $C_{\epsilon_{1}}(K)$ is described in Remark 3.9.
(2) $D$ contains the half circle $S_{\sigma} \cap\left\{\epsilon_{2}=0\right\}$. $\partial D$ is tangent to $\partial S_{\sigma}$ with a tangency of order 1 at the points $b_{1}$ and $b_{2}$, where $b_{1}=(0,0, \sigma)$, $b_{2}=(0,0,-\sigma)$.
(3) $D$ contains the curves $H=S_{H} \cap S_{\sigma}, H L=S_{H L} \cap S_{\sigma}$, and $C=S_{C}$ $\cap S_{\sigma}$, where $S_{H}, S_{H L}$, and $S_{C}$ are described in Lemma 3.8.
We can obtain condition (3) because the curve of Hopf bifurcation and the curve of homoclinic bifurcation in $D \cap C_{\epsilon_{3}}^{ \pm}$are connected with $H$ and $H L$, respectively. To show this, we consider the equations for the curves $H=S_{H} \cap S_{\sigma}$ and $H L=S_{H L} \cap S_{\sigma}$. From Lemma 3.3, we obtain

$$
H:\left\{\begin{array}{l}
\nu_{1}-\nu_{2}-1=0  \tag{3.35}\\
\epsilon_{1}^{2}+\epsilon_{2}^{2}+\epsilon_{3}^{2}=\sigma^{2}
\end{array}\right.
$$

From (3.14) we have

$$
\left\{\begin{array}{l}
\delta=(-\epsilon)^{1 / 4}  \tag{3.36}\\
\nu_{1}=\epsilon_{2} /\left(-\epsilon_{1}\right)^{3 / 2} \\
\nu_{2}=\epsilon_{3} /\left(-\epsilon_{1}\right)
\end{array}\right.
$$

where $\epsilon_{1}<0$. Substituting (3.36) into (3.35), we obtain

$$
H:\left\{\begin{array}{l}
f\left(\epsilon_{1}, \epsilon_{2}, \epsilon_{3}\right)=0  \tag{3.37}\\
g\left(\epsilon_{1}, \epsilon_{2}, \epsilon_{3}\right)=0
\end{array}\right.
$$

where

$$
\begin{aligned}
& f=\epsilon_{2}-\left(-\epsilon_{1}\right)^{1 / 2} \epsilon_{3}-\left(-\epsilon_{1}\right)^{3 / 2} \\
& g=\epsilon_{1}^{2}+\epsilon_{2}^{2}+\epsilon_{3}^{2}-\sigma^{2}
\end{aligned}
$$

This implies that if $\epsilon_{1} \rightarrow 0$, the curve $H$ tends to points $b_{1}$ and $b_{2}$, respectively. This means that $H$ is connected to the Hopf bifurcation
curve in $D \cap C_{\epsilon_{3}}^{ \pm}$because of the uniqueness of the Hopf bifurcation curve in a neighborhood of $b_{1}$ or $b_{2}$ (see Section 4.1).

We can consider the equation for $H L=S_{H L} \cap S_{\sigma}$ in the same way.
Thus, we can choose $K$ and $D$ satisfying the conditions (1), (2), and (3). The conclusion of Theorem 3.2 for $\epsilon_{1}<0$ and $\left(\epsilon_{1}, \epsilon_{2}, \epsilon_{3}\right) \in C(D)$ follows from Lemmas 3.8 and 3.10. The conclusion for $\epsilon_{1}>0$ or $\epsilon_{1}=0$ but $\left(\epsilon_{1}, \epsilon_{2}, \epsilon_{3}\right) \neq(0,0, \pm \sigma)$ is obvious. The only remaining case is $\epsilon_{1}<0$ and $\left(\epsilon_{1}, \epsilon_{2}, \epsilon_{3}\right) \notin C(D)$. In this case, by using the same method as in the proof of Lemma 4.1.12, it can be shown that equation (3.13) has no periodic orbits.

### 5.4 A Codimension 4 Bifurcation: Cusp of Order 4

In this section we consider a cusp of codimension 4; the family of vector fields for this case is $(3.4)^{ \pm}$. Most results in this section are due to Li and Rousseau [1]. We discuss only the case (3.4) ${ }^{+}$because the case $(3.4)^{-}$is similar. Thus, we consider the family of vector fields

$$
\left\{\begin{array}{l}
\dot{x}=y  \tag{4.1}\\
\dot{y}=\epsilon_{1}+\epsilon_{2} y+\epsilon_{3} x y+\epsilon_{4} x^{3} y+x^{2}+x^{4} y
\end{array}\right.
$$

Obviously, if $\epsilon_{1}>0$, (4.1) has no equilibrium; if $\epsilon_{1}=0$, we have a saddle-node bifurcation. When $\epsilon_{1}<0$, we make a scaling

$$
\begin{align*}
& x \rightarrow \delta^{2} x, \quad y \rightarrow \delta^{3} y, \quad t \rightarrow \frac{t}{\delta}, \quad \epsilon_{1}=-\delta^{4}, \\
& \epsilon_{2}=\delta^{8} \nu_{1}, \quad \epsilon_{3}=\delta^{6} \nu_{2}, \quad \epsilon_{4}=\delta^{2} \nu_{3}, \tag{4.2}
\end{align*}
$$

where $\delta>0$. Then equation (4.1) becomes

$$
\left\{\begin{array}{l}
\dot{x}=y  \tag{4.3}\\
\dot{y}=-1+x^{2}+\delta^{7}\left(\nu_{1}+\nu_{2} x+\nu_{3} x^{3}+x^{4}\right) y
\end{array}\right.
$$

We will study first the bifurcation diagram of equation (4.3) in $\nu_{1} \nu_{2} \nu_{3}$-space, and then glue it in $\epsilon_{1} \epsilon_{2} \epsilon_{3} \epsilon_{4}$-space (back to equation (4.1)) with the saddle-node bifurcation on $\epsilon_{1}=0$, with a cusp of order 2 on $\epsilon_{1}=\epsilon_{2}=0, \epsilon_{3} \neq 0$, and with a cusp of order 3 on $\epsilon_{1}=\epsilon_{2}=\epsilon_{3}=0$,
$\epsilon_{4} \neq 0$. Thus, we can obtain the bifurcation diagram of (4.1), as we did for equation (3.13) in the last section.

By using the results in Sections 5.1-5.2 (Examples 1.8 and 2.13), we have the following two lemmas.

Lemma 4.1. Let

$$
\left\{\begin{array}{l}
V_{0}=\nu_{1}-\nu_{2}-\nu_{3}+1  \tag{4.4}\\
V_{1}=\nu_{2}-3 \nu_{3}+8 \\
V_{2}=5 \nu_{2}-14
\end{array}\right.
$$

Then for each $k=1,2,3$, equation (4.3) has a Hopf bifurcation of order $k\left(H B_{k}\right)$ if the following $k t h$ condition is satisfied:
(1) $V_{0}=0, \delta V_{1} \neq 0$;
(2) $V_{0}=V_{1}=0, \delta V_{2} \neq 0$;
(3) $V_{0}=V_{1}=V_{2}=0, \delta \neq 0$ (i.e., $\left.\left(\nu_{1}, \nu_{2}, \nu_{3}\right)=\left(\frac{11}{5}, \frac{2}{5}, \frac{14}{5}\right), \delta \neq 0\right)$.

System (4.3) has three limit cycles near the focus if ( $\nu_{1}, \nu_{2}, \nu_{3}$ ) is in the region

$$
\left\{\begin{array}{c}
V_{2}<0, V_{1}>0, V_{0}<0  \tag{4.5}\\
0<\left|V_{0}\right| \ll\left|V_{1}\right| \ll\left|V_{2}\right| \ll 1 .
\end{array}\right.
$$

Lemma 4.2. Let

$$
\left\{\begin{array}{l}
W_{0}=\nu_{1}-\frac{5}{7} \nu_{2}-\frac{103}{77} \nu_{3}+\frac{187}{91}  \tag{4.6}\\
W_{1}=\nu_{1}+\nu_{2}+\nu_{3}+1 \\
W_{2}=-\nu_{2}-\frac{9}{5} \nu_{3}+\frac{8}{7}
\end{array}\right.
$$

Then for each $k=1,2,3$, equation (4.3) has a homoclinic loop bifurcation of order $k\left(H L B_{k}\right)$ if the following kth condition is satisfied:
(1) $W_{0}=0, \delta W_{1} \neq 0$;
(2) $W_{0}=W_{1}=0, \delta W_{2} \neq 0$;
(3) $W_{0}=W_{1}=W_{2}=0, \delta \neq 0$.
(Condition (3) is equivalent to $\left(\nu_{1}, \nu_{2}, \nu_{3}\right)=\left(-\frac{107}{91},-\frac{94}{91}, \frac{110}{91}\right), \delta \neq 0$.) System (4.3) with $\delta \neq 0$ has three limit cycles near the saddle loop $\Gamma_{0}$ of (4.3) with $\delta=0$ if $\left(\nu_{1}, \nu_{2}, \nu_{3}\right)$ is in the region
$W_{2}<0, \quad W_{1}>0, \quad W_{0}>0, \quad$ and $\quad 0<\left|W_{0}\right| \ll\left|W_{1}\right| \ll\left|W_{2}\right| \ll 1$.

From the previous two lemmas we have that $H L B_{2} \cap H B_{1}$ occurs at

$$
\left(\nu_{1}, \nu_{2}, \nu_{3}\right)=\left(-1,-\frac{22}{13}, \frac{22}{13}\right),
$$

and (4.3) has three limit cycles when ( $\nu_{1}, \nu_{2}, \nu_{3}$ ) satisfies

$$
\begin{array}{r}
V_{0}<0, \quad W_{1}>0, \quad W_{0}>0, \\
0<\left|V_{0}\right| \ll 1, \quad \text { and } \quad 0<\left|W_{0}\right| \ll\left|W_{1}\right| \ll 1 .
\end{array}
$$

Also, $H L B_{1} \cap H B_{2}$ occurs at $\left(\nu_{1}, \nu_{2}, \nu_{3}\right)=\left(\frac{31}{65},-\frac{58}{65}, \frac{154}{65}\right)$, and (4.3) has three limit cycles when ( $\nu_{1}, \nu_{2}, \nu_{3}$ ) satisfies

$$
\begin{gathered}
V_{1}>0, \quad V_{0}<0, \quad W_{0}>0, \\
0<\left|V_{0}\right| \ll\left|V_{1}\right| \ll 1, \quad \text { and } \quad 0<\left|W_{0}\right| \ll 1 .
\end{gathered}
$$

In order to discuss the periodic orbits of equation (4.3), we consider (4.3) as a perturbation of the Hamiltonian system

$$
\left\{\begin{array}{l}
\dot{x}=y  \tag{4.8}\\
\dot{y}=-1+x^{2}
\end{array}\right.
$$

with the Hamiltonian function $-H(x, y)$, where

$$
\begin{equation*}
H(x, y)=\frac{y^{2}}{2}+x-\frac{x^{3}}{3} . \tag{4.9}
\end{equation*}
$$

By Lemma 4.1.4, the condition for the existence of periodic orbits of equation (4.3) is

$$
\begin{equation*}
F\left(h, \delta, \nu_{1}, \nu_{2}, \nu_{3}\right)=\int_{\gamma\left(h, \delta, \nu_{1}, \nu_{2}, \nu_{3}\right)}\left(\nu_{1}+\nu_{2} x+\nu_{3} x^{3}+x^{4}\right) y d x=0 \tag{4.10}
\end{equation*}
$$

where $\gamma\left(h, \delta, \nu_{1}, \nu_{2}, \nu_{3}\right)$ is defined as in Section 4.1 and $F(h, \delta$, $\left.\nu_{1}, \nu_{2}, \nu_{3}\right)$ is well approximated by $M(h)=\left.F\right|_{\delta=0}$. For $\delta=0$, the condition (4.10) becomes

$$
\begin{equation*}
M(h)=\int_{\Gamma_{h}}\left(\nu_{1}+\nu_{2} x+\nu_{3} x^{3}+x^{4}\right) y d x=0 \tag{4.11}
\end{equation*}
$$

where $\Gamma_{h}$ is the level curve of $H(x, y)=h,-\frac{2}{3} \leq h \leq \frac{2}{3} . H(x, y)=-\frac{2}{3}$ corresponds to the equilibrium $(-1,0)$ and $H(x, y)=\frac{2}{3}$ corresponds to the homoclinic loop.

We will study the number of solutions of equation (4.11) with respect to $h \in\left(-\frac{2}{3}, \frac{2}{3}\right)$, for given $\left(\nu_{1}, \nu_{2}, \nu_{3}\right)$. This number is just the number of periodic orbits of the system (4.3).

As in Sections 4.1 and 5.3 , we define

$$
\begin{equation*}
I_{k}(h)=\int_{\Gamma_{h}} x^{k} y d x, \quad k=0,1,2,3,4 \tag{4.12}
\end{equation*}
$$

and then $M(h)$ takes the form

$$
\begin{equation*}
M(h)=\nu_{1} I_{0}+\nu_{2} I_{1}+\nu_{3} I_{3}+I_{4} \tag{4.13}
\end{equation*}
$$

By Lemma 3.5, we have

$$
\left\{\begin{array}{l}
I_{3}=-\frac{6}{11} h I_{0}+\frac{15}{11} I_{1}  \tag{4.14}\\
I_{4}=\frac{21}{13} I_{0}-\frac{12}{13} h I_{1}
\end{array}\right.
$$

Substituting (4.14) into (4.13), we obtain

$$
\begin{equation*}
M(h)=A(h) I_{0}(h)-B(h) I_{1}(h) \tag{4.15}
\end{equation*}
$$

where

$$
\left\{\begin{array}{l}
A(h)=\nu_{1}-\frac{6}{11} h \nu_{3}+\frac{21}{13}  \tag{4.16}\\
B(h)=\nu_{2}+\frac{15}{11} \nu_{3}-\frac{12}{13} h
\end{array}\right.
$$

As in Section 5.3, we consider $\bar{M}(h)=M(h) / I_{0}(h)$ instead of $M(h)$, and then from (4.15) we have

$$
\begin{equation*}
\bar{M}(h)=A(h)-B(h) P(h), \tag{4.17}
\end{equation*}
$$

where $P(h)$ is the same as in Sections 4.1 and 5.3. We recall the properties of function $P(h)$ in the following lemma (see Lemmas 4.1.6, 4.1.7, and 3.6).

Lemma 4.3. The function $P(h)$ has the following properties:
(1) $P\left(\left[-\frac{2}{3}, \frac{2}{3}\right]\right) \subset\left[\frac{5}{7}, 1\right], P(-2 / 3)=1$, and $P(2 / 3)=5 / 7$;
(2) $P^{\prime}(h)<0, P^{\prime}(-2 / 3)=-1 / 8$, and $P^{\prime}(2 / 3)=-\infty$;
(3) $P^{\prime \prime}(h)<0$ and $P^{\prime \prime}(-2 / 3)=-55 / 1152$;
(4) $P=P(h)$ satisfies the following differential equation:

$$
\begin{equation*}
\left(9 h^{2}-4\right) P^{\prime}=7 P^{2}+3 h P-5 \tag{4.18}
\end{equation*}
$$

Or, equivalently, $(h, P)$ is a solution of the following system

$$
\left\{\begin{array}{l}
\frac{d P}{d t}=-7 P^{2}-3 h P+5  \tag{4.19}\\
\frac{d h}{d t}=4-9 h^{2}
\end{array}\right.
$$

satisfying $\lim _{t \rightarrow-\infty} h=-2 / 3$ and $\lim _{t \rightarrow-\infty} P=1$.
Now we consider the bifurcation of multiple limit cycles. The condition for occurrence of multiple limit cycles is given by $\bar{M}(h)=\bar{M}^{\prime}(h)=$ 0 , which determines a surface $S$. The points of this surface satisfying $\bar{M}^{\prime \prime}(h) \neq 0$ correspond to a double limit cycle bifurcation. We show that the surface is regular at these points. We also prove that the points of $S$ satisfying $\bar{M}^{\prime \prime}(h)=0$ form a smooth curve $C$, on which $\bar{M}^{\prime \prime \prime}(h) \neq 0$. Hence, it corresponds to a triple limit cycle bifurcation. From (4.17) and
(4.16), we have

$$
\begin{gather*}
\bar{M}^{\prime}(h)=-\frac{6}{11} \nu_{3}+\frac{12}{13} P(h)-B(h) P^{\prime}(h),  \tag{4.20}\\
\bar{M}^{\prime \prime}(h)=\frac{24}{13} P^{\prime}(h)-B(h) P^{\prime \prime}(h),  \tag{4.21}\\
\bar{M}^{\prime \prime \prime}(h)=\frac{36}{13} P^{\prime \prime}(h)-B(h) P^{\prime \prime \prime}(h) \tag{4.22}
\end{gather*}
$$

Lemma 4.4. $S$ is a regular surface at the points where $\bar{M}^{\prime \prime}(h) \neq 0$.

Proof. From $\bar{M}^{\prime}(h)=0$ and $\bar{M}^{\prime \prime}(h) \neq 0$ we have $h=h\left(\nu_{2}, \nu_{3}\right)$ by the Implicit Function Theorem. Since $\partial \bar{M} / \partial \nu_{1} \neq 0$ (see (4.17) and (4.16)), we have $\nu_{1}=\nu_{1}\left(h, \nu_{2}, \nu_{3}\right)$ from $\bar{M}(h)=0$. If we replace $h$ by $h\left(\nu_{2}, \nu_{3}\right)$, the desired result follows.

Lemma 4.5. On the curve $C=\left\{\left(\nu_{1}, \nu_{2}, \nu_{3}\right) \mid \bar{M}(h)=\bar{M}^{\prime}(h)=\bar{M}^{\prime \prime}(h)=0\right\}$ we have that $\bar{M}^{\prime \prime \prime}(h) \neq 0,-2 / 3<h<2 / 3$.

Proof. The first step is to prove that if $\bar{M}^{\prime \prime}(h)=0$ then $\bar{M}^{\prime \prime \prime}(h) \neq 0$ is equivalent to

$$
\begin{equation*}
3\left[P^{\prime \prime}(h)\right]^{2}-2 P^{\prime}(h) P^{\prime \prime \prime}(h) \neq 0 \tag{4.23}
\end{equation*}
$$

In fact, we will show that the left-hand side of (4.23) is negative for $h \in[-2 / 3,2 / 3)$.

From (4.21) we get that $\bar{M}^{\prime \prime}(h)=0$ is equivalent to

$$
\begin{equation*}
B(h)=\frac{24}{13} \frac{P^{\prime}(h)}{P^{\prime \prime}(h)} \tag{4.24}
\end{equation*}
$$

where $P=P(h)$ and $P^{\prime \prime} \neq 0$ for $h \in[-2 / 3,2 / 3]$ (see Lemma 4.3).

Substituting (4.24) into (4.22), we have

$$
\bar{M}^{\prime \prime \prime}(h)=\frac{12}{13 P^{\prime \prime}}\left[3\left(P^{\prime \prime}\right)^{2}-2 P^{\prime} P^{\prime \prime \prime}\right]
$$

Hence $\bar{M}^{\prime \prime \prime}(h) \neq 0$ is equivalent to (4.23).
Now we prove (4.23). From (4.18) we get

$$
\begin{gather*}
\left(9 h^{2}-4\right) P^{\prime}=7 P^{2}+3 h P-5,  \tag{4.25}\\
\left(9 h^{2}-4\right) P^{\prime \prime}=P^{\prime}(14 P-15 h)+3 P,  \tag{4.26}\\
\left(9 h^{2}-4\right) P^{\prime \prime \prime}=P^{\prime \prime}(14 P-33 h)+P^{\prime}\left(14 P^{\prime}-12\right),  \tag{4.27}\\
\left(9 h^{2}-4\right) P^{(4)}=P^{\prime \prime \prime}(14 P-51 h)+P^{\prime \prime}\left(42 P^{\prime}-45\right) . \tag{4.28}
\end{gather*}
$$

We denote

$$
\begin{equation*}
F(h) \equiv 3\left(P^{\prime \prime}(h)\right)^{2}-2 P^{\prime}(h) P^{\prime \prime \prime}(h) \tag{4.29}
\end{equation*}
$$

We have from Lemma 4.3, $P^{\prime}(-2 / 3)=-1 / 8$ and $P^{\prime \prime}(-2 / 3)=$ $-55 / 1152$. From (4.18) it is not difficult to obtain that $P^{\prime \prime \prime}(-2 / 3)=$ $-3685 / 73728$, whence $F(-2 / 3)<0$. We need to show $F(h)<0$ for $h \in(-2 / 3,2 / 3)$. If this is not true, we let $h^{*}=\inf (h \mid F(h)=0, h \in$ $(-2 / 3,2 / 3)$ ), and then it is obvious that $F\left(h^{*}\right)=0$ and $F^{\prime}\left(h^{*}\right) \geq 0$. But we will show that $F\left(h^{*}\right)=0$ implies $F^{\prime}\left(h^{*}\right)<0$. This contradiction means that such an $h^{*}$ does not exist.

We suppose now that $F\left(h^{*}\right)=0, h^{*} \in(-2 / 3,2 / 3)$. From (4.25)(4.29) we have that

$$
\begin{align*}
\frac{\left(9 h^{2}-4\right) F^{\prime}(h)}{2}= & \left(9 h^{2}-4\right)\left(2 P^{\prime \prime} P^{\prime \prime \prime}-P^{\prime} P^{(4)}\right) \\
= & 2 P^{\prime \prime 2}(14 P-33 h)-P^{\prime} P^{\prime \prime \prime}(14 P-51 h)  \tag{4.30}\\
& +P^{\prime} P^{\prime \prime}\left(-14 P^{\prime}+21\right)
\end{align*}
$$

By using $F\left(h^{*}\right)=0$, from (4.29) and (4.30) we have

$$
\begin{equation*}
\frac{\left(9 h^{* 2}-4\right) F^{\prime}\left(h^{*}\right)}{2}=\frac{1}{3} P^{\prime} P^{\prime \prime \prime}(14 P+21 h)+\left.P^{\prime} P^{\prime \prime}\left(-14 P^{\prime}+21\right)\right|_{h=h^{*}} \tag{4.31}
\end{equation*}
$$

We have already that $P^{\prime}(h)<0$ and $P^{\prime \prime}(h)<0$ for $h \in(-2 / 3,2 / 3)$. We claim that $14 P(h)+21 h>0$ and $P^{\prime \prime \prime}(h)<0$ for $h \in(-2 / 3,2 / 3)$. Hence (4.31) implies $F^{\prime}\left(h^{*}\right)<0$ since $9 h^{* 2}-4<0$. This yields the desired result.

We need to show finally that the above claim is true.
To show $G(h) \equiv 14 P(h)+21 h>0$ for $h \in(-2 / 3,2 / 3)$, it is sufficient to note that $G(-2 / 3)=0, G(2 / 3)>0, G^{\prime}(-2 / 3)>0$, and $G^{\prime \prime}(h)=14 P^{\prime \prime}(h)<0$ for $h \in(-2 / 3,2 / 3)$.
To show $P^{\prime \prime \prime}(h)<0$ for $h \in(-2 / 3,2 / 3)$, we use the same argument as to show $F(h)<0$. We have that $P^{\prime \prime \prime}(-2 / 3)<0$. Suppose $\tilde{h}=$ $\inf \left\{h \mid P^{\prime \prime \prime}(h)=0, h \in(-2 / 3,2 / 3)\right)$. Then $P^{(4)}(\tilde{h}) \geq 0$. From (4.28) and $F^{\prime \prime \prime}(\tilde{h})=0$ we obtain that $\left(9 \tilde{h}^{2}-4\right) P^{(4)}(\tilde{h})=\left.P^{\prime \prime}\left(42 P^{\prime}-45\right)\right|_{\tilde{h}}>0$. This implies $P^{(4)}(\tilde{h})<0$. The contradiction means that such an $\tilde{h}$ does not exist.

Lemma 4.6. The curve $C$ corresponds to a triple limit cycle bifurcation, and it is a smooth curve.

Proof. The fact that $C$ corresponds to a triple limit cycle bifurcation follows from the definition of $C$ as the set of $\left\{\left(\nu_{1}, \nu_{2}, \nu_{3}\right)\right\}$ such that $\bar{M}(h)=\bar{M}^{\prime}(h)=\bar{M}^{\prime \prime}(h)=0$ and from Lemma 4.5 which ensures that $\bar{M}^{\prime \prime \prime}(h) \neq 0$.

We prove now the smoothness of $C$. From (4.17), (4.20), (4.21), and (4.16), we have that $\bar{M}(h)=\bar{M}^{\prime}(h)=\bar{M}^{\prime \prime}(h)=0$ is equivalent to

$$
\left\{\begin{array}{l}
\nu_{1}=\frac{3}{13}\left(4 h P-8 h \frac{P^{\prime 2}}{P^{\prime \prime}}+8 \frac{P P^{\prime}}{P^{\prime \prime}}-7\right)  \tag{4.32}\\
\nu_{2}=\frac{3}{13}\left(4 h-10 P+20 \frac{P^{\prime 2}}{P^{\prime \prime}}+8 \frac{P^{\prime}}{P^{\prime \prime}}\right) \\
\nu_{3}=\frac{22}{13}\left(P-\frac{2 P^{2}}{P^{\prime \prime}}\right)
\end{array}\right.
$$

By Lemma $4.5, \bar{M}^{\prime \prime \prime}(h) \neq 0$ is equivalent to (4.23). From the third equation of (4.32) we have

$$
\frac{\partial \nu_{3}}{\partial h}=-\frac{22}{13} \frac{P^{\prime}\left(3 P^{\prime \prime 2}-2 P^{\prime} P^{\prime \prime \prime}\right)}{P^{\prime \prime 2}}
$$

which is different from zero by (4.23). Hence we get $h=h\left(\nu_{3}\right)$ from the third equation of (4.32), and the first two equations of (4.32) give $\nu_{1}=\nu_{1}\left(h\left(\nu_{3}\right)\right)$ and $\nu_{2}=\nu_{2}\left(h\left(\nu_{3}\right)\right)$ which are differentiable. Therefore, $C$ is a regular smooth curve.

Lemma 4.7. For sufficiently small $\delta$ there is a smooth curve ( $H B, S$ ) in the parameter space, corresponding to the simultaneous occurrence of an $H B_{1}$ and a double limit cycle. This curve joins the point $\left(\nu_{1}, \nu_{2}, \nu_{3}\right)=$ $\left(\frac{11}{5}, \frac{2}{5}, \frac{14}{5}\right)$, corresponding to $H B_{3}$, to the point $\left(\nu_{1}, \nu_{2}, \nu_{3}\right)=$ ( $-1,-\frac{22}{13}, \frac{22}{13}$ ), corresponding to $H B_{1} \cap H L B_{2}$ (the coordinates at these points are up to $O(\delta)$ ). The curve is a convex envelope of the family of lines in the HB plane, given by $\bar{M}(h)=0, h \in(-2 / 3,2 / 3)$.

Proof. We make a change of coordinates $\left(\nu_{1}, \nu_{2}, \nu_{3}\right) \rightarrow\left(m_{1}, m_{2}, m_{3}\right)$, which transforms the two lines $H_{2}$ and $H \cap H L$ to coordinate axes (see (4.4) and (4.6)):

$$
\left\{\begin{array}{l}
m_{1}=\nu_{1}-\nu_{2}-\nu_{3}+1  \tag{4.33}\\
m_{2}=\nu_{2}-3 \nu_{3}+8 \\
m_{3}=\nu_{1}-\frac{5}{7} \nu_{2}-\frac{103}{77} \nu_{3}+\frac{187}{91}
\end{array}\right.
$$

The equation $\bar{M}(h)=0$ (see (4.17) and (4.16)), under the condition $m_{1}=0$ (on the $H B$ plane; see Lemma 4.1), gives

$$
\begin{aligned}
\bar{M}(h)= & \frac{1}{10}(3 h+14 P-12) m_{2}+\frac{7}{20}(-3 h-24 P+22) m_{3} \\
& +\frac{4}{65}(15 h P-21 h-38 P+34)=0
\end{aligned}
$$

where $P=P(h)$. The above equation is equivalent to

$$
\begin{equation*}
m_{2}=\frac{7}{2} Q(h) m_{3}+\frac{8}{13} R(h) \tag{4.34}
\end{equation*}
$$

where

$$
\begin{equation*}
Q(h)=\frac{3 h+24 P-22}{3 h+14 P-12} \tag{4.35}
\end{equation*}
$$

and

$$
\begin{equation*}
R(h)=\frac{38 P+21 h-15 h P-34}{3 h+14 P-12} \tag{4.36}
\end{equation*}
$$

Since $Q<0$ and $R>0$, we will show that $d Q / d h \neq 0$ and $d^{2} R / d Q^{2}$ $<0$. Hence, $-R$ is a convex function of the slope $Q$. Therefore, by arguments as in Lemma 3.7, the curve ( $H B, S$ ) is the graph of the Legendre transform of $-R$, that is, a convex curve. From (4.35), we have that

$$
\begin{equation*}
\frac{d Q}{d h}=\frac{10\left[3(1-P)+(3 h+2) P^{\prime}\right]}{(3 h+14 P-12)^{2}}<0 \tag{4.37}
\end{equation*}
$$

except at $h=-2 / 3$, since the numerator is zero at $h=-2 / 3$ and its derivative $10(3 h+2) P^{\prime \prime}<0$ for $h \in(-2 / 3,2 / 3)$ (see Lemma 4.3).

From (4.36), we get

$$
\begin{equation*}
\frac{d R}{d h}=\frac{5\left[-30+72 P-42 P^{2}+\left(4-9 h^{2}\right) P^{\prime}\right]}{(3 h+14 P-12)^{2}} \tag{4.38}
\end{equation*}
$$

Equations (4.37) and (4.38) give

$$
2 \frac{d R}{d Q}=\frac{-30+72 P-42 P^{2}-\left(4-9 h^{2}\right) P^{\prime}}{3(1-P)+(3 h+2) P^{\prime}}
$$

Hence,

$$
\begin{aligned}
2 \frac{d^{2} R}{d Q d h}= & \frac{\left[(1-P)(3 h+2) P^{\prime \prime}+6(1-P) P^{\prime}+2(3 h+2) P^{\prime 2}\right]}{\left[3(1-P)+(3 h+2) P^{\prime}\right]^{2}} \\
& \times 3(12-3 h-14 P)
\end{aligned}
$$

Since $d^{2} R / d Q^{2}=d / d h(d R / d Q) \cdot d h / d Q$, and for $h \in(-2 / 3,2 / 3)$ we have that

$$
(12-3 h-14 P)<0 \quad \text { and } \quad \frac{d Q}{d h}<0 \quad(\text { see }(4.37))
$$

we only need to show

$$
\begin{equation*}
G(h) \equiv(1-P)(3 h+2) P^{\prime \prime}+6(1-P) P^{\prime}+2(3 h+2) P^{\prime 2}<0 \tag{4.39}
\end{equation*}
$$

instead of $d^{2} R / d Q^{2}<0$ for $h \in(-2 / 3,2 / 3)$. Since $G(-2 / 3)=$ $G^{\prime}(-2 / 3)=G^{\prime \prime}(-2 / 3)=0$ and $G^{\prime \prime \prime}(-2 / 3)=3\left(3 P^{\prime \prime 2}-\right.$ $\left.2 P^{\prime} P^{\prime \prime \prime}\right)\left.\right|_{h=-2 / 3}<0$ (see the explanation following (4.23)), it is enough to show that $G \neq 0$ for $h \in(-2 / 3,2 / 3)$.

Assume that $G(h)$ has a zero point at some $h \in(-2 / 3,2 / 3)$. We repeat the technique used in the proof of Lemma 4.5 to deduce a contradiction. In fact, let $h^{*}=\inf \{h \mid G(h)=0,-2 / 3<h<2 / 3\}$; then $G\left(h^{*}\right)=0$ and $G^{\prime}\left(h^{*}\right) \geq 0$.

On the other hand, from (4.39) we have

$$
\begin{equation*}
G^{\prime}(h)=3(3 h+2) P^{\prime} P^{\prime \prime}+9(1-P) P^{\prime \prime}+(1-P)(3 h+2) P^{\prime \prime \prime} \tag{4.40}
\end{equation*}
$$

and $G\left(h^{*}\right)=0$ implies

$$
\left(3 h^{*}+2\right) P^{\prime}\left(h^{*}\right)=-\left.\frac{1-P}{2 P^{\prime}}\left[(3 h+2) P^{\prime \prime}+6 P^{\prime}\right]\right|_{h=h^{*}}
$$

Substituting the above expression into (4.40), we obtain

$$
G^{\prime}\left(h^{*}\right)=-\left.\frac{1}{2 P^{\prime}}(1-P)(3 h+2)\left(3 P^{\prime \prime 2}-2 P^{\prime} P^{\prime \prime \prime}\right)\right|_{h-h^{*}}<0
$$

since $-2 / 3<h^{*}<2 / 3, P\left(h^{*}\right)<1, P^{\prime}\left(h^{*}\right)<0$, and ( $3 P^{\prime \prime 2}-2 P^{\prime} P^{\prime \prime \prime}$ ) $<0$.
The contradiction proves that $G(h)<0$ for $h \in[-2 / 3,2 / 3)$.

Lemma 4.8. For sufficiently small $\delta$ there is a smooth curve ( $H L B, S$ ) in the parameter space, corresponding to the simultaneous occurrence of a


Figure 4.1.
homoclinic bifurcation of order $1\left(H L B_{1}\right)$ and a double limit cycle. This curve joins the point $\left(\nu_{1}, \nu_{2}, \nu_{3}\right)=\left(-\frac{107}{91},-\frac{94}{91}, \frac{110}{91}\right)$, corresponding to $H L B_{3}$, to the point $\left(\nu_{1}, \nu_{2}, \nu_{3}\right)=\left(\frac{31}{65},-\frac{58}{65}, \frac{154}{65}\right)$, corresponding to $H L B_{1}$ $\cap \mathrm{HB}_{2}$ (the coordinates at these points are up to $O(\delta)$ ). The curve is the convex envelope of the family of lines in the HLB plane, given by $\bar{M}(h)=0, h \in(-2 / 3,2 / 3)$.

As the proof is similar to that of Lemma 4.7, we omit it here.

Lemma 4.9. The parameter region $\Omega$ for which the equation (4.3) has three limit cycles has the form of a "topological 3-simplex" (Figure 4.1).

Proof. We consider the 3 -simplex $-2 / 3<h_{1}<h_{2}<h_{3}<2 / 3$ (Figure 4.2), and the map $F$ from that 3 -simplex to the parameter space $\nu=\left(\nu_{1}, \nu_{2} \nu_{3}\right)$, defined by $h=\left(h_{1}, h_{2}, h_{3}\right) \rightarrow \nu(h)$, where $\nu(h)$ is the solution of $\bar{M}\left(h_{1}\right)=\bar{M}\left(h_{2}\right)=\bar{M}\left(h_{3}\right)=0$. This solution is unique. In fact, from (4.17) and (4.16) we have

$$
\bar{M}(h)=\nu_{1}-P(h) \nu_{2}+\left(-\frac{6}{11} h-\frac{15}{11} P(h)\right) \nu_{3}+\frac{21}{13}+\frac{12}{13} h P(h)
$$

and the coefficient determinant of $\bar{M}\left(h_{1}\right)=\bar{M}\left(h_{2}\right)=\bar{M}\left(h_{3}\right)=0$ with


Figure 4.2.
respect to $\left(\nu_{1}, \nu_{2}, \nu_{3}\right)$ is

$$
\begin{aligned}
& \left|\begin{array}{lll}
1 & -P\left(h_{1}\right) & -\frac{6}{11} h_{1}-\frac{15}{11} P\left(h_{1}\right) \\
1 & -P\left(h_{2}\right) & -\frac{6}{11} h_{2}-\frac{15}{11} P\left(h_{2}\right) \\
1 & -P\left(h_{3}\right) & -\frac{6}{11} h_{3}-\frac{15}{11} P\left(h_{3}\right)
\end{array}\right| \\
& =\frac{6}{11}\left|\begin{array}{lll}
1 & P\left(h_{1}\right) & h_{1} \\
1 & P\left(h_{2}\right) & h_{2} \\
1 & P\left(h_{3}\right) & h_{3}
\end{array}\right| \\
& =\left(h_{2}-h_{1}\right)\left(h_{3}-h_{2}\right)\left[\frac{P\left(h_{2}\right)-P\left(h_{1}\right)}{h_{2}-h_{1}}-\frac{p\left(h_{3}\right)-P\left(h_{2}\right)}{h_{3}-h_{2}}\right]>0,
\end{aligned}
$$

since $P^{\prime}<0, P^{\prime \prime}<0$ for $h \in(-2 / 3,2 / 3)$.
The function $F$ is a local diffeomorphism on the 3 -simplex in the $h$-space. $F$ is of rank 2 on the faces $h_{1}=h_{2} \neq h_{3}$ and $h_{1} \neq h_{2}=h_{3}$, and is a local diffeomorphism when restricted to these faces. Similarly $F$ is of rank 1 on the edge $h_{1}=h_{2}=h_{3}$, and a local homeomorphism when restricted to this edge. We can conclude that $F$ is a global
diffeomorphism on the 3-simplex if we can prove that the system cannot have more than three limit cycles, that is, no four planes $\bar{M}\left(h_{j}\right)=0$, $h_{1}<h_{2}<h_{3}<h_{4}$, can intersect. This is shown in the next lemma.

Lemma 4.10. For sufficiently small $\delta$, the system (4.3) has at most three limit cycles for each value of the parameters $\nu_{1}, \nu_{2}$, and $\nu_{3}$.

Proof. For given $\nu_{1}, \nu_{2}$, and $\nu_{3}$ we determine the number of zeros of

$$
\bar{M}(h)=A(h)-B(h) P(h)
$$

for $h \in(-2 / 3,2 / 3)$, where $A(h)$ and $B(h)$ are linear in $h$ and given by (4.16). Let $h^{*} \in(-\infty,+\infty)$ such that $B\left(h^{*}\right)=0$.

Suppose that $\bar{M}\left(h^{*}\right)=0$. Then we have $A\left(h^{*}\right)=0$ and $\bar{M}(h)=$ $D\left(h-h^{*}\right)\left(P-P^{*}\right)$ for some constant $D$. Since $P=P(h)$ is monotonic, $\bar{M}(h)$ has at most two zeros.

For the rest of the proof we can suppose that $\bar{M}\left(h^{*}\right) \neq 0$. Then

$$
\begin{equation*}
\bar{M}(h)=B(h)(Q(h)-P(h)) \tag{4.41}
\end{equation*}
$$

where $h \in(-2 / 3,2 / 3), h \neq h^{*}$, and

$$
\begin{equation*}
Q(h)=\frac{A(h)}{B(h)}=\frac{143 \nu_{1}-78 h \nu_{3}+231}{143 \nu_{2}+195 \nu_{3}-132 h} . \tag{4.42}
\end{equation*}
$$

We need to determine the number of intersection points of the curve $P=P(h)$, called $\Gamma_{P}$, and the curve $P=Q(h)$, called $\Gamma_{Q}$, for $h \in$ $(-2 / 3,2 / 3) \backslash\left\{h^{*}\right\}$. The curve $\Gamma_{Q}$ is a hyperbola (Figure 4.3) and

$$
Q^{\prime}(h)=\frac{\alpha}{B^{2}(h)},
$$

where

$$
\alpha=-78 \nu_{3}\left(143 \nu_{2}+195 \nu_{3}\right)+132\left(143 \nu_{1}+231\right)
$$

In the case $\alpha \geq 0$, it is obvious that $\Gamma_{Q}$ and $\Gamma_{P}$ have at most two intersection points. Hence, we only consider the case $\alpha<0$.
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(i) If $h^{*} \leq-2 / 3$, then $\Gamma_{P}$ and $\Gamma_{Q}$ have, obviously, at most two intersection points (Figure 4.4(a)).
(ii) If $-2 / 3<h^{*} \leq 2 / 3$, then the right branch $\Gamma_{Q}^{+}$of $\Gamma_{Q}$ always has at most two intersection points with $\Gamma_{P}$ (Figure 4.4(b) and (c)). It has exactly one intersection point if and only if $Q(2 / 3)<5 / 7$. In the case where $\Gamma_{Q}^{+}$intersects $\Gamma_{P}$, the left branch $\Gamma_{Q}^{-}$of $\Gamma_{Q}$ is then below $P=5 / 7$, and hence it has no intersection with $\Gamma_{P}$. Therefore, we need only consider the case where $Q(2 / 3)>5 / 7$. In this case we study the number of intersection points of $\Gamma_{Q}^{-}$and $\Gamma_{P}$ (Figure 4.4(d) and (e)).

For this purpose we count the number of contact points of $\Gamma_{Q}$ with the vector field (4.19), that is, we consider the number of zeros of

$$
\dot{G}=\left.\frac{d G}{d t}\right|_{(4.19)}=\dot{P}-Q^{\prime}(h) \dot{h}
$$

for $G=P-Q(h)$. A calculation shows that

$$
\begin{aligned}
\dot{G} & =\left(-7 P^{2}-3 h P+5\right)-\left.\frac{\alpha}{B^{2}}(4-9 h)^{2}\right|_{P=A / B} \\
& =\frac{1}{B^{2}}\left[-7 A^{2}-3 h A B+5 B^{2}-\alpha\left(4-9 h^{2}\right)\right]
\end{aligned}
$$

The numerator is a polynomial of degree 3 with respect to $h$ (see (4.16)); therefore, it has at most three roots. It is easy to see that the left branch $\Gamma_{Q}^{-}$has at least as many contact points with the vector field (4.19) as it has intersection points with $\Gamma_{P}$ (Figure 4.4(d) and (e)): Between any two intersection points there is always a contact point, and there is always a contact point on the left of the first intersection point, due to the direction of the vector field at the intersection of $\Gamma_{Q}^{-}$with the line $h=-2 / 3$. The number of intersection points is therefore at most three.
(iii) The case $h^{*}>2 / 3$ can be discussed by the same arguments as in (ii) (e.g., see Figure 4.4(f)).

Remark 4.11. From (4.42), Lemma 4.1, and Lemma 4.2, we obtain, similarly to the discussion in Section 5.3, that $Q(-2 / 3)=1=P(-2 / 3)$ if and only if $\left(\nu_{1}, \nu_{2}, \nu_{3}\right) \in H B$ (i.e., $\nu_{1}-\nu_{2}-\nu_{3}+1=0$ ) and $Q(2 / 3)=5 / 7=P(2 / 3)$ if and only if $\left(\nu_{1}, \nu_{2}, \nu_{3}\right) \in H L B$ (i.e., $\nu_{1}-\frac{5}{7} \nu_{2}$ $-\frac{103}{77} \nu_{3}+\frac{187}{91}=0$ ). Suppose ( $\left.\nu_{1}, \nu_{2}, \nu_{3}\right) \in \Omega$, the topological 3 -simplex formed by surfaces $H B, H L B$, two pieces of the double limit cycle bifurcation surface $S$ (see Lemma 4.9), and the curve $C$, and suppose condition (4.5) is satisfied. By Lemma 4.1, equation (4.3) has three limit cycles. In this case, $Q(-2 / 3)<1$ and $Q(2 / 3)>5 / 7$ by Lemma 4.10. The relative positions of $\Gamma_{P}$ and $\Gamma_{Q}$ is shown in Figure 4.4(f). As ( $\nu_{1}, \nu_{2}, \nu_{3}$ ) varies inside $\Omega$, the number of intersection points between $\Gamma_{P}$ and $\Gamma_{Q}$ is always three. In fact any decreasing of this number corresponds to at least one of the following situations:
(1) $Q(-2 / 3)$ becomes larger than 1 .
(2) $Q(2 / 3)$ becomes less than $5 / 7$.
(3) Two intersection points of $\Gamma_{P}$ and $\Gamma_{Q}$ become a tangent point, and then disappear.
(4) Three intersection points of $\Gamma_{P}$ and $\Gamma_{Q}$ become a tangent point.

These situations mean that ( $\nu_{1}, \nu_{2}, \nu_{3}$ ) goes to the boundary of $\Omega$ (the surface $H B, H L B, S$, or $C$, respectively), and then leaves $\Omega$. In this way, we can discuss the phase portrait of equation (4.3) for ( $\nu_{1}, \nu_{2}, \nu_{3}$ ) as any position in the parameter space.

Summing up the above lemmas and Remark 4.11, we have the following theorem.

Theorem 4.12. For sufficiently small $\delta$, the bifurcation diagram of equation (4.3) is shown in Figure 4.5. It consists of the following:
(1) Surfaces (codimension-1 bifurcation): $H B_{1}, H L B_{1}$, and $S$ ( $S$ has two smooth pieces divided by the curve C).
(2) Curves (codimension-2 bifurcation): $H B_{2}, H B_{1} \cap H L B_{1}, H L B_{2}$, ( $H B, S$ ), ( $H L B, S$ ), and C.
(3) Points (codimension-3 bifurcation): $H B_{3}, H L B_{3}, H B_{2} \cap H L B_{1}$, and $H B_{1} \cap H L B_{2}$.
When $\nu=\left(\nu_{1}, \nu_{2}, \nu_{3}\right) \in \Omega$, surrounded by surfaces $H B_{1}, H L B_{1}$, and $S$ and curve $C$, equation (4.3) has exactly three limit cycles; when $\nu$ varies from $\Omega$ through $S$, then two of the three limit cycles merge as a semistable limit cycle, and then disappear; when $\nu$ varies from $\Omega$ through the surface $H B_{1}$, the most inner limit cycle shrinks into the focus $(x, y)=$ $(-1,0)$ which changes its stability; and when $\nu$ varies from $\Omega$ through the surface $H L B_{1}$, the most outer limit cycle expands and forms a homoclinic orbit, and then the connection from the saddle point to itself breaks down and the homoclinic loop disappears.

Now we return from equation (4.3) to the original equation (4.1). We describe the bifurcation diagram of (4.1) by taking its intersections with a 3 -sphere around the origin in the $\epsilon$-space. Equation (4.1) has equilibria only on the closed half 3 -sphere $\left\{\left(\epsilon_{1}, \epsilon_{2}, \epsilon_{3}\right) \mid \epsilon_{1}^{2}+\epsilon_{2}^{2}+\epsilon_{3}^{2}=1, \epsilon_{1} \leq\right.$ 0 \}, which can be transformed into a closed 3-ball (Figure 4.6). The bifurcation diagram inside the ball is similar to the bifurcation diagram of (4.3) in $\nu$-space (Figure 4.5), containing a topological 3 -simplex $\Omega$ with exactly three limit cycles. The boundary of the ball (a 2 -sphere) corresponds to the saddle-node bifurcation ( $\epsilon_{1}=0, \epsilon_{2} \neq 0$ ). On it, the Bogdanov-Takens bifurcation appears on a circle ( $\epsilon_{1}=\epsilon_{2}=0, \epsilon_{3} \neq 0$ ). Two points of the circle ( $\epsilon_{1}=\epsilon_{2}=\epsilon_{3}=0, \epsilon_{4} \neq 0$, one with $\epsilon_{4}>0$, the
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other with $\epsilon_{4}<0$ ) correspond to the cusps of order 3 , and separate the two cases of Bogdanov-Takens bifurcation: $\epsilon_{3}<0$ and $\epsilon_{3}>0$. The Hopf bifurcation surface ( $H B$ ) and the homoclinic bifurcation surface ( $H L B$ ) inside the ball branch along the circle of the Bogdanov-Takens bifurcation. Moreover, the different curves of codimension-2 bifurcations inside the ball meet on the boundary of the ball at two cusps of order 3, giving the conic structure described in Section 5.3. In Figure 4.6, for clarity we do not draw completely the Hopf bifurcation surface ( $H B$ ) and the homoclinic bifurcation surface ( $H L B$ ). We just draw the continuation of the codimension- 2 curves until they meet the boundary of the ball.

To verify the above description, as we did in the last section, we need to construct a union of cones:
(1) The half space $\epsilon_{1}>0$.
(2) A cone $K_{4}$ constructed around the $\epsilon_{4}$-axis on a small neighborhood in $\epsilon_{1} \epsilon_{2} \epsilon_{3}$-space.
(3) A cone $K_{3}$ constructed around the $\epsilon_{3}$-axis on the product of a small neighborhood in $\epsilon_{1} \epsilon_{2}$-space with an arbitrary compact set in $\epsilon_{4}$-space.
(4) A cone $K_{2}$ constructed around the $\epsilon_{2}$-axis on the product of a small neighborhood in $\epsilon_{1}$-space with an arbitrary compact set in $\epsilon_{3} \epsilon_{4^{-}}$ space.
(5) A cone $K_{1}$ constructed around the $\epsilon_{1}$-axis $\left(\epsilon_{1}<0\right)$ on an arbitrary compact set in $\epsilon_{2} \epsilon_{3} \epsilon_{4}$-space.

If we choose well the arbitrary compact sets, we will produce a neighborhood of the origin.

The last cone $K_{1}$ can be obtained from Theorem $4.12\left(\left(\nu_{1}, \nu_{2}, \nu_{3}\right) \rightarrow\right.$ ( $\epsilon_{2}, \epsilon_{3}, \epsilon_{4}$ ), see (4.2)). For the other cones $K_{j}$ we must use the universal unfolding of the cusps of order $j-1 \leq 3$; the cusp of order 1 is just the saddle-node.

### 5.5 Bibliographical Notes

There are at least six different methods used to study degenerate Hopf bifurcation. We list here these methods and some references: the method of Poincaré normal forms, see Arnold [1] and Guckenheimer and Holmes [1]; the method of averaging, see Chow and Hale [1], Guckenheimer and Holmes [1], and Sanders and Verhulst [1]; the method of the succession function, see Andronov, et al. [2]; the method of Lyapunov constants, see Bonin and Legault [1] and Göbber and Williamowski [1]; the method of Lyapunov-Schmidt, see Golubitsky and Langford [1], Golubitsky and Schaeffer [1], and Vanderbauwhede [1]; and the method of intrinsic harmonic balancing, see Allwright [1], Huseyin and Yu [1], and Mees [1]. In the paper of Farr et al. [1] there is a review of these different methods, and there are some explicit formulas of the first three Lyapunov coefficients for degenerate Hopf bifurcation problems of the general case of a differential equation with dimension $n \geq 2$.

The proof of Theorem 1.3 is due to Rousseau and Schlomiuk [1]. They used the Poincaré normal form and the Malgrange Preparation Theorem, which made the proof simpler. Theorem 1.5 was given by Bonin and Legault [1]. The results in Example 1.6 were given by Li [1, 3]. Example 1.6 (i)-(iii) are generalizations of some well-known formulas given by Bautin [2]. Example 1.7 was given by Sibirskii [1].

The degenerate homoclinic bifurcation, however, has been much less studied, although Poincaré [1] and Dulac [1] provided some ideas and approaches many years ago. The first result on this subject, to our knowledge, was presented by Leontovich [1] in an abstract paper, and the complete proof of this result has been given by Roussarie [1] (the
first part of Theorem 2.5) and by Joyal [1] (both parts of Theorem 2.5). Most of Section 2 is due to Joyal [1] and Joyal and Rousseau [1].

The finite cyclicity problem for an equilibrium or a singular closed orbit is closely related to the Hilbert 16th problem and Hopf or homoclinic bifurcation; see, for example, Dumortier, Roussarie, and Rousseau [1], Dumortier, Roussarie, Sotomayor, and Żoładek [1], Ecalle [1], Il'yashenko [3], Li and Liu [1], Roussarie [2, 3], and Schlomiuk [1].

Consider the following equation on a plane

$$
\left\{\begin{array}{l}
\dot{x}=y,  \tag{5.1}\\
\dot{y}=a x^{2}+b x y .
\end{array}\right.
$$

It is well known that if $a b \neq 0$, then the bifurcation of (5.1) is of codimension 2, and the Bogdanov-Takens system is a versal deformation of (5.1) (see Section 4.1). If $b=0$ and $a \neq 0$ in (5.1), then there is a higher-codimension bifurcation of cusp type. In Sections 3 and 4 we discussed the cusps of codimension 3 and 4, which were obtained by Dumortier, Roussarie, and Sotomayor [1], and Li and Rousseau [1], respectively. Joyal [2] considered cusps of codimension $n$. The maximum number of limit cycles in this case is ( $n-1$ ). The proofs of Lemmas 3.6 and 4.5 were suggested by Rousseau, and the idea was stimulated by Drachman, van Gils, and Zhang [1]. See also Dumortier and Fiddelaers [1].

If $a=0$ and $b \neq 0$ in (5.1), then there are higher-codimension bifurcations of other types: saddle, focus, and elliptic cases. Dumortier, Roussarie, and Sotomayor [2], Dumortier and Rousseau [1], Medved [1], Xiao [1], and Żoładek [3] studied these cases with codimension 3. The results on the focus and elliptic cases are still open, and a conjecture on the bifurcation diagrams for those cases is proposed in Dumortier, Roussaire, and Sotomayor [2].
We have considered codimension 2 bifurcation of the $1: 2$ resonance in Section 4.2. The unperturbed system is

$$
\left\{\begin{array}{l}
\dot{x}=y  \tag{5.2}\\
\dot{y}=a x^{3}+b x^{2} y,
\end{array}\right.
$$

where $a b \neq 0$. In the case $b=0$ and $a \neq 0$, codimension -3 and -4 bifurcations in the $1: 2$ resonance were considered by Li and Rousseau [2], Rousseau [2], and Rousseau and Żoładek [1]. In the case $a=0$ and
$b \neq 0$, codimension-3 bifurcation of the $1: 2$ resonance was considered by Dangelmayr, Armbruster, and Neveling [1].

Dangelmayr and Guckenheimer [1] studied a bifurcation problem arising from (5.2) by adding four parameters, and the result was improved by Żoładek [4].

There are many references concerning homoclinic (or heteroclinic) bifurcations in higher-dimensional phase spaces. Silnikov [1, 2] gave an efficient method to study these problems. Chow, Hale, and Mallet-Paret [1], Chow and Lin [1], Deng [3], Li, Li, and Zhang [1], and Schecter [1] studied the case of a homoclinic orbit with a degenerate singular point. See also Chow, Deng, and Fielder [1], Chow, Deng, and Terman [1, 2], Deng [1, 2], Fiedler [1], Kisaka, Kokubu, and Oka [1, 2], and Lin [1].
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of order 3, 278
of order 4, 292
of order $\geq 5,328$
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form, 116, 117
operator, 115
subspace, 117
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vector space, 116-17
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similar, 116
Theorem
Bendixson, 304
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Converse of Taylor's, 78
Division, 194-5
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Homoclinic Bifurcation, 424
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Jet transversality, 193, 226
Main Value, 236
Malgrange Preparation, 194, 249, 263, 388
Poincaré, 70, 71~2, 80, 82, 83, 189
Siegel's, 70, 82, 83, 89, 189
Takens's, 143, 144, 189
Taylor's, 76, 77
Uniform Contraction Mapping, 10, 39, 42
time one mapping, 128
trancation operator, 126, 143
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