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Foreword to Earlier Series Editions

More than a generation of German-speaking students around the world have worked
their way to an understanding and appreciation of the power and beauty of modern
theoretical physics — with mathematics, the most fundamental of sciences — using
Walter Greiner’s textbooks as their guide.

The idea of developing a coherent, complete presentation of an entire field of sci-
ence in a series of closely related textbooks is not a new one. Many older physicists
remember with real pleasure their sense of adventure and discovery as they worked
their ways through the classic series by Sommerfeld, by Planck and by Landau and
Lifshitz. From the students’ viewpoint, there are a great many obvious advantages to
be gained through use of consistent notation, logical ordering of topics and coherence
of presentation; beyond this, the complete coverage of the science provides a unique
opportunity for the author to convey his personal enthusiasm and love for his subject.

The present five-volume set, Theoretical Physics, is in fact only that part of the
complete set of textbooks developed by Greiner and his students that presents the
quantum theory. I have long urged him to make the remaining volumes on classical
mechanics and dynamics, on electromagnetism, on nuclear and particle physics, and
on special topics available to an English-speaking audience as well, and we can hope
for these companion volumes covering all of theoretical physics some time in the
future.

What makes Greiner’s volumes of particular value to the student and professor alike
is their completeness. Greiner avoids the all too common “it follows that ...” which
conceals several pages of mathematical manipulation and confounds the student. He
does not hesitate to include experimental data to illuminate or illustrate a theoretical
point and these data, like the theoretical content, have been kept up to date and top-
ical through frequent revision and expansion of the lecture notes upon which these
volumes are based.

Moreover, Greiner greatly increases the value of his presentation by including
something like one hundred completely worked examples in each volume. Nothing
is of greater importance to the student than seeing, in detail, how the theoretical con-
cepts and tools under study are applied to actual problems of interest to a working
physicist. And, finally, Greiner adds brief biographical sketches to each chapter cov-
ering the people responsible for the development of the theoretical ideas and/or the
experimental data presented. It was Auguste Comte (1798-1857) in his Positive Phi-
losophy who noted, “To understand a science it is necessary to know its history”.
This is all too often forgotten in modern physics teaching and the bridges that Greiner
builds to the pioneering figures of our science upon whose work we build are welcome
ones.

Greiner’s lectures, which underlie these volumes, are internationally noted for their
clarity, their completeness and for the effort that he has devoted to making physics an
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integral whole; his enthusiasm for his science is contagious and shines through almost
every page.

These volumes represent only a part of a unique and Herculean effort to make all
of theoretical physics accessible to the interested student. Beyond that, they are of
enormous value to the professional physicist and to all others working with quantum
phenomena. Again and again the reader will find that, after dipping into a particular
volume to review a specific topic, he will end up browsing, caught up by often fasci-
nating new insights and developments with which he had not previously been familiar.

Having used a number of Greiner’s volumes in their original German in my teach-
ing and research at Yale, I welcome these new and revised English translations and
would recommend them enthusiastically to anyone searching for a coherent overview
of physics.

Yale University D. Allan Bromley
New Haven, CT, USA Henry Ford II Professor of Physics
1989



Preface to the Fourth Edition

We are pleased by the positive resonance of our book which now necessitates a fourth
edition. We have used this opportunity to implement corrections of misprints and
amendments at several places, and to extend and improve the discussion of many of
the exercises and examples. We hope that our presentation of the method of equivalent
photons (Example 3.17), the form factor of the electron (Example 5.7), the infrared
catastrophe (Example 5.8) and the energy shift of atomic levels (Example 5.9) are now
even better to understand. The new Exercise 5.10 shows in detail how to arrive at the
non-relativistic limit for the calculation of form factors. Moreover, we have brought
up-to-date the Biographical Notes about physicists who have contributed to the devel-
opment of quantum electrodynamics, and references to experimental tests of the the-
ory. For example, there has been recent progress in the determination of the electric
and magnetic form factors of the proton (discussed in Exercise 3.5 on the Rosenbluth
formula) and the Lamb shift of high-Z atoms (discussed in Example 5.9 on the energy
shift of atomic levels), while the experimental verification of the birefringence of the
QED vacuum in a strong magnetic field (Example 7.8) remains unsettled and is a topic
of active ongoing research.

Again, we thank all colleagues and readers for their comments and information
about misprints in the book, and are grateful to the team at Springer-Verlag and es-
pecially to Dr. Stefan Scherer for smoothly handling the preparation of this fourth
edition.

Frankfurt am Main, Walter Greiner
October 2008 Joachim Reinhardt
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Preface to the Third Edition

Since the need for a third edition of this book has arisen, we have endeavoured to
improve and extend it in several ways. At many places small changes were made,
misprints have been corrected, and references have been added. In Chap. 5 new the-
oretical and experimental results on the Lamb shift in heavy atoms and on the anom-
alous magnetic moment of the muon are reported. We have also added a number of
new topics in Chaps. 3, 5, and 7 in the form of examples and exercises. Example 3.19
contains a detailed treatment of electron—positron pair production in the collision of
a high-energy photon with a laser beam. This is supplemented by Exercise 3.20 where
a closed solution of the Dirac equation in the field of a plane wave is derived. Fur-
thermore, Example 5.3 on the running coupling constant in QED and Example 7.5 on
the supercritial point charge problem have been added. Finally, Example 7.8 treats the
birefringence of the QED vacuum in a strong magnetic field.

We thank all colleagues and readers who have informed us about misprints in the
book and are grateful to the team at Springer-Verlag for expertly handling the prepa-
ration of this new edition.

Frankfurt am Main, Walter Greiner
August 2002 Joachim Reinhardt

vill



Preface to the Second Edition

The need for a second edition of our text on Quantum Electrodynamics has given us
the opportunity to implement some corrections and amendments. We have corrected
a number of misprints and minor errors and have supplied additional explanatory re-
marks at various places. Furthermore some new material has been included on the
magnetic moment of the muon (in Example 5.7) and on the Lamb shift (in Exam-
ple 5.9). Finally, we have added the new Example 3.17 which explains the equivalent
photon method.

We thank several colleagues for helpful comments and also are grateful to
Dr. R. Mattiello who has supervised the preparation of the second edition of the book.
Furthermore we acknowledge the agreeable collaboration with Dr. H.J. Kélsch and
his team at Springer-Verlag, Heidelberg.

Frankfurt am Main, Walter Greiner
July 1994 Joachim Reinhardt



Preface to the First Edition

Theoretical physics has become a many-faceted science. For the young student
it is difficult enough to cope with the overwhelming amount of new scientific
material that has to be learnt, let alone obtain an overview of the entire field,
which ranges from mechanics through electrodynamics, quantum mechanics, field
theory, nuclear and heavy-ion science, statistical mechanics, thermodynamics, and
solid-state theory to elementary-particle physics. And this knowledge should be ac-
quired in just 8-10 semesters, during which, in addition, a Diploma or Master’s
thesis has to be worked on or examinations prepared for. All this can be achieved
only if the university teachers help to introduce the student to the new disciplines
as early on as possible, in order to create interest and excitement that in turn set
free essential new energy. Naturally, all inessential material must simply be elimi-
nated.

At the Johann Wolfgang Goethe University in Frankfurt we therefore confront the
student with theoretical physics immediately, in the first semester. Theoretical Me-
chanics I and II, Electrodynamics, and Quantum Mechanics I — An Introduction are
the basic courses during the first two years. These lectures are supplemented with
many mathematical explanations and much support material. After the fourth semester
of studies, graduate work begins, and Quantum Mechanics II — Symmetries, Statis-
tical Mechanics and Thermodynamics, Relativistic Quantum Mechanics, Quantum
Electrodynamics, the Gauge Theory of Weak Interactions, and Quantum Chromo-
dynamics are obligatory. Apart from these a number of supplementary courses on
special topics are offered, such as Hydrodynamics, Classical Field Theory, Special
and General Relativity, Many-Body Theories, Nuclear Models, Models of Elemen-
tary Particles, and Solid-State Theory. Some of them, for example the two-semester
courses Theoretical Nuclear Physics or Theoretical Solid-State Physics, are also oblig-
atory.

This volume of lectures deals with the subject of Quantum Electrodynamics. We
have tried to present the subject in a manner which is both interesting to the student
and easily accessible. The main text is therefore accompanied by many exercises and
examples which have been worked out in great detail. This should make the book
useful also for students wishing to study the subject on their own.

When lecturing on the topic of quantum electrodynamics, one has to choose be-
tween two approaches which are quite distinct. The first is based on the general meth-
ods of quantum field theory. Using classical Lagrangian field theory as a starting point
one introduces noncommuting field operators, builds up the Fock space to describe
systems of particles, and introduces techniques to construct and evaluate the scatter-
ing matrix and other physical observables. This program can be realized either by the
method of canonical quantization or by the use of path integrals. The theory of quan-
tum electrodynamics in this context emerges just as a particular example of the general
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formalism. In the present volume, however, we do not follow this general but lengthy
path; rather we use a “short cut” which arrives at the same results with less effort, and
which has the advantage of great intuitive appeal. This is the propagator formalism,
which was introduced by R.P. Feynman (and, less well known, by E.C.G. Stiickelberg)
and makes heavy use of Green’s functions to describe the propagation of electrons and
photons in space—time.

It is clear that the student of physics has to be familiar with both approaches to
quantum electrodynamics. (In the German edition of these lectures a special volume
is dedicated to the subject of field quantization.) However, to gain quick access to the
fascinating properties and processes of quantum electrodynamics and to its calcula-
tional techniques the use of the propagator formalism is ideal.

The first chapter of this volume contains an introduction to nonrelativistic propa-
gator theory and the use of Green’s functions in physics. In the second chapter this is
generalized to the relativistic case, introducing the Stiickelberg—Feynman propagator
for electrons and positrons. This is the basic tool used to develop perturbative QED.
The third chapter, which constitutes the largest part of the book, contains applications
of the relativistic propagator formalism. These range from simple Coulomb scatter-
ing of electrons, scattering off extended nuclei (Rosenbluth’s formula) to electron—
electron (Mgller) and electron—positron (Bhabha) scattering. Also, processes involv-
ing the emission or absorption of photons are treated, for instance, Compton scattering,
bremsstrahlung, and electron—positron pair annihilation. The brief fourth chapter gives
a summary of the Feynman rules, together with some notes on units of measurement
in electrodynamics and the choice of gauges.

Chapter 5 contains an elementary discussion of renormalization, exemplified by
the calculation of the lowest-order loop graphs of vacuum polarization, self-energy,
and the vertex correction. This leads to a calculation of the anomalous magnetic mo-
ment of the electron and of the Lamb shift. In Chap. 6 the Bethe—Salpeter equation is
introduced, which describes the relativistic two-particle system.

Chapter 7 should make the reader familiar with the subject of quantum electrody-
namics of strong fields, which has received much interest in the last two decades. The
subject of supercritical electron states and the decay of the neutral vacuum is treated
in some detail, addressing both the mathematical description and the physical implica-
tions. Finally, in the last chapter, the theory of perturbative quantum electrodynamics
is extended to the treatment of spinless charged bosons.

An appendix contains some guides to the literature, giving references both to books
which contain more details on quantum electrodynamics and to modern treatises on
quantum field theory which supplement our presentation. We should mention that in
preparing the first chapters of our lectures we have relied heavily on the textbook
Relativistic Quantum Mechanics by J.D. Bjorken and S.D. Drell (McGraw-Hill, New
York, 1964).

We enjoyed the help of several students and collaborators, in particular Jiirgen Au-
gustin, Volker Blum, Christian Borchert, Snjezana Butorac, Christian Derreth, Bruno
Ehrnsperger, Klaus Geiger, Mathias Grabiak, Oliver Graf, Carsten Greiner, Kordt
Griepenkerl, Christoph Hartnack, Cesar Ionescu, André Jahns, Jens Konopka, Georg
Peilert, Jochen Rau, Wolfgang Renner, Dirk-Hermann Rischke, Jiirgen Schaffner,
Alexander Scherdin, Dietmar Schnabel, Thomas Schonfeld, Stefan Schramm, Eckart
Stein, Mario Vidovic, and Luke Winckelmann.
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We are also grateful to Prof. A. Schifer for his advice. The preparation of the
manuscript was supervised by Dr. Béla Waldhauser and Dipl. Phys. Raffaele Mattiello,
to whom we owe special thanks. The figures were drawn by Mrs. A. Steidl.

The English manuscript was copy-edited by Mark Seymour of Springer-Verlag.

Frankfurt am Main, Walter Greiner
March 1992 Joachim Reinhardt
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Propagators and Scattering Theory

1.1 Introduction

In this course we will deal with quantum electrodynamics (QED), which is one of the
most successful and most accurate theories known in physics. QED is the quantum
field theory of electrons and positrons (the electron—positron field) and photons (the
electromagnetic or radiation field). The theory also applies to the known heavy leptons
(n and 1) and, in general, can be used to describe the electromagnetic interaction of
other charged elementary particles. However, these particles are also subject to non-
electromagnetic forces, i.e. the strong and the weak interactions. Strongly interacting
particles (hadrons) are found to be composed of other particles, the quarks, so that new
degrees of freedom become important (colour, flavour). It is believed that on this level
the strong and weak interactions can be described by “non-Abelian” gauge theories
modelled on QED, which is the prototype of an “Abelian” gauge theory. These are the
theories of quantum chromodynamics (QCD) for the strong interaction and quantum
flavourdynamics for the weak interaction. In this course we will concentrate purely
on the theory of QED in its original form. Quantum electrodynamics not only is the
archetype for all modern field theories, but it also is of great importance in its own
right since it provides the theoretical foundation for atomic physics.

There are two approaches to QED. The more formal one relies on a general ap-
paratus for the quantization of wave fields; the other, more illustrative, way origi-
nates from Stiickelberg and Feynman, and uses the propagator formalism. Nowa-
days a student of physics has to know both, but it is better, both in terms of the
physics and teaching, if it is obvious at an early stage why a formalism was de-
veloped and to what it can be applied. Almost everyone is keen to see as early
as possible how different processes are actually calculated. Feynman’s propaga-
tor formalism is the best way to achieve this. Consequently, it will be central to
these lectures. References to the less intuitive but more systematic treatment of
QED based on the formalism of quantum field theory are given in the appen-
dix.

For the moment we turn to a more general discussion of scattering processes. The
aim here is to calculate transition probabilities and scattering cross sections in the
framework of Dirac’s theory of electrons and positrons. These calculations will be
exact in principle; practically, however, they will be carried out using perturbation
theory, that is an expansion in terms of small interaction parameters. Because we have
to describe the creation and annihilation processes of electron—positron pairs, the for-
malism has to be relativistic from the beginning.

In Feynman’s propagator method, scattering processes are described by means of
integral equations. The guiding idea is, that positrons are to be interpreted as elec-
trons with negative energy which move in the reverse time direction. This idea was

W. Greiner, J. Reinhardt, Quantum Electrodynamics, 1
© Springer-Verlag Berlin Heidelberg 2009



1. Propagators and Scattering Theory

Fig. 1.1. Schematic repre-
sentation of an experimental
arrangement  to  measure
a scattering process. Colli-
mators D ensure that, at the
position of the detector no
interference occurs between
incoming and scattered waves

first formulated by E.C.G. Stiickelberg and was used extensively by R. Feynman.!

Feynman was rewarded with the Nobel price for his formulation of quantum elec-
trodynamics, together with J. Schwinger and S. Tomonaga in 1965. The latter gave
alternative formulations of QED, that are mutually equivalent. In the following we
want to convince ourselves of the power of Feynman’s formulation of the theory. The
more or less heuristic rules obtained in this way fully agree with the results that can
be obtained with much more effort using the method of quantum field theory.

1.2 The Nonrelativistic Propagator

First it is useful to remember the definition of Green’s functions in nonrelativistic
quantum mechanics. The concepts and methods to be acquired here are then easily
transferred to relativistic quantum mechanics.

/Bdetcc tor

incoming wave

) =

scattering centre
scattering wave

° 1))

source

We shall mainly consider quantum-mechanical scattering processes in three di-
mensions, where one particle collides with a fixed force field or with another particle.
A scattering process develops according to the scheme outlined in Fig. 1.1. In prac-
tice, one arranges by means of collimators D that the incoming particles are focussed
in a well-defined beam. Such a collimated beam is in general not a wave, which ex-
tends to infinity, e.g. of the form exp(ikz), but a superposition of many plane waves
with adjacent wave vectors k, i.e. a wave packet. Nevertheless, in the stationary for-
mulation of scattering theory for simplicity one often represents the incoming wave
packet by a plane wave. Then one has only to ensure that interference between the
incoming wave packet and the scattered wave is impossible at the position of the de-
tector which is far removed from the scattering center. If plane waves are used in
calculations, therefore one has to exclude this interference explicitly.?

In scattering processes we consider wave packets, which develop in time from ini-
tial conditions, which were fixed in the distant past. So in general, one does not con-
sider stationary eigenstates of energy (i.e. stationary waves). A typical question for
a scattering problem is then: What happens to a wave packet that represents a par-
ticle in the distant past and approaches a center of scattering (a potential or another
particle)? What does this wave look like in the distant future?

Here the generalized Huygens’ principle helps us to answer these questions. If
a wave function ¥ (x, t) is known at a certain time ¢, then its shape at a later time ¢’

I See for example R.P. Feynman: Phys. Rev. 76, 749 (1949).

2 For a more detailed discussion of the wave-packet description see for example M.L. Goldberger
and K.M. Watson: Collision Theory (Wiley, New York, 1964), Chap. 3, or R.G. Newton: Scattering
Theory of Waves and Particles (McGraw-Hill, New York, 1966), Chap. 6.



1.3 Green’s Function and Propagator

can be deduced by regarding every spatial point x at time ¢ as a source of a spherical
wave that emerges from x. It is plausible to assume that the intensity of the wave,
which emerges from x and arrives at x” at time ', is proportional to the initial exciting
wave amplitude v (x, t). Let us call the constant of proportionality

iGx',t';x, 1) . (1.1

The factor i is convention. The generalized Huygens’ principle can thus be expressed
in the following terms:

l/f(x’,t’)zi/d3x Gx',t;x,Hp(x,t) , t'>t. (1.2)

Here ¥ (x’,t’) is the wave that arrives at x” at time ¢'. The quantity G(x',1’; x, 1)
is known as the Green’s function or propagator. It describes the effect of the wave
¥ (x, t), which was at point x in the past (at time ¢ < ¢), on the wave v (x/, t'), which
is at point x’ at the later time ¢’. If the Green’s function G (x’, t’; x, t) is known, the
final physical state ¥ (x’, ¢"), which develops from a given initial state v (x, r), can be
calculated using (1.2). Knowing G therefore solves the complete scattering problem.
Or, in other words: Knowing G is equivalent to the complete solution of Schrodinger’s
equation. First, however, we want to gain some mathematical insight and discuss the
various ways of defining Green’s functions.

1.3 Green’s Function and Propagator

To explain the mathematical concepts it is best to start with Schrédinger’s equation,

m% = Ay, 0= (Ho+ V. 0) .0
2
2m

which describes the interaction of a particle of mass m with a potential source fixed
in space. If we replace m by the reduced mass w = mimy/(m1 + m2), (1.3) remains
valid for the (nonrelativistic) two-body problem. The differential equation (1.3) is of
first order in time, i.e., there are no higher-order time derivatives. Therefore, the first
derivative with respect to time, dy(x,t)/d¢, can always be expressed by ¥ (x,1),
which is obviously the meaning of (1.3). From this, in turn, it follows that, if the value
of ¥ (x,t) is known at one certain time (e.g. fp) and at all spatial points x, i.e. if
¥ (x,tp) is known, one can calculate the wave function ¥ (x, t) at any point and any
times (at earlier times (¢ < fg) as well as at later times (¢ > ty)). Furthermore, since
Schrodinger’s equation is linear in ¥, the superposition principle is valid, i.e. solutions
can be linearly superposed and the relation between wave functions at different times
(Y (x,t) and ¥ (x, tp)) has to be linear. This means that v (x, ¢) has to satisfy a linear
homogeneous integral equation of the form

w(x’,t’)=i/d3xc;(x’,t’;x,t)1p(x,t) , (1.4)

where the integration extends over the whole space. This relation also defines the func-
tion G, which is called the Green’s function corresponding to the Hamiltonian H. It
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a Com

T

Fig. 1.2. The unit step func-
tion

is important to note that relation (1.4) — in contrast to (1.2) — makes no difference
between a propagation of i forward in time (¢’ > ¢) or backward in time (¢’ < r).
However, in most cases it is desirable to distinguish clearly between these two cases.
For forward propagation one therefore defines the retarded Green’s function or prop-
agator by

G(x',t';x,t) for t >t
Gr s x = | CE XD for r>1 (1.5)
0 for t' <t

It is now useful to introduce the step function ®(7) (Fig. 1.2):

o) 1 for >0 (1.6)
T)= . .
0 for <0

With this the causal evolution of v (x’, t') from v (x, t), with ¢’ > ¢, can be formu-
lated as follows:

@(t’—t)w(x’,t/)zi/d3x Gt/ i x, D9 (x,1) . (1.7)

For ¢’ < t this relation is trivial because of (1.5) and (1.6), which together give 0 =0,
and for ¢’ > ¢ it is identical with (1.4). Equation (1.7) ensures that the original wave
packet v/ (x, 1) develops into a later ¥ (x’, ') with ¢’ > ¢. Hence there exists a causal
connection between ¥ (x’, ") and v (x, t). We will return to this question in Sect. 1.6
and Exercise 1.1. If one wants to describe the evolution backwards in time, it is useful
to introduce the advanced Green’s function G~ :

Gt x. 1) = -G/, t';x,1) for t' <t 18)
Y 0 for t'>1t

Then the determination of the former wave packet ¥ (x’,¢") from the present one
¥ (x, 1), with ¢’ < ¢, proceeds according to the relation

O — W', 1) = —ifd3x G ('t x, 0¥ (x,1) , (1.9)

which is again trivial for ¢’ > r because of (1.6) and (1.8) and is identical with (1.4)
fort' <t.

EXERCISE |
1.1 Properties of G

Problem. Show the validity of the following relations:
a)ift/ > >1t:

G*(x/,t’;x,t)=i/d3x1G+(x’,t’;xl,tl)G+(x1,tl;x,t) ,
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b)ift' <t <t: Exercise 1.1
G—(x’,z/;x,t)z—i/d3xlc—(x/,t’;xl,tl)c—(xl,tl;x,t) :

o)ift > 11:
83(x—x/):/d3x1G+(x’,t;xl,tl)G_(xl,n;x,t) :

d)ifr <
83(x—x/):/d3x1G_(x/,t;xl,tl)G+(x1,t1;x,t) :

Solution. a) The first two assertions (a) and (b) are readily understood because of

relations (1.7) and (1.9), respectively. If we consider the propagation of an arbitrary
wave packet ¥ (x, t) into the future, we are able to conclude that

w(x',t’):ifd3x Gt/ t';x, 0¥ (x,1) (1)

if ¢/ > t. Y (x, 1) can be chosen at any arbitrary time 7. Thus we can also insert an
intermediate step:

W(x/,l/)Zi/d3X1G+(x/,t/;xl,tl)W(xl,ll)

ifd3x1G+(x/,r/;x1,n)i/d3x GF (1, 00 %, O (x, 1)

i/d3xi/d3le+(x’,r’;xl,rl)Gﬂxl,n;x,z)w(x,r) . @)

If we compare relations (1) and (2), assertion (a) follows.
b) The proof of case (b) proceeds along similar lines:

v(x' 1) =—i/dSXG_(x/,t’;x,t)l//(x,t) (3)
if ¢/ < t. Again we insert an intermediate step:
W(x/,f/):—i/d3X1G7(x/,l/;x1,th(xl,tl)
=—i/d3x1G_(x’,t’;x1,tl)(—i)/d3x G~ (x1, 115 %, )Y (x,1)
=—i/d3x (—i)/d3x1G_(x’,t’;xl,tl)G_(xl,tl;x,t)l//(x,t) (4)

if t/ <t < t. Comparing relations (3) and (4) assertion (b) follows.
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Exercise 1.1

¢) The proof of relations (c) and (d) proceeds similarly. We first write
Va0 =i [ 06T )
=i/d3x1G+(x/,t;xl,tl)(—i)/d3x G (x1,t;;x, )Y (x, 1)

:fd3x/d3x1G+(x/,t;xl,tl)G_(xl,tl;x,t)lp(x,t) (5)

if # > #. For a constant time ¢, 1y (x, t) can be expressed with the help of the § function
as

w(x/,t)zfd%c(S(x —xY(x,1) . (6)

The comparison of relations (5) and (6) yields assertion (c).
d) The proof of (c) can be exactly copied

mx/,r)=—ifd%c*(x’,r;xl,n)w(xl,m

=fd3x/d3le—(x’,t;xl,n)Gﬂxl,n;x,rw(x,t) )

if # < t1. Comparing (7) with the integral representation (6) proves (d).
|

1.4 An Integral Equation for ¢

Now we aim for a formal definition of the Green’s function. To this end we still want
to proceed in a physical, illustrative manner to ensure that the propagator method is
understood. Since the motion of a free particle is completely known, the free Green’s
Sunction Go(x’,t'; x,t) can be explicitly constructed (see Example 1.3). However, if
we switch on a potential V (x, t), then G is modified to G(x’, ¢’; x, t) and the question
arises how the Green’s function G (including the interaction) is calculated from the
free Green’s function Gy.

To answer this we assume that the interaction potential V (x, ¢) acts at time #; for
a short time interval Aty. The potential during this interval is then V (x1, #1). For times
preceding 1 the wave function is that of a free particle, i.e. for ¢ < #; the particle prop-
agates according to the free propagator Go. At t =11, V(x1, 1) acts, and a scattered
wave is created, which can be calculated from Schrodinger’s equation

a N
(iha—tl—H0>1//(x1,t1)=V(x1,t1)1ﬂ(x1,t1) . (1.10)

As already mentioned, V (x1, #1) acts only during the time interval Az;. We denote the
resulting wave with the help of the free wave ¢ as

vx,n)=¢(xi,1) +Ay(xy,11) , (1.11)
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where ¢ solves the free Schrodinger equation

(ihi—l-}o)qb(xl,tl)zo (1.12)
oH

and where the scattered wave Ay (x1, 11) is zero for ¢ < 1. Note that Ay (x, t) means
an increment of the function v (x, ¢); here, A is not the Laplacian. Inserting (1.11)
into (1.10) and taking into account (1.12), we find

d ~
(ihﬁ - Ho) AY(x, 1) =V(x1,0) (@1, 1) + Av(xy, 11)) (1.13)

and, neglecting the small term V Ay on the right-hand side,

d R
(iha_tl_HO) AY(xr, 1) =Vx, t)e(x1, 1) . (1.14)

This differential equation can be integrated in the time interval 71 to #; + At. Taking
into account that Ayr(x1, 1) =0 we get

Hn+An
A (X1, 1+ Aty) = / dﬂ(ﬁomp(xl,r/)+V(x1,t/)¢(x1,t/)). (1.15)

The first term on the right-hand side is of second order with respect to the small quan-
tities Ay and At;. Then in first-order accuracy the scattered wave is given by

AV (xy, 11+ Any) = %V(xl,m)mxl,n)ml . (1.16)

Since the potential V(x1, 1) is assumed to vanish after the time interval At;, the
scattered wave propagates according to the free propagator G too, and we obtain at
the later time ¢’ > £

AW(X/,t/)=ifd3X1 Gox', t'sx1, 1) Ay (x1, 1)
3 /o, 1
= [ d’x1 Go(x', ¢ ;xl,tl)}—_LV(xl,tl)¢(x1,t1)At1 . (1.17)

Here we have replaced 71 + Atf; by #; which is justified in the limit of infini-
tesimal time intervals. Note that ¢(x1,#) is the wave that arrives at space—time
point (x1,t#;) before it is scattered at the potential V(x1,t;). Then the poten-
tial V(xy,t) acts for a short time period Atf;. It modifies the incoming wave to
1/RV (x1,t1)¢(x1, t1) Aty and this “perturbed” wave propagates freely, described by
the propagator Go(x’,t’;x1,11) from (x, ;) to (x,'). The total wave ¥ (x’,1’),
which originates from an arbitrary wave packet ¢ in the distant past by scattering
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Fig. 1.3. Graphs illustrating
scattering processes. (a) de-
scribes the free motion (prop-
agation) of a particle from
space—time point (x,?) to
(x’,"). In (b) the particle
moves from (x,t) to (x’,¢)
too, but is scattered once at the
intermediate point by poten-
tial V(xy,71). Graph (c¢)
shows the same as graph (b),
but the scattering now takes
place at (xp,#,) instead of
(x1,71). Finally, (d) repre-
sents a double scattering event
at (x1,171) and (xo,1)

once at the potential V (x1, #1) during the time period Aty is then given by
v )= )+ Ay, 1)

1
=o', 1) +/d3x1 Go(x',1'; xl,ll)ﬁv(xl,llﬁﬁ(xl, h)An

= i/ dx (Go(x’, ' x,1)

1
+/d3X1At1Go(x/,t’;x1,t1)EV(x1,tl)Go(xl,tl;x,f))Mx,t) .
(1.18)

Comparing this with (1.2) or (1.4) we can identify the expression in brackets as the
propagator G(x',t'; x, t):

G/, t';x,1)=Go(x',1';x,1)

1
+/d3x1 ANGo', 151, 10) 3V (51,1 Go(xr, 13 %.1) - (1.19)

Now we have achieved our goal of calculating the propagator G from the free prop-
agator G — at least for the simple case of an interaction V (xp, #1), which is turned
on only during the short time interval A¢;. The various terms in (1.19) can be illus-
trated in space—time diagrams, as in Fig. 1.3. The first term of (1.19) corresponds
to the free propagation of the wave packet from space-time point (x,) to (x’,1’).
This is represented Fig. 1.3a. The second term in (1.19) describes the free propagation
from space—time point (x,¢) to (x1,#1). Here the particle is scattered at the poten-
tial V(x1, #;) during the time interval A¢y. Afterwards it propagates again freely to
space—time point (x’, ). This process is illustrated in Fig. 1.3b.

If we switch on a second potential (x7, ;) at time ¢, > ¢ for a time interval Az,
then an additional scattering wave is created, whose contribution Ay (x’,¢’) to the
total wave ¥ (x’,¢') at time ¢’ >, can immediately be written down according to
1.17):

AV () = / B2 Go('s x2)V (k) (x2) Atz

—i / Ex By AnGo('s )V (x2)

X (Go(xz;x)+/d3x1 AllGo(xz;xl)V(Xl)Go(Xl;X)>¢(X) . (1.20)

From (1.18) we have substituted the scattering wave 1 (2), which arrives at space—time
point (x2, #2). In addition we have introduced the obvious abbreviations

(x,)=x,
%V(xi,fi)= Vixi) . (1.21)

Note that we have absorbed the factor 1// in the potential, since the two always
appear together according to (1.16). The first term in (1.20), which is proportional
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to Go(x’; x2) V(x2)Go(x2; x)¢ (x), represents a single scattering event at space—time
point 2 and is illustrated in Fig. 1.3c. The second term in (1.20) is proportional to

Go(x"; x2)V (x2)Go(x2; x1) V (x1) Go(x1; x) (x)

and represents a double scattering event at the potential at space—time points x; and x».
This process is illustrated in Fig. 1.3d.

Now the total wave, which arrives at space—time point (x’, ¢') after free propagation
and single plus double scattering, is simply the sum of the partial waves (1.18) (this
is the wave originating from free propagation and single scattering at (x1,f;)) and
(1.20) (this is the wave originating from single scattering at (x7, 2) as well as double
scattering at (x1, #1) and (x7, #2)). This yields

V) = () + / By A Go(s 3DV (¥ (1)
+ / Bz AGo(x's x2)V (12) (x2)

+/d3X1 At /d3X2 AnGo(x'; x2)V (x2)Go(x2; x1) V (x1) (x1) -
(1.22)

If we now switch on the potential V atn times | <) <3 < ... < t, for time intervals
Aty, At ..., then (1.22) must obviously be generalized to yield

V() =9+ Z / dx; ALGo(x; X))V (i) (x;)

+ Y| @xiAndx; At Gox's x)V (i) Go(xi: )V (x ) (x))

i, Jiti>tj

+ ) &x; At dx;j At B At Go(x'; )V (x7)
i, j ki ti>tj>t;
X Go(xi; xj)V(xj)Go(xj; X))V (xk) P (xk)
+... . (1.23)
Note that one integrates over three-dimensional spatial coordinates in (1.22) and
(1.23), e.g. [ d3x;. The summation runs over a grid of time values #;, Y, [ d®x; At; =
DAL f d3x;. This is used in the following, when we take the limit A#; — 0 and

n— oo sothat ), f d3x; At; becomes a four-dimensional volume integral f d*x;. If
we express ¢ (x’) and ¢ (x;) in (1.23) by

$() =i / Bx Golx's 1D () |

() =i / Bx Golxi: DO () | (124)
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we finally get

Ve =i [ & (Go<x’;x) + 3 [ @ 2460V () Gotrisn
i
+ Y & And A Go(x' xi) V (x) Go(xi: X))V (x)Go(x., X)
i,j;ti>lj

+ Y x; At dxj Aty B A Go(x; )V (x7)

i,j.k;ti>tj >t
x Go(xi; x)V(xj))Go(xj; x1)V (xk) Go(xk5 X) + . ... >¢(x)

Ei/d3xG(x/;x)¢(x) ) (1.25)

The complete expression for the Green’s function G (x’, x) including interactions re-
sults by comparing (1.25) with (1.2) or (1.4). Expanded in terms of the free Green
function Go(x'; x) the full Green’s function reads

G’ x) = Go(x'sx) + Y / &xi At Go(x's x) V (1) Go i x)

+ Z d3x,‘ At; d3x./ Atj GO(X/§ xi)V(xi)Go(xi; Xj)V(Xj)GO(Xj»x)

l',j;t,'>lj
+ ) dx; At P A1y B A Go(x'; )V (xi)
l',j,k;l,'>t_]'>tk
x Go(xi; xj)V(xj) x Go(xj; xp) V(x) Go(xg; x) + ... . (1.26)

We have been careful to respect strict time ordering in the preceding expression. How-
ever it is possible to get rid of the constraints for the multiple sums if we introduce the
retarded Green’s function G1(x’; x) (see (1.5)), which fulfills

Yo _ o for ¢ <t
Gy (x' 1t x,1) = Py , ,
Go(x',t';x,t) for t' >t

Gt tixy=1° for "<t (1.27)
G(x',t';x,t) for t >t

Furthermore, in the continuum limit Afz; — 0 etc., we can replace the sums over time
intervals in (1.25) and (1.26) by time integrals f dr.... This leads to the following
series expansion for the retarded interacting Green’s function
Gtix) =G x) + f d*x) GF (s x)V ()G (x1; x)
+ / d*x d* GE (2 x) V()G (15 x2) V (32) G (323 %)

o, (1.28)
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where we used the abbreviation
d*x =d3xdt =d>x dxg . (1.29)

In (1.28) the Green’s function G with interaction is expanded as a series of multi-
ple scattering events, where the propagation between single scattering events is deter-
mined by the free Green’s function G. This multiple scattering series will be assumed
to converge. We have also ignored complications arising from the possibility of bound
states in the potential V.

It is possible to write down a closed expression for the interacting Green’s function.
This is achieved by formally summing the series (1.28) which leads to

GT(x';x) =G (s x) + / d*x; G (s x)V ()G (x5 x) . (1.30)

This is an integral equation for G . It is often called the Lippmann—Schwinger equa-
tion. As can be seen immediately, the multiple scattering series (1.28) can be gener-
ated by iterating the integral equation (1.30). Similarly the series (1.25) for the wave
function v (x") can be summed, resulting in

v = tim i [ @2 6H0ne
= im_ o' (G0 + [atn GO x)V NG 0o

:¢(x’)+tiigloo/d4x1 G(‘)"(x’,xl)\/(xl)i/d3x Gt (x1; 0)p(x)

=¢(x')+/d4x1G6r(x’,X1)V(x1)lﬂ(X1) . (1.31)

scattered wave

This is an integral equation for ¥ (x"). One should realize that up to now nothing is
solved, since one has to integrate over a still-unknown wave function . However, in
some sense the integral equations (1.30, 1.31) are more useful than the original dif-
ferential equation (1.3). They allow a systematic approximation in the case of weak
perturbations (that is a small perturbation potential V'). Moreover, one can easily im-
pose the correct boundary conditions (cf. the discussion in Sect. 1.5).

It should be noted that not only G(')|r (x’; x) vanishes for t' < ¢, but also GT(x'; x).
This property of the retarded Green’s functions expresses the principle of causality
in an elementary way through (1.31) and (1.25). For example, the expansion (1.26)
means that an interaction with the potential V at time #; can influence additional scat-
tering interactions only if these occur later in time (# < f;, ;).

Let us return to the scattering expansion (1.28). If the infinite series is truncated
after a finite number of terms (1.28) allows us to calculate GT as a functional of V
and Gg. Given G one can immediately solve the initial value problem. The wave
function v (x’, ¢’) is obtained by a simple integration according to (1.31) if it is known
at some former point in time.
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1 2

Fig. 1.4. The scattering of two
particles: the interaction in-
creases as they approach each
other and decreases as they
depart

1.5 Application to Scattering Problems

Let us consider a scattering problem. We know the incoming wave packet ¢ (x, 1); it
describes a particle in the distant past moving towards the scattering center. We want
to construct the wave that originates from the interaction with the potential V (x, t), as
it looks in the distant future. We idealize the scattering problem by assuming that no
interaction is present at the initial time, i.e.

Vix,t) -0 for t— —o0,
the initial wave ¢ is therefore a solution of the Schrodinger equation for free particles,
which fulfills certain initial conditions.> The exact wave v (x, ) then approaches the
incoming wave ¢ (x, t) in the limit t — —oo:
lim y¥(x,1)=¢(x,1) . (1.32)
——00
In the distant future the exact wave ¥ () is, according to (1.25, 1.31) given by

W(Jr)(x’,t’):tlim i/d3x Gt/ i’ x,0)¢(x,1)
——00

=)+ f d*x G xn)V ey P (1.33)

scattered wave

The ¥ P (x1) appearing in this equation is the exact wave that originates from the
initial wave packets (1.32). The superscript (+) over i is meant to express the fact
that we are dealing with a wave which propagates into the future. As has already
been mentioned the second term in (1.33) represents the scattered wave. It includes
all single and multiple scattering events. Now we assume that the potential V (x, 1)
vanishes after a certain time, i.e.

lim V(x',1)=0. (1.34)

t'—>00

If the interaction potential has a short range this condition will be met: Consider for
example the mutual scattering of two particles, where the interaction increases from
zero during their approach and decreases to zero when they depart (Fig. 1.4). If this
condition is not fulfilled one may take recourse to the prescription ofadiabatic switch-

3 The so-defined adiabatic approximation assumes that the solutions of Schrddinger’s equation can
be approximated by the stationary eigenfunctions of the instantaneous Hamiltonian, so that a certain
eigenfunction at time # transforms continuously into the corresponding eigenfunction at a later time.
If we can solve the equation

H () (1) = En(1)n (1)

at any time, then we expect that a system that assumes a discrete nondegenerate state ¢, () with
energy E,, (0) at time ¢ = O will be in the state ¢, (1) with energy E,, (¢) at time ¢, provided that H ()
varies slowly with time. However, this means that switching on or off H(¢) cannot cause excitations
to other states ¢y (¢)(k # m)! The validity of the adiabatic approximation can be readily checked: if
the typical excitation energies of a system are given by AE ~ E,, — Ey, then the corresponding time
scale is of the order At ~ h/AE. The switch-on time must be large compared to Ar!
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ing. This means that the potential is forced to vanish asymptotically, e.g. by replac-
ing

Vx,t) — e My, .

The cutoff parameter A has to be chosen small enough that the switching does not
introduce spurious transient excitations.

We are now able to consider the exact wave W(+) (x’,t") in the distant future, i.e.
in the limit # — oo. All information about the scattered wave can be summarized in
the probability amplitudes. Their squares express the probability that a particle from
a given, free, initial state ¢; will be scattered into various final states ¢ in the limit
t' — +o00. Since the potential is assumed to vanish for t — —oo as well as for t —
+00, we can consider the ¢’s as plane waves.

r(x' )= (1.35)

1 . / /
\/ﬁexp[l(kf X —wpt)]

The plane wave (1.35) is subjected to the continuum normalization (or §-function
normalization). Alternatively one may use the box normalization, where the particle
is confined to a box of volume V. Then the momentum variable becomes discretised
and one has to replace

1 1

Jehy IV

Dirac’s § function 83 (k r — k;) is then replaced by Kronecker’s delta

(1.36)

1 for ky=k;
Ok ki =
' 0 for ky#k;

The probability amplitudes are elements of Heisenberg’s scattering matrix or
S matrix*

Sfi = t/li>moo <¢f (x/’ t/) wi(+) (x/’ t/))
= i / LRl

= lim lim i/d3x’/d3x¢§(x/,/)G+(x/,r’;x,t)qsi(x,z)

t'—o00t—>—00

t'—00

= lim [dx'g3(x' 1) <¢,~ x', 1) —+—/d4xGa'(x/, e, )V, 0y (x, z))

=8k — ki) + t/lin;O/d3x’d4x¢}(x’, NG 1,V @, )y e,
(1.37)

4w, Heisenberg: Zeitschrift f. Naturforschung 1, 608 (1946), see also C. Mgller: Kgl. Danske Viden-
skab Selskab, Mat.-Fys. Medd. 23, 1 (1948) and J.A. Wheeler: Phys. Rev. 52, 1107 (1937).
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llj‘i(+) is the solution (1.33) of the wave equation, which develops from the plane wave
that emerges at t — —oo and carries momentum k; during the scattering process. The
limit ¢t — 400 always means

t — large finite time 7',

at which the particles cease to interact. Typical times are, for example, the collision
time or the production or detection time for particles.

Finally, if we insert w;r from the iterated solution (1.33), we get an expansion of
the S matrix in terms of multiple scattering events, namely

Spi=8 ks — ki) + tlin;/ Ex'd*x ¢h G x, OV (e, i (x. 1)

+ lim [ &x/d*x; d*x oF (x', 1))

t'—>o0
X Gy (' s x1, 1)V (1, )G (xp, %, D)V (x, i (x, 1)

b (138)

The first term (the § function) does not describe scattering but characterizes the par-
ticle flux without scattering. The second term represents single scattering, the third
term double scattering, etc. Some of these contributions to the S matrix are illustrated
in Fig. 1.3: they are coherently summed to give the total S matrix element.

One can obtain alternative expressions for the S matrix if one starts in a simi-
lar way to the above procedure, from the advanced Green’s functions G, and G,
cf. (1.8) and (1.9). For example, the state ¢ ¢ (x, ) corresponds to that wave function
1//1(,7) (x, 1), which becomes ¢ ¢ (x, ) in the distant future (+ — 00) after the interaction
V(x, t) has vanished

lim Y =¢px.1) (1.39)

Starting from (1.9) we can formulate this boundary condition precisely (now the
primed (x’, ') and unprimed (x, t) are exchanged):

v\, = lim —i/d3x/G_(x,t;x/,t’)qbf(x/,t/) : (1.40)
t'—o00

We expect the S-matrix element for the transition i — f, i.e. Sy;, to be given by the
scalar products of w}_)(x, t) and ¢;(x,t), calculated at a time ¢ in the distant past

( lim ):

1——00

1 (=)
Spi=lim ({70

¢, 1)

= lim lim 1// Exdx' G, 16, 1)} (X )i (x, 1) (1.41)

t——00t'—00



1.5 Application to Scattering Problems

15

The equivalence with the previous definition of the S matrix is indeed immediately
proved by means of the relation

Gt t;x, ) =G *(x,t;x', 1) (1.42)

(see Exercise 1.2), since then (1.41) becomes

S¢i= lim lim i / / Exd®x' G 1 x, G )i (x, 1)

t——00t'—00

— lim <¢ s P, :’)) , (1.43)

"—00
which agrees with the first line of (1.37). Here it is of crucial importance that the poten-
tial is real, which was used in the derivation of Exercise 1.2. The fact that (1.41) does
not equal (1.37) for a complex potential V is easily understood physically, since an ab-
sorptive potential (having a negative imaginary part of V (x, t)) causes a reduction in
the probability of finding the particle in a certain state. This means that |1/fi(+) (x', 1)
for 1 — oo is in general smaller than |¢; (x, 1)|? for r — —oo, where ¢; is the state
from which 1//l.(+) originates. On the other hand, WI}_) (x,1)|* for t = —oo0 is in gen-
eral larger than |¢f(x', |2 for t' — oo. Here ¢y is the state into which wi(_)(x, t)
changes for t+ — co. Hence we expect that for absorptive potentials (1.41) is larger
than (1.37).

Let us finally remark that the S matrix instead of using (1.37) or (1.43) can also be
expressed in the following symmetrical way

Spi= <¢§i>(x, ) ‘ v P, z)) . (1.44)

Syi thus represents the overlap between the solutions ‘/”i(+) satisfying the incoming

and w;f) satisfying the outgoing boundary condition. The result is independent of the
moment in time ¢ at which the overlap is evaluated.

EXERCISE ]
1.2 Relation Between G+ and G~

Problem. a) Show the validity of the relation
Gt t;x, ) =G *(x,t;x',t) .

b) Prove the validity of (1.44).

Solution. a) We start from the integral equation (1.30) for G*. In complete anal-
ogy to its derivation from Schrédinger’s equation (cf. (1.10-1.19)) and considering
the definition of G~ in (1.8) and (1.9), we find the integral equation for G~ which
corresponds to (1.30), namely

G (x', 1 x,)=Gyx',1';x,1) +/d4X1G5(X’;X1)V(X1)G*(X1,X) . 1)
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Exercise 1.2

Here the Green’s functions G and Gg have obviously been replaced by G~ and G,
respectively, in contrast to (1.30). In Example 1.3 we show the validity of the relation

Gy (/.1 x,1) =Gy " (x, 1;x',1) )

for the free Green’s functions. If we iterate the integral equation (1), i.e.
G~ (¥;x) =Gy (x';x) + / d*xi Gy (&5 x)V () Gy (x1; %)
+ [ a0t G 0 V)G (i) V) Gy G+ )
it is obvious that by complex conjugation of (3) the following relation also holds:

G (' x) = G (x: x') + / dhx G (e XYV ()G s )
+ /d“xld“szg(xl;x’)V(xl)Gg(xz; XDV ()G (x;x2) + -
=G{ (x;x") +/d4x1 Gy (s x)V(x)GY (xp5 x)

+/d4x1d4sz(J{(x; )V (2)GE (23 x)V(x1)G (x5 x) + -+

=GT(x;x) . 4

We have assumed here, that the potential V is real: V(x) = V*(x). This proves the
validity of the assumption.

b) The claimed expression for the S-matrix element can be expressed in terms of
the advanced and retarded propagators as follows

Spi= fd3x[ lim i/d3x’G—*(x,t;x’,t/)qs;;(x’,ﬂ)]

t'—+00

x [ lim i / Ex"GT(x, ;%" 1) (x",1")] . 5)
The spatial integral over d>x can be solved using (4) and Exercise 1.1(a)
fd3xG_*(x,t;x’,t/)G+(x,t;x”,t”)
:/d3xG+(x’,t/;x,t)G+(x,t;x”,t”)
=—iGT(x/, ¢ x",t"). (6)

Thus (5) becomes

Spi= lim  lim i / / Ex P G x" i) (D)

t'—~400 t""—>—00

which agrees with the third line of (1.37).
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EXAMPLE |

1.3 The Free Green’s Function and Its Properties

One can deduce an explicit expression for the free Green’s function, i.e. in the case
where V =0.

As above, we denote the free Green’s function by Go(x’,t; x, r) and remark that,
according to the defining relation (1.2), arbitrary wave packets ¥ (x, ¢) develop in
space and time corresponding to force free quantum-mechanical motion:

w(x/,t’)=i/d3x Gox', 1" x, )Y (x,1) . 1)

Initially we want to derive a general expression for the Green’s function G (x',’; x, 1)
in the case of an arbitrary time-independent potential V (x). Let us consider the com-
plete and orthonormal set (Ug(x’)) of eigensolutions of the stationary Schrédinger
equation

2
(—h—v’2 + v<x/)> Us(x') = EUE(x') . »)
2m

If the potential V (x’) is time-independent, and provided that we know the solution of
the following time-dependent Schrédinger equation

ihalﬂ(x’,z") _

( I g2 V( ’)) x', 1) 3)
at’ 2 TVE) Jyx,

m
at a certain time ¢, we can write down a formal expression for the solution v (x’, ¢') at

any time ¢’. To this end we expand ¥ (x’, ") at time ¢’ in terms of the basis of energy
eigenfunctions Ug (x”), using the closure relation

Y& =Y Ap(UEx) (4a)
E

Ap(t) = / ExUF Y1) (4b)

Of course, the expansion coefficients Ag(¢') are time dependent. If we insert expan-
sion (4) in (3) and consider (2), we find

d
. / N 1 ’
i) Up) - Ap() =3 Ap(VEUEK)) |
E E

and, because of the orthonormality of the wave functions Ug (x”),

ihiAE(t’) =EAg(t)

dr ’

This equation is solved by

Ap(t'y=Ap@)exp[—iE( —1)/h] . 3)

It is well known that the probability P(E) of finding the state Ug(x’) as a part of
V(x',t"), P(E) = |Ag(t)|* is not dependent on time.
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Example 1.3 Hence, if vy (x’, t’) is known at time ¢’ = ¢, then the admixture coefficient A g (¢)
can be determined according to (4b) and its time dependence is given by (5). Then
¥ (x’, 1) is known at any time 7. We obtain

Y )= Ap(tUr(x')
E

=Y Ap(t)exp[—iE( —1)/h| Ug(x')

E
:/d3x <Z Ug(x)UE(x/)) exp[—iE{ —1)/h]¥(x,1) . (6)
E
Comparing (6) with (1) yields the eigenmode expansion of the Green’s function
Gx',t';x,t)=—i Z Up(x)Ug(x")exp[—iE(" —1)/h] . 7
E

For 1’ =t the right-hand side becomes —i8(x’ — x) according to the completeness
relation for the states Ug. Note that we derived the full Green’s function G and not
just Gy, since the above expression is valid if any time-independent potential V (x) is
present. As a special case for V = 0 we get the free Green’s function G if we insert
the free stationary solutions (i.e. plane waves for Ug (x). Using nonrelativistic plane
waves for Ug (x), i.e.

Ugp(x) = exp(ik - x) (3)

1
(2 h)3/2

with wave vector k = p/h and E = p?/2m leads to

Go(x',t;x, )= —ﬁ/exp [ik - (x" —x)]exp [—%E(z‘/ — t)] &$p

i i ,
:_W/exp{ﬁ[l)x(x/_x)‘i‘py(y — )+ p.(& —2)]
i (P +pI+pd)
h 2m

(t/—t)}dpxdpydpz ) 9

where we have used the Cartesian representation of the integral over d*p. Further
evaluation requires the elementary Gaussian integral formula

/oo dx exp(—ia xz) = \/g ) (10)

First we consider the integration over p, and complete the square of the exponent:

_1[M_

h m Px(x _x)i|

i vt -t V2m(x' —x) ? im(x’ —x)2
h V2m 21—t h 2(t' —1)
it'—t_, im()c’—x)2

h 2m ho2(t —1) (i
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m(x’ —x)
With a = (t' — r)/2mh we consequently obtain for the first integral
[} : 2
/ dpxexp{l [px(x’ —x) P r)“
—c0 h 2m
im0 [ (1)
imx—x i —t
= —— d - 2
eXp[h 24— 1) }/ seXp[ h 2m é}
—00
i m(x'—x)?7 | 2wmh
—ex lm(x X) . Tm (13)
h 2(t/ —1) i’ —1)
and finally, after triple application of the integral formula (10),
Golx'. 1" x.1) —i 2xmh /2 ilx’ — x|>2mh
X, 15x,1)=———=|* 5,
0 P ) A2 —1)
. m 3/2 im|x’ — x|? (14)
=—i|—F7—— exp| —m| -
2Rt —1) P\ S =0

This is the unrestricted, free Green’s function Gy that describes the propagation into
the future as well as back into the past. The retarded and advanced Green’s functions
are readily derived from (14) as follows:

G/, x,0)=+Go(x,1';x, )0 —1)

— i [Lir/z [M} @(t/ —1) (15)
“Nomine—on | P 20 —n

and

Gy 1t x,0)==Go(x',1";x,0O @ — 1)

i e[ = g (16)
=11 —— X e E—— — .

it —1) P\ S =0
The relation

Gy t'ix, 1) =Gy (x,1;x', 1) (17)

follows directly from (15) and (16). By the way, the result of Exercise 1.2 for the full
Green’s functions follows straight from the expansion (7).

In Example 1.5 we will get acquainted with the Green’s function for diffusion and
notice that this function is equivalent to the above Green’s function (14) for the free
motion of a quantum particle if we substitute ¢’ — —it’, r — —ir. This result is quite
plausible because of the similarity between the diffusion equation and Schrodinger’s
equation.
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1.6 The Unitarity of the S Matrix

An important property of the S matrix is its unitarity, provided that the Hamiltonian
operator is hermitian. To prove this we have to show that

§§T=1=87§ , (1.45)

where S = {Sjz} denotes the full S matrix. We may use any of the above-discussed
forms of Sy; = (f |$' |i) for the S matrix. In particular, we could base the proof on
(1.41), which was established with the advanced Green’s function G~. However, we
will use the form (1.37), where the retarded Green’s function G appears. An arbitrary
matrix element of $S 7 then reads, inserting 1 = Zy 2164

55|~ ol
- s ey

= lim lim Zf/d3xd3x’¢ﬁ*(x’,t’)G+(x’,t’;x,t)¢y(x,t)
Y

t'—oo0t—>—00

S

% // dS)CNdS)CW(f)a(x”, [/)G+*(x//’ l‘/; x///, t)qb;'j(x”’, 1) .

We used ST = (ST)*, where T denotes transposition, and therefore (y|S'|a) =
(a|S|y)*. Furthermore, it is advantageous to use the same time arguments ¢’ and ¢ in
the matrix elements of both § and ST, respectively. As previously mentioned, S ma-
trix elements do not depend on these times in the limit #’ — +o00, t — —00, since the
potential is assumed to decrease sufficiently fast. Since the ¢,, form a complete set of
states,

Y byl ) =8 x —x") (1.46)
14

(1.45) transforms into
<ﬂ ‘SST) a) — lim lim f / / Bxdx'dx"
t'—+o0t—>—00
x ¢p*(x' NG (' 15 x, )G (x,t;x" 1o (x”, 1) . (1.47)
Here we have exploited (1.42). Since
/ Ex1GT & 1 x,1)G (xp, i x” 1) =8 (' —x)
(see Exercise 1.1), it follows that

(ﬂ‘&ﬁ*)a): lim f / Ex'Bx" s (', )8 () — x" o (1)

t'—+00

= lim [ &x'pp*(x', 1) pa(x', 1)

t'—+400

=850 - (1.48)
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Similarly one can show $*S§ =1, which proves the unitarity of the S matrix.> Of
course, STS = 1 can be deduced directly from SST =1, because S71SST = 5! and
thus ST =85! andinturn $~1S=1=Ss.

1.7 Symmetry Properties of the S Matrix

The S matrix possesses symmetries that reflect the symmetries of the corresponding
Hamiltonian operator. In this context we refer to the detailed discussion in Quantum
Mechanics — Symmetries, 2nd rev. ed., by W. Greiner, B. Miiller (Springer, Berlin,
Heidelberg, 1994). We recognized there that symmetry operations can be represented
by unitary operators U which act on the states of the Hilbert space. Let U be such an
operator, which transforms the state of a free particle ¢g(x, t) into another state

dp(x, 1) =Ugp(x,1) . (1.49)

Then ¢g has to describe a p0551ble free motion of the particles in the system,
too, since U commutes with Ho Moreover, if U also commutes with H then the
state o (7 is transformed into ¥, P by means of U':

Vo P, 1) = U P (x,1) (1.50)

where ¥, (") is also a possible state of the system including the interaction V (x, 7).
Indeed from

ih%w(ﬂ — (I:Io + V) 1p(Jr)
follows
ih-- Uw“ =0 (Fo+V) D =(Ho+v)y®,
and therefore, U ¥ is also a possible state of the system. The plus sign (+) char-

acterises the development of the state into the future. We now obtain for the S matrix
element between such transformed states, according to (1.37):

(7|8} = o

= "0 = o) = )

" (+)> <U¢>,3‘UW (+)>

3 This proof of the unitarity of the S matrix rests on the assumption that the potential V (x) is switched
on in the distant past and switched off in the distant future. The situation becomes more complicated
if V(x) is completely constant in time. In this case one has to work with wave packets. The switching
on or off of the potential is caused by the fact that the wave packet is beyond the range of influence of
the potential, when it is in the distant past and distant future. Further complications arise because the
Hamiltonian might possess bound states. In this case one can show that the wave packets are orthog-
onal to these bound states and the set of wave packets is not closed. However, one can nevertheless
demonstrate the unitarity of the S matrix for real potentials V, since bound states cannot be occupied
because of energy conservation (therefore they are also called “closed channels”). These problems
are discussed in texts on the formal theory of scattering, see e.g. M.L. Goldberger and K.M. Watson:
Scattering Theory of Waves and Particles (McGraw-Hill, New York, 1966).
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| V(z)
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Fig.1.5. A potential essential-
ly constant in time, which
is switched on and off at

times %1

The limit ¢/ — oo is implied for all these matrix elements. This equation means that
the scattering amplitude between an arbitrary pair of states ¢, ¢g and caused by, e.g.,
a spherically symmetric potential is numerically identical with the scattering ampli-
tude between the “rotated” states ¢ = U o and ¢g = U ¢p. It is self-evident that
both states have to be rotated by the same amount. If we explicitly insert the rotated
states on the left-hand side of (1.51), we get

o)

S

(8]3|)= (005 |3 00u)=(p|0"30 o) | (1.52)

i.e.
UTSU=8 or [U,S]-=0 (1.53)

has to be valid. We therefore have the 1mportant statement: if the symmetry transfor-
mation operator U commutes with H, then U also commutes with the S operator.

For the anti-unitary operation of time-reversal® T the 31tuat10n is more compli-
cated. The time-reversal operator T can be written as 7 = UK where U is a unitary
operator and K stands for complex conjugation. T transforms a free state Pp(x,1)
into another free state with reversed momentum and reversed angular momentum.
The time-reversed state will be symbolically denoted by ¢_g. However, one still has
to pay attention to the fact that the operator T reverses the direction of time too, i.e.
instead of (1.49) the transformation reads

Top(x,1)=¢_pg(x,—1) . (1.54)

If, for example,
dp(x.1) = Nexp[itkg - x — wpt)]

is a plane wave for a spin-0 particle, then the state ¢_g(x, t), according to (1.54), is
given by

¢_p(x,1)=N"exp [i(—k,g B a)ﬁt)] .

Note that ¢_g(x,1) # f"gbﬁ(x, 1), but rather ¢_g(x,1) = f‘d),g (x, —t). This follows
immediately from (1.54). Now let us consider the case of the time-reversal operator
commuting with the Hamiltonian operator, i.e.

[T,H]-=0. (1.55)

Then we speak of a time-reversal-invariant system. A simple example is a potential
V(x) that is constant in time but is switched on and off at times —fy and g, re-
spectlvely, in a manner symmetrical in time (cf. Fig. 1.5). The time-reversal opera-
tor 7 then transforms the state Yy (M) (x, ) into another state that is also a possible
state of motion of the system (because of its time-reversal invariance). This state will
have reversed momentum and reversed angular momentum compared to ¥, Y. In
the distant future it converges towards ¢_y (x, —1), in contrast to V¥ ) (x, 1), which
originated from ¢, (x, #) in the distant past. We therefore call this time-reversed state

6 See W. Greiner, B. Miiller: Quantum Mechanics — Symmetries, 2nd ed. (Springer, Berlin, Heidel-
berg, 1994), Chap. 11 and W. Greiner: Relativistic Quantum Mechanics — Wave Equations, 3rd ed.
(Springer, Berlin, Heidelberg, 2000), Chap. 12.
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lﬂa(_) (x, —t) and are able to write, because of (1.54),
T, D)=y D, —1) . (1.56)

The time-reversal operation T therefore reverses the direction of the time evolution
(t - —t), as we already know from (1.54). For a system invariant under time reversal
and having a hermitian Hamiltonian, from (1.41):

e8] = oot}

= tim (v O, =0|¢-p(x. 1)

t—+00
= lim (TP, 0|Tgpx.0) |
— 00
because of (1.54) and (1.56), and using T=U0K

(e

§

—ﬁ): lim <01€¢a<+)(x,z)‘01%¢ﬂ(x,z)>

t—00

— lim <1€¢Q<+>(x,z)‘1€¢ﬁ(x, r)>

—00
= i ot 1.0 = o] asn

Equation (1.57) states that the scattering amplitude Sg, from an initial state |«) into
a final state |8) is numerically equal to the scattering amplitude from state | — 8) (with
momentum reversed compared to |$)) into the state | — ) (with momentum reversed
as compared to |«)). This is, of course, only valid if the system is invariant under
time reversal, since only then are the states ZA"% possible states of the system. The
interesting relationship (1.57) is called the reciprocity theorem. One can even show its
validity for complex potentials V (x, ¢).”

1.8 The Green'’s Function in Momentum Representation
and Its Properties

Until now we have emphasized the physical uses of the Green’s functions. Now we
want to develop the mathematical apparatus for practical calculations. We aim first
at a differential equation for the Green’s function and begin our discussion with the
defining relation (1.7):

@(t’—t)w(x/)zi/d3x G x)v(x) , (1.58)

where x = {xo, x} abbreviates the position 4-vector, and © (' — t) is the step function
introduced in (1.6). For further analysis it is useful to know the following integral

7 Cf., for example, L. Schiff: Quantum Mechanics, 3rd ed. (McGraw-Hill, New York, 1968),
Chap. 20.
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7<0

Rew

>0

Fig. 1.6. Integration contours
fort <Oand 7 >0

representation of the step function:

o0 .
—iwT
€

1
o) = 5 lim | do (1.59)

71 e—0 w+ie
—0oQ

which we prove in Exercise 1.4.

EXERCISE |
1.4 An Integral Representation for the Step Function

Problem. Show that

oo

O(7) L /d e (1)
T)=——11m
mieso ] “Cotie
—00

is an integral representation of Heaviside’s step function.

Solution. We perform the w-integral as a contour integral in the complex @ plane
(Fig. 1.6). There is a pole of first order at @ = —ie. For 7 < 0 we close the contour in
the upper half plane, since the contribution from the upper, infinitely distant half circle
vanishes in this case. With w = ge'? the integrand reads

—iwt e—igr(cos P+ising) +otsing

: e
, — — i — e ot cos ¢ _
fo.¢) ” e Qe

For 7 < 0 the contribution from the upper half circle to the integral becomes smaller
than

T[QC_QIT|Sin¢
ﬂQIf(Q,¢)I=T—>0 (0—0) .

According to Cauchy’s integral theorem the complete integral over the contour closed
in the upper half plane thus vanishes, since the pole lies outside the region enclosed
by the integration boundaries. In the case t > 0 for similar reasons one can close the
contour by means of an infinitely large half circle below the real axis. Then Cauchy’s
integral theorem states that the residue of the integrand at the pole determines the value
of the integral. The clockwise direction of integration leads to a minus sign. Therefore,
we obtain

—iwt

1 .
O(t > 0)=———(—1)27i lim Res |: ] =e “Tym0=1. 2)
2mi e—0 we—ie

w +1¢&
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From this we get directly, by differentiating,

o . o0
de 1 d e iet 1 —i ,
©_ 1y, [4e” dw:——,nm/ 1O e—iot gg
dr 271 e—0 dr w +1¢ 271 e—0 w +1i&
—00 —00
1 o
=5 f e 9T 4oy = §(1) . (1.60)
T
—0oQ0

So the derivative of the step function yields Dirac’s § function. With the help of
this relation one can specify a differential equation for the retarded Green’s function
G (x'; x) from (1.58) and deduce some of its other formal properties. We know that
¥ (x") fulfills Schrodinger’s equation

(ih% — FI(;H)) v(x)=0. (1.61)
Therefore, we apply the operator (ih(a /ot") — H (x’)) to (1.58) from the left and get
. a Y / / /
171@ —HX))O@ —)yx")
0 N
= i/d3x <1h§ - H(x/)) GT(x'; x)v(x) . (1.62)

The left-hand side is expanded to yield

<ih%@(t’ - t)) V) + O —1) (lhait — ﬁ(x/)) V(x')
= (ih%@(ﬂ - z)) U(x) =ihs (1 — DY (x)) (1.63)
so that (1.62) becomes

i/d3x [(m% — ﬁ(x/)) Gt x)—h83(x' —x)8(t' — t):| Y(x)=0.

Since this equation has to be satisfied for arbitrary solutions v (x), the term in square
brackets must vanish, i.e.

(ih% — ﬂ(x’)) Gtx':x)=hs*(x' —x) , (1.64)

where we have replaced B - x)8(t' — t) by the four-dimensional § function,
8%(x’ — x). This differential equation determines, together with the boundary con-
dition for propagation forward in time, the retarded Green’s function G+ (x’; x):

Gt(x';x)=0 for ¢ <t. (1.65)

Obviously the Green’s function is exactly the wave emitted from a point-like space—
time source of strength

WSt —x)=h8>(x —x)8(t' —1) .
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Equation (1.64) clearly illustrates how the Green’s function technique can be used to
solve an inhomogeneous linear differential equation. Given the Schrodinger equation

., 0 N
(1715 — H(x)) Y(x)=0() , (1.66)
with the source term o(x), we can immediately write down a solution

V(x) = Yolx) + %/d4x/G+(x,x/)Q(x/) for r>1 . (1.67)

Here y¢(x) is a solution of the homogeneous differential equation. Let us now cal-
culate once more the propagator for free particles, but this time with the help of the
differential equation (1.64) and the boundary condition (1.65). For free, nonrelativistic
particles the Hamiltonian is

7 / hz 2
Ho(x)=—%V . (1.68)

In addition we note that Go™ (x’; x) will depend only on the difference of the coordi-
nates, x’ — x = {x’, '} — {x, t}. This is because a wave emitted from the source at x
at time ¢ and arriving at x” at time ¢’ depends only on the distance {x’ — x, ¢’ — r}. The
Green’s function, however, is precisely such a wave. Thus we are able to write

Got(x;x)=GoT(x' —x) . (1.69)

Mathematically one readily appreciates this fact, since one can easily rewrite the dif-
ferential equation analogous to (1.64) for the free propagator in a differential equation
involving relative coordinates z = x’ — x = {x’ — x, ' — t}, because the Hamiltonian
operator Hy is homogeneous in spatial and time coordinates.

To proceed with the solution of (1.64) for free particles we consider the Fourier
representation

e dBpdE i ,
Go"(x _x):/(Znh)“ exp ﬁp-(x —Xx)
X eXP[—ihE(t/ - t)]Gon; E) (1.70)

and determine with (1.68) and (1.64) the relation for the Fourier transform Go* (p; E):

9 K2
(ih— + —V’Z) Got(x' —x)

ot 2m

= d3pdE<E p2>G+ . E LEG 1) expl Lp - ('~ x)

= G \E =2 ) C0 (p; E)exp| =3 E(f' —1)|exp| zp - (x —x

! &BpdE i i ,

=h ani)t exp[—%E(t —t):|exp|:ﬁp~(x —x)} . (1.71)

The last term is the right-hand side of (1.64), i.e. h8*(x’ — x) in energy—momentum
representation. Obviously one can immediately give the solution of the differential
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equation (1.64) in Fourier representation. For E % p?/2m one obtains \imE
Go*(p; E) = S (1.72)
~m B ReE
This expression is still incomplete, since the treatment of the singularity at E = p?/2m x\ 7 e
has not yet been determined. This is done using the retardation condition (1.65). We 2m

proceed as in Exercise 1.4 with the Fourier representation of the step function and add
an infinitesimal, positive imaginary part ie to the denominator of (1.72) and perform
first of all the E integration in (1.70). As illustrated in Fig. 1.7 the singularity then lies
below the real E axis. We obtain

d3p i
+ 4 —_— —_ —_ . 4 J—
Go (x'—x)= h/ anh)? exp[hp (x x)j|

o0

dE exp[—%E(l’—t)]
x / 27h E — p2/2m +ie

—00

(1.73)

With the substitution E/ = E — p?/2m the last integral changes into

o]

dE' XD [—ih(E/ + p2am) — t)]
/ 27h E' +ie

—00

. iy
—exp[ L2y foo e )
Pl " om o 27h Etie

i p? i (-1t
~oe| iz 0] [e ()]

. . 2
1 1p , ,
= —— — At =1 -1 .
hexp[ h2m( )} ( )

In the last two steps we have exploited (1.59) and the property of the step function that
O (axx) = O (x) for positive o. Now (1.73) transforms into

, [ B i , > ,
Got(x —x):—l/(zng)?’ exp{%[p-(x —x)—f—m(t —t)i|}@(t —1)

= —i@(t’—t)/d3p¢p(x’,t/)¢p*(x,t) : (1.74)

Here we have denoted the eigenfunctions of the free Hamiltonian Hy, i.e. the plane
waves, by

1 i p?
dp(x,1) = \/ﬁexp [ﬁ <p-x — %I)}

1
= ——exp[itk-x —owt)] ,hw=p*/2m , hk=p . (1.75)

vV @2rh)3

Fig. 1.7. The position of the
singularity of GT(p; E) and
the integration contour along
the E axis
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Equation (1.74) is identical with the result of Example 1.3, (9) and (15). Further eval-
uation of the integral (1.74) proceeds then as above.

From this example we realize how useful it is to express the Green’s function as
a sum over a complete set of eigenfunctions of the corresponding Schrédinger equa-
tion. For such a set of functions v, (x, t) the closure relation reads

Y U DY, D=8 —x) . (1.76)

Note that the same time t appears in ¥, (x’, t) and in " (x, 7).
Now one can easily verify that (1.64) together with boundary condition (1.65) is
solved by

GT(x'sx)=—iO@ —1) Z Yy ()Y (x') (1L.77)
since

(ih% - ﬁ(x’)) GT(x'ix)=hs(t' = 1)) Ym(x'. )Y (x. 1)

n

—ieF - t);[(ih% - FI(X’)) Vn (X’)] Y (x)

=0

=hs(t' — )83 (x' — x)
=hs*(x' —x) . (1.78)

Next, we point out another important relationship: the same Green’s function
G (x’; x) that describes the evolution of a solution ¥, (x, t) of Schrodinger’s equa-
tion forward in time also describes the propagation of the complex-conjugate solution
V¥ (x, t) backward in time. From (1.77) we obtain on the one hand

[ Ex G W =00 =0 3 vt [ S v
. —_——

Snm
=00 -, () (1.79a)
and on the other hand

i f PGt i =00"-n) f & x" Y ()Y () Y (x)

87!171

=0 — DY) . (1.79b)

As stated above, (1.79a) expresses the propagation of 1, (x) forward in time and
(1.79b) the corresponding backward propagation of v, (x’). The latter results may
also be obtained by complex conjugating (1.9) and using Exercise 1.2. Conversely,
starting from (1.9) and (1.79b) one easily proves the relations between G* and G~
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outlined in Exercise 1.2. The following steps verify this statement: (1.79b) can be
written as

I— DYy (x) =i/d3x’G+(x’; Y.
Complex conjugation yields
@(t/—t)lﬂn(X)=—ifd3x/G+*(x/;X)l//n(x/) E—i/d3x/G_(x;x/)lﬂn(x/),

and therefore,

G (x:x)=GT™; x). (1.79¢)

1.9 Another Look at the Green’s Function for Interacting Particles
Here we want to reconsider the iteration method for the Green’s function G (x’; x)
(cf. (1.28)) from a slightly different point of view. The starting point of our present
discussion is the differential equation (1.64) for G*(x’; x), which can be formulated
with H=Hy+ V:
d N
(ihﬁ — Ho(x/)> GT (s x) =hs* (' —x) + V(XNGT (s x) . (1.80)

The right-hand side can be interpreted as the source term in an inhomogeneous
Schrddinger equation as in (1.66):

0 N
(iﬁﬁ - Ho(x/)> Y=o . (1.81)
Using the free Green’s function G the solution of (1.81) is given by
1
v =5 [ EnGEwimet) . (1.82)

Replacing v (x") by GT(x/, x) this leads immediately to the following integral equa-
tion for the interacting Green’s function

Gt (x's x) =/d4x1 GE(x'sx1) (34(x1 —0)+ V(xl)G+(x1;x))
=G;;(x/;x)+/d4x1 G (s x)V ()G (xp; x) . (1.83)
Here we again replaced V(x)/h — V(x) as in (1.21). Equation (1.83) is identical
with our earlier result (1.30); it is the Lippmann—Schwinger equation. The iteration

of (1.83) leads to the multiple scattering expansion (1.28) for the Green’s function.
This can be used to construct the S matrix (1.37)

Spi= lim  lim i / EPr'Pxg (NG 1) (x) (1.84)

t—>—00t"—>+400
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Using the equations (1.79a,b) for free particles
/d3xG6r(x1 ,X)pi (x) = —igi(x1) for 1 >1, (1.85a)
/ Ex'pFNGE & x1) =—igf(x1) for (' >1, (1.85b)
the x and x’ integrations can be carried out and (1.28) leads to
g0 =871 =1 [ a9 ) V) i)
. 4 4 * + . .
—i [t dt 6700 VO G i)V () i)

—i f d*x1dndhs ¢5 () V()G (1522 V (02) G (23 x3)V (x3)¢hi (x3)
+ (1.86)

This is the perturbation expansion of the S matrix in terms of multiple scattering
events. § s; describes the absence of scattering, the second term where V appears once
describes single scattering, the next term double scattering, etc.

EXAMPLE |

1.5 Green’s Function for Diffusion

Typical diffusion phenomena, e.g. heat conduction or two mutually permeating fluids,
are determined solely by the gradients of the density. For example, a fluid of density
o(x, t) tends to flow from a point, where the density is high, towards a region of low
density. The current J is therefore assumed to be proportional to the gradient of the
density:

J=—-DVpo , D

where the constant D is called the diffusion constant. If we combine (1) with the
continuity equation

8@_

at——V~J, 2

we obtain the diffusion equation

do 2

— =DV-o. 3
ot 0 3)
In the case of heat conduction, o is the “heat contents” per unit volume and is propor-
tional to the temperature: o = CT. The constant C is the specific heat capacity of the
material. For later considerations we note that the transformation ¢+ — —if changes the

diffusion equation (3) into a differential equation of Schrodinger type.
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Now we want to construct explicitly the Green’s function GT(x',t';x,1) of the
diffusion in an infinite three-dimensional region. Again we start with the defining
differential equation

3G
V26 - d? W:—4n S —x)8¢' —1) 4)

with the constants a> = 1/D. The factor 47 on the right-hand side (instead of A as
in (1.64)) is a matter of convention. This changes the Green’s function only by a factor
of 47t /h. Since the Green’s function depends only on the time difference ¢’ — ¢ and the
spatial difference x’ — x, we introduce the following abbreviations:

R=x"—x . (5)

As an ansatz for the Green’s function we write down the Fourier transform

G(x' 1 x,1) = /d3p PO o (p 1) (©6)

(2m)3
where the function g(p, ) is not yet known. We insert (6) into the defining equa-
tion (4) and once again use the following three-dimensional Fourier representation of
the § function:

8 (R) = e / dSpePk (7
The left-hand side of (4) becomes
This results in a differential equation in time for g:

a’ g—f + ng:4rr §(7) . )]

This differential equation has the following causal solution:

4
o= a—’; e (P @ (1) (10)

To prove this we insert solution (10) into (9) and use the relation

dO(7)
dr

=8(1) (11)

between the step function @ and the § function:
2 G/
2 V(TP ) ooy a2 BT e Pead 49
a? \ a? a? dr

4
+ p? a—z e P’ § (1) = 4ns(r) . (12)

Example 1.5
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Example 1.5

Summarizing, we get
G oty = O(T)fd3 exp(ip - R)ex Pt (13)
E) £ E) - (2]’[)3612 p p p p az
or explicitly in Cartesian coordinates

4
(2m)3a?

o0
Gx',t';x,1) = ( > (1) / dp,eiPr@=o o~ (Pi/a®)T
—00

00 )
X /dpyeiﬂy(y’_y) e—(pﬁ/az)r /dpzeipz(z/_z) e—(P%/az)T (14
00 %

Let us consider the exponent in the first integral:

2 : 2 2 p2
iaR a‘R
A N I

2T 47
2p2
T 5 a“R;
— g2 _ , 15
a? § 4t (15
with
ia’R,
§=px — > (16)
T
With this transformation the first integral in (14) can be rewritten as
o0 o0
/d T2 a’R? q a’R? / i T2
exp[— - —= =exp|— exp| ——
Dx €Xp ) e Px p e P a2
- —00
2p2
R
=exp <_a x) alX . (17)
4t T

In the derivation for the result (17) we have exploited the following elementary
Gaussian integration formula:

fdxexp(—p2x2):? . (18)

—00

After performing all three integrals of (14) we obtain the Green’s function for diffusion

G e )= ——0@) (a |” ’ @’R?
X', tx,)=——=0@) [a . /— ) exp| —
2m2a’ T P 4t

2 p2

a a“R
— e (- ) 0. (19)

Remember: T = ¢/ —t according to (5). The transformation ¢’ — i’ and r — it changes
the Green’s function (19) into the free Green’s function for Schrodinger’s equation.
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This was already expected according to the relationship between both differential
equations.

The Green’s function for diffusion has a Gaussian shape with a maximum at R = 0.
The width of the distribution grows with increasing 7. The quantity /47 /a? is a mea-
sure of this width. For t = 0 the width is still zero. In the case of heat conduction
this means that all the heat is focussed at a point. As soon as T becomes larger than
zero, the temperature increases at R > 0 while it decreases continuously at R = 0.
Eventually (for T — 00) the heat is uniformly distributed over the whole space.

EXAMPLE |

1.6 Kirchhoff’s Integral as an Example of Huygens’ Principle in Electrodynamics

We start our examination with the solution of the wave equation in classical elec-
trodynamics and the derivation of the corresponding Green’s function. The defining
equation for the potential follows from Maxwell’s inhomogeneous equations:

) 19
V2@ + - —V.A=—47p )]
c ot
and
vig_ L¥A o v.oaLL®)_ 4T, @
2 9r? c o) ¢

Here @ denotes the scalar potential, A the vector potential, o a given charge distri-
bution and J the current. In Lorentz gauge (V- A + (1/¢)(0®/9t) = 0) these
differential equations decouple:

1 3%®
2 _
¢ — C—QW——‘WQ ) 3)
1 324 47
viA - 2o T, 4
2 9t? c J )

On the other hand we get in Coulomb gauge (V- A = 0)
V2 = —4np &)

with the solution

@(x,t)=fd3x'9(x 1) ©)

lx —x’|

and

VA - = —J +-V—. (7

Exercise 1.6
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Exercise 1.6

All of the wave equations (3), (4), and (7) have the form
v o LYy e ®)
- =55 |v=—4nf(x.1),
c2 912

where f(x,t) is a given source distribution. To solve (8) it is useful to introduce the
Green’s function G for the wave equation which is defined by

1 92
(Vﬁ -3 W) Gx,t;x', 1) = —4n8(x —x)s(t —1') . €))

The Green’s function depends only on the difference of the coordinates (x — x”) and
times (r — ). In further calculations we use the § function in the Fourier representa-
tion:

1 H ’ 3 !’
Fx—xst—1)= g /d3k/da) elfrmx) giolt=0) (10)
T

First, we introduce the Fourier transform

G(x, t;x/, t/) — /d3k/d(l) g(k,(,()) eik'(x—x’) e—iw(t—ﬂ) (11)

as an ansatz for G, where g(k, w) is not yet known. We insert the transform (11) into
the defining equation (9) to obtain

1 92 o
<V§—C—zm>/d3k/da)g(k,a))elk(x x)elco(t t)

1 : ’ B /
—;p o /d3k/da) gk (x=x) g—iw(t=1) (12)

Application of the differential operators yields

2
—/d3k/da) (kz _ C!)_2> g(k,w) eik-(x—x’) e—ia)(t—t/)
C

l M ’ M !
_ _m d3k/da) e1k-(x—x ) e—lw(t—t) ) (13)

Hence, g(k, w) is determined as

1 1
S = e e e “‘”
and we can express the Green’s function as
Goetin iy = [k [dor L gt o) (15)
s by ) - 47.[3 k2_w2/62_18 :

Using Cauchy’s theorem the integrals can be solved in closed form with the result

S(t' —t —x’
Gorrix' 1y = + x—xl/o) (16)
lx —x’

This is the retarded Green’s function which describes the propagation of a wave on the
light cone |x’ — x| = c(t —t) forward in time, ¢ > ¢’. Causality was enforced by intro-
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ducing the negative imaginary part —ie in (14). The solution of the wave equation (8)
can now be written as

lll(x,t):/d3x/dt/G(x,t;x’,t/) f&', ). (17)

Indeed it follows that

182W 2 1 82 /i 1N A3 44!
VlI/—Cimzf(Vx—§ﬁ>6(x,t;x,t)f(x,t)dxdt

=—/4n Sx—xs@t—1t) f(x',1')d>x'd’
=—dx f(x,1) . (18)

With the Green’s function (16) we obtain for ¥

lIJ(x,t):/ A4 +||’;:’;,||/C_t) F ) dxdr (19)

The integration over ¢’ can be performed and the result is the retarded solution

Wir. 1) = / O] 20)

lx —x’|

where [ ]yt means ¢’ =1 — |x — x’|/c. Hence we can specify the potentials A and @
in closed form.

For further discussions we use Green’s second theorem and integrate over time
fromt' =ftot’ =1

n 1
W 9d

/dt//d3x’ (cpv’zw —wv%) =/d¢/?€da/ o w2 | @1
on’ on’

to \% 0] S

where @ and ¥ are — for the present — arbitrary scalar fields and ¥ /dn’ is the normal
derivative of ¥ on the surface S. For ¥ we now insert relation (20) and for @ Green’s
function (16). Now we can rewrite the left-hand side of (21):

1
L:[dt//de/ (G V2 — lI/V’ZG)
\%

fo

3]
1 92w
=/dt’/d3x’[c (—4nf(x’,t/)+ s W)
0] 1%

1 0°G
e 4 (—471’ 83(x’ —X)(S(t/ —1)+ C—2 W)}

3]
=/dz’/d3x’[4n v, H)3x —x)8¢ —1) —4nf(x', )G
fo Vv

1 92w 392G
+5 G Freae 17 7| (22)

Exercise 1.6
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Exercise 1.6

where we have used the defining equations (8) and (9). The first term reduces to
4 ¥ (x,1t), the second term will be kept, and the last two terms are integrated by
parts with respect to time. This yields

1
L=4rn lII(x,t)—4n/dt//d3x’f(x’,t/)G
\%4

1 12 9G
+—2/d3x’ (G—,—u/—,)
c v at ot =ty

1
1 oY aG 0G ¥
——/d3x//dt/ — =) . (23)
c? ar’ ar’ 9t ot
\% fo

The last term in (23) is zero. Since the retarded Green’s function vanishes for ¢’ =
t1 > t, the integral in the third term of (23) vanishes at the upper integration boundary.
Now we combine (21) and (23) to get

1 v 3G
W(x,t):—/d3x’ G— —¥ —
472 ot/ o' ) |y,
+3 / ar’ 96 G _y 26
on’ on’

/dt /d3x/f( 8(t +lx —x'|/c—1)

lx —x’|

Z/d3x/[f(x/’t/)]ret+ 1 /d3xl Ga_llf_wa_G
|lx — x'| 47 c? ot’ ot’

14 Vv

—l——/dtf (G——WE). 24)
on’

Let us consider the so-called Kirchhoff representation of a field, which is expressed
by the values of ¥ and d¥/dn’ in a surface S. To this end we assume that there are
no sources inside the volume V and that the initial values of ¥ and 0¥/dt’ vanish at
' = 1. Then according to (24) the field is given by

U= /dt?{ <G——¥/§>. (25)

We put
R =X — x/ (26)

t'=

t'=tg

with

ver=_X% 27)
R
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We use the explicit form of the Green’s function (16) to obtain, with

9
so=n-V, (28)
vgo 9 yp_ R (6"+R/c—0)
IR R OR R
R 8(t' +R/c—1t) &' +R/c—1)
__k(_ , 29
R < R? + cR 29

n is the unit vector normal to the surface S. Here we have used the following relation:

0 , R 1.,/(, R
— 6|+ ——t)=-5t+——1t] , (30)
oR c c c

where the prime denotes the derivative of the § function with respect to its arguments.
Furthermore, we make use of the relation for the derivative of the § function

ff(X)S/(x—a)dX=—f’(a) : €19}

which helps to give as a partial result

il
‘R R ‘R R
da’ 2 s+t —t)=—ad B (x =t = =
cR? c cR? c
S S

fo

_ d/n'RlI// ’o 32
= P4 R (x', 1) - 32
N ret

It follows in conclusion that

1 . [Ve&.Y) R, ., R aw&.1)
Wxt) =— dda'n- | —2") Ry yy - ST
4 R R3 cR* 3t ret
N

(33)

We emphasize that this is not a solution for the field ¥. It is only an integral repre-
sentation for ¥, expressing ¥ in terms of ¥ and its corresponding spatial and time
derivatives on the surface S. However, these quantities cannot be chosen indepen-
dently.

Kirchhoff’s integral (33) is the mathematical expression of Huygens’ principle
which postulates that any point on a wave front behaves like a pointlike source that
emits a spherical wave moving at the speed of light. Then the field at a given point
and at a later time is a superposition of all fields emerging from these sources. The en-
velope of all these waves forms the next wave front. Kirchhoff’s integral (33) serves,
e.g., as the starting point for the discussion of problems related to optical diffraction.

Exercise 1.6
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University (1946) and subsequently at the California Institute of Technology (since 1951). F. did
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Geneva (since 1935). In 1942-57 in addition he held a combined professorship at the University
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area of molecular physics. Later S. made pioneering contributions to quantum field theory. In
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in time. The use of the causal propagator for calculating the scattering matrix was introduced in
1949 independently by R. Feynman and by S. (with his student D. Rivier). Later S. (with A. Pe-
termann) developed the idea of the renormalization group. In his later years S. turned his main
interest to the foundations of thermodynamics. In 1976 S. was honored with the Max Planck
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TOMONAGA, Sin-itiro, Japanese physicist. *31.3.1906 in Kyoto, 18.7.1979. T. studied
physics at Kyoto Imperial University where he graduated in 1929. Subsequently he worked
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in science administration, serving as president of his University and of the Science Council of
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the stopping of cosmic-ray mesons in matter, and with the liquid-drop model of the nucleus.
Later he turned to quantum field theory for which he developed a manifestly covariant formu-
lation, incorporating renormalization. For this work he received the Nobel prize for physics in
1965 (with R. Feynman and J. Schwinger).
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In the following we will generalize the nonrelativistic propagator theory developed
in the previous chapter to the relativistic theory of electrons and positrons. We will be
guided by the picture of the nonrelativistic theory where the propagator G (x’; x) is
interpreted as the probability amplitude for a particle wave originating at the space—
time point x to propagate to the space—time point x’. This amplitude can be decom-
posed as in (1.28) into a sum of partial amplitudes, the nth such partial amplitude
being a product of factors illustrated in Fig. 2.1. According to (1.28), the probabil-
ity amplitude consists of factors that describe the propagation of the particle between
the particular scattering events (caused by the interaction V (x)) and when integrated
over the space—time coordinates of the points of interaction represent the nth-order
scattering process of the particle.

Each line in Fig. 2.1 represents a Green’s function; e.g. the line x;—7 x; signifies
the Green’s function Gar (xi, xi—1), i.e. the amplitude that a particle wave originat-
ing at the space—time point x;_; propagates freely to the space—time point x;. The
space—time points where an interaction occurs (vertices) are represented by small cir-
cles (o). At the point x; the particle wave is scattered with the probability amplitude
V(x;) per unit space—time volume. The resulting scattered wave then again propa-
gates freely forward in time from the space—time point x; towards the point x; | with
the amplitude Ga' (xi4+1, x;) where the next interaction happens, and so on. The total
amplitude is then given by the sum over contributions from all space—time points at
which an interaction occurs. The particular space—time points at which the particle
wave experiences an interaction are termed vertices. One may also describe the indi-
vidual scattering processes by saying that the interaction at the i’th vertex annihilates
the particle that has propagated freely up to x;, and creates a particle that propagates
onto xjy1, with ;411 > t;.

This latter interpretation of scattering events is well suited for a generalization to
relativistic hole theory since it contains the overall space—time structure of the scatter-
ing process and the interaction.

Our aim is now to develop, by analogy with the nonrelativistic propagator the-
ory, methods to describe and calculate scattering processes mathematically within the
framework of the Dirac hole theory. We need to focus on the new feature of pair cre-
ation and annihilation processes that are now contained in our relativistic picture of
scattering processes. We shall adopt many of the calculation rules intuitively by requir-
ing them to be consistent with the dynamics of the Dirac equation. A more rigorous
mathematical justification of these rules can be given using the methods of quantum
field theory. Some references on this subject are given in the appendix. In the follow-
ing we shall use mainly heuristic arguments.

W. Greiner, J. Reinhardt, Quantum Electrodynamics, 39
© Springer-Verlag Berlin Heidelberg 2009

Fig. 2.1. Tllustration of the
nth-order contribution to the
Green’s function G1(x’;x)
which describes the probabil-
ity amplitude for multiple scat-
tering of a particle
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Fig. 2.2. Some examples
of processes encountered
within the electron—positron
theory. The diagrams repre-
sent: (a) electron scattering;
(b)  positron  scattering;
(c) electron—positron pair
creation; (d) pair annihila-
tion; (e) electron scattering
that in addition includes an
electron—positron pair cre-
ation process; and (f) a closed
loop describing vacuum
polarization

T T T

Let us now take a look at the typical processes that must be described within the
relativistic theory. These are collected in Fig. 2.2, illustrated by diagrams that we shall
learn to understand in the following.

In addition to the ordinary scattering processes of an electron (Fig. 2.2a) or
a positron (Fig. 2.2b) there are also pair production and annihilation processes
(Fig. 2.2c—f). Let us first take a look at the pair production illustrated in Fig. 2.2c:
The electron—positron pair is created by a potential acting at space—time point x;. The
two particles then propagate freely forward in time, the positron to x” and the electron
to x. Similarly, Fig. 2.2d shows the trajectories of an electron and a positron which
start from the points x and x’, respectively, and meet at the point x; where they anni-
hilate.

Diagram 2.2e represents the scattering of an electron originating at x moving for-
ward in time, experiencing several scatterings, and ending up at x’. Along its way
from x to x’ a pair is produced by a potential acting at x;; the two created particles
propagate forward in time. The positron of this pair and the initial electron converge
at x3 and are annihilated. The surviving electron of the pair then propagates to x’.

Diagram 2.2f shows a pair produced at x|, propagating up to x>, and being anni-
hilated in the field there. It was only “virtually” present for a short intermediate time
interval. Below we will recognize this process as the polarization of the vacuum.

These simple considerations already show that the relativistic electron—positron
theory contains more ingredients than its nonrelativistic counterpart: we need to de-
scribe not only the amplitude for a particle (electron) to propagate from x; to x, but
also the amplitude for the creation of a positron that propagates from one space—time
point to another, where it is destroyed again. It is this positron amplitude we have to
construct in the first place, enabling us then to find the total amplitude for the vari-
ous processes illustrated in Fig. 2.2 by summing, or integrating, over all intermediate
points (interaction events) that can contribute to the total process. In a scattering event
(e.g. Fig. 2.2e) in general both electron and positron amplitudes will contribute.

The Dirac hole theory (see Theoretical Physics, by W. Greiner: Relativistic Quan-
tum Mechanics — Wave Equations, hereon referred to as ROM ) interprets a positron
as a hole in the Dirac sea, i.e. the absence of an electron with negative energy from the
filled sea. Thus we may view the destruction of a positron at some space—time point as
equivalent to the creation of an electron with negative energy at this point. This sug-
gests the possibility, e.g. in Fig. 2.2e, that the amplitude for creating the positron at x|
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and destroying it at x3 is related to the amplitude for creating a negative-energy elec-
tron at x3 and destroying it at x| where #; < #3. In this picture a pair creation process
such as in Fig. 2.2e,c therefore leads to the following definition of positrons: Positrons
with positive energy moving forward in space—time are viewed within the propagator
theory as electrons with negative energy travelling backward in space—time.

This is the Stiickelberg—Feynman definition of positrons, which we already encoun-
tered in the discussion of the time reversal and PCT symmetries (see ROM, Chap. 12).
Electrons are represented by particle waves with positive energy propagating forward
in space—time. A process such as in Fig. 2.3 can therefore be interpreted using two
different but equivalent languages as follows.

An electron originating at x propagates forward in time, is scattered into a state
of negative energy at x, by the interaction V (x,), propagates backward in time to xp,
where it is scattered again into a state of positive energy, and finally propagates for-
ward in time to x’. Alternatively one may say that an electron originating at x moves
forward in time up to x7, where it is destroyed by the interaction V (x;) together with
the positron of the et — ¢~ pair that has been created earlier at x; by V(x1). The
electron of this pair propagates forward in time to x’.

Processes that are represented by closed loops as illustrated in Fig. 2.4 are inter-
preted in terms of an e — e~ pair being produced at x; by V(x) that propagates
forward in time to x,, where it is destroyed again by V (x;). Equivalently, within the
picture of the hole theory, we can say that the potential V (x1) at xj scatters an elec-
tron from the sea of negative-energy states into a state of positive energy leaving a hole
behind; it is then scattered back into the sea, recombining with the hole at x, under
the action of V (x7). Or, in propagator language, the electron created at x is scattered
back in time at x; to destroy itself at x;.

Our next aim is to find a unified mathematical description for the various processes
making use of the relativistic propagator formalism. The first step is to construct the
Green’s function for electrons and positrons. It is known as the relativistic propagator’

Sr(x’, x; A) (2.1

and is required in analogy to the nonrelativistic propagator (1.64), to satisfy the fol-
lowing differential equation:

4
d
3w (iha S LA ) —moc | (SRap(xx A) = Boggdt (2 — x)
r=1 F ¢ ar
2.2)

which is the Dirac equation with a pointlike inhomogeneous term. By means of this
definition the propagator Sg(x’, x; A) is a 4 x 4 matrix corresponding to the dimension
of the y matrices. The third argument of S serves as a reminder that the propagator
defined by (2.2) depends on the electromagnetic field A,.

! The symbol Sg has been aptly chosen, bearing in mind that the originators of the relativistic prop-
agator formalism were Stiickelberg and Feynman: the propagator is commonly called the Feynman
propagator. The original references are E.C.G. Stiickelberg and D. Rivier: Helv. Phys. Acta 22, 215
(1949) and R.P. Feynman: Phys. Rev. 76, 749 (1949).

T
Fig.2.3. Electron scattering with
involving an intermediate pair
creation process

T

Fig.2.4. A loop diagram
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It is useful to remember from relativistic quantum mechanics the standard repre-
sentation of the y* matrices and their commutation relations:

1 0 ; 0 &
y°=(0 ﬂ) : yl=(_&,- O), (2.3a)

and

yiyt +y vt =28""14xa . (2.3b)
Here, 6 are the 2 x 2 Pauli matrices, obeying

66, +6;6; =28;j12x2 . (2.3¢)

In relativistic quantum theory usually one employs “natural units” and sets
h = c =1, implying the substitutions
e moc

h—c—)e , T—)Wlo . (23)

Thus in matrix notation with indices suppressed (2.2) becomes
(V' —epA —mo)Sp(x’, x; A) =8 (x' — 1)1 . (2.4)

Note that the definition of the relativistic propagator (2.2, 2.4) differs from the non-
relativistic counterpart (1.64): the differential operator id/d1" — H (x') occurring in
(1.64) has been multiplied by y%in (2.2, 2.4) in order to form the covariant operator
(iY ' — e/’ — mg). The unit matrix in spinor space on the right-hand side of (2.4) is
most commonly suppressed, i.e.

(V' —eA —mo)Se(x’, x; A) =8*(x' —x) . (2.5)

However, it must be kept in mind that (2.5) is a matrix equation so that the delta
function in (2.5) is meant to be multiplied by 1.

The free-particle propagator must satisfy (2.5) with the interaction term e A’ ab-
sent, i.e.

(Y " —mo)Se(x, x) =8 (x" — x) . (2.6)

As in the nonrelativistic case we compute Sp(x’, x) in momentum space, using the fact
that Sp(x’, x) depends only on the distance vector x” — x. This property is a manifes-
tation of the homogeneity of space and time and in general would not be valid for the
interacting propagator Sg(x’, x; A). Fourier transformation to four-dimensional mo-
mentum space then yields for the free propagator

d4p
(2m)*

Sp(x’, x) = Sp(x’ —x) = / exp[—ip- (x"— )] Sk(p) . (2.7)

Inserting (2.7) into (2.6) we obtain an equation that determines the Fourier amplitude
Se(p), namely
d*p
Q2m)*

d4
(# —mo)Se(p)exp [—ip- (x' —x)] = / (2;;4 exp[—ip- ("= 0] ,
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which implies that
(# —mo)Sp(p) =1 (2.8)
or, in detail, restoring the indices,
4
D = m0)ar(Se(P))ip = Sup - (2.9)
r=1
Equation (2.8) can be solved for the Fourier amplitude Sg(p) by multiplying with
(#f + mo) from the left:
(P +mo) (P —mo)Se(p) = (f + mo) . (2.10)
Since
no v 1 wov wov nw 2
PP=rvurvp"p = E(Vu)/v + )PP =guwp" P =pup” =p", (2.11)
(2.10) becomes
(p? = m3)Sp(p) = ( + mo) (2.12)
or
Sk(p) = % for p?#md . (2.13)
p=—my
In order to complete the definition of Sr(p) we must give a prescription to handle
the singularities at p* = m% which is just the mass-shell condition p% —-p’= m% or
po==,/ m(z) + p? = £E,. From the foregoing discussion of the nonrelativistic prop-
agator formalism we know that this additional information comes from the boundary
conditions that are imposed on Sg(x’ — x). We will now put into practice the previous
interpretation of positrons as negative-energy electrons moving backwards in time. In
order to implement this concept we return to the Fourier representation (2.7) and the
Fourier amplitude (2.13) and perform the energy integration (dpg integration) along
the special contour Cg shown in Fig. 2.5.
A Im po Fig. 2.5. Integration con-
J \ tour Cp that defines the
C2 Feynman propagator. The

singularities are located on
the real pg axis at pg = —E)p
and pg=+E)p
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We obtain
, a4 o
Sp(x' —x) = / #SF(p)eXp[—lp'(x —x)]

_ [ 4P N ,
_/W e(p)exp{—i[pot'—1) — p- (' —x)]}

d3
:/#exp[ip-(x’—x)]

%exp[—;po(l 2— t)] (J+mo) . (2.14)
T p*—m

Cr 0

For t' > t we close the integration contour in the lower half plane, since in this case
the integral along the lower semicircle, parametrized by po = oel?, does not contribute
for o — 00. By means of the residue theorem then only the positive energy pole at

po=Ep=+/p>+m

contributes to the pg integration. Hence, we obtain

dpo exp [—ipo(t' —1)
T py—pT—my
Cg

(poy° + piy' +mo)

/ dpo exp[—ipo(t' —1)]

2w (po — Ep)(po+ Ep)
Cg+Cy

_exp [—iEp t - t)] 0
=-2 E —p- , 2.15
mi 272E, (Epy” —p -y +mo) (2.15)

so that (2.14) yields

d3
Sp(x' —x) = —i/ (27[];3 exp[ip- (x' —x)]exp[—iE,(t" —1)]

y (Epy®—p -y +mg)
2E,

for '>1. (2.16)

The minus sign in (2.15) results from integrating along the contour in a mathematically
negative (clockwise) sense. This propagator describes particle motion from x to x’
forward in time (' > t). At x’ = (x’, ') Sg contains positive-energy components only,
since the energy factor occurring in the exponent of exp(—iE ,(t' — 1)) is defined to
be positive, E, = +,/ p’+ m%.

On the other hand, considering the particle propagation backward in time implies
that ' — 7 is negative so that the pg integration must be performed along the contour
closed in the upper half plane in order to give a zero contribution along the semicircle
for o — oo. Then only the negative-energy pole at

po=—E, =y P2+m(2)
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contributes (Fig. 2.5). This yields

(poy® + piy' +mo)

/ dpo exp [—ipo(t’ —1)]

2 (po— Ep)(po+ Ep)
Cp+C,

_ 2mexp [—i(—Ep)(t’ - t)]
2 (—2E,)

(—Epy° —p-y+my) . (2.17)

Thus the propagator (2.14) for the case t' < ¢ reads

, [ & . , o
Sp(x’ —x) = —1/ (27:;3 exp[ip - (x' —x)]exp[+HE, (" —1)]

L CEpy = py +mo)

for t' <t . (2.18)
2E,

This propagator describes the propagation of negative-energy particle waves back-
ward in time, as can be read off the factor exp (—i(—E p)(t’ — t)). These negative-
energy waves are absent in the nonrelativistic theory, since no solution of the energy—

momentum relation at pg = —E, = —,/ p2 + m(% exists. Here, in the relativistic case,
they are unavoidable owing to the quadratic form of the energy—momentum dispersion
relation.

We note that other choices of the integration contour CF, e.g. as in Fig. 2.6, would
lead to contributions from negative-energy waves propagating into the future (case a)
or positive-energy waves into the past (case b). As we can see, the choice of the con-
tour Cf according to Fig. 2.5 results in positive-energy waves moving forward in time
and negative-energy waves backward in time, just as we required. These negative-
energy waves propagating backward in time we identify with positrons.

(@ AImpo
L »* = Re py
r=—E po=Ep

(b) AIm po
po:—Ep PojEjp/—— — Re po

As we recall from hole theory it is the definition of the vacuum (specified by the
position of the Fermi surface Ef) that prescribes which of the particle-wave states
are to be interpreted as electrons and which as positrons. It is assumed that particle
states with E < Ef are occupied and that the absence of a particle in such a state
is interpreted in terms of a positron. The choice of the propagator is based on this
definition of the vacuum, which determines the choice of the integration contour C,
i.e. the transition of C from the lower to the upper complex pg half plane. For example,
in supercritical fields (see Chap. 7) the vacuum carries charge. Consequently, some of
the negative-energy states are to be interpreted as electrons propagating forward in
time. For an atom the Fermi surface is usually located at a bound state. Hence, in this

Fig. 2.6. Possible alternative
choices for the integration
contour that lead to propaga-
tors with the wrong asymp-
totic behaviour
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case the propagator is required to be evaluated along an integration contour that passes
over from the lower half plane to the upper half plane at an energy slightly above the
highest occupied bound state. Another example of a modified ground state (and thus
a modified propagator) is the Fermi gas of electrons, which will be introduced in
Exercise 2.2 below.

The integration contour C determining the propagator Sp (x” — x) may be alterna-
tively characterized by adding a small positive imaginary part +ie to the denominator
in (2.14), where the limit ¢ — 0 is to be taken at the end of the calculation:

d*p exp[—ip- (x' —x)]
Qm*  pr—m}+ie

Sp(x' —x) = #+mo) . (2.19)

Then the singularities corresponding to positive-energy states,

Do = +\/ P2 +md—ie= +\/ p2+md—in(e) | (2.20a)

lie below the real pg axis while the poles corresponding to negative-energy states,

po=—\/p? +m}—ie =—\/p> +m}+inGe) . (2.20b)

are located above the pg axis, just as required for the contour Cr. The prescription of
(2.19) is most easily remembered in the form of a rule: To ensure the correct boundary
conditions, the mass has to be given a small negative imaginary part. The two prop-
agators describing positive-energy particle waves (2.16) and negative-energy particle
waves (2.18) moving forward and backward in time, respectively, may be combined
by introducing the energy projection operators As(p) (see ROM, Chap.7)

&P +mo

/ir (P) = 2m0

3

+1 for waves of positive energy
& = [ (2.21)

—1 for waves of negative energy
Then, by changing the three-momentum p to —p in the propagator for negative-

energy waves (2.18), which does not alter the result since the integral [ d3 p includes
all directions of the three—momentum, we can write

d3
Sp(x' —x) = —if # {exp [—i(—{—Ep)(t/ _ t)] exp [+ip S(x — x)]

y (+Epy° —p -y +my)

O —t
2E, ( )

+exp[—i(—Ep) (' —t)]exp[—ip- (x" —x)]

—E 0 .
X( pY +p y+m0)@(t—t/)
2E,

[ Epomo
(271)3 Ep
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N (Pm/o + piy' +mo

2y exp{—i[pot' —1)—p-(x'—x)]}OC —1)

_ 0_ 5.0
+ poy 2PzV +mo exp{—i—i[p()(l‘/—t)—p'(x/—x)]}@(l‘—l‘/))
mo

. d3p mo lj+m0 . ’ /
=—i (277)3E_p{ o exp[—1p~(x —x)]@(t —1)

—i—M exp[+ip- (' —x)]O@ —t’)}

2m()

_ i Ep @{A (pexp[—ip- (' = 1] O —1)
- (27_[)3 Ep +p p p

+A_(p)exp[+ip.(x/—x)]@(z—z/)} . (2.22)

Equivalently, by means of the normalized Dirac plane waves (see ROM, Chap. 6)

- mo 1 - .
V,(x) = E_p\/ﬂ3 o' (p)exp(—igp-x) , (2.23)

with the normalization
/ Exyrf vy (0) = 8,6 (p — p). (2.23)

Sp(x’ — x) can be transcribed to the following form (cf. Exercise 2.1):
2
Sp(x' —x) =—iO@" —1) / Ep D Yn ) )
r=1

4
+iO —t/)/d3pzw;(x/)lp;(x) : (2.24)
r=3

This result is the relativistic generalization of the nonrelativistic Green’s func-
tion (1.77). The propagator Sg now consists of two parts: the first describes the
propagation of positive-energy states forward in time, the latter the propagation of
negative-energy states backward in time. With the aid of (2.24) the following rela-
tions for positive-energy solutions ( +£)) and negative-energy solutions (y(~£)) are
easily verified:

o —nHyTEu) =i / ErSp(x’ — )y T (x) | (2.25)

e — )y =B =—i/d3xSp(x/—x)yol//(_E)(x) . (2.26)

In analogy to the nonrelativistic propagator theory (cf. (1.7) and (1.9)) the occur-
rence of an additional minus sign in (2.26) results from the difference of the direction
of propagation in time between (2.25) and (2.26) corresponding to propagation of
positive-energy solutions forward in time and negative-energy solutions backward in
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time, respectively. The validity of (2.25) can be seen by writing

i/d3xsF(x’ — vy T (x)
2
—o¢ =0 [ @y vy [ ExugeovtPm
r=1

4
—O@—1) f Epd v / Ex vy 0y FE (x) (227)
r=3

and expanding the general positive-energy solution v (*+£)(x) in terms of Dirac plane
waves

4
Y () = / &Y a(pyyx) . (2.28)

r=1

The coefficients a, (p) vanish except for r = 1, 2, since by definition wH’E!’) describes
a wave packet containing only positive energies or “frequencies”. By means of the or-
thonormality relations of the I/f;; (x)

ar(p) = / Exy Ty 0 £0  r=1,2), (2.29)
a(p) = [ @Dy =0 =34 . 230)
the second term in (2.27) vanishes, while the first term gives
2
O« ~1) / EpY apv,) =060 -y ) . 2.31)
r=1

Thus we have proved the relation (2.25).

Equation (2.26) can be verified in similar manner. Equations (2.25) and (2.26)
explicitly express our interpretation of electrons and positrons in terms of positive-
energy solutions propagating forward in time and negative-energy solutions moving
backward in time, respectively.

EXERCISE |
2.1 Plane-Wave Decomposition of the Feynman Propagator

Problem. Prove that the Stiickelberg—Feynman propagator

a3 .
Sp(x’ —x) = — i/ (27:;3 ? Ap(p)exp[—ip- (X' —0)]OC —1)
P

+ A-(prexp[ip- (' —n]O -1



2. The Propagators for Electrons and Positrons

49

may equivalently be represented as
2
Sp(x' —x)= —iO@F —1) f &p D YY)
r=1
4 _
+io@ —1) / IR ACHIZACN
r=3

Solution. As we recall from RQM, Chap. 6, the Dirac plane waves (2.23) satisfy the
following relations (h = c = 1!):

(# — mo)¥y(x) =0, (1)
(&rp —mo)o (p)=0 or (p—emo)a’ (p)=0, ©)
& (p)(p —ermo) =0 where &' (p)=0"(p)'y", 3)
@r(P)wr,(P) =0,&r , “)
4
D er @l (P)h(p) =bup . )
r=1
o (e ) ) = 225, ©)
mo

Remember also that %y = y#0 Here r and r’ can take on the values 1,2, 3, 4.
With the aid of (2.23) we find that (bearing in mind that 6] = e =+1,e3 =4 = —1)

2
;w ) (x )_WE [—ip~(x/—x)]§a)r(p)§)r(p)
1 Ii’
(271)3E Cexp[—i 2
_ L me pf
~ @n)E, exp[—ip- (' —x) ;é‘rw (P (p) ——
-
=1 (because of (5))
_;@ i (v 1¢+m0
T @Qr)E, exp[-ip- ('~ )] 2mo
1

= ——Lexp[-ip- (' = 0] A (p)
_(27r)3EpeXp ip-(x'—x)|[AL(p) .

This result is just the first term of the propagator Sp(x’ — x) in its representation in
terms of the projection operators A4 . Similarly, for the second part one obtains

Zw )y (x) =

r=3

Cexplip- (¥ —x) Zw (p)d (p)

(2 )3E r=3

Exercise 2.1
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Exercise 2.1

4

mo . ’ —(p—mg) , -,
= —(2ﬂ)3E—peXp [+1P-()C —X)];Toa) (p)o" (p)

. I _mo : ’ . (=p +mg) ; o
= (Zn)3E—pexp [-I-lp.(x —X)]ETO(—E),)Q) (pa" (p)
) )
=T ) E, plp 2o

Thus we have verified the proposed equivalence between the two representations of
Sp(x” — x).
|

Equations (2.22) or (2.24) determine the free-particle propagator of the electron—
positron theory. In analogy to (1.83) and (1.86), respectively, we may now formally
construct the complete Green’s function and the S matrix for the electron—positron
field interacting with an electromagnetic potential A. This will then enable us to cal-
culate various scattering processes of electrons and positrons in the presence of exter-
nal fields, as will be demonstrated in the following chapter. To accomplish the aim of
constructing the exact propagator Sg(x’, x; A) we start from the differential equation
(2.5) that determines Sg(x’, x; A) and transcribe it, paraphrasing the nonrelativistic
treatment (cf. (1.80)), to the following form:

(¥ —mo)Sp(x',x3 A) = 8* (' —x) + e A )Sp(x', x1 A) . (2.32)
This can be viewed as an inhomogeneous Dirac equation of the form
(1Y —mo)¥ (x) =o(x) , (2.33)

which is solved by the Green’s function technique as follows

Y(x) =Wo(x) +/d4ySF(x —ye®) . (2.34)

Yy (x) solves the homogeneous equation. In this way (2.32) leads to an integral equa-
tion for the Stiickelberg—Feynman propagator

e’ ) = [ atySea’ =) [840 =)+ eAOISe0. v 4)]

=SF(x/—x)+€/d4ySF(x/,y)A(y)SF(y,X;A) . (2.35)

Note that the homogeneous solution of (2.32) is a superposition of plane waves with
an arbitrary constant factor which is set to zero because the solution of the homoge-
neous equation is not a Green’s function. Equation (2.35) is the relativistic counterpart
of the Lippmann—Schwinger equation (1.83). This integral equation determines the
complete propagator Sg(x’, x; A) in terms of the free-particle propagator Sg(x’, x).
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Proceeding in analogy to the nonrelativistic treatment (cf. (1.28)) the iteration of the
integral equation yields the following multiple scattering expansion:

Sp(x',x; A) = Se(r —x) + e / dxy SE(r — 1) AGe) Sp(x1 — %)

+é? / d*x1d*xaSE(x’ — x1) A(x1) Sp(x1 — x2) A(x2) SE(x2 — X)
o (2.36)

In analogy to (1.31) the exact solution of the Dirac equation
(iYy —mo)¥ (x) =eA(x)¥ (x) 2.37)

is completely determined in terms of Sg if one imposes the boundary condition of
Feynman and Stiickelberg, namely

Y(x)=vyx) +/d4ySF(x — VeV () . (2.38)

Here ¥ (x) is a solution of the free Dirac equation, i.e. of the homogeneous version
of (2.37). The potential V (x) occurring in (1.31) is now replaced by e A(x). The sec-
ond term on the right-hand side represents the scattered wave. In accordance with the
properties of the Stiickelberg—Feynman propagator (2.24) this scattered wave contains
only positive frequencies in the distant future and only negative frequencies in the
distant past, since

2
v -0 = [ Y vpw (—ie [ty Jf;<y>44<y)my>> for 1 - +oo
r=1

(2.39)

and

4
W (x)— ¥ (x) = / &Epd Y (+ie / d*y &;(y)wy)av(y)) for t — —oo .

r=3
(2.40)

Notice that here x and y are to be identified with x” and x, respectively, in (2.24), and ¢
in (2.39, 2.40) corresponds to ¢’ in (2.24).

The result (2.39) expresses our formulation of the relativistic scattering problem,
which is consistent with the requirements of hole theory. These requirements have
been essentially built into the Stiickelberg—Feynman propagator by the special choice
of the integration contour and thus take into account the location of the Fermi border
(cf. Fig. 2.5 and Exercise 2.2). Furthermore, according to (2.39), an electron cannot
“fall into the sea” of (occupied) negative-energy states after scattering by an external
field A(y), since only the unoccupied positive-energy states are available. In contrast,
positrons interpreted in terms of negative-energy electrons travelling backward in time
are scattered back to earlier times into other negative-energy states according to (2.40).

The S-matrix elements are defined in the same manner as in the nonrelativistic
case (1.37). Terming v ¢ (x) the final free wave with the quantum numbers f that is
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observed at the end of the scattering process, we infer from (2.38)—(2.40) with the aid
of (2.24) that

Spi = (¥ 0| ()

lim
t—=+00

Z,Eg},o<%”f(x) Vi (x) + f d*ySe(x —y)eA(y)lI/i(y)> . (2.41)

Here the limit # — +o00 is understood if ¥ 7 (x) describes an electron and t — —o0

if ¥ y(x) means a positron, since the latter is considered a negative-energy electron
moving backward in time. For electron scattering we have

2
/ &Epd Y / d*y &;<y>A(y>w,~<y)> :
= (2.41a)

Spi=20yi —let_l)lToo<lﬂf(x)

while positron scattering is described by

4
/ EpY v, / d'y &,’,<y)A(y>%<y)> :
r=3

Sri=0f +ie tlirfnoo <1ﬂf (x)
(2.41b)

The f d3x integral implied by the brackets projects out just that state w[’) (x) whose

quantum numbers agree with ¥ ¢ (x). All other terms of the integral-sum [ dp >, do
not contribute. This yields for (2.41a)

Spi=8yi—ie f d*y T AW ()

and a similar expression for positron scattering. Both results can be combined by
writing (& = +1 for positive-energy waves in the future and ¢ s = —1 for negative-
energy waves in the past)

Sypi =08fi —ieey f Ay Y rMAMEG) - (2.42)

Depending on whether ¥ (x) represents an electron or a positron, the first or the
second term, respectively, is nonzero. In (2.42) ¥;(x) stands for the incoming wave,
which either reduces at yg — —oo to an incident positive-frequency wave v; (x) car-
rying the quantum numbers i or at y) — +00 to an incident negative-frequency wave
propagating into the past with quantum numbers i, according to the Stiickelberg—
Feynman boundary conditions.

To elucidate how the various scattering processes are contained in (2.42) we first
consider the “ordinary” scattering of electrons. In this case

> — 00 1 .
v ST 90 = B e s ee-ip . 24)

withu(p_,1/2) =w'(p_), u(p_, —1/2) = w*(p_) reduces to an incoming electron
wave with positive energy E_, momentum p_ and spin s_. The minus sign here desig-
nates the negative charge of the electron. The nth order contribution to the perturbation
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expansion of the S-matrix element (2.42) is then

S%) = —ie" / d4y1 cee d4)7n l/f.}(f-l—E) O A SEOn — YD A(Yn-1) - ..

x Se(y2 — yDAGDY T () (2.44)

This expression contains both types of graphs shown in Fig. 2.7: That is, in addition
to ordinary scattering intermediate pair creation and pair annihilation are included in
the series, since the various d*y integrations also allow for a reverse time ordering,
yg 1 < y,?. We therefore recognize that, inevitably, the second part of the propagator
(2.24) also contributes.

Next we consider the pair production process. In accordance with the developed
formalism, ¥;(y) in this case at yo — 400 reduces to a plane wave with negative
energy. This particle state propagating backward in time then represents a positron. We
use the notation p_, s_ for three-momentum and spin corresponding to the physical
electron and p_ , sy for the physical positron where pi > 0. The physical positron
state at t — oo is described by a plane wave of negative energy with quantum numbers

—p,,—S4,& = —1. This wave propagating backward in time enters into the vertex.
That is,
By S g P = [ s expips ) (2.45)
i i E, 2n)P 4,84 + . .

This form of the wave function explicitly exhibits the negative energy and negative
three-momentum of the particle wave. The positive sign in the exponent in (2.45) ob-
viously expresses this property since a wave with positive energy and positive three—
momentum carries a phase factor exp(—ip— - y). The fact that the spin direction is
reversed, i.e. —s4, is taken into account by the definition of the spinor v(p4+, s4). As
we recall from ROM, Chap. 6, the spinors have been defined according to

v(pr, +1/2) =0 (py) and v(py,—1/2) =’ (p4) |

where w* is the spinor corresponding to a negative-energy electron with spin up
and @° a negative-energy electron with spin down.

The final wave function ¥ ¢ in the case of the pair creation process is a positive-
energy solution carrying the quantum numbers p_, s_, ¢ = +1 and describes the elec-
tron.

To resume our previous considerations, from hole theory (see ROM, Chap. 12) we
know that the absence of a negative-energy electron with four-momentum —p_, and
spin —sy is interpreted in terms of a positron with four-momentum +p_, and po-
larization +s. Within the framework of the propagator formalism the probability
amplitude for the creation of a positron at x propagating forward in space—time and
emerging out of the interaction region into the final free state (p_, s4) at x’ is calcu-
lated by the probability amplitude for the propagation of a negative-energy electron
(four-momentum — p, spin —s4) backward in time entering into the interaction re-
gion. Then, being scattered by the force field, it emerges out of the interaction volume
as a positive-energy state propagating forward in time. The diagrams for the pair cre-
ation are illustrated in Fig. 2.8. We emphasize that the second-order amplitude con-
sists of two diagrams corresponding to the second scattering of the positron. These
two second-order diagrams are said to differ in the time ordering of the two scattering
processes.

Fig.2.7. Two graphs for third-
order electron scattering. The
lower graph involves an in-
termediate electron—positron
pair

t (@)
—
T

t (b)
.
T

t ©)
= el
T

Fig.2.8. First- and second-order
Feynman diagrams for electron—
positron pair creation
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Yy i
=

Fig. 2.9. The graph for pair
annihilation

Since the Feynman propagator according to (2.24) consists of two parts there is no
need to deal explicitly with time orderings when calculating any process. The formula
for the S matrix automatically contains them all.

Now let us consider pair annihilation. This process in lowest order is represented
by the graph of Fig. 2.9. In this case we insert for ¥;(y) a solution of (2.38) that
reduces to 1//i(+E)(y) at t — —oo. This positive-energy solution represents an electron
that propagates forward in time into the interaction volume, to be scattered backward
in time and emerges into a negative energy state. According to (2.42) the nth-order am-
plitude that the electron scatters into a given final state lﬂ](fE), labelled by the physical
quantum numbers p, s, &y = —1 (the corresponding formal quantum numbers en-
tering the wave function, however, are —p_,, —s; cf. the discussion following (2.45)),
is given by

S§) =ie" / d*yy ... / a5 ) AW SEGn = Y1) AGDYTTE 1)

(2.46)

In the language of hole theory this is the nth-order amplitude that a positive-
energy electron is scattered into an electron state of negative energy, negative three—
momentum —p,, and spin —s. This state must of course have been empty at
t — —oo. That is, there must have been a hole or positron present with four—
momentum p4 and spin or polarization s .

Finally let us turn to positron scattering, which (in lowest order) is represented
by either of the two equivalent graphs of Fig. 2.10. The incident wave is an elec-
tron of negative frequency (negative energy) labelled by the quantum numbers
—p.,—S4,er = —1. The final state (outgoing wave) is represented as a negative-
energy electron too. Notice that the incoming electron of negative energy character-
izes the outgoing positron of positive energy, and similarly the incoming positron is
represented as an outgoing negative-energy electron. In Sect. 3.4 we will elaborate
this explicitly.

t t
“ 1/’i(_E) A 11_)osil.|'on
(—E) positron
£ bi
(a) (b)
i z
. . L. . . positron .
Fig. 2.10. Positron scattering in lowest order. The emerging positron (Y ¥ , in (b)) corre-

sponds to an incoming negative-energy electron (wl.(fE) in (a)). Similarly, the incident positron
(I/fl-p OsItron 4y (b)) is represented in terms of an outcoming negative-energy electron (W}fE)
in (a)). In other words, (a) describes the scattering process in accordance with our calculational

techniques, whereas (b) illustrates the real physical picture of positron scattering
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EXERCISE |
2.2 Feynman Propagator for a Fermi Gas

Problem. Suppose in our formalism we replace the vacuum by a noninteracting
Fermi gas of electrons with Fermi momentum kg. How is the Stiickelberg—Feynman
propagator modified? Evaluate Sg in the low-density limit.

Solution. In a degenerate Fermi gas the levels in the positive-energy electron con-
tinuum are occupied up to the Fermi momentum kg. These occupied states have to be
treated like the negative-energy states of the Dirac sea. That is, the Feynman propaga-
tor is modified according to

iSC0" =) =0 —1) > YOk — k)
k

r=1,2

—0—=) | D v v x)

k r=3,4
+ Y YO ke — k) | ¢))
r=1,2
where
Yi(x) = (mo/Ex)'* @) 732 " (k) exp (—ie k- x) )

with ko = Ey = /k* + m% are the normalized Dirac plane waves. For the special case
kr = 0 this expression reduces to the ordinary Feynman propagator. We recall the
following representations of the ® function:

+00d ,
. Py .
o ~n=i [ Foexp[-ipy(r'~1)] pant (3a)
—00
+00d ,
. Py .
o —1)==i [ Foexp[-ipp(r'~1)] part (3b)
—0oQ

where the second expression is obtained from the first by complex conjugation. Fur-
thermore we need the relations

> oward ="
mo

r=1,2

Z o' (kYo" (k) = kz_mo =—A_(k) . @)
mo

r=3,4

Exercise 2.2
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Exercise 2.2 With the aid of (4), (1) yields

: / / d3k A : /
ISt —x)=01 —z)/ W?mr(k)exp[—lk-(x —x)] @k — kp)

, &k mo -
+(~)(t—t)f o )3E —A_ (k)exp[1k (x' —x)]

3
—@(t—t)/ (dk m0A+(k)exp[ ik (x' = x)]© ks — k)

21)3 Ey
=h+hLb+15.

Substituting the representation (3a) of the @ function we find that

LK 0 4y exp (=i [Ee -1 — k- (' — 0]}
/(z)gE cEyexp {—i[Ee(' —1) —k- (&' —x)

1
/—exp —i[ko (' —t)]}k, O(k kp)

d3kdk, 1
=i (277)40 —exp{—i[(Ex +kp)(t' =) —k - (x' —x)]}
Exyo —k -
« kY0 : .y+mo@(k_kp)'
k0+15

Similarly, using (3b), we get

dkdk) 1 , . ,
12=—1/ (271)40 35 ° xp {i[(Ex — k)t —1) — k- (x' —x)]}

" —Exyo+k-y+mo
ki — ie ’

dkdk)) 1 . o /
=i (2n)4°—exp{—1[(Ek+k0)(t —0)—k-(x'—x)]}

EkVO_k Yy +mo
k0—15

O kg — k) .

In order to evaluate these integrals, we introduce the following substitutions:

k0=k6+Ek in [jand I3 ,
k0=k6—Ek and k— -k in I,.

In addition, in the integral I, we make use of the identity
=0k —kp) + O (kg — k)
so that (6) becomes

d*k s Eryo—k-y +mg
(2r)4 2E;

I =i
ko — Er +1¢

exp [—ik - (x" —x)] —— Ok —kp) ,

&)

(6a)

(6b)

(6¢)

(7a)
(7b)

®)
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) d*k 1 ) , —Exyo—k-y+mg Exercise 2.2
I =-—i ——exp[—lk-(x —x)] -
(2m)4 2E; ko + Ey —ie
X [k —kp) + O (kg — k)] ,
d*k 1 Exyvo—k-y+mog
=i _ ik (x' = O kg —k) . 9
=1 Gz, el O 0l = T Otk =k ©)

In the next step we add [ to that part of I which contains & (k — kg). The combined
denominator of the two integrands is

(ko — Ex +ie) (ko + Ex —ie) = ki — E} + 2ieEy + &
=k — E} +ie' =k*> —m3 +i¢’ , (10)
since ¢ is an infinitesimal quantity and Ey > 0. This results in
Exvo—k-y+mo  —Exyo—k-y+mo
ko — Er +ie ko + Ey —ie
_ (Exyo—k-y +mo)ko+ Ex) — (—Exyo — k- y +mo) (ko — Ex)
k2 —m} +ie’
_ 2Ex(koyo —k -y + mo)
k2 —m} +ie’
_ 2Ex(k -y +mo)
k2 —m3 +ie’

11
Similarly the second part of I, is added to /3. The combined denominator in this case
is
(ko + Ex — ie) (ko — Ex — ig) = k3 — E} — 2iekg
=k* —md —ic'ko . (12)
Proceeding as in (11), we find that

Exvo—k-y+mo —Exyo—k-y+mo
ko — Ei —ie ko + Er —ie
_ (Exyo —k -y +mo)(ko + E) — (—Exyo —k - y +mo) (ko — Ey)
k2 —mf —ie'ko

_ 2Ei(k -y + mgp) (13)
k2 —m} —ie'ky

We insert these expressions into (5) and obtain

d*k v -k+mo

SG / _ —
F (X x) (27.[)4 k2 — m% +ie

exp[—ik - (&' —x)] Ok — k)

d*k  y-k+mo
Q2m)* k2 — mf — ieko

exp[—ik- (x"—x)]Ohr —k) . (14

Instead of adding an infinitesimal ie to the denominator of the propagators (14),
one may alternatively perform the integrations along the contours in the complex kg
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Fig. 2.11. The integration ‘Im ko
contours which define the
Feynman propagator (Cp)
and the advanced propaga- ’ C
tor (Ca) -/ k“+ m% F
% 3% = Re kg
2 2
+ 4/ k" +mj
Ca

plane as shown in Fig. 2.11:

d*k exp[—ik- (x' —x)]
Git 9k —
SE (x" —x) —/ o) [ap— O (k — k)

Cr

d*k exp[—ik- (x" —x)]
o iy

O (kg — k) , 5)

Ca

where we have introduced the symbolic notation

y-k+m0_ y -k +mg . 1 (16)
k2—md  (y-k+mo)y-k—mo) y-k—mo
For ¢’ > t the second integral in (15),
d*k exp{—ilko(t' —t) —k-(x' —x
p{—ifko(t —1) —k-( )]}@(kF_k) an

2m)* k-y—mo
Ca

is evaluated along the contour Cp closed in the lower half plane so that it vanishes.
This procedure yields the advanced propagator that transforms all solutions below the
Fermi surface (k < kg) backward in time. The integration contour Cr in Fig. 2.11 is
the ordinary contour in the vacuum, since the old vacuum remains unchanged above
the Fermi momentum kg. The corresponding “causal” propagator transforms particles
(positive-energy solutions) to propagate forward in time. In Fig. 2.12 we have illus-
trated these properties:

Fig. 2.12. The integration ‘Im kO
contour Cyp crosses the real
ko axis at the border between
occupied and empty states

—my mo -
Attt At Re ky
———————— —»--"Ep

Crr

Solutions with a momentum k < kr, i.e. with an energy below the corresponding
Fermi energy Ef =,/ k% + m(z), propagate backward in time and are pictured as holes
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(hatched region). Particles, on the other hand, have energies larger than Er and prop-
agate forward in time.

We summarize the steps that led to this result. For particles of a Fermi gas the
integration contour cuts the real kg axis just above the Fermi energy Er. In the ordinary
vacuum only the negative energy states are occupied. In this case one chooses kg = 0,
that is, Er < |E| for all k, and the point where the contour cuts the real ko axis lies
somewhere in the interval [— Ey, E], the precise position being irrelevant. In the case
of the Fermi gas (kp > 0) we have to distinguish between two alternatives. For k > kp
the integration contour passes the same interval because Er < |E|. In both cases
the contour agrees with Cg. On the other hand, at low momenta k < kg, implying
Er > |Ek|,i.e. Er > E} > —E}, the integration has to be performed along the dashed
contour, which is equivalent to Ca! This prescription is symbolically expressed as

d*k exp[—ik- (x" —x)]

SG /_ —
FOOm0= | ot ko —m
Crr

(18)

where the contour Cir crosses the real axis at ko = EF.

The extension of this prescription to the case of the Feynman propagator in the
presence of an external field A, (x) is straightforward. For example, consider an atom
with bound states (located within the interval —mg < E < mg). In this case the inte-
gration contour in the complex kg plane has to be chosen such that it passes below the
occupied and above the empty states.

For practical purposes it is convenient to split the propagator into a free and
a density-dependent part. In momentum space the result takes the simple form

S (k) = S(k) + (v - k 4+ mo)8 (ko — Ex)O (kg — k) . (19)

This can be easily derived from (14) by using the identity

1 1
— = — 4+ 27ié(z) . (20)
7 —1€ Z+1€

In the low-density limit the Fermi momentum kp is directly related to the density
of the electron gas. That is, with the normalization condition for a box of volume V
the particle number is given by

2 a3k Vo,
N:ZZ@(kF—k) —>2v/ W@(kp—k):?m—zkp , 1)
r=1 k

where the factor 2 accounts for the spin degeneracy. Thus in the low-density limit,
o0=N/V = kf; /373 — 0, the Fermi momentum kg approaches 0, so that the propa-
gator Sg reduces to Sg.

Supplement. Finite Temperatures. The result (14) can be generalized to the case of
a free-electron gas at finite temperature 7. From statistical mechanics it is well known
that a quantum-mechanical state with an energy E cannot definitely be said to be oc-
cupied or empty. Instead an occupation probability function f(E) is introduced. The
explicit form of this function depends on the type of particle considered; for particles
with half-integer spin, Fermi—Dirac statistics requires f (E) to be of the form

1

E)= f(E, T, p) = ,
FE) =7t 2 exp[(E—,u)/kBT—i—l]

(22)

Exercise 2.2
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Exercise 2.2
Fig. 2.13. The occupation

probability for a hot electron
gas. The hatched regions
mark the occupied electron
and positron states

where kg is the Boltzmann constant kg = 8.62 x 10711 MeV /K. The Fermi function
contains two free parameters, the temperature 7 and the chemical potential . The

latter is a generalization of the Fermi energy Efr =,/ kl% + m%, as becomes obvious in
the limit 7 — 0, when the Fermi function approaches the ® function,

JET,n)—O(u—-E). (23)
That is, below the chemical potential p all states are occupied, whereas above p all
states are empty.

To generalize (1) to the case of finite temperature, we therefore replace the & func-
tions @ (k — kp) = O(Ey — Ef) and O (kp — k) = @ (Er — E}) by the occupation
function (23). However, we must be careful to distinguish four different contributions:
free-electron states (r = 1, 2) and occupied positron states (r = 3, 4) propagating for-
ward in time, as well as occupied electron states and free-positron states, propagating
backward in time. In contrast to (1), where all positron states were assumed empty,
the electron gas also contains positrons owing to thermal excitation, as expressed by
the Fermi function (22). This is depicted in Fig. 2.13. However, the temperature at

which these contributions become important, i.e. where kg T 2 2mqc?, is quite large,
T~10"10K.

[}f (ko)

positrons : :

] |

1[)7‘/7/‘1/‘77[{"“""—__‘_1_""'""' ——————————

d I

i - clectrons

i (/1

— moc? 0 +moc? p energy

According to these considerations the temperature-dependent Feynman propagator
must be of the following form:

iSPG == | 30 Y (A= fEDVETE)

k r=12

+ YD A= fFED YT |0 —1)

k r=34

— D> FEQv ()

k r=3,4

+ D) FEDVE ) [ O —1) . (24)

k r=12
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With the aid of the integral representation of the ® function (3) and by employing (2)
and (4), (24) yields

dkj

&3k +m . ,
x {f (1= (B ))@k exp[—1k~(x — )]

(ZCPTI; (I - f(=E) —%Ooexp[ﬁk. ' _x)]}
(i]:f) K i —exp [—iko(t" —1)]
{ (§;§3f(_ k)—kz%ooexp[—ik =)
+ %f(a)%f% exp[—ik - (x' — x)]} ' 25)

To evaluate the four integrals we proceed as before by shifting the frequency variables
and inverting the momentum variables, i.e. by carrying out the substitution (7a) in the
first and last integrals and the substitution (7b) in the second and third integral. This
gives

d*k
SE(x’—x)=/ P SE (k) exp[—ik - (x' = x0)] , (26)
where
Exyo—k-y+mo
S¥ (k 1- f(E
¢ k) = [( S (Ex)) ko — Er +ie
—Exyo—k-y+mo
— (11— f(—E
(1= f(=Ex) ko1 Er i
—Exyo—k-y+mo Exyo—k-y+mo
— f(—E E 27
ey o P L0 ey s e @7
We combine the four terms into two using the identity
1 1
— = + 2mis(x) (28)
X — 1€ x+18
and obtain
+ myo
s¢dy =m0 L g mgan [f (E)8 (ko — Ex)

k2 — m(z) +icky 2Ex

—f(=E)8(ko + Ep)] (29)

Exercise 2.2
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Finally, employing the relations

1
O (ko)s (k> —m}) = S8k — Ex)

Ey
1
O (—ko)s(k* —m@) = 2—Ek5(ko + Ex) (30)
we find that
¥+ mg . 2 2
SS (k =— +27i(f +mg)S(k° —m
g (k) R (¥ +mo)8( )

x [f(E0O (ko) — f(~E)O(—ko)] €19}

This expression may be transformed to a more symmetric form by separating off the
free Feynman propagator according to the following identity:

f+mo . kt+mo
k2—m(2)+isk0 kz—m%—i-ie

+ 27i(f + mo)8 (k> — m3)O(—ko) . (32)

Hence, we have the final result
SE (k) = Sp(k) + 2mi(k 4+ mo)8 (k> — m3)

O (ko) O (—ko) } .

(33)
exp[(Ex —w)/ksT +1]  exp[(Ex +pn)/ksT]+1

In the low-temperature limit 7 — 0 and u = Eg > 0, (33) reduces to the previous
expression (14) for the electron gas. This is easily proved by inserting (32) into (14).

EXERCISE |
2.3 Nonrelativistic Limit of the Feynman Propagator

Problem. Show that Sg(x’,x) reduces to the free retarded propagator for the
Schrodinger equation in the nonrelativistic limit.

Solution. To solve the problem it is advantageous to change to momentum space. The
representation of the propagators in configuration space is then obtained by Fourier
transformation. However, to determine the propagators uniquely we need to give a pre-
scription how the singularities have to be treated.

The Feynman propagator is

Sp(x' —x) = /

d4
Gyt P[P = 0] Se(p) (1)
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and the nonrelativistic retarded propagator is
dp
Gl — =/—e ip-(x' —x
G —x) Gy P [ip- (x' —x)]

T dw o n

X —exp[—iw(’ —1)]G{ (p.w) . (2)
_oo 2T

From the previous discussion of the Feynman propagator we have learnt that the ap-

propriate boundary conditions correspond to shifting the poles by adding an infinites-

imal imaginary constant, such that

Se(p) = L0 3

p°— m% +ie
This form implies positive-energy solutions propagating forward in time and negative-
energy solutions backward in time. In order to find the nonrelativistic limit of Sg we
consider (3) in the approximation | p|/mo < 1 and investigate the vicinity of the poles.
We write

p+mo _ PoYo—p -y +mo 4
2_p2_mi+is )
Po= P (po—,/p2+m3)<po+,/p2+m5)+i€
and obtain, using the approximation v/ p? + mo = mg + p*/2mo + 0(p4/mg),
00— P Y +mo
Sk(p) ~ Alile &4 5)

(po—mo— &) (po-+mo+ L) +ie
2my 2mg

Now we study the behaviour of the propagator in the vicinity of its positive-frequency
pole. Introducing w = pg — mg we can reduce (5) to

(w+moyo—p-y+mg
p’ p’ .
a)——) <a)+2m0+m)+1£

2mg

(6)

Sp(p) ~ (

For the positive-frequency pole, w lies in the vicinity of p?/2m(. Therefore we have
w > 0and (w+2mgy + p2 /2mg) &~ 2mq > 0. Thus, within the approximation of small
momenta, (5) can be transformed into

I mo(yo+1)—p-y

S N —
Fp) 2mq (w _ P_2> 4
2mg 2mg
1 Py
s+ —5.-
=2 @)
(a) - 21:_10> +ig’

where also ¢ is a small imaginary constant. The first term

1 0

1
- 1) =
2(J/0+ )

Exercise 2.3
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Exercise 2.3

selects the two upper components of a given bispinor. Since we have restricted our
consideration to positive energy solutions by choosing the positive-energy pole, the
two large spinor components are extracted. The second matrix

pa
_py (0 o ®
2myg yaLs 0

2mg

mixes the upper and lower components of the bispinor ¥ = (i) Since |x| < |¢| the
contribution of this term is quadratic in p/mg, however, and can therefore be neglected
within our small-momentum approximation. Thus the numerator of (7) reduces to
unity (or, more precisely, to the unit matrix in spin space). We therefore have the
result

Se(p) — =G (p. o) . )

w — p?/2mg +ie
Fourier transforming (8) back to coordinate space then yields the retarded propagator

of the Schrodinger theory.

Remark. In the vicinity of the pole py = —,/ p% + m(z) the procedure outlined above,
but with the substitution w = —pg — mg, would yield the same result (8). How-
ever, when Fourier transforming back to configuration space the energy-dependent
exponent exp (ipo(t/ - t)) = exp (im(t/ - t)) exp (—}—ia)(t/ - t)) produces a time de-
pendence © (¢ — ’). Thus, for antiparticles the Feynman propagator reduces to the
advanced Green’s function in the nonrelativistic limit.

EXERCISE ]
2.4 Time-Evolution of Dirac Wave Functions

Problem. Prove the following identities:
O -y TG =i f xS’ — )y T (x) | (1)
O — W PR = —i / ExSp’ — v B ) | @)

and deduce similar relations for the adjoint solutions v *£) and ¢ (=5,

Solution. A wave packet of positive energy may be expressed in terms of a superpo-
sition of normalized plane waves:

&Ep o , .
V0= | GonyE, Eb(p,nw (p)exp (—ierp-x) 3)
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where E, = ,/p? + m% and g1 = &3 = +1. Similarly, for negative-energy wave pack-
ets we write e3 = &4 = —1.

w‘—‘”m— (271)3/2 /’”OZd*(p,r)w (p)exp(—ie;p-x) . @

In order to make use of the orthogonality condition for spinors
r r’ E 14
o' (ep)o” (e p) = —=68pp )
mo
we employ the plane-wave representation of the Feynman propagator

2
Sp(x' —x) = -0 — 1) f CpY v, 0 @)
r=1
4 -
+iO( 1) / Ep Y YL @) | ©)
r=3
where the ¥/, (x) are given by

, mo 1 - .
WP:‘/E_WQ) (p)exp(—ig;p-x) . (7
P

Inserting (3), (6) and (7) into the right-hand side of (1) we then obtain

i / & S’ — x)poy E

d3
:@(ﬂ—z)/d3x P20
(2n)° Ep

2

d3 /
X Zw’(p)d)’(p)yoexp [—ig,p- (x' —x)] ﬁ /%
P

r=1

2
X Zb(p’,r/)wr,(p')exp (—igy p' - x)
r'=1

d3
— O -1 / & / 5 ’;’;O Y o ()@ (P)yoexp[—ie p- (' —x)]

&Ep' [y o v .
eV E, Zb(l?/,”/)w (") exp (—ierp’ - x)
P

:@(r’—t)/d3pd3p/@ my
Qn)3 2 E,\ Ey

Exercise 2.4
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Exercise 2.4 x Y o (P () (p)b(p'. ) exp (—ierp - x')

r=1,2
r'=1,2

d3x ) , [ Epddp my [mo

x > o (P (p)e” (pHb(p', ") exp (—ie,p - x')

r=3,4
=12
d3
P5E exp[i(ep —erp)) - x] . ®)

Performing the x integration in the @ (¢’ — t) term yields
exp [i(E, — Ep)t] Sp-p). 9

where we have used ¢, = ¢,» =1, since r,7’ =1, 2. The @ (¢t — t') term in the last line
of (8) on the other hand produces a factor

exp[—i(Ep + Ep)t]8(p+p)) , (10)

since in this case & = —1 (r =3,4) and ¢ = +1 (+' = 1, 2). Integrating over d3p
and relabelling p’ as p we find that

i / & Se (e’ — 0y0y ) (x)

32
_@“_”/@n)*ﬂ( >

x o (o (e (Pb(p,r)exp (—ie,p - x')

r=1,2
r'=1,2

3/2 )
-0 - f)/(Zn)yz( ) Y & (=p) T (=p)o” (+p)b(p. )

r=3,4
r'=1,2

x exp (—ie, p - x") exp (—i2E pt) (11)

where p = (po, —p). Now we make use of the orthogonality relation (5), which reads,
forr,r' =1,2,

KN ' K ! E
o (p)o” (p) = (e, p)" (g, p) = m—’;s (12)
and, forr =3,4andr' =1, 2,

o f(=p)o (p) = (e, p)o” (6, p) =0, (13)
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i.e. the second term in (11) vanishes. The remaining first term gives Exercise 2.4

i/d3x Se(x’ — )y B (x)

=0( —t)/ rSE /mozb(p,r)w (p) exp (—ie p - x')

=0¢ -yt , (14)

completing the proof of (1). The relation (2) is verified in an analogous manner. In this
case, since 1//(_5) consists of spinors with r = 3, 4 only, the second part of Sg(x" — x)
contributes while the first term vanishes, thus yielding —©® (¢ — t’)w(_E) (x).

Very similar relations can also be deduced for the propagation of the adjoint spinors
VB (x), ¥ B (x). Since the ordering of operators is inverted when performing
Hermitian conjugation, the propagator Sg should now stand to the right of . There-
fore we study the following integral

i / Ex T (x) yoSp(x — x')

. 3 P mo
_‘/ x| P e E, / Qn)?

2
< Y b*(p'. )@ (p)exp (ip'x) yo

r=1

2
X {—i@(t 1)) " (p)d (p)exp[—ip - (x — x)]

r=1

4
+iO@ — 1) o (p)a" (p)exp[+ip - (x —x/)]} . (15)

r=3

Now the calculation that led from (8) to (14) can be repeated, i.e. the x integration
can be performed and the orthogonality relations for the unit spinors used. Then (15)
reduces to the simple expression

o(r-r)/ e /mOZb*(p,r)w (P)exp(ip - x) . (16)

This is the expansion of the adjoint spinor v ) (x’). Thus the ansatz (15) has indeed
led to a propagation equation for the adjoint wave function, namely

O — YT =i f Fx g T )y Se(x —x') (17)
In a similar manner one derives the relation

O -y TG =i / Ex T )y Sr(x —x') . (18)
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Exercise 2.4 A comparison of (17, 18) with (1, 2) reveals that the order of the time arguments
t and ¢/ is interchanged. This is not surprising, since v (x) describes an incoming
wave and ¥ (x) an outgoing wave.
EXERCISE |
2.5 The Explicit Form of Sy(x) in Coordinate Space
Problem. Derive a closed expression for the Feynman propagator in configuration
space. How does it behave on the light cone, x> — 0, and at large spacelike or timelike
separations x% — £00?
Solution. Our starting point is the integral representation of the Feynman propagator
of the Dirac equation. The integral can be simplified by factorizing out the Dirac
differential operator:
d4 p e—i px
SE)= | ————@+m
0= | G ™
Cg
_ [ dp iduytam
) Qo) p2—m?+ie
d4 p e—i px
=@y -0+ :
iy m)/(27t)4p2—m2+18
=@y -9+ m)Ar(x) . (1)
Fig. 2.14. Th i i
19 c mtegratlon A Im p()
contour Cg

Cr

— ﬁ,
? Re po
; +E,
E

Figure 2.14 illustrates the integration contour Cg. Alternatively, the integration may
be performed by shifting the poles by an infinitesimal constant ie. The integral

d4p e—ip~x d4p e—ip-x

Q2m)* p2 —m? +ie =C Qm)* p2 —m? "’
F

Ap(x) = (@3]

which we introduced for the sake of mathematical simplification, also has a physical
meaning. It is the Feynman propagator of the Klein—Gordon field!
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} Im po
% % = Re po
-E, +E,

The pg integration in Ap(x) can be evaluated by using the residue theorem, which
determines the values of integrals along closed contours in the complex plane. Since
the integrand carries a factor exp(—ipoxo +1ip - x), it is obvious that for xo > O the in-
tegrand vanishes asymptotically for large | po| in the lower half plane. Thus, for xo > 0
an “infinite” semicircle in the lower half plane can be appended to the contour Cr with-
out affecting the value of the integral. Since the integrand is regular everywhere except
for the two poles, the path of integration can be contracted to a contour C which en-
circles the point pg = +E),, as shown in the Fig. 2.15. Conversely, for xo < 0 the
contour Cr needs to be closed in the upper half plane and we may integrate along the
contour —C ™ (the direction of integration is essential). Thus, we obtain

AR(x) = O(x0) At (x) — O(—x0)A™ (x) , 3)
where
d4p efip-x
+ _
A (x)_f e 4
Ci

We proceed by rewriting the denominator as

1 1 1 1
kT - ©)
pr—m= 2Ey \po—Ep, po+Ep

where E, = +,/p? 4+ m? to isolate the two poles and obtain

3
Ai(x):/ dp exp(ip - x)

(2 )3
ygdpo oo (i )( 1 1 )
4 EP0 —ipox, _
p PoXxo po—E, potE,
=Fi /(271)3 2, exp[—i(xEpxo—p-x)] . (6)

Notice that the contours C+ are directed in a negative mathematical sense.
Using this result both contributions to Ar(x) in (3) can be combined into a single
expression

d3

Ar)=- | 5o aE,

——exp (—iEp|xo| +ip - x) . @)

Fig. 2.15. Definition of the in-

tegration contours C~

ct

and
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Exercise 2.5 In order to evaluate this three-dimensional integral we introduce spherical polar coor-
dinates. The angular integrations can be carried out immediately

+1 21

o0
: 2
Ap(x) =— 3 /dpfdcos@/dq&%exp(—iEp|x0|+iprcos9)
p

0 —1 0

T €X 1E,|x exp (pr X 1pr
(2 )3 J p 2 ipr p plX0 pap p p

oo

:——]2 dp—p exp (—iEp|xol) (exp (ipr) —exp (—ipr)) , (8)
8mwer E,
0

where we have written | p| = p and |x| = r. Substituting p — — p in the second term
the two contributions in (8) can be combined into a single expression. Furthermore,
the factor p under the integral can be replaced by a differentiation with respect to the
parameter r

oo

1 p . .
Afr(x) :_8712}’ / dpE—p exp (—1Ep|x0|)exp (ipr)

—00

. OO .
i 9y exp[—i(Ep|xol — pr)]

= - 9
87 2r dr P E, ©)
—00
This integral can be brought into a more convenient form using the substitution
E,=mcoshn , p=msinhn , (10)

which obviously satisfies the relativistic energy momentum relation E[27 —p?=m2.

Now (9) takes the form

i [ dp exp [—im(coshy|xo| — sinhyr)]
ARG = —— = / 232
8m4r or dn mcoshn
—0o0
o0
—;i/d exp [—im(|xo| coshn — r sinhn)] (11)
T 872r or mexp 0 " i
—0o0

The further evaluation of this integral depends on the relative size of the time and
space arguments, |xo| and . We will separately discuss the three possible cases.

Case 1: Timelike separation x2 >0, i.e. |xo| > r. We substitute

lxol = /x5 — r2cosh ,
r=,/x} —rZsinh6 , (12)
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and use one of the addition theorems for the hyperbolic functions

|xo| coshn — rsinhn = xg — r2(cosh@ coshn — sinh 8 sinh 1)

= \/x3 —r2cosh(n —6) . (13)

Thus we have

i 9 [ .
Ap(x) = S o / dnexp (—1m,/xg —r2cosh(n — 9))

—00
__ L9 d imy/x% — r2 cosh (14)
= €X —1m,/ X5 — r< COS .
8m2r dr J_oo Texp 0 g

This integral can be solved in terms of Bessel functions” of zeroth order:

o0 o0
o0
/ dnexp (—izcoshn) = 2/ dncos(zcoshn) — 2i/ dn sin(z cosh )
= —inJo(z) — No(2) = —in H® (2) (15)

Jo and Ny are the Bessel functions of first kind (often simply called the Bessel func-
tion) and of second kind (also known as the Neumann function). Both can be combined
to yield the complex Hankel function Héz) (z) (Bessel function of third kind). The
functions Jo(z) and No(z) are sketched in the Fig. 2.16. At z — 0 Jp(z) approaches 1
while Ny(z) has a logarithmic singularity. Using the identity

d
oH @ =-H"@ (16)

we obtain the scalar Feynman propagator for |xg| > r

1 d<mvx5_r2) @) 2
Ap() = o ———= |:—H1 (m,/xo —r2>]

M e (m,/xg_r2> . (a7
87{,/)63 —r2

Case 2: Spacelike separation x> < 0, i.e. |xo| < r. Here we substitute
lxol = {/r? — x2 sinh6 |
r=./rt—x}cosho , (18)

and use the addition theorem

sinh @ coshn — cosh 8 sinhn = —sinh(n —6) . (19)

2 See e.g. M. Abramowitz, LA. Stegun: Handbook of Mathematical Functions (Dover, New York,
1965), Chap. 9.

Exercise 2.5

14

Fig. 2.16. Bessel function Jy
and Neumann function Ny of
zeroth order
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Exercise 2.5

Ko(x)

o T
Fig.2.17. Modified Bessel func-
tion of zeroth order Kq(x)

This leads to
i 8 o . 2 2 .
Ar(x) = 322 or » dnexp | im,/r* — xgsinhn
i 0 o 5 2.
=372 a—rZ dncos | m,/r* —xgsinhn | . (20)

0

The sin term does not contribute, being an odd function in 1. Here we encounter
the integral representation of the modified Bessel function Ko(z) (also known as the
MacDonald function) which is related to the Hankel function of imaginary argument

o0
2/ dncos(zsinhn) =2Ko(z)
0
= —in H" (~iz) . @1

The MacDonald function has a logarithmic singularity at z — 0 and falls off like
V7 /2zexp (—z) at z — oo, see Fig. 2.17. Using (21) we obtain for r > |xg|

D e (i)

= g® (-im,/ r2 — x§> . (22)
8m,/r? — xg

Obviously this is the analytical continuation of the result of case 1, (17).

1
Ap(x) = Sy

Case 3: Lightlike separation x> = 0, i.e. |xo| = r. This case has to be treated with
special care since here the integral (8) is divergent. For large values of p the integrand
approaches

lim P exp (—iEpr) (exp (ipr) —exp (ipr) )

po>o k),

= lim (1 —exp(=2ipr)) . (23)
pP—>00
Since the first term approaches a constant (instead of oscillating, which would be the
case for |xg| # r) the integral will diverge. A certain singular behaviour of Sp(x) is
already apparent when the results (17) or (22) are continued to the argument |xo| — 7.
In addition, however, also a singular distribution might contribute which has its sup-
port solely on the light cone |xg| = r and thus does not emerge when one studies the
limit just mentioned.
It is easy to see that this indeed is the case. Let us study the divergent part of the
integral (8) explicitly. For this it is justified to replace E, — p. Then we find

AR(X) |xg—r = —

P /O dp{exp[~ip(lxol — )] —exp [~ip(lxol + )] }

1 /1 1
~ - <§ 218 (|xo| — 1) — 52m3(|xo| +r)) : (24)
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This calculation has taken into account only the delta-function contribution. Both
terms in (24) can be combined to yield

~ 1 2 2
AF)lxgr > =780 —77) (25)

We have to add this singular contribution to our earlier result. The final result for the
Feynman propagator Ar for the Klein—-Gordon field then reads (using x> = xg —r?)

D (2
Ap(x) = —ﬁé(xz) 4 MOy (V)

8 /x2
imO(—x2) o/ .
o <—1m\/—x2) . (26)

As an important special case of Apg(x), let us consider the limit m — 0. Since
Hl(z) (z) ~2i/mz for z — 0 (Abramowitz, Stegun, p. 360, No. 9.1.9) it follows that

Dg(x) = nlliino Ag(x)

8(x2) N 1 <@(x2)21m @(—x2)2imi)
872mx? 87 2imx?
= —is(xz) PRI
47 472 x2
i1
T 4n2xl—ie @7

Up to a constant factor this agrees with the photon propagator, which will be discussed
in Sect. 3.2.

Let us return to the Feynman propagator of the Dirac equation Sg(x) which is
related to Ag(x) by (1)

Sk(x) =@y - 9 + m)Ap(x) =mAp(x) +iy - 0Ap(x) , (28)

where the first term tacitly contains the unit matrix in spinor space. Often it is sufficient
to work with this representation of the propagator. For completeness, however, we will
derive the explicit form of Sr(x) which calls for an evaluation of the derivative of
Afg(x) given in (26). We proceed by employing the following identities:

0,0 (x?) =2x,8(x?) = —8,0(—x?) , (29)
BM(XZ)I/Z =xﬂ(x2)71/2 ,

8M(X2)_1/2 — _xM(XZ)—3/2 , (30)

and also (Abramowitz, Stegun, p. 361, No. 9.1.27)

;H(z)( )= (H(z)(z) H? () . 31)

Exercise 2.5
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Exercise 2.5 The last term in (28) has the form
. 1 by M, Ox?) o /5
1)/8AF(X)=—14—'}/88(X )+§1]/a|:ﬁH1 (m xz)
i0(—x?) o) .
+ 2y ( im —x2) . 32)
N —x2

We evaluate the derivative of the term in square brackets by using (29)—(31) and obtain

m 5(x2) O(x?)
_Mx"{z( H (m/2) = G i (mV)

8 2)if2 (x
S o) o)
At (=) + g (=)
+m3§;3[Hm(lm¢——) H®(4m¢:2ﬂ}. (33)

The two factors that are multiplied by §(x2) can be combined. Then we have

HP (my/1x71) B (=imy/1x7])
lim —i
x2|—0 VIx?| VIx2|

2 i 2i

= lim = 2 - 2
RO T (Vi) i) (VI21)
= lim [——|,
w2|—0 Lm |x2|
where we have used the asymptotic expansion of the Hankel functions for small argu-
ments
. v
HO @)~ - 2
L, (2) nF(U) . , v>0. (35)

Thus the explicit expression for the Feynman propagator in coordinate space reads

8(x?)
2 (¥) = mBap Ap(x) — yaﬂaua(xz) 2)/0’,‘,3 P

m 2)
+gyoﬁjsxﬂ{@(x2)[ (2)3/211 (mf)

g (17 (/) =i (n'2)) |

2x2

1
oY S = (V2N 2
+160(—x )|:(—x2)(3/2) H, ( imy —x )

— 1% (H(z) ( 1m\/7> H(z) (—1m\/—7x2>) i|} , 36)



2. The Propagators for Electrons and Positrons

75

where Ap(x) is given by (26). We emphasize that propagators like Ap(x) and Sg(x),
looked upon mathematically are distributions, that is, they only make sense in integrals
when multiplied with suitable “well-behaved” test functions.

Asymptotic Behaviour.

1) x2 small: Ap(x) and — even more so — Sg(x) exhibit several kinds of singularities
on the light cone x> — 0. A study of the asymptotic behaviour of the scalar Feynman
propagator, (26), leads to

Ap) ~ — sty 4+ L im? | (V2 | m? O (x2) 37)
X))~ ——368(x ——=——In —Ox) .
F 4 4n2x2  8n? 2 167

The leading singularity is contained in the first two terms, namely

i 1
AR X s+ O(m?) . (38)

Note that this result agrees with the massless propagator Ar(x) given in (27). This
coincidence is quite reasonable since the singularity at x> — 0 in momentum space
is related to the divergence of integrals at p — oo. In this region the mass can be
neglected. The singular nature of the propagators is the cause of great concern when
integrals involving the product of several propagators have to be evaluated. In gen-
eral the “collision” of singularities will render the integral divergent. The elaborate
formalism of renormalization theory is required to extract meaningful results from
these infinite quantities, see Chap. 5. These calculations, however, are more easily
performed using momentum space propagators Ag(p).
2) x? large: The Hankel function behaves for large arguments |z| as

@) 2 ) mv 1
H)”(z) ~ n—zexp —i Z_T_é_ln for |z] »> 00 . (39)

Applying this relation to (26) we deduce the following asymptotic behaviour of the
scalar Feynman propagator

E o)

Ap(x) — const. (xz)_ exp(—im/ﬁ) for x2— 00, (40a)
2,—3 9 2
Afp(x) — const. |[x“| "4 exp(—m |x |) for x*— —00 . (40b)

Thus for large timelike distances (x> — 4-o00) the propagator is an oscillating function
slowly decreasing in amplitude owing to the power-law factor. On the other hand, for
large spacelike distances (x> — —o0) the propagator rapidly falls to zero according to
the exponential function in (40b). The scale is set by the inverse mass of the particle,

Exercise 2.5
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Fig. 2.18. The propagators
Ap(x) and Sg(x) are oscillat-
ing functions inside the light
cone and fall off outside the
light cone. On the light cone
they are singular distributions

0 oscillating

/ decrease

' o T
singularity //
N

i.e. by its Compton wavelength. These conclusions remain valid also for the spin-1/2
Feynman propagator Sg(x) given in (36).

Figure 2.18 illustrates the qualitative behaviour of the propagators. This result can
be understood quite easily if one thinks of the propagation of a wave ¥ (x) — ¥ (x’) in
terms of Huygens’ principle. Classically, from each point x elementary waves emanate
which can propagate with velocities up to the velocity of light, i.e. inside the forward
light cone (x” — x)? > 0. The fact that the propagator is nonzero (albeit rapidly de-
creasing) also in the region of spacelike distances is a quantum mechanical tunnelling
phenomenon caused by the difficulty to localize a particle on a scale smaller than its
Compton wavelength. This apparent violation of causality vanishes in the classical
limit m — oo (or, formally, i — 0).



Quantum-Electrodynamical Processes 3

In this chapter we will gain some practical abilities in calculating various interesting
quantum-electrodynamical processes that are of great importance. Thus the follow-
ing chapter consists mainly of examples and problems. First, we start by applying the
propagator formalism to problems related to electron—positron scattering. We shall
proceed by considering more complicated processes including photons and other par-
ticles. As in the original publications of Feynman' we shall derive general rules for
the practical calculation of transition probabilities and cross sections of any process
involving electrons, positrons, and photons. These rules, although derived in a non-
rigorous fashion, provide a correct and complete description of QED processes. The
same set of “Feynman rules” results from a systematic treatment within the framework
of quantum field theory.

3.1 Coulomb Scattering of Electrons

We calculate the Rutherford scattering of an electron at a fixed Coulomb potential. The
appropriate S-matrix element is given by (2.41a) and (2.42) and can be used directly.
For f #i and renaming the integration variable y — x one gets

Sji = —ie f Ex T OAO G (f £D) . 3.1

Here e < 0 is the charge of the electron. In order to discuss (3.1) in an approximation
that is solvable in practice we calculate the process in lowest order of perturbation
theory. Then ¥; (x) is approximated by the incoming plane wave v; (x) of an electron
with momentum p; and spin s;:

Iﬁz(X)—‘/ﬁu(Pusz)e i (3.2)

V denotes the normalization volume, i.e. ; is normalized to probability 1 in a box
with volume V. Similarly v ¢ (x) is given by

Tr(x) = /E";OV W(py.sp)ePrs . (3.3)

IRP Feynman: Phys. Rev. 76, 749 and 769 (1949).
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Fig. 3.1. Scattering of an elec-
tron at an external potential
(x) to lowest order

The Coulomb potential Ap(x) is generated by a static point charge —Ze; thus we have

Z
Ao(X)=A0(x)=—é . A =0. (3.4)

This scattering process is described by the graph of Fig. 3.1. With these assumptions
the S-matrix element (3.1) reads

2

1 m : 1
Spi=ize*— [ —2-a(ps,sp)y ulpi,si) | d*xelPr=prx — 35
51 =12\ [y s Y upis) [ dtxe " (3.5)
The integral over the time coordinate can be separated yielding
o
f dxgelEr=Ed¥ — 2 §(E; — E;) . (3.6)
—00

This result expresses the fact that energy is conserved for the scattering in a time-
independent potential. The remaining three-dimensional Fourier transform of the
Coulomb potential (3.4)

1 .
Ao(q) = —Ze/d3x ﬁ e 9% ,
X

with the momentum transfer ¢ = p y — p;, can easily be solved with the help of the
following trick based on partial integration:

/d3x |—1| eTigx — _iz /d3x ﬁ Ae lax
x q x

— _i/d% (AL) e lgx
q° x|

1 ‘ 4
-2 / B (—483(x)) e = q—’; . (3.7)

Thus the S-matrix element (3.5) follows:

5, —izet L [mo_ g 0 M S(E, — E 3.8
fi=1 ev mu(l?f,sf))/ M(Pi,si)p n8(Ef —Ej) . (3.8)

Now we need the number of final states dN ; within the range of momentum d*p /. It
is given by

d3pf
Qm)3

AN, =V (3.9)

This can be understood by considering the following inset.

Standing waves in a cubical box of volume V = L3 (Fig. 3.2) require

kyL=n,2m ,



a continuum. The number of states is

L
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kyL=ny2m , 1
1
k;L=n;2m , ;
i . \ ik
with integer numbers ny, ny, n,. For large L the discrete set of k values approaches %L f ere
//
’
L

dN =dn,dnydn,

1 3
—— 1.3 dk,dk,dk,

T @n)

_ 14 37 14 3

=2 T v
(h setto 1).

At this point we can already state the transition probability per particle into these
final states which is obtained by multiplying the squared S-matrix element by the
density of final states

Vdpy
(2r)3

dwW =|S?

_ Z2(ma)’ mg li(py,sp) yulpi sl dPpy
E;V lg|* Qm)*Ey

Qr8(E; — EN)* .
(3.10)

Here we have set ¢ = ¢%/hc = a, o ~ 1/137 being the fine-structure constant. In
Sect. 4.2 the system of units we employ will be discussed in more detail.

In (3.10) the square of the § function enters. This is a mathematically not well
defined divergent quantity and has to be specified by a limiting procedure. Instead of
(3.6) which refers to an infinite time interval —oo <t < co we now assume that the
transition takes place only within a finite time interval —% <t< % Then, instead of
a § function we get a function that is ‘smeared out’ in energy:

72
27T5(Ef —E) = / dr ei(Ef—Ei)t
~7)2
T/2 .
_ 1 G(Es—Eni / _ 2sin(Ey — E))T/2 .
i(Ef—Ej) —1p2 Ef —E;

(3.11)

Thus the square of the § function is replaced by

sin?(Ey — E))T/2
(Ef — Ej)?

Qrs(Ef — E)* = 4 (3.12)
In Exercise 3.1 we show that the area under this function is

T in2(Ef — E;)T/)2
/dEf4sm( ;= 1)2/
(Ef —E;)

=27T . (3.13)

—00

Fig. 3.2. Wave functions are
normalized within a cubic box
of side length L
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Fig. 3.3. The function under
the integral of (3.13)

This result can be understood by inspecting the graph of the function 4 sin®(x T /2) /x>
(see Fig. 3.3). The area can be approximated by a triangle with height 7' and length
of the basis 47/ T:

o0

2

TR 1.4

/dx4wz 12 ot (3.14)
x2 2" T

—00

which incidentally gives the exact result. For increasing T the shape of the function
4sin’(xT/2)/x? approaches a § function, the area under the function having the value
27 T. Therefore we may give meaning to the square of the energy-preserving § func-
tion:

Qa8(Es — E)* =278(0)2n8(E s — Ey)
= 2w TS(Es—Ep) . (3.15a)

This identification ensures that the integration over dE s yields 27T according to
(3.13), and we are led to the following rule of replacement

280y =T . (3.15b)

This result can be made plausible by another approach. It is

T/2
2m8(Ey — Ej) = lim_ / dr el Er—Eot
-T2

For Ey = E; it follows that

T/2
278(0) = Tlim / dr = Tlim T . (3.16)
—00 — 00
-T2

Inserting (3.15) into the expression for the transition probabilities per particle (3.10),
we can now state the transition probabilities per particle and per unit of time with
final states within the momentum range d> p f-

We denote this rate dR,

_dw _4Z2%mg a(ps.sp) vy upi, sl d

dR =
T E;V g1t

3
PIsE; —Ep) . (.17
Ey

The scattering cross section can be defined as the transition probability per particle
and per unit of time divided by the incoming current of particles

=i ()Y i (x) (3.18)

The upper index ‘a’ determines the component of the current vector in the direction of
the velocity of the incoming particles

.y

E (3.19)

v;
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Taking the spinors (3.2) with spin polarization in the direction of the z axis and using
(6.30) from RQOM we can determine the current:

2

e, =€ Vi ()i (x) =c H;O;

i

iw(pi,si) v ulpi,si)

1
2 2
moc” (E; +moc”) ic 0
=c Bl (1 0 L 0) 053 A
E;V 2moc im0 Eitmoc?
0
1
_ WlOC2 (E; +m002) 1 0 pic 0 0 o3 0
=c7 2 ( Ei+moc? ) 0 pic
E;V 2moc 03 Eitmoc?
0
pic
2 2 E;+mgc?
_Cmoc (E; +moc?) <] 0 pic O) 0
E;V  2mgc? Ei+moc? 1
0
2
i 1
= b (3.20)
E, V

(3.20) is just the ratio of velocity and volume (remember we put ¢ = 1, therefore
E; =mc> = m)
[ Jinc.| = M . (3.21)
’ Vv
Performing the calculation in (3.20) we assumed without restriction of generality the

direction of velocity to be parallel to the z axis. Further we used the relation y°y3 =
3

o’ = <003 OE)) The result (3.21) is plausible and could have been written down

without any calculation. It can also be derived in a simple way for velocities whose
direction is not parallel to the z axis. In this case one has to take the more general
spinors ((6.32) in ROM). The differential cross section do can now be determined
with the help of (3.21) and (3.17)

_ 2
drR 4Z2ot2m% lu(pr,syr) yOou(pi, si)l? Pfd|Pf|

- Jine. B Eiv% |q|4 Ey

do

d278(Ef—Ej) .
(3.22)

The differential cross section per unit solid angle dS2 ; of the scattered particle follows:

d 47%a’m? |i(p s, Ou(pi,si)> pP+dlp /]
o :/ o'my lu(py,sp)y” u(pi,si)|” PydiPy S(Ef—E) . (323)
Apy

a2y E;lv;| lq]* Ey

Here the momentum space volume element d> p f= p%fd| P rlds2y was used. We in-
troduced the integral since in every practical case one has to integrate over a small
interval Ap s (uncertainty of measurement). The integration has the effect that the
apparently singular behaviour arising from the §(E s — E;) function (being infinitely
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large for E; = E r) vanishes. Because
E% = pzf + m(z)
we get

EfdEs=|pyldlpyl

and thus
do  4Z%’m} a( 10 u(pr. )2 pIEfS(Ef —ED)
= upyr,sf)y u\pi,si
d2; gl 1 e E; [vi| Ey !
Apy
4Z2a2m(2) _ 0 )
_TW(Pfan)V u(pi,si)l” . (3.24)
Here we used the relation |p ¢|/Eilvi| = |p;|/Eilvi| = |vi|/|vi| = | resulting from

(3.19) and the § function. In the nonrelativistic limit it holds that

- 1 1
sy utmsof = |1 0) (g 9) (o)

and (3.24) reduces to the well-known Rutherford scattering cross section.

The differential cross section (3.24) can in principle be applied to calculate the scat-
tering of a particle from the initial polarization (s; ) to the final (s y). This will be treated
in Sect. 3.5. However, in most experiments neither the polarization s ¢ of the scattered
particle nor the initial polarization s; is measured. Therefore the various possible ini-
tial polarization states have the same probability. That is, the actually measured cross
section is given by summing the cross section (3.24) over the final polarizations s y and
then averaging over the initial polarizations s;. Thus the unpolarized scattering cross
section reads

2
=1,

do  4Z%a’m? 1 )
@=Tﬂ§Zw(pf,sf)you(p,-,sinz. (3.25)

Sf.Si

The problem of calculating polarization sums of this kind is very frequently encoun-
tered when dealing with processes involving Dirac particles. Fortunately an elegant
mathematical technique has been developed which avoids the explicit handling of the
unit spinors u(p, s). The double sum over the polarizations (spins) can be rewritten as

- 0t 0t
Z ug(ps,sf) Vo?,g ug(pi, si) u;[(Pi’ 5i) VMT Vs Uo (D ryS7)

SfaSi

=Y ita(pr.SF) Vapup(pissi)is(pis i) Viy o (DfS5) (3.26)

Sf Y

using the Hermiticity y°" = y0. Here the summation over doubly occurring Dirac
indices is implied. For an arbitrary operator I" we have the general rule

i (f) Fu@)? = (@(f) Ful)) (@) Fucf)) (3.27)
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with the “barred” operator
F=y2F0 . (3.28)
This can be easily shown:
- ES . oo AT 0F
(e () Topup®) (u, () Iy vs, ue ()
= (e () Fupup®) (ul () v2e v Ll vor uz(£))

= (i@(f) [u@)) (@) Fu(f)) .

Here we used )/OJr = yo, ()/0)2 = 1, and, further, the identity of the conjugate com-

plex and the Hermitian conjugate of the number (matrix element) (12( D) r u(i ))* =
(ﬁ( D) ﬁu(i ))T. The barred matrices I” can be directly calculated for a number of
operators I, for instance

pr=yOyriy0=yh (3.292)

because yOy Ty = yOy0y0 =y and yOp Y0 = =01y =yiy0y0 =y, since
y? is Hermitian and ' is anti-Hermitian. For the 3> matrix we find

iyd =iy’ , (3.29b)

because

IS = —y0y 12,3

and

iyS ==y 2Ty Ty 0 = 10y = 0y =iy

In a similar way we get
yhyS =yty’ (3.29¢)
and from (3.29a)

dpd---p=1p---¢bd . (3.29d)

In order to calculate the sum over spins in expressions like (3.26) or (3.27) in a direct
and simple way we have to learn some new calculational techniques. These sums can
be reduced to calculating traces.> Here we use the energy projection operators (see
ROM, Chap.7)

+p+mo A &P +mg
—— or Ap=——— .

Ay =
* 2m0 4 2m0

(3.30)

2 This elegant technique was introduced in H.B.G. Casimir, Helv. Phys. Acta 6, 287 (1933).
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As an example we calculate

4
r _y pi +mo

y.r=1

_(Pitmo\ o~
‘(Tno )m—(A+<pl>)ﬂ8. (3.31)

‘We have used here the relation (cf. ROM, (6.33))

Zuﬁ(pi,s,-)ﬁa(pi,sz-)=
Si

@" (P —ermp) =0 (3.32a)
to extend the range of summation to r = 1, ..., 4. Subsequently we used
> ey (p) @ (i) =gy - (3.32b)

r=1

The last expression is the completeness relation (RQM, (6.41)). Similarly we calculate
the spin sum in (3.26). We write explicitly

Z Zua(Pfan)Va,g (Zuﬂ(l?usl)ua(l%»sz)) )/800“ Ma(PfJf)

«,0,8,6 Sf

Pitmg ) .
(—Zmo P because of (3.31)

_Zzua(l?f’sf)( °‘¢Z+;n0 7/°> us (pf.sy)

o0 Sf

o0 r=1

—szrw (Pf)( o b m;no 0) <—¢f2mgn0) T”;(Pf)

a,0,T r=1

o,¢,+mo 0 Pr+mo
_Z< >ao< 2my )00{

_ |0 ditmo odrtmol (3.33)
2mg 2mg
In the last line but two we used the relation (cf. ROM, (6.33))
(# —ermo) " (p) =0 . (3.32¢)

The reasoning leading to (3.33a) equally applies to the spin summation of the general
squared matrix element (3.27). The result is

A m; mo g Py +mo} ’ (3.33b)

Z liu(pr,sp) L u(pi,s)|* =Tr |:F
mo 2mg

SfSi
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where the barred operator Ig has been introduced in (3.28). Using this result the un-
polarized differential cross section (3.25) can be elegantly written as
do 4Z2a2m(2) ofi+mo o Pr+mo (3.34)
a2, - 2qP me | 2mo | '
To proceed in the calculation we now use several relations that will be discussed in
Mathematical Supplement 3.3. Since the trace of an odd number of y matrices van-
ishes (Theorem 1, Mathematical Supplement 3.3), (3.34) can be reduced to
o Z%? 2
=2 2 e iy 31"’ - 3.35
a0 = aigE T B+ TH(r) (3.35)
With Tr (y)? = Tr 1 =4 and Tr(y°pi v p ) = Tr(d pi ¢ P ) for a = (1,0,0,0) and
furthermore using Theorem 3, Mathematical Supplement 3.3,
Te(v piv ' Br) =a-pi Tedps —a-a Tepipy+a-pr Trfigh .
Using Tr ¢ p =4 a - b (Theorem 2, Mathematical Supplement 3.3) we get
Te(y iy Bp) =4 (- pa-py) = (@-a)4(pi- py) +4 (- py)a- p)
=4E;Ef —4(E;Ef —p;-py)+4EEy
=8E;Ef—4pi-pf=4EEf+4p;-p;s . (3.36)
The §(E; — Ey) function in (3.23) ensures energy conservation E; = E ¢ and thus
El2 = E? yielding
my + p; =mg + p} or |pil=1psl=1pl .
As a function of the scattering angle 6 we can write for the scalar product of initial
and final momentum
0 0 0
Pipy= |p|20059 = |p|2 (0052 5~ sin’ E) = |p|2 (1 — 2sin® E)
2 2 : 2 6
=p“E“|1—2sin 5) 3.37)
with |p| = |v|E = BE. Ps q
Taking this result and the momentum transfer (see Fig. 3.4)
0 6 6/2
gl =1py = pil =21Iplsin >, (3.38) P; -

the differential cross section (3.35) can be written in the form

o 7% )
a2; ~ 2g2)? [SEiE-f_4”f"’f+4m0]
Z%a?

= = [8EE;—4pi-ps+amd
- 40 [ ity pi-Pf ()]
2 x 16| p|*sin* 5

Fig.3.4. Sketch of the momen-
tum transfer ¢
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VAN
= 440
32|p|*sin” 5

Za? 2 2 2 0 2
=—— |E 1 —2sin” =
Siplsin' g |: +1pl ( sin 2>+m0:|

[4EiEf+4pi Py +4m(2)]

Z2a?[E? — B2E?*sin? §]
= 40
4B4E*sin* 5

Z%a%(1—p2sin®§)  Z2a% (1 - p%sin §) (3.39)
C 4prEsintS 4p?pPsin® |

Here we used B2E? = m?c?v? = ¢?|p|*> with B = v/c, yielding B2E? = |p|* for
¢ = 1. Equation (3.39) is just the well-known Mott scattering formula, which reduces

to Rutherford’s scattering formula in the limit 8 — 0 (small velocities)

do Z%q?
= - 40
ds2y  4B2|p|?sin* 5

(3.40)

In addition to the correct treatment of the relativistic kinematics, (3.39) differs from
the Rutherford formula for another reason: the Dirac electron has a magnetic moment
interacting with the magnetic field of the scattering center (viewed in the rest frame of
the electron!). For small velocities this effect is negligible.

EXERCISE |

3.1 Calculation of a Useful Integral

Problem. Show that

o0
4sin*(E; — E)NT/2
1=/dEf S By Z EOTZ st
(Ef — Ep)
—0oQ

Solution. In a first step we introduce the variable x := (Ey — Ei)g; then

1=/dx4sf4n—x—=2T/dxsmx. (1)
22T x2

00 T2 S

Since sin’x /)c2|x:0 = 1, the integrand is continuous and bounded everywhere. By

partial integration this expression can be simplified to

o0
17 7
1=2T|:—sin2x—] +2T/dxm
—0o0 B X
o0 o0
sin 2x sin y
* y

—00 —00
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| Im >

C1

—= Rez

(03

This is the so-called ‘Dirichlet integral’. It can be easily calculated using the residue
theorem. The function sin y/y with the extension siny/y|,_o =1 is holomorphic in
the finite plane. The integral I does not change its value if the path of integration is
deformed near the origin to the contour C (dashed line in Fig. 3.5). It follows that

et e iz
1=2T dz— — [ d . 3
/Z2iz /Z2iz )

C C

The first integral can be performed by closing the path of integration in the upper half
plane, the second in the lower half plane:

elz ez
r=2r| | Sd; - a | . 4
2iz ¢ fZiz ¢ @)

Ci (&)

The residue theorem states that

eOi
1

EXERCISE

3.2 Lorentz Transformation of Plane Waves

Problem. The plane waves in box normalization are given by

_ m —ip-x
Yx)= EV u(p,s)e ,
T =) 22 i(p, s)elP . 1)

EV

Fig. 3.5. Integration contours
in the complex plane
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Exercise 3.2

V is the normalization volume and

u(p,s)= m( Xs )

o-p
2mg Emg Xs

X1/2=<(1)> , X1/2=<(1)> . (2)

Show that v (x) has the right properties under Lorentz transformations, i.e. that the
bilinear quantity v (x)y (x) is a Lorentz scalar and VT (x)¥ (x) is the time component
of a four-vector.

Solution. The action of a Lorentz transformation on the box volume V has to be
taken into account. The length contraction is a simple kinematical consequence of the
Lorentz transformation yielding a modification of the observed volume.

First a measuring unit in the rest frame S’ of the electron is given with end points
on the z axis zj and z); the length of the unit is /o = z, — z}. An observer in frame §
measures its length at time . Without restriction of generality we choose the z axis
in the S frame, moving with the velocity —v with respect to §’, to coincide with the
7/ axis.

With y = (1 — v?)~ /2 it follows that

H=y (@ —vr), (3a)

=y @1 —vt), (3b)
and thus

h=z-21=y@—-2)=yl, “)

which gives the length / measured in the observer’s frame S,

1
I=—1lo ®)
14

(length contraction). The invariant volume Vj as ‘seen’ by an electron in its rest frame
changes to

1
V=-W (6)
)4

in the observer’s frame depending on the relative velocity of observer and electron.

The coordinate x of the wave function (1) refers to a specific choice of the origin
— here given by the observer’s position. The normalization volume as seen by the
observer

V=[x )
thus depends on the velocity of the electron. However,
Vo=Vy ®)

is independent of the velocity, and thus it is invariant.
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Using (1) and (2) we get for the scalar density

. E+my [ c@-p)f-p
= s — X ————— : 9
VY& =—ry [xs X=X T rmo? X ®
We write explicitly
i p3 pi—ip\" (3 pP1L—ip2
o o-p)= . .
@-p)ie-p) (1?1 +ip2 —D3 ) (1?1 +ip2 —D3 >
2 2 2
_(pP3tpPitp 0 = p?1 10
( 0 pitni+rt) = 1o
which can be used to simplify (9) to the result
- E +mo P’
= 1-—
v ="y [ (E + mo)?
1 E2+2Emo+m%—E2+m(2)
"~ 2EV E +mg
_ 2mo(E+mo) mo 1 an
" 2EV(E+4+mg) E V'
Since E/my is just the Lorentz factor y we find
¥ (xX) ¥ (x) . 1 (12)
Yx)=—=—,
yvV. W

which is a Lorentz-invariant expression. On the other hand the 0 component of the
4-current density is

v w0 = % [xjxs +xf % }
=E+mo |:1 p2 ]
2EV (E + mg)?
_ 1 E2+2Em0+m%+E2—m%
2EV E +mg

_2EERm) _1_y .
2EV(E4+mg) V. Vo '

Since y is the time component of the four-velocity, the transformation properties of
the result are obvious.

MATHEMATICAL SUPPLEMENT |

3.3 Traces and Identities Involving y Matrices

When calculating Feynman diagrams and the resulting physically measurable cross
sections, one is confronted with the task of evaluating traces of special combinations

Exercise 3.2
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Mathematical Supplement 3.3 of y matrices. In Sect. 3.1 the importance of calculating traces has already been dis-

cussed, and this will be a recurring theme also in the following examples. Very useful
techniques have been developed to simplify these calculations. It is not necessary to
use the explicit form of the y matrices; usually it is sufficient to exploit the commuta-
tor algebra of the y matrices. We collect these properties in several theorems.

Theorem 1. The trace of an odd number of y matrices vanishes.

Proof. We make use of the matrix y5 which anticommutes with all other y matrices
and satisfies ysys = 1. For arbitrary four-vectors ay, ..., a, we have

Tegy - dn =Trgr-dnysys=Trysdi - dnys

because of the cyclic permutation within a trace, i.e. Tr AB = Tr BA. We use the
relation y, 5 + y5y, = 0 and commute the first 5 to the right. This yields n minus
signs, and thus we get

Trgy - dp= (D" Trdy - dnysys
=(=D"Trdy---d, .

Obviously the trace vanishes for odd 7.
Theorem 2. Trdhp=4a-b .
Proof.

Tr ¢pp ="Tr pd = 5 Tr (dp + pd)
1
=5Tr(y”y“ + v'y") auby
= a,b, Tr g"'1
=a-bTrl =4a-b.

Theorem 3.

Trgdy - dpn=ar-a Trgdsz - ¢y, —ay-a3 Trdodg - dn + ...
+ai-an Trds - dn—1 .

This theorem is very useful in calculating traces involving many y matrices. A special
case is

Tr¢1¢2¢3¢4=4(a1 “apaz-a4 —ap-azaz -a4+ap-asa; -613) .

Proof. By using ¢¢>» = —dod1 + 2aj - ap1l we shift ¢ to the right-hand side of ¢»,
that is

Trgdy--dn=2a1-a Trgds---dp —Trdodrgds---dn .
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Repeating this procedure we get (remember that n must be even according to Theo-
rem 1)

Trgy - dpn=2a1-aTrds---dp—...+2ar-a, Trds -+ ¢y
—Trgy - dnd1 -

Finally we use the invariance of the trace under cyclic permutations to move ¢ back
to the left-hand side of the expression. This yields our theorem. In particular, we get

Tr dido d3ds = a1 - az Tr d3ds — ay - a3 Tr doda + ay - as Tr dods

=4da;-araz-a4 — 4ay-azay-as+4ay-agay-az .
Here we have applied Theorem 2.
Theorem 4. Try> =0.
Proof. In our representation the matrix
ys=y’ =iy’y'y?y’

has the explicit form

(0 1
J/S—]lo,

which is obviously traceless.

The same result can be derived from the algebra of the y matrices without using
any special representation. With y#y> + y3y# = 0 and thus in particular y%y>
— ysyo we get

Try’ =Try’ (/0 = —Tryyy°

=—Try (0% = —Try> = 0.
We again used the cyclic permutation of matrices in a trace.
Theorem 5. Try dp = 0.

Proof. We have to show that Tr(y y*y") = 0. If the indices are equal, ;& = v, the
assertion follows from Theorem 4 since (y*)? = g"*1. In the case u # v we choose
an index X that differs from p and from v and proceed as follows

T Y v =Te vy vunyy va = Teny vuvy,
=D}y’ vy |
= —TrySy,Lyv =0.
Theorem 6. Tr y  dpdd = —4ig®Pr? agbgeyds .

Here ¢ is the completely antisymmetric unit tensor: ¢V = 41 if (a, B, v, §) is an
even permutation of (0, 1,2, 3), £*PY3 — _1 for an odd permutation, and g®BYs — 0 if
any two indices are identical.

Mathematical Supplement 3.3
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Proof. We have to evaluate
Try d ¢ d = aubpc,ds Try vy yPy7y?

where summation over all repeated indices is implied. Most of the 4* = 256 terms in
this sum do not contribute. Indeed, if any two of the indices «, 8, y, § take on equal
values, the trace will vanish. Let, say, the first and third indices be equal. Using the
commutation relations the number of y matrices under the trace can be reduced by
two:

Try oy yPy®y =Try ye(—yyP +2¢%1)y°
=Try’ (—y*y*y? +2r% 1)y’
— _gozoz TI_VSVﬁVS + 2gaﬂ TI.VSVQVB
=0

using Theorem 5.
Thus only indices (¢, B, y, §) that are a permutation of the numbers (0, 1, 2, 3) can
contribute. We only have to evaluate the trace

Try yOyly2y3 =TryS(—iy’) = —i Tr1
=—di=—4ie"> .

Since the four y# matrices are mutually anticommuting, an odd permutation of the
indices (0, 1, 2, 3) introduces an additional minus sign, which completes the proof of
the theorem.

Theorem 7. Trdidy - don = Trgo, - ¢1 -

Proof. We take advantage of the matrix C= iy2y?, which was introduced in the dis-
cussion of charge conjugation — see ROM, Chap. 12.1. C has the property C y,, C -1 =
— MT . It follows that

Trdigy - gon =Tr C1C7' Ca C™' - C g C7!
= (=1 Trd]d} - 4},

Trldon -+~ 1]

Tr oy -+ g1 .

Theorem 8. The following useful identities hold for contracted products of y matri-
ces:

a) yuyt =41,
b) Yudy! = =24 ,
9) Yudhy" =4a - bl ,

d) Yudbdy" = —2¢pd |
e) Yudbddy" =2ddb¢ + 24 dd .
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Proof. These identities all follow from the anticommutation relations of the Mathematical Supplement 3.3
y -matrices.

1 1
a) Vv =Syt + vy’ = 528"l =41,
b) Yudy? = yuy avyt = ayy, 28" 1 — yHy?)
=2 —Ad = —24 ,
c) Yud By" = yuy¥ay vy’ buy"

=yud28" by — vudy"B = 2bd + 24
=4a-bl — 2ip + 24P =4a-bl ,

d) YudBevt =vud$28" cv — vudby"¢
=24dp —4a-b¢
=4da-b—2hd —4a-b¢
= —2¢bd,

e  Yudbidy" =vudbe28"dy — yudbévhd
=2ddp¢ +2¢bdd .

EXAMPLE |

3.4 Coulomb Scattering of Positrons

In the discussion of electron scattering at a Coulomb potential we found that the scat-
tering matrix element depends quadratically on e. Therefore we expect the Coulomb
scattering of positrons to yield the same result in that order of e. This can be seen by
denoting the matrix element explicitly

Si=ie f dx (0 A P ) (1

Here the overall sign is positive, because we scatter waves with negative frequency
(cf. (2.39) and (2.40)). The incoming state corresponds to the future and is treated Fig. 3.6. Scattering of a posi-
as an electron with negative energy and four-momentum — p ¢. This electron moves  tron at an external potential
backward in time. The scattering process is illustrated in Fig. 3.6. If as a lowest-order ~ (x) to lowest order. The in-
approximation we insert a plane-wave solution, the corresponding wave function (in- ~ coming positron with momen-

coming electron with negative energy) is tum p; and spin s; is described
by an outgoing electron with

lectr mo . negative energy, with momen-
YN p —sp) = VE, v P spyetirre (22)  tum —p; and spin —s;. For the

outgoing positron the treatment
is analogous
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Example 3.4

For the outgoing state we write equivalently (outgoing electron with negative energy)

w}electron) mo v(pi, si) e+iPi X (2b)

(=pi, —si) = EV
Here we have adopted the language of electrons on the left-hand side and the language
of positrons on the right-hand side. An incoming electron with negative energy moving
backward in time corresponds to an outgoing positron with positive energy moving
forward in time (wlﬁelemmn)(— pf. —Sf) < v(ps,sy)). Similarly an outgoing electron
with negative energy moving backward in time corresponds to an incoming positron
with positive energy moving forward in time.

By using the spinors v(p, s) we have taken care of the fact that the spin of elec-
trons with negative energy is —s. Here s denotes the spin of the positron. This re-
definition, which we performed in ROM, Chap. 6, is now obvious. A positron is de-
scribed by an electron with negative energy, negative momentum, and negative spin
as demanded by the hole theory. The negative momentum is automatically included
in the spinors " (p) with r = 3,4, since these solutions belong to the plane waves
Y (x) = &"(p) exp (—ig; p - x). (For further information we refer to ROM, Chap. 6).
We always construct the appropriate graph in terms of electrons. By doing this we re-
tain the clarity of our calculations and attain a well-defined procedure to treat electrons
with positive and negative energies avoiding possible errors.

As a consequence of our considerations we arrive at a result that is completely
analogous to electron scattering:

) 1 m2 PN |
Spi=-ize o] EfOE_ 0(pi,s) v v(py.sp) / d*x &Ps Wm : 3)
1

Differences only occur regarding the total sign and the spinors v. We do not have to
repeat the steps leading to the cross section since they have already been presented for
the case of electron scattering. The unpolarized differential cross section follows as

do,+ ZZzozzm(z)
a2 gt

> 1o si) Yo u(prosp) P )

SfaSi

Again the sums over the spins can be reduced to a trace. We rewrite

2mg

u —pitm
> valpinsi) Dp(pinsi) =Y & (p) @ () (—) (—‘)) : (5)
r=1 vB

Si
This follows from the Dirac equation for the adjoint spinor @"(p)(yf — &mo) = 0,
which for r = 1, 2 gives

" (p;) (i —mo) = 0, (6)
whereas for r = 3,4 we have
& &' (p;) (”’iz_ ’”0) =o' (pi) . (7
mo

We make use of the following closure relation:

4
D er @ (P)p(p) = dap ®)

r=1
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and derive from (5) and (8) the result

0 —pi +
Z Vo (pi, sV (i, $i) = —bay (M)
VB

5 2mg

_ (ﬁi - mo)
2m0 ap
= (A=) 45 - ©)
Thus we finally get the scattering cross section

Ao+ Z%a?
e~ 2iq/*
Z%a?
- 2lg

Te[1° G = mo) v° Gy —mo)]

(Tl 0]+ m3 Tr02) (10)

This result is identical with the formula for electron scattering, (3.31), and thus yields
the same angular distribution. As is the case in the classical theory the cross section
for Coulomb scattering is independent of the sign of the charge.

Yet, if we take care of higher terms in the expansion of the S matrix, this statement
is no longer valid. The first-order (proportional to e(—Ze)) and second-order (propor-
tional to ez(—Z e)z) contributions to the transition amplitude have different signs for
electron and positron scattering, resulting in differing cross sections. The source of
this interference term, which gives a contribution to the cross section proportional to
e3(—Ze)? is schematically illustrated in Fig. 3.7.

2
€ -Ze
o N~ e Ze +
e -Ze

Owing to the infinite range of the Coulomb interaction, a more complicated cal-
culation has to be done, since higher-order contributions to the S matrix diverge. Yet
a thorough analysis® shows how to collect the divergent parts in a physically irrel-
evant phase factor, which drops out when squaring the S-matrix element. Instead of
using plane waves for describing the charged particle one can employ Coulomb waves
which include the distortion caused by the % potential. The asymptotic form of these
distorted waves is

e ipr+inIn(pr—p-r) _ o~iprcosé+inln(2pr sin26/2) , (11)

where n = Za/B. The calculation using Coulomb waves in principle is exact, i.e. it
is equivalent to summing up all orders of the perturbation series. However, no closed
analytical expression can be given for the scattering cross section.

In the nonrelativistic limit (8 — 0) the exact cross section (in all orders) reduces
to Rutherford’s result again! It is interesting to study the next order of the expansion

3 R.H. Dalitz: Proc. Roy. Soc. A206, 509 (1951).

Example 3.4

Fig. 3.7. The first-order and
second-order scattering am-
plitudes can interfere
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Fig. 3.8. Differential cross
section (12) for the scattering
of electrons (left) and posi-
trons (right) off a nucleus
with charge Z = 40, normal-
ized to the Rutherford cross
section. The values of the
incident kinetic energies are
Exin =0.1,0.5, 1, 10 MeV
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in Za. Without presenting the lengthy calculation we just quote the result*

dos  Z%> 1 Y .6 .0
= 323 A 1—p8°sin”“ —+nwZaf sin—= (1 —sin—
d2y  4|p|°B~sin*6/2 2 2 2

12)

The effect of the interference term can be seen immediately. It leads to an increase
of electron scattering at the positively charged nucleus (upper sign) and a decrease of
positron scattering. As expected the term contains the factor e(Z e)ez(Z e)? = (Zoz)3.
As an illustration of (12) Fig. 3.8 shows the differential cross section for scattering
of electrons (left) and positrons (right) divided by the Rutherford cross section. The
charge number is Z = 40, for still higher charges the truncation of the series expansion
in Za becomes noticeable, i.e. (12) deviates considerably from the exact results.

3.2 Scattering of an Electron off a Free Proton: The Effect of Recoil

In contrast to Sect. 3.1, where the scattering center was assumed to be fixed, we now
consider electron scattering off a freely moveable nucleus. To be specific we choose
a proton as the target, i.e. a spin—% particle. In a first approximation this will be treated
as a structureless Dirac particle. One should expect a result different to the one derived
in Sect. 3.1, since now also recoil effects are present.

In order to solve this problem we proceed in two steps. Let us assume we know the
proton current J# (x). Then, with the help of the Maxwell equations we can determine

4 WA. McKinley and H. Feshbach: Phys. Rev. 74, 1759 (1948); for a compact derivation see
M.K.F. Wong: Phys. Rev. D26, 927 (1982).
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the electromagnetic field A*(x) produced by the current. This field A*(x) can be
inserted into the S matrix (3.1)

Sy =—iefd4x V() A (x) . (3.41)

If we replace ¥; and vy by the plane Dirac waves, (3.2), we have constructed the
scattering amplitude of the electron in the field produced by the proton to lowest order
of «. Analogously to Sect. 3.1 this result leads to the lowest-order transition amplitude
and cross section.

In the first step we calculate the four-potential A*(x) produced by the Dirac proton.
This is achieved by solving the inhomogeneous wave equation with the proton current
JH(x) as a source term,

OA*(x) =4 JH(x) (3.42a)

with the wave operator [J = 9,0% = 82/0t> — V2. One should keep in mind that
for this equation to be valid the Lorentz gauge 9,,A*(x) = 0 has to be chosen. As
we know from classical electrodynamics otherwise the differential operator would be
more complicated, namely

OA*(x) — 319, A" (x) = 4 T (x) . (3.42b)

Since we are free to choose the most convenient gauge, the following calculations
will be based on (3.42a).> The solution of this equation again can be most clearly
and systematically formulated by using the appropriate Green’s function (propagator)
which will be called Dr(x — y). As in the electron case the photon propagator is
defined by the equation

ODp(x — y) =4n8*(x — y) . (3.43)

The Fourier-transformed propagator is defined by

Dr(x — y) = / d4q4 exp[—ig-(x — y)] Dr(q) . (3.44)
(2m)
Using
s —y) = / T4 explig-x - )] (3.45)
Q)

we obviously get
4
Dr(¢%) = 7 for ¢%>+#0 . (3.46)

As in the fermionic case (cf. (2.9)—(2.19)) the pole of DF(qz) at q2 =0 has to be
treated carefully. As before we add an infinitesimally small positive imaginary number

5 Other gauges will be briefly discussed in Chap. 4.
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—lgl +in(e)
x . Re q0

x
lg| —in(e)

Fig. 3.9. Integration contour
in the complex g plane used
to evaluate the Feynman prop-
agator in the case xg > yp

ie, i.e. we write®

4
q>+ie

Dr(q®) =~ (3.47)
We may also say that we provide the photon with a small negative imaginary mass.
This prescription of treating the pole guarantees the causality principle. Photons with
positive frequency (i.e. positive energy) only can propagate forward in time. Contri-
butions to the A* field which have negative frequency move backward in time. Since
the photon (in contrast to the electron) carries no charge and “is its own antiparticle”
these two processes are physically identical. There is no need to speak of photons with
negative energy.

The causal behaviour of Dg (qz) (3.47) can be seen mathematically by substituting
(3.47) into (3.44). This yields

dgo expl—igo(xo — yo)]
@Qn) g3 —q*+ie

d3q .
Dr(x —y) = —4n1 /W exp [+ig-(x — y)] . (3.48)

The path of integration in the complex go plane (see Fig. 3.9) has to be closed in the
lower half plane for xg > yg, which yields a contribution at

qo=-+lq| . (3.49a)

This result simply states that only waves with positive energy (go > 0) move into the
future (from yg to xgo). Similarly for yg > x¢ the pole at

q0 = —1q| (3.49b)

contributes to the photon propagator. This can be interpreted as a positive energy pho-
ton (—go > 0) moving from xo to yp.
With the help of the Feynman propagator for photons,

d*q , —4r
DF(X_Y):/(2H)4 exp[_IQ(x_Y)] (q2+18> ) (350)

the four-potential A*(x) solving (3.42a) is

Al (x) = / d*y De(x = )T () - (3.51a)
Note that in more general gauges (3.51a) will be replaced by

Al (x) = /d4y Dg"(x = ) h(y) (3.51b)
In our case the tensor fo " is just proportional to g"V so that the tensor indices can be

discarded for convenience, Dg V= g™’ Dg.
Using (3.51a) in lowest order the S-matrix element (3.41) is given by

S =—i / dtxd'y [ed () yui (0] Dex — )T () - (3.52)

6 The factor of 47 arises from our use of the Gaussian system of units. When ‘rationalized’ units are
used the numerator in (3.47) is replaced by 1, see Sect. 4.2.
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The term inside the brackets represents the current of the electron. It is a matrix el-
ement of the current operator between an initial and a final state and thus is called
a transition current.” Up to now nothing is known about the proton’s current. How-
ever, since the electron and the proton play equivalent roles in the scattering process,
the proton’s current has to be of the same form as the electronic current. Therefore we
make the replacement

T = T35 0) = et Y™ 9] () (3.53)

ep = —e > ( is the proton’s charge and l/fl;i(y) and I//l-p(y) are the free final and initial
states (i.e. plane Dirac waves) of the proton. They have the same form as the electron
waves (3.2) and (3.3):

p MO .
v (y) = /ﬁu(Pi,Si)eXp(—lpi'y) )
p My .
1//f(y) = /m u(Pyr, Sy)exp (—1Pf-y) . (3.54)
f

Here P; and Py denote the four-momentum of the proton, S;, Sy and EIP, E? denote
its spin and energy, respectively. My is the rest mass of the proton. Thus the proton’s
transition current can be written in the form

2

Jh(y)=— My e [i(Py — P)-y] a(Pr, Sp)y u(p;, S;) (3.55)
fiy_ E?EPV P f i)y fs9f)Y iy 0i) . .
1

Insertion of the transition current (3.53) or (3.55) into equation (3.41) defines the so-
called Moller potential8 of the Dirac proton.

Now we insert (3.55) and the analogous expression for the electronic current into
(3.52) and get

Sposil [ | M [@(pr. s ) yuupi,si)]
i =+i— u(pr,s u(p;, s;
fi V2 E/E; E?Elp PfsSfI)Vuulpi,Si
d4
X fd4xd4y (2;;4 exp [—iq-(x - y)]

x exp[i(py — pi)-x]exp[i(Pf — P;)-y]

- [_( ) ( )] ( )
X u(Ps, S Pu(p;, Si)| . 3.56
q* +ie £o21 o

The x- and y-integrations can be performed immediately yielding

/d4x exp (i(ps — pi —q)-x) = Q21)*8*(ps — pi —q) .

7 As a historical remark we mention that already Heisenberg, developing his formulation of nonrela-
tivistic quantum mechanics, used the transition matrix element of the current as a source for A*(x).
In particular, he adopted this procedure for describing electronic transitions entering the calculations
of atomic spectra in the framework of his matrix mechanics.

8 C. Mgller: Ann. Phys. 14, 531 (1932).
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Fig. 3.10. Graph of lowest-or-
der electron—proton scattering.
The thin line represents the
electron, the double line rep-
resents the proton. The wavy
line symbolizes the exchanged
photon

/d4y exp (i(Pf — Pi +¢)-y) = 2m)*s* (P — P, +q) . (3.57)

Now the g-integration is easily done:

d*q 4
f ! Qmy*s*(pr — pi — @) @)* 8*(Pr — Pi+q) [—qz HJ

=Qn)*s*(P; — P+ pr — pi) (——4” ) (3.58)
= f i TDPf — Pi (pf— pi)2 +ie )’ .

and the total S-matrix element (3.56) reads

s 52 2 2
Spi= e @m Py — P+ py — pi) |l | 30
V2 E(E; E?CEIP
x [a(ps,sp)yuu(pi.si)] 4—n[ﬁ(Pf,Sf)V”M(Pi,Si)] . (3.59)
(py— i +ie

We notice that the electron and proton enter this equation in a completely symmet-
ric way. This symmetry is necessary, since there is no physical difference between
electron scattering at a proton field and proton scattering at a field generated by the
electronic current.

If we compare this expression with the result (3.8) of Sect. 3.1, we recognize the
difference between electron scattering at an external Coulomb field and at a proton. It
is given by the substitutions

Z" ( ! ) M5 Py s )y u(pS) (3.60a)
u(Pr,Sr u(P;, S; .60a
VR VTS N
and
V= Qn)s(Pr—Pi+pr—p)) . (3.60b)

The last replacement guarantees momentum conservation which was not accounted
for in the earlier calculation.

The S-matrix element (3.59) describes electron—proton scattering in lowest order;
for higher orders the currents in (3.59) would change. Figure 3.10 shows the process
(3.50) graphically. The electromagnetic interaction is expressed by a wavy line. It
enters the matrix element (3.59) as the inverse square of the transferred momentum,
1/g%>=1/( Pf— pi)*. This can be viewed as the reciprocal [J operator (3.42) in mo-
mentum space. We note that the wavy line represents a virtual photon being exchanged
between electron and proton. The four—-momentum of the photon is

q=ps—pi=PFP — Py (3.61)

(compare the § functions in (3.58)). It is perhaps helpful to note here that for a real
photon, i.e. a photon observable in a detector, q2 = 0. For a virtual photon, i.e. a
photon exchanged between two charged particles, g2 # 0 in general.

The factor

4
q* +ie

(3.62)
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appearing in (3.60a) in a way represents the amplitude for the propagation of a photon
with momentum ¢. The points where the photon starts and ends are called vertices.
According to (3.59) the factors ey, act at these points, enclosed between spinors of
the form /mo/E u(p, s). The spinors describe the free, ingoing and outgoing Dirac
particles, which can be observed as real particles. As we see, each line and vertex
of the graph corresponds to a specific factor in the S-matrix element. In addition,
the S-matrix element (3.59) contains the four-dimensional § function, ensuring the
conservation of total energy and momentum in the scattering process.

Now we calculate the scattering cross section, beginning with the transition rate
per unit volume. To that end we divide |Sy; 12 by the time interval 7 of observation
and by the space volume of the reaction (normalization volume of Dirac waves), which
gives

_ 185l _l@nyst Pyt pp =P pl 1 mg Mg

Wi — Mil* .
(3.63)
Here,
_ deey _ "
Mygi=[u(pg.sp)yuu(pi.si)] Ztie [a(Pr, Sp)y"u(Pi, Si)] (3.64)

is the so-called invariant amplitude. The choice of this name is quite natural since
the matrix element (3.64) consists of a scalar product of 4-vectors which is Lorentz
invariant.

As in Sect. 3.1 we have to consider the square of the §* function. Again we will
make use of the relation (3.15a)

Qré(Ef — E,’))2 =2m18(0) 2n6(Ey — Ej))=>T 2n 6(Efy — E;) . (3.65)
This is valid for the one-dimensional § function. The four-dimensional é function

8% (x — y) =8(x0 — yo) 8(x1 — y1) 8(x2 — y2) 8(x3 — y3) (3.66)

is just the product of four one-dimensional § functions. By denoting the time and spa-
tial intervals by T and L — or L3 = V, respectively — the following four-dimensional
generalization of (3.65) suggests itself:

[@m)*s* (py— p)1? = @m)*8* () 2m)* 6 (p s — pi) = @0)*T L 8% (ps — pi)
=TV Qen)'s* (pr—pi) . (3.67)
In the case of the §* function occurring in (3.63) we get
[2m)*8*(Pr + py — P — pi)P = 2m)*8*(0) @7)* 8*(Py + py — P — pi)
=>TVQe)*$*(Pr+pr—P —pi) . (3.68)
With that result the transition rate per unit volume (3.63) reads

Lomg My e (3.69)
— Fil™ - .
V4 EfE; E?Elp

Wi = Q@u)*8*(Pr + py — Pi = pi)
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In order to determine the cross section we have to divide Wy; by the flux of the incom-
ing particles | Jinc.| and by the number of target particles per unit volume.

The latter is given by 1/V, since the normalization of the wave functions was
performed in such a way that there is just one particle in the normalization volume V.
Furthermore we have to sum (integrate) over the possible final states of the electron
and the proton to obtain the cross section. For a given spin the number of final states
in the momentum interval d> p f 3P 18 given by

V2 &Bpy Py

Gy @y (3.70)

(cf. the discussion of Sect. 3.1, (3.9)). Now we can write down the sixfold differential
scattering cross section

do — 12 &Epy &P 1 1
g =
(27'[)3 (277)3 |Jinc.| I/V

Wri

mo My 1 2 4o
== — Myi|* 2n)*8*(Pr+pr— P, — pi)
(Ei EP IJinc.IV)| sil AR

Mo Epy My &Py
E; 2n)} EY 2n)3

(3.71)

To compare with measurements (3.71) has to be integrated over an appropriate range
of the momentum variables determined by the experimental setup. E.g., if only the
scattered electron is observed, one has to integrate over all values of the proton mo-
mentum d3 Py. In the cross section (3.71) the initial and final polarizations (spin di-
rections) of the scattering particles are fixed. This can be seen directly in the invariant
amplitude (3.64). If polarizations are not measured, i.e. if one determines the cross
section using an unpolarized beam and detectors not sensitive to polarization, one has
to sum over the final spin states and to average over the spin states of the initial parti-
cles. The expression (3.71) for the cross section exhibits some general features, which
are worth discussing. These general features are common to all scattering processes.

The square of the invariant amplitudes |M ;| incorporates the essential physics of
the process. The conservation of total energy and momentum is guaranteed by the
factor (2n)484(Pf + pr — P; — p;). Furthermore there are exactly four factors of
the type mo/E. In general there occurs a factor mq/E for every external fermion line
of the corresponding graph of the process. Since these factors result from the Dirac
particles involved in the process (compare e.g. (3.54)), every Dirac particle entering
and leaving the interaction yields such a factor in the cross section. In addition each
particle yields a phase-space factor d3 pr/ (27)3. We can say each particle leaving
the scattering contributes a factor

mo &py
Ey 2m)3

(3.72)

to the cross section. This factor is Lorentz-invariant. It is just the three-dimensional
Lorentz-invariant volume in momentum space which can be written in four-dimension-
al form as

&p T
p
5 = /dpo S(p? —m3) &p . (3.73)

0
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This is derived as follows

o0 o0
/dpos(po P2 —md) &p /dpo3(Po E%) &p
0 0
d3p
d 5 —F E — .
/Po (po )(po + )] =57
0

Here we used the well-known formula f dx§(f(x) =, 1/ % |, » Xk being the roots
of f(x) within the interval of integration. The right-hand side of (3.73) can further be
transformed to

o0
dp 4
S /d p 8(p* —my)O(po) (3.74)
—0o0
with
1 for pop>0
O(po) =
0 for pp<O0

being the Lorentz-invariant step function with respect to energy. ®@(pg) is Lorentz-
invariant since Lorentz transformations always transform time-like four-vectors
(like p*) into time-like vectors, and correspondingly for space-like vectors In our
case p is a time-like four-vector in the forward light cone (because p*> = m0 and
therefore po > p?) independent of the specific Lorentz frame. Thus it is obvious that
because of (3.74) d> p/2E is a Lorentz-invariant factor.

Now we have to consider the factor in brackets in (3.71). The flux is given by the
number of particles per unit area that come together in a unit of time. Denoting the
velocities of electrons v; and protons V; we see that (cf. Fig. 3.11)

1
| Jine.| = V|v,~ — V| = particle density x relative velocity . (3.75)

) ) ) o Fig. 3.11. The relative veloc-
We will now show that the factor 1/ V'|Jinc.| when combined with the remaining fac-  jty 3, — v is the relevant quan-

tors mo/E;, My/ E}) is nearly — but not exactly — Lorentz-invariant. However, the cor-  tity determining the incoming

rect Lorentz-invariant flux factor can then be guessed easily. With particle current
v = Pi and V= —I',
E; E;

the intuitive expression (3.75) leads to

mo M() 1 moMy _ moMy
5 —=
Ei E} Vidinel ~ EEloi—Vi] E(EP o2 + V2~ 20V

moMy

(3.76)

- 2
JPEP + P2ER —2p, P EET
As we will see in the following this result is nearly identical to the Lorentz scalar
my Mo

J i P2 =33

’
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because
mo Mo _ mo Mo
J i P02 —m3MZ \J(E: EY — pi P —mi M}

mo My

- 2
\/E,2 ElP —2E,'ElP Pi'Pi+(pi'Pi)2_m(2)Mg

mo My

Jm+ PO + P —2E:ED p;-Pi+ (- Pi)? —m3M]

mqy My

- 2
\/ PPEY +m3P? —2EEP p;-P; + (p;- P)?

mo My

2
VPED £ miP? —2EE] pi-P; + pPP?

mo My

(3.77)

\/pl?E}’ + P?E? —2E;E” p;-P;

In the last step but one we had to assume that (p; - P)? = pl.zPl.2 which requires that
the velocity vectors are collinear. Thus we have deduced the relation

mo Mo _ mo Mo
EPly — Vil
EiE; v — Vil \/(pi.pi)2_m(2)M§

(3.78)

which is only valid for collinear collisions. However, Lorentz invariance has the
higher priority. Consequently the naive flux factor (3.76) in the cross section (3.71)
has in general to be replaced by the Lorentz-invariant flux factor (3.77). In the case of
collinear collisions both results are identical.

By using the just-derived Lorentz-invariant flux factor the total cross section (3.71)
becomes Lorentz-invariant. We write it in an invariant form:

moMy
do =
J i P2 —m3 M

m0d3pf M0d3Pf
Q)3 Ey (211)3E’} ’

x |Mysi*2n)* 8*(Py — Pi + pr — pi) (3.79)

Every factor that occurs has a general meaning and has always to appear in this form:
the first factor represents the reciprocal incoming particle flux per unit area and time,
the second is the squared invariant amplitude (which describes the physics involved
beyond pure kinematics), the third incorporates energy and momentum conservation,
and the last factor describes the densities of the final states. Note that the normalization
volume V in the final result (3.79) has disappeared, as it should.

In a short excursion we shall discuss how to treat noncollinear collisions, which, for
instance, occur in scattering processes in a plasma. In this case it is most convenient
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to calculate the number of events per unit time dN /dt directly. Using (3.69) we get
dN 3
Fr d’x ge(x,1)op(x, 1)

m0d3pf M()d3 Py

Qm)Ef 2n)3E}
(3.80)

mo Mo 44
X E; Ep |Mfz| Q2m)" 8" (Pr— Pi+pr— pi)

Oe(x, 1) and gp(x, ) denote the densities of the electrons and protons, respectively.
They both contain a factor 1/V, while two additional powers of 1/V have cancelled
after multiplication with the final state densities (3.70).

As mentioned before we have to sum over the final states and to average over the
initial ones if we do not consider polarization effects. Since in (3.79) the spin quan-
tum numbers occur solely in the squared invariant amplitude, we define the average
squared invariant amplitude

— 1 _ ep(dm) _
|Mfi|2=Z Z ‘u(pf,Sf)y”“u(pi,sz) 2 iie u(Pf,Sf)J/uu(Pz,S)

S§.Siosg.Si

(3.81)

This expression can be calculated in the same way as (3.25) in Sect. 3.1, yet one has
to take into account that according to Einstein’s sum convention (3.81) contains a sum
over u which has to be squared. Therefore we cannot directly take over (3.33). We
discuss the right-hand side of (3.81) in more detail by explicitly distinguishing the
terms that occur. Terms with the form adjoint spinor x matrix x spinor are complex
numbers for which the operations of complex conjugation and taking the adjoint are
identical:

[a(pr.sp) " ulpi,sd] = [alpsosp) v  ulpiosn)]'
= [« prosp) y y" ulpirsp]’

=u’ (pi, sy (pyr,sy)

;LTO

=i(pi,si)y°y u(pyr,sy)

=u(pi,s)y"u(ps,sy)

4

= Y iis(pi,si) Vie ue(pr.sf) - (3.82)
8,e=1

This yields for the spin sum in (3.81)

3
S 1Y [ar s v ulpioso] [aPr. Sp) yuu(Pi, o] [

Sy.Sivsyposi p=0
3

= Y > [aps sy ulpi,sd] [a(Ps, Sp) v u(P;, )]

Sr.Sisg.si | u=0
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3
X {Z [i(pr.sp) v’ ulpi,si)]” [@(Py,Sy)yu(P;, Si)]*}

3
=Y > lawrspy*utpioso] [apr.sp) v upiosd]’

=0 S¢,Si,s7,8i

x [@(Ps, Sp) yuu(Pi, SH][a(Ps, Sp) yuu(P;, )]’

3 4
=Y > D aaprsp)vigup(piisi) is(pirsi) vseue(pr.sy)

n,v=0 S¢,S;,s¢,5 ap,8,e=1
4

x> iig(P.Sp) Yigolto (Piv Si) itx (Pi, i) yorrtn(Pr, )
0,0,T,A=1

Z Z Zua(pf,sf)yaﬁZu,s(pl,s,)ua(p,,s» Vseue(ps,sp)

n,v=0 «,B,86,e=1 Sf

Ppitm
( Zmoo)ﬁa
4
X > iig(Pr S Vieo Y tte (P Stz (Pr i) Yora un (P, Sy)
0,0,7,A=1 Sy Si

(/‘HrMo)
M,

oT
3

Z ZZMa(Pf,Sf)ue(pf’sf)( ﬁl‘f—moy‘))

n,v=0 a,e=1 sf

_ Pi+ My
x Z > iig(Pr.Sp)ur(Py. Sy) (yu’zToyu X
Q

o,A=1 Sy

_ ﬁf—i-mo
B Z Z( 2my )s(x

4
9 (yﬂlfi+moyv> > (PerMo) (yﬂl}”i+Moyu>
2m0 e gom] 2M() 1o 2M() o

3
-y P’f+moyﬂ,¢z+"myv | Pt oyul}”z-i- 0,1
2mg 2my 2My 2M

w,v=0
(3.83)

This calculation, which we have spelled out in great detail, thus leads to the following
result for the averaged squared matrix element

2,2 2
LRl ) el s

4 (g?%)? 2my 2my

Pr+My Pi+My
x Tr Yu vl -
2M 2M

(3.84)
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Note that the squaring of the amplitude which contained the scalar product of two
Lorentz scalars has lead to the contraction of two tensors, i.e. a double sum. One often
abbreviates this as

eze§(4n)2
(¢)?

where LV is the lepton (i.e. electron) tensor and H,,, the hadron (i.e. proton) tensor.

M2 = L"H,, (3.85)

1 _ -
L =23 Sapys sy ulpi,si) @pis sy u(py, sp)

Sl'Sf
1 . .
_Lp|Brtmo uditmo ] (3.86a)
2 L 2m0 2m0
and similarly
Lo [Pr+Mo  Pit Mo
H,, ==-T 3.86b
w=5 r 2M, Yu 2M, )/vi| ( )

The factorisation of (3.85) remains meaningful as long as a single virtual photon is ex-
changed in the scattering process, even if the transition currents becomes more com-
plicated than those used in (3.86). By applying the theorems derived in Mathematical
Supplement 3.3 we can quite easily evaluate the lepton tensor (3.86a) since traces of
odd numbers of y matrices vanish it immediately is simplified to

11
L" = —— Te[gpy iy + miy"y'] . (3.87)
2 4mg
This result can be written in the ‘slash’ notation used by the above-mentioned theo-
rems. We introduce two unit four-vectors with a 1 in the component ¢ and v respec-
tively. The other components are zero:

A = © 1 ,0000 ad B = (0,0, 1 ,0).
—— ——
comp. [ comp. v

We can now write
Tr pry"piv’ =T prApi B
=pr-ATopiB—prpi Te AB+ps-B Tr Ay
=4ps-Api-B—4pr-piA-B+4ps-BA -p;
= 4ppi —4prpig" +4pipl (3.88)
and
Try*y'=TrAB=4A -B=4g"" . (3.89)

Then the lepton tensor (3.87) reads

11
L= oz i+ pley = & pep = )] (3.90)
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Fig.3.12. The electron is scat-
tered into a solid-angle ele-
ment d$2’

and analogously for the hadron tensor H),, (3.86b). In this case we just have to replace
the small letters by capitals and exchange covariant by contravariant indices. Multi-
plying both and summing over p and v yields the squared invariant amplitude (see
(3.85))

es(4m)?

|Mf'|2 —
S amIMl(g?)?

[p?pi” +pi Py — 8" (propi— m%)]

X I:Pf;LPiv + Pi//.va _gltv(Pf'Pi - Mg)]
6263(47[)2
 4m3ME(g?)?

+ (ps-P)(pi-Py) + (pi-P)(ps-Pr) —2(pi-pp)(Pr-P; — MY)

[P PPPi P + (g POpi- Pp)

2P Py pi — md) +4pyepi — )Py By — M)
e*es(4m)?
4m%Mg(qz)2

—4(pi-pr)(Pi-Pr) +2(pi-p)MG 4 2(P;- Ppym} + 4(pi-p ) (P; - Py)

201 PO s Pp) + 2pi PP (s P)

+ AmEME — 4(pi-p)ME — 4(P,~.Pf)mg]

“ern (i PO s P + (i PP (s P)
=—2L _° I(p;-P; -P¢) + (p;-Pr . P;
Zm%Mg(qz)2 P brett PityiPs
— (pi-pp)ME — (Pi-Ppym? + 2m5M§] . (3.91)

This average squared invariant amplitude has to be inserted into (3.79). To evaluate
the scattering cross section any further the frame of reference has to be specified.
Usually calculations take their simplest form in the center-of-mass system. However,
electron—proton scattering experiments mostly are performed using a fixed target in
the laboratory frame. Therefore we will evaluate (3.79) in the rest frame of the incom-
ing proton. We define

pr=(E.pH)=p",

pi=(E,p)=p,

P; = (Mp,0) . (3.92)
We want to calculate the differential cross section for electron scattering into a given
solid-angle element d$2’ centered around the scattering angle 6 (cf. Fig. 3.12). There-

fore the differential quantity (3.79) has to be integrated over all momentum variables
except for the direction of p ;. The volume element can be written as

Epr=dp =p'1>d|p'|d2 =|p'| E' dE'd’ (3.93)

because E”> = p’? + m% and thus |p’|d|p’| = E'dE’. Using (3.92) the invariant flux
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factor reduces to
moMo moMo mo mo

mo
- =—, (3.94)
\/(Pz ) _mO \/EzMz—mOMz \/EZ_m(Z) |pl
and with the help of (3.74) we get
- my ——5
= lei|2/(2”)4 8Py +p'—Pi—p)
mo 2My 4 ) o
X (zn)3|p/|dE/dQ/ o )3 d Pf(S(Pj MO)@(Pf) . (3.95)

Thus by integrating over dE’ and d* Py the differential cross section becomes
m&Mo|p'|dE’

a2’ |p| e
x O(P))8*(Pr+p' — Pi — p)

M2 d* Py 8(P} — M)

2m 0
|p|3 2f|p|dE |Myil>8((p' — Pi = p)* — M) © (PY + E — E')
2 Moy+E
mo 0 Ty IRy
= a2 |p'|dE" M|
x3(2m0—2(E’—E)M0—2E/E+2|p||p’|cos9) . (3.96)

In the last step we used the fact that the energy E’ of the scattered electron is bounded
by E’ < My + E because of the step function. The argument of the step function
has to be larger than zero, otherwise the integrand vanishes, i.e. E' < Pl.o + E =
My + E. Of course E’ also has to be larger or equal to mg. Furthermore the argu-
ment of the § function in (3.96) was expressed in terms of the kinematical variables in
the laboratory frame:

(p'— P —p) —Mg=p?+ P +p° —2p-Pi=2p' - p+2P-p— M;
=md + MZ +md —2E'My —2(E'E — p'-p) + 2MoE — M}
=2m} —2Mo(E' — E) —2E'E +2|p||p/| cos . (3.97)

The remaining integral over E’ in (3.96) can be solved by using the familiar formula

S(f(x)) — Z M

k

) (3.98)

xi being the roots of f(x) contained in the interval of integration. Thus we get

do  mgMo |p/| |M |

- ! , 3.99
d2’  4x% |p| Mo+ E —|p|(E'/|p'])cosb (9.99)

where we have used | p’|d| p’| = E'dE’. The argument of the § function in (3.96) leads
to the following condition for energy conservation:

E'(My+ E) — |p||p'|cos6 = EMo+m3 . (3.100)
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For a given scattering angle 6 the final energy E’ of the electrons can be determined
as a function of E and 6 using (3.100) which is a quadratic equation in E’. The re-
sulting E’ and the corresponding |p'|> = E"> — m(z) have to be inserted into (3.99).
In order to understand the scattering formula (3.99) we check the limit £/My < 1,
where the electron energy is small compared to the rest mass of the proton. In this
limit we should approach the limiting case of scattering at a fixed Coulomb potential
(Sect. 3.1). Applying this approximation we can reduce (3.100) to

E'My=EMy , andthus E'=E , (3.101)

implying completely elastic scattering of the electron. Because E* = |p|> + m
E?=|p'|*+ mo it follows that |p| = | p’| and (3.99) yields

o m§j —— E
i = g MaP for SE <L (3.102)

This result corresponds to Mott’s scattering cross section known from Sect. 3.1, (3.25).
To see the complete agreement we consider the square of the invariant amplitude
(3.91) in the same approximation. The exact expression evaluated in the laboratory
frame is

2,2 4 2

|Myi|* = 2ep(2n)2 2

2m0M0(61 )

< {MoE)[py (P + pi = p )]+ [pi- (P + pi = p)(E Mo)]
Cop Y M2 A 2372

— (pi-prIM3 —MO(M0+E—E)m0+2mOM0}

2(47.[)2
2m0M2(q2)2
x |M0E[M0E’ + prepi —mi]+ MoE'[MoE +m% — ps-pi]
— M2ps-pi — MEm — MoEm? + MoE'm} + 2m3M§]

2ep(4m)?

0770

(3.103)

In the limit £/My < 1 only the terms proportional to Mg have to be kept. With
E = E' this leads to

2l (4)?

— — (2E®— py-pi +m}) for £<<1 (3.104)
2m3(g?)? pe

M .12 %
| fi | Mo
Inserting the result into (3.102) and taking into account that in the limit considered the
momentum transfer ¢ has no O-component, i.e. g2 = —g?, we finally get

do 202

= (2E2—p - i +m2) £ «1 (3.105)
a2’ ~ (@>)? SRR g T '
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This is just the expected result we derived in Sect. 3.1, (3.39). In that limit the proton
does not recoil. It can be considered as the source of a static external field. Remember
that we have chosen units such that h=c =1, e? = ¢?/hc = a.

Another interesting limit in which the quite complicated general expression for
the scattering cross section simplifies is the case of ultrarelativistic electrons. In this
case my/E < 1, and the recoil of the proton should modify the scattering formula
considerably. Inspecting (3.99) we note that

/ Z —m /
v 0 E mo m
mzi - — for Fosf(/)<<1a

E? —m]
|p /E2_m% E

and thus (3.99) becomes

ds _ m} £ —
AR E E |Myil
ds2 4 1—1—%—%0059
2 E
my E___op ™Mo
=— ——=—— |My; ,  — 1. 3.106
47t21+/2w—€sin2%| fil E<< ( )

In order to calculate |M f;|*> we consider (3.103) and express the scalar product p ¢+ p;
in terms of the squared momentum transfer through

q>=(ps—p)>=p7+p; —2pr-pi=2[mi—ps-pi] . (3.107)
This yields
R (4m)2a?
aP= Y
Y 2miIMl(g?)?

2
« {2M§EE/ + %[Mg + Mo(E — E)] — m2Mo(E — E)}
B (47r)2a2EE’{1+ q? (1+ E’—E) mj (E'—E)
 ml(g?)? 4EE’ My 2EE’ My

} . (3.108)

which is still exact. In the ultrarelativistic limit E/mg, E’/mg > 1, energy and mo-
mentum become equal and the squared momentum transfer (3.107) is related to the
scattering angle in a simple way

> =2(mi—EE'+p'-p) =2 (m§— EE'+|p'||p|cos6)

0
~ —2EE'(1 —cos®) = —4EE'sin’ 5 (3.109)

Furthermore, the condition of energy conservation (3.100) simplifies to

Mo(E — E'Y=E'E — |p||p'|cos§ — m}

0
~EE'(1 —cc>s9)=21515’sin25 (3.110)
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or, using (3.109)

E'—E _ 2EE _,0 ¢*
~— sin” — & — . 3.111)
Mo M 2 2M}
Thus (3.108) can be reduced to
— m2a? q° q> 2EE _,90
M~ et e | ' e TaEE a2 ™ 2
moEE’sin” 3 My
1—sin?(6/2)
2.2 2
:n—“e cos?? = 4" g2 ?) E,E'>mo . (3.112)
m3EE’sin* § 2 2M§ 2
We insert this result into (3.106) and get
20 _ 4% 28
a5 Q2 1 CosT3— g msinTy
— = 7 0 for E,E > mg . (3.113)

42’ 4E? sin %

This formula determines the scattering cross section in the ultrarelativistic case under
the assumption that the proton behaves like a heavy electron with mass Mp. Equa-
tion (3.113) can be compared with the Mott scattering formula (3.39) in the limit
B — 1. Two deviations are found. The denominator in (3.113) originates from the
recoil of the target as we see from (3.110) which can be written as

1
EE=F—— . 3.114
1+2—Esin2% ( )

My
Furthermore the angular dependence of the numerator in (3.113) is more involved
compared to Mott scattering. The g2-dependent second term is found to originate
from the fact that the target is a spin-% particle. This term is absent when the collision
of electrons with spin-0 particles is considered.

We finally remark that (3.113) does not provide a realistic description of electron—
proton collisions at high energies since the de Broglie wavelength of the electron then
is so small that the substructure of the proton becomes detectable. This fact has not
been considered in (3.113), where we assumed the proton to be a point-like Dirac
particle without internal structure. In addition the proton’s anomalous magnetic mo-
ment has to be considered in that case. We remark, then, that in a complete treatment
for very high energies (several 100 MeV) formula (3.113) has to be modified by in-
troducing electric and magnetic form factors representing the internal structure of
the proton. This yields the so-called Rosenbluth formula (see Exercise 3.5). Equa-
tion (3.113) would apply with great accuracy, however, to the scattering of electrons
and muons, which both are structureless Dirac particles, at least upto present-day en-
ergies of about 100 GeV. Then, however, also the weak interaction between electrons
and muons plays a role.’

9 W. Greiner, and B. Miiller: Gauge Theory of Weak Interactions, 3rd ed. (Springer, Berlin, Heidel-
berg, 2000).
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EXERCISE |

3.5 Rosenbluth’s Formula

The realistic description of the scatteringof an electron at a spin—% hadron has to take
into account the internal structure and anomalous magnetic moment of the hadron. To
that end one replaces the transition current in momentum space which originates from
the Dirac equation with the more general bilinear expression

u(P")yu(P)— w(PI, (P, P)u(P) . (1)

Problem. (a) Show that the most general expression for a transition current that
fulfils the most important conditions of Lorentz covariance, Hermiticity, and gauge
invariance can be written as

1
(P, (P, P)u(P) =i(P’) (ym @+ iZ—MO z(q2>q”%) u(P) . )

Here g = P’ — P is the momentum transfer and F(¢?), F»(g?) are unspecified real
functions (“form factors”), cf. Fig. 3.13.

PI

ie,al,(P', P)u

P

(b) What is the physical meaning of F(0) and F>(0)? This can be deduced by studying
the interaction energy with static electromagnetic fields in the nonrelativistic limit.
(c) Calculate the unpolarized cross sections of electron scattering at a hadron with the
vertex function (2) in the ultrarelativistic limit.

Solution. (a) In order to construct the vertex function I',,(P’, P) we have at our dis-
posal the two kinematic quantities P* and P*. Since the proton moves freely before
and after the collision (it is “on the mass shell”), there is only a single independent
scalar variable, because P2 = P2 = M(%, which we choose as the square of momen-
tum transfer q2 = (P — P)2. Since FM(P’, P) has to be a Lorentz vector the most
general ansatz can be directly noted with the help of the known bilinear convariants of
the Dirac theory (cf. ROM, Chap.5) :

(P (P, Pyu(P)=ii(P")(A(g*)yu + B(g*) P}, + C(qP) P,
+iD(gH) P 0y +IE(G*) P opu)u(P) . (3)

A(qz), A E(qz) are undetermined scalar functions of the variable q2 and o, =
(i/2)(Yu¥v — Yv¥u)- Since we demanded Hermiticity, they are real functions. Her-
meticity for matrix elements implies L;x = Lj;. With that in mind we check e.g.

(@(Pyuu(P))" = u(P) i ylviu(P') = a(Pyyoy,| you(P') = a(P)yu(P') .

Fig. 3.13. Feynman diagram
for the scattering of a point-
like Dirac particle at an ex-
tended target, symbolized by
the hatched blob
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Exercise 3.5

Similarly one concludes that the functions A(q2) e E(qz) have indeed to be real
functions. Further restrictions follow from our requiring gauge invariance, which takes
the form

g" u(PI, (P, P)u(P)=0 . “)

This follows from the condition of current conservation applied to the electromagnetic
transition current of the hadron, i.e. 9, J 1’;,’ p(x) =0. In momentum space the operator
dy is replaced by a factor —iP/L or iP,, respectively, when acting on the final (initial)
wavefunction. This leads to the condition (4).

A short reminder on gauge invariance and current conservation: Gauge invariance
implies

/d4x Jp(x)A"(X)=/d4x Ju () (A (x) — 9% x (x))

which means [ d*x Ju ()0 x (x) = 0. Assuming that surface terms do not contribute
(the function y (x) can be chosen appropriately) the latter condition can be rewritten as
f d*x 0 ju(x) x (x) = 0. Since x (x) is an arbitrary function this implies 9/ j, (x) = 0.

The first term in (3) is just the usual Dirac current, which obviously fulfils condi-
tion (4). This can be easily shown with the help of the Dirac equation. Indeed,

iW(PHquy*u(P)=u(Pgu(P)=u(P (P — P)u(P)
=u(P")(mg — mo)u(P)=0.

Here we used the relations known from Exercise 2.1. For the subsequent terms we get
(P"™ — PMY(BP} +CP,)=(B—C)(Mj—P'-P)=0 5)
and
i(P"" — P*Y(DP" + EP")oyu, = —iDP"P" 0y, +iEP" PYoy,
=i(D+E)P*"P’0,,=0, (6)

taking into account the antisymmetry of the tensor o,,,. Thus we deduce that C = B
and E =—-D, i.e.

(P (P, Pyu(P) =i(P)[A(g®) v, + B(g*)(P' + P),
+iD(@H) (P’ — P) oy, Ju(P) . (7
Because of the Gordon decomposition (cf. ROM, Chap. 8)

i (P')yu(P) = ZLMO(P/ + P)uit(Pu(P) + ;qu”ﬁ(P/)Gﬂvu(P) (®)
these three terms are not linearly independent. Therefore one of the terms, for instance
B(g*)(P' + P) u»> can be eliminated. This yields (2) as the most general structure for
the transition current.

(b) In order to understand the significance of the form factors F;(0) and F>(0) we
consider the energy of a nonrelativistic hadron with charge e, in a static external elec-
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tromagnetic field A#(x). The energy density is e, A* (x)J, (x). Hence, the interaction
energy is given by the volume integral

W= ep/d3x A (x)J, (%)

—ep / &x A" () P (0 T (P, PYrp (x)

[4 1‘42 s ’_ . _
:Vp‘/EP/?EP /d3xe P=P)yx Al (x)it(P") (P, P)u(P) . )

In the case of a pure electrostatic field A°(x) it is advantageous to rewrite the vertex

function I, (P’, P) of (2) using the Gordon decomposition (8), i.e. we replace

i 20 v N 2
20g9)g oy — vuFa(q?) 2M()(P + P),F2(q)

2My
and obtain for (2):
1
(P, P)=yu(Fi(gD) + Fa(g?) — Z—MO<P’ + P), Fa(q?) . (10)

This leads to the following expression for the integrand of (9), given in the rest frame
of the hadron

A%x)i(P")To(P', P)u(P)
1
= A°@) (P W(Fi(g2) + Falg?) = 33— (P + PYoFa(a?) Ju(P)
0

Moyo — EP' —
2M

In the nonrelativistic limit the lower components of the Dirac spinors can be neglected

2 M
= A°@)a(P) [ wFi(g)) + 2 Fa(g) |u(P) an

and itu ~ ity%u = u'u = 1, which leads to

2
A’x)i(P"YTH(P', P)u(P) ~ A%(x) (F1 (q*) + ;WFz(qz)) : (12)
0
Here the identity
q>=(P' — P)>=2M; —2P'-P =2Moy(My — E"") (13)

and therefore ¢2/(4M3) = (Mo — EP")/(2Mp) was used. In the static limit g% — 0
(considering an external potential which is constant or slowly varying) the interaction
energy (9) simply becomes

1 . 1
W ~ e, F) (O)V/d3x e ¥ A (x) = ey Fy (O)AOV/d3x=epF1 A% (14
————

1

Note that in the static limit, E" = E? = M,. Therefore, the normalization factor

2
in (9)is 4/ % = 1. The result (14) is obviously the electrostatic energy of a particle

with charge ep F1(0) in a potential A, from which we conclude that for the proton

Fi0)=1. (15)

Exercise 3.5
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Exercise 3.5

In the case of a magnetic field described by the vector potential A (x) we use (2) and,
utilizing the Gordon decomposition (8), get

A*(x)ii(P) Tk (P', P)u(P)

~akpenaonl Lo 2 2 2011
=A"(x)u(P’) ZMO(Pk+Pk)F1(q )+ Fi(q")+F2(q7))q o |u(P)

i
A
~ _i(P") [A LR+ (R + Fa))q x A .z} u(P). (16)

My 2My ’

because AKPy = A°Py—A-P = —A- P (because A” =0) and, furthermore, A% P =
A¥ P, + A¥ gy = A¥ Py (in the limit ¢ — 0) and

. o O
Okl = Epm 2™ with Z=(0 (T> .

The first term in (16) just describes the interaction of a moving charge with the mag-
netic field yielding W >~ —e, F (0)v-A uu. The second term yields (again considering
the limit ¢ — 0)

. 1
W / dxe 0% e (FI@) + Fa(g) (~ig x AW) - #(P) Zu(P)

1 .
~ —epz—MO(F] O) + RO0)(@Zu) /d3x e MYV x A(x)

~_ % :
~ 2M0(1 + F2(0)) 2(s)-B . )

This is the energy of a particle with spin-% having the gyromagnetic ratio g =
2(1 4+ F>(0)) in a homogeneous magnetic field. The number F>(0) therefore describes
the anomalous magnetic moment of the particle. In the case of proton and neutron
experiment gives the following form factors at zero momentum transfer:

FP)=1 , F'0)=0,
FP(0)=1.79284 , F}(0)=-1.91304 . (18)

This is an indication that the nucleons are complex particles, i.e. Dirac particles with
an internal structure. Indeed, we know (see the lectures on Symmetries in Quantum
Mechanics) that nucleons are built up by three quarks.

(¢) The calculation of the electron—hadron cross section can be done as in Sect. 3.2; we
just have to insert the more complex vertex operator (2). In fact, the calculation sim-
plifies if we use the equivalent expression (10). The squared spin-averaged transition
matrix element is

JR— 1 _
My =2 Yt sy up.s)

spin

dmeey,

q2

i 1 )
< i(P, S/)[yM(Fl +F)— Z—MO(P/ + P)qu]u(P, S)’

(47‘[)26265 1

= WZ ZMT(P, S)I:V,I(Fl + F)

spin
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1
= 53 P+ Dok roucP', 8

wyOup’, syi(p', s )y u(p, s)

xu'(p,s)y
< (P, S/)[yv(Fl +Fy) — 2—MO(P’ 4 P)VFQ:IM(P, s) . (19)

With the help of (3.29) and (3.31) of Sect. 3.1 this expression can be rewritten as
a product of two traces. As in Sect. 3.2, (3.85), it is given by

— (4m)*e*e; o
[Myil” = WL Hyy (20)
with the lepton tensor (see (3.86a))
1 /
Lo = Loy [ urmo, p Fmo Q1)
2 2myg 2myg
and the hadron tensor (see (3.86b))
1 P P+ My
H, =-T Fi+F)——(P +P
w=5 r|:<yu( 1+ F2) ZMO( w T p.)) 2M,
o, P+ My
Fi+F)——(P.+pP))|1——
(Vu( 1+ F2) Mo (P, + v)) Mo
L1y M, Fi+ Fa)— =2 (P + P
M22 r| (P + Mp) )//L( 1+ F) — MO( N«+ ;L)
/ F) /
X (P + Mo) [ vo(F1 + F2) — %(P” +P))| - 22)

Here we employed Theorem 7 of the Mathematical Supplement 3.3 and the fact that
Tr ABCD = Tr C DAB. Expanding the product we get 16 traces from which 8 vanish,
since they contain an odd number of y matrices. The remaining terms are

8MGH v—(F1+F2)2Tr[PVuP yu]—(F1+F2)Mo—(P +P)Te[Pyu]
—— (P, +P P,+P,)T
+2MO< + M) ( +P) Te[PP]
=P pr g By My (Fy 4 F) Te[ P
oty Lt Pu) Mo (F1+ F2) T Py
— Mo(Fy + Fy) 5= (P, + P.) T [, P]
2My " Y ’
[=3pt]+ Mo(Fi + F2) Mo (Fi + F2) Tr[y.0]
-M E(P’ + P (F1 + F) Tt [P'n]
02]‘40 m " 1 2 r Vv
+ M Q(P/ + Py M Q(P/ + P,) Tr[1] 23)
02M0 H " 02M0 v Y '
After inserting the values of all these traces we can sum the result to the form

Hy— 4(Fy + F2)*[ Py P)+ PP, — (P-P' — M) guv]
wy QM2 1 2 wly wlv 0/) 8uv
0

+[—4(Fi + F) Fa+ F3(P-P'/M§ + D)](Py + P,)(P, + Pv’)}
=HY) +HY . (24)

Exercise 3.5
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Exercise 3.5

H ,(le) is already known from previous discussions and apart from the factor (F} + F»)?
it again yields the cross section of (3.113) when inserted into (20). In addition we get

(4m)*e’ey 1

M (212 =

[p"p" + p"™p" —[~1ptl(p-p' — m§) g""]

< [(Pu+ P)(Py+ P)][ = 4(Fi+ )P+ F3(P-P'/M§ + 1)] (25)

where we have taken the lepton tensor from (3.90). Using energy—momentum conser-
vation

p+P=p' +P, (26)
we will now eliminate the final momentum of the hadron and collect the momentum
dependent terms in (25). In the ultrarelativistic approximation (neglecting the electron

rest mass) we simply get
L.AL..1=2p - (P+P)Yp-(P+P)—(P+P)(P+P)(pp - m(z))
~4Q2p'-Pp-P— Mgp'p/)
~ 4[2E'Mo EMo — M3 |plIp'|(1 — cos6)]
~8MZE'E coszg (27)

in the laboratory system. Further, using (3.111) the product P- P’ in (23) can be ex-
pressed in terms of the momentum transfer g

2
p.P/=P.(P+p—p/)=M§+M0(E—E/):M§(1—ZQW) . (28)
0

g? is related to the scattering angle 6 through (3.109)
2 o () 0
q-~ —4EE sin 3" (29)

By adding |M#;(1)|? from (3.112) we finally get

(4m)2e*el E'E 0 e
MplP=——— L "V R+ )| 1—sin= [ 1+ ——
| fi | (q2)2 m% ( 1 2) ) 2M§

+leos2? 4(F + F)F,+2F2 (1 ¢
—cos” = | — -—
2 2 PR 4M2

(4m)’ee; E'E 2 4 o 20
= 2 |\ pfi) s s
(g°) mg 4M; 2

2 0
—(Fi+ B sin2Z | . (30)
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With (3.106) the spin-averaged scattering cross section in the laboratory system results
as

d& ey
e - 4E2 sin4% (1—}-% sin? %)
2 q> 2 )Xo 2 47 .50
X |:(F1 —4—M§Fz)005 E_(F1+F2) 2M§ sin 5:| . 31

This result is known as Rosenbluth’s formula.'°

Additional Remarks. Instead of the functions Fj(g?) and F>(g%) one often intro-
duces the so-called electric and magnetic “Sachs form factors”

2
N 2 q 2
Ge(@°)=Fi(q )+4—M§F2(q ),
Gm(g?) = Fi(gH) + Fa(g?) . (32)

These combinations emerge in a natural way from the interaction energy with
electric and magnetic fields, (12) and (17). Indeed, (12), describing an electric
(Coulomb) interaction, contains exactly the combination of Fi(g?) and F>(g?) con-
tained in Gg(g?2). The same is true for (17), which describes a magnetic interaction and
contains the combination of F|(g?) and F>(g?) as it appears in Gy (¢?). Expressed in
terms of the Sachs form factors the Rosenbluth formula (31) becomes

do do Gi(g») +1G3y (¢° 0
do _ (4o E@)+1Gy (g )—|—2'L'G12\,[(q2)tan2— (33)
ds2 d2 / Mot I+t 2

with the abbreviation T = —g?/ (4M§) > 0. Experimentally the two form factors can

be determined by varying E and 6 at a given momentum transfer

220
Sim 2

6
g*> = —4EE’sin’ > = —4F? (34)

2E ;.20 °
1+msln bl

Figure 3.14 shows some experimental data'! on the form factors Gi(¢?) and Gm(g?)
for protons. It was found that at not too large values of g2 a good description of
both Gg and %GM (« is the magnetic moment of the proton) is given by the so-called
“dipole fit” formula

1

m>2
(1+'

10 M.N. Rosenbluth: Phys. Rev. 79, 615 (1950).

' G. Simon, Ch. Schmitt, F. Borkowski, V.H. Walther: Nucl. Phys. A333, 381 (1980); for a recent
overview see J. Arrington, W. Melnitchouk, J.A. Tjon: Phys. Rev. C76, 035205 (2007).

Gp(g®) = : 35)

Exercise 3.5
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Fig. 3.14. The electric and
the normalized magnetic form
factor of the proton as a func-
tion of the squared momen-
tum transfer qz. The experi-
mental data are well described
by the “dipole fit” (35). It
is surprising, nevertheless an
experimental fact, that both
Ge(¢®) and Gm(g®)/k are
equal within a few percent

10°

Gg

107"

1

10°

107! 2 10° ; 52 10! 2 5 102
q° [fm™]

with the empirical parameter (remember the choice of units ic = 0.197 GeV fm = 1)
0%*=0.71GeV> =182 fm~2 . (36)

In nonrelativistic quantum mechanical scattering theory a form factor F(q) is intro-
duced which relates the scattering at extended and point-like targets:

do do )
- =5 |F(g)]” .
ds2 extended ds2 point

2

37

F(q) has a simple interpretation:
It is the spatial Fourier transform of the density distribution o(x) of the extended
scattering center

F(q)= / dProx) el . (38)
By analogy one may identify Gg(¢?) and Gy(g?) with the Fourier transforms of the
hadron’s charge and magnetic moment density distribution. At relativistic energies
this interpretation becomes problematic since it depends on the frame of reference. It
is valid in the so called “Breit frame” where no energy is transferred to the nucleon,
qo =0, which means P = (E, P), P’ = (E, —P).

With this caveat, the density distribution of the proton charge derived from the
dipole formula (35) by inverse Fourier transformation is simply

d3q —ig-x Q3 —Qlx
ap(x)=fWGD(—q2)e r=ge okl (39)

12 See W. Greiner, Quantum Mechanics — An Introduction, 3rd ed. (Springer, Berlin, New York,
1994), Exercise 11.8 and e.g. R. Hofstadter, Ann. Rev. Nucl. Sci. 7, 231 (1957).
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The size of the nucleon may be defined by the second moment of this distribution

12
(R?) = / Ex [xop(x) = - (40)

This gives the mean proton radius

[ 12
Ry=\/(R?)= |— = =081 fm . 41
=V R = 2 @b

More detailed information on the internal structure of hadrons can be obtained from
the study of inelastic electron scattering. In this way the presence of pointlike con-
stituents (partons) inside the hadrons was revealed. This will be discussed in the lec-
tures on Quantum Chromodynamics.'?

EXAMPLE |

3.6 Higher-Order Electron-Proton Scattering

In Sect. 3.2 we calculated electron—proton scattering to lowest order in o = e?. Now
we shall discuss corrections arising at the next higher order of the perturbation expan-
sion. To that end we refer to the general expression of the n'" order contribution to
the electron scattering matrix (2.44). The amplitude of second-order electron—proton
interaction is given by

ST =—ie? f dx dty P ) A@SE — VAT - M

As in Sect. 3.2, the electromagnetic potential A(x) is produced by the proton current.
However, for us to be consistent the proton current has also to be treated in second or-
der. To do this we again consider (1), describing the interaction of the electron current
with the A, (x) A,(y) fields in second order. Again, we require the total expression
for S}zi) to be symmetric with respect to the electron and proton currents. From (1), it
is obvious that the second-order electron current is given by

T3 (e, y) = i€ ¥p(x) yuSe(x — )y ¥i () )

13 See W. Greiner, S. Schramm, E. Stein, Quantum Chromodynamics (Springer, Berlin, Tokyo, New
York, 2002).

Exercise 3.5
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Example 3.6 The factor i here has been introduced for convenience. Namely, inserting the electron
propagator Sr(x — y) — see (2.24) — explicitly this becomes

IR =@y | Y. 0o — yo)¥n@)dn(y)

n; po>0

— > OG0 — X0V @) | i () - 3)

n; po<0

The two indices (and the two arguments x, y) indicate the second-order structure of the
transition current. Here we used the Stiickelberg—Feynman propagator (2.24). The fac-
tor i introduced in (2) cancels the factor minus i included in the propagator Sg(x — y),
enabling us to represent the second-order current J*"(x, y) asasum () _,) of products
consisting of first-order transition currents (cf. Sect. 3.2, (3.53)) of the form

(Ju @) f, = € U p (@) Y Y (x) )

which yields

IR =Y (Ju®) 4, (HB),; OG0 = y0)

n,po>0

- > (@), (W), @G0 —x0) - )

n,po<0

The single index and the single argument express the first-order structure of these
transition currents J, (x). According to Sect. 3.2, (3.51), each first-order transition
current produces a vector potential

AR (x) = / d*y De(x — y) J*(y) .

Generalizing this relation we can conjecture that the following expression describes
the electromagnetic fields produced by the proton:

Ap(x)Ay(y)

= fd“x d*Y De(x — X)Dp(y — Y)I2P (X, Y)

> /d“x d*Y Dp(x = X)Dr(y =Y)(JE(X)) 1, (FF (1)), 0 (X0 —Yo)
n; Pp>0

— > |d*X d*Y De(x — X) De(y—Y) (JL(X)) (B (), 0 (Yo~ Xo)
n; Pp<0

=e /d“x d*Y Dp(x — X)Dp(y — Y)

< PI Xy | D O(Xo—Yo) YR (X) P (Y)

n; Pp>0



3.2 Scattering of an Electron off a Free Proton: The Effect of Recoil 123
— > O —X) YR X)) vn () | nif ()
n; Pp<0
_ 2 4 4 7P P p
=ie, /d Xd"Y Dr(x — X)Dp(y — V)Y (X)yuSp(X = V)yyy; (Y) . (0)
Y)

Each single first-order transition current occurring in the products (5) creates a pho-
ton field like the one produced by the transition current in (3.51). Note the factor +i
occurring in the last step that cancels the factor —i contained in the proton propagator
SE(X —Y). Equation (6) can be substantiated by considering the differential equation
for the two-photon field A, (x, y) :

2
OOy Ay (x, y) = @) 15 (x, y) %

which is analogous to (3.42). The expression (6) obviously fulfils this differential
equation. This result can be represented graphically as shown in Fig. 3.15.

The two photons are emitted at the space—time points Y, X. At each vertex a factor
epYu Or epyy, respectively, enters into the calculation of the fields. The proton line
between Y and X is called an internal proton line. It represents the propagation of
the proton between the points of interaction with the photons according to the proton
propagator SE(X — Y). The photons emitted by the proton at ¥ and X travel to the
electron which absorbs them at the space—time points y and x. This process is shown
in Fig. 3.16. It represents the second-order S-matrix element obtained by inserting (6)
into (1), i.e.

s in) =€ [atratyd X aY [Ty et =30y )] |

x De(x = X) De(y = 1) [F1 00 v EX = Dmyf 0] . ®)

which for reasons to become clear soon is called the direct amplitude. Here, in contrast
to (1), no factor (—i) occurs, because it is compensated by the factor +i of the last
expression in (6).

Se(z — 1) SHX - Y)

We see very clearly how to translate the various lines in the graph directly into
mathematical expressions. However, (8) does not yet represent the full second-order
scattering amplitude, since the two photons emitted by the proton current cannot be
distinguished. The electron at x does not “know” whether the photon being absorbed

Fig. 3.15. The second-order
proton transition current in-
volves two photons. One prop-
agates between the space—time
points x and X, the second
one between y and Y. Depend-
ing on the time ordering of the
arguments of Dp(x — X) and
Dg(y — Y) the photons are ei-
ther absorbed or emitted. The
propagation of the proton be-
tween the vertices at X and Y
is described by the Feynman
propagator SE(X —-Y)

Fig. 3.16. The graph for the
direct second-order electron—
proton scattering
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Fig. 3.17. The exchange
graph  corresponding  to
Fig. 3.16. The photon lines
are crossed

SIX -Y)

at that point has been emitted at space—time point Y or X. The indistinguishability of
the photons then implies the contribution of a second graph (see Fig. 3.17). According
to the principles of quantum mechanics the complete electron—proton scattering am-
plitude is then given by coherently adding the contribution of an exchange diagram
shown in Fig. 3.17. This yields

S}? = S}? (dir.) + S}? (exch.)
=2k [aedty e Xa Y [0y Se =30y 1]
x { Ditx = X) De(y = 1) [#7.00 1 SEX = ) P ()]

+ D = V) De(y = X0 [ 730 7 SEX = Dy p? 0] | - ©)

The second term in the curly brackets is the exchange term. We notice also that the
indices p and v are exchanged with respect to the direct term. This can be easily
understood, because the photon at Y propagates to x and thus the y* at x has to have
a corresponding y,, at Y. The current—current interaction enforces this structure. This
point can also be understood by adding the exchange term to the direct term of the
two-photon field in (6):

Ap(x) Ay (y) = Ap(x) Ap(Y)ldir + Ap(x) Ay (¥)lexch (10)

where the first contribution agrees with (6). The second contribution arises from the
possibility that the photon described by the vector potential A, (x) originates from
the proton at a point Y prior to the interaction point X of the second photon which
produces the field A, (y). Of course the names given to the coordinates X and Y are
unimportant and could be interchanged since these are integration variables. What
does matter, however, is the sequential ordering of the two interaction vertices. There-
fore the exchange contribution

A0 A lesen =6} [ XY Dt = ¥) Di(y = %)

X P X) 1 SEX = V) yu 7 (Y) (11)

differs from the “direct” term (6) in that the matrices y,, and y, are interchanged. Both
contributions have been added in (9).
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Note that (9) contains an integration over four time variables xo, yo, Xo, Yo, each
integration extending over the whole real axis. This means that all 4! = 24 possible
time orderings are allowed and will contribute to the amplitude. This is automatically
taken care of by the use of the covariant Feynman propagators Sg and D which
describe the propagation in both directions of the relative time.

As an example let us look at the special time ordering Xo > yg > xo > Yp. The cor-
responding exchange graph is depicted in Fig. 3.18. The first photon is emitted by the
proton at ¥ and travels to point x where it creates an e*e~ pair.!* The second photon
originates from pair annihilation at point y and later is absorbed by the proton at X.
In all one could draw 2 - 24 = 48 different graphs which, however, can be condensed
in one direct and one exchange graph. Thus it is clear that the absolute positions of
the vertices when drawing a Feynman diagram in coordinate space is not intended
to imply a specific time ordering. All that matters is the topological structure of the
graph.

In order to develop a generalrule we will now consider the factors i that occur in
the S-matrix elements. The nondiagonal S-matrix elements generally contain a fac-
tor —i (cf. (1.86) and (2.42)). Also, we introduced a factor i in the expression of
the electron propagator in (2) in order to factorize the second-order transition cur-
rents. This should also be valid in higher orders, and therefore we generally associate
a factor i with the electron propagator, writing iSg(x — y). For the proton propaga-
tor we do the same, i.e. SFp x—y)— iSFp(x — y). In order to preserve symmetry we
require this procedure for every fermion propagator. This can in fact be done if we
substitute simultaneously iSr(x — y) for each electron line and (—iA) for each pho-
ton field A. Then the total n'" order scattering amplitude does not change, because
(cf. e.g. (1) or (2.44)) when following an electron line in a Feynman graph we may
write

—ieASFeASE...e A= (—ie A)iSk (—ieA) ... (—ie A) . (12)

Note, that the overall factor (—i) is included in the extra factor A in the first position
of the amplitude. Alternatively we may say, that at every electron vertex (point of
creation or absorption of a photon A) we write a factor —i in addition to y,,. For
symmetry reasons we will have to attach factors —i also to each proton vertex and
factors i to each proton propagator SFp. This will lead to a consistent description if
a factor i is attached also to each photon propagator Dr. We can easily check that this
procedure indeed gives the right overall factor for the two-photon field of (6):

A () Av () air = / d*X d*Y iDp(x — X)iDp(y — Y)

x U £ (X)(—iep) yu iSR(X — Y) (—iep)yy ¥P (¥) . (13)

Generalizing from this result we arrive at a general rule for the i factors: At every
vertex in a graph (electron or proton vertex) there is a factor —i, for every line (no
matter whether electron, proton, or photon line) we have a factor +i. It can be easily
seen that this rule does not change the amplitude S}zi) in (9).

14 Also graphs involving the virtual production of proton—antiproton pairs will occur. However, this
implies energies where it is not justified to treat the proton as an elementary Dirac particle.

Fig. 3.18. One of several time
orderings of the general ex-
change  graph  depicted
in Fig. 3.17. In contrast to the
usual convention for Feynman
graphs here the relative posi-
tion of the vertices has been
assumed to have a physical
meaning
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Example 3.6 We shall apply this rule in all forthcoming calculations, so we do not have to bother
any more about the i factors and thus about the phase of the graph.
In practice it is convenient to calculate in momentum space. Therefore we deter-
mine the Fourier transforms of the expressions occurring in (8). The external particles
(i.e. the incoming and outgoing electron and proton) are described by plane waves, as
we did before (cf. (3.2), (3.3) and (3.54)). The first term of (9) becomes

2 4
D (giry = H) ¢

(
Sfi

/d4x d*yd*x d'y

V2

2
g

E¢E;

Mg d*q) d%qy d*p d*P eI (—X) i (y-Y)

YE) ] @mt @m)t @m)t @mt qf +ie gy +ie

X

e~ (x=y)

Vu(p;,s;)e Py
ﬁ—mo—i—i&‘y u(pi,si) j|

x [ei”f"ﬁ(pf,s,f)y"

iPrX - e D —iPY
x | elfs u(Pf,Sf)VumVuu(Pi,Si)e i . (14)

Here we have used the expressions for electron and proton propagators from (2.7),
(2.13) and (2.19) and further the Fourier representation of the photon propagators
known from (3.50). We can easily perform the integration over the space coordinates:

fd4x d4y d4X d4Y e—iql-(x—X) e—iqzv(y—Y) eipf-x
% efip-(xfy)efip,wy ein~X efiP~(X7Y) efiPi-Y
=0t g +p—pp D) et —p+pi)

x 2r)*8*(—qa — P + P)Q2m)*8*(—q1 + P — Py) . (15)

Each §* function expresses the energy—momentum conservation at one of the four
vertices. Now we can integrate over the momentum variables g2, p, and P occurring
in (14):

d*q, d*qp d*p d*P
/ Q) 8*q1+p—pys)

Qm)* 2m)* r)* Q)4
x 2m)* 8% (g2 — p+ p) Q1) 84 (—q2 — P+ P))
1 1

x m)*6*(~q1 + P — Py) 55— ——
qi +1e g5 +1¢

X I:ﬁ(pf’sf) pH )’v”(pi»si):|

P —mo+ie

— vy u(P;, Si)]
1€

_ 1
X [M(Pf, S vu m

d*q; 1 1
Qm)* g2 +ie (g —q1)? +1ie

=Qn)*$* Py +ps— P — p,-)/
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X |:l/_t(pf,Sf))/p' y"u(p,-,si)]

Pr—dq1 —mo+ie

X [ﬁ(Pf, SF) Vu yu(hi, Si)i| , (16)

Ff—i-ﬁ] —M0+i8
with
q=pr—pi=—(Pr—P) (17)

being the fixed momentum transfer to the electron. According to (14) the contribution
to the second-order S-matrix element in the direct scattering graph is given by

M2
O @m)*s*(Pr 4 pr — Pi — pi)
rri

(4m)%e* | m}
V2 EfE;

P (dir) =

dqr 1 1
x i 7. - 2.
(2m)* gy +ie (g —q1)* +ie

X [ﬁ(vaSf)VM VV“(Pi,Si):|

Pr—dq1—mo+ie

X |:ﬁ(Pf:Sf)Vu Vv“(PisSi):| . (18)

Again 84(Pf + py — P; — p;) guarantees energy—momentum conservation. It is very
satisfying to recognize that these conservation laws follow automatically. We have
further to consider the integral | d*q1/(2m)*... over the four-momentum g. | rep-
resents the four-momentum “circling around” in a closed loop, which appears in the
graph (see Fig. 3.19) corresponding to the process (18) in Fourier space. As we have
seen in (15), energy—momentum conservation is fulfilled at each vertex, for instance
the upper right vertex yields

Py +q1 —q1 = Py,
the upper left
Pf—4q1+4q1 = pf,
the lower left
pi+@—q) =p;—q,
and finally the lower right
Pi—(q—q) =Pr+q .

According to (18) we have to integrate over all intermediate momenta g;. The inter-
mediate momenta in the loop of Fig. 3.19 have just the appropriate value to conserve
the total momentum relation

Py + pr = P + pi

for every value of ¢q.

Example 3.6

PfySf Pf,Sj

Pf—q1 Pj+q1
79— q
Piy Si P,',S.‘

Fig.3.19. The second-order di-
rect graph for electron—proton
scattering in momentum space
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Fig. 3.20. The exchange
graph in momentum space

i

PrySy Py, S¢

Pr—@ P —q

P, S;

Pi, Si
A

In addition each vertex contributes a factor of the form —iey,, to (18), whereas each
external particle yields a factor \/mq/E. Note the matrix factors in (18) of the form

i
P —m+ie

being inserted between the y matrices that represent the vertices. These factors repre-
sent the propagator of the internal virtual fermionic lines.

We shall soon have had enough practice to be able to write down directly the correct
mathematical expressions corresponding to a given Feynman diagram. For instance,
we can easily draw the exchange graph corresponding to the direct graph (Fig. 3.19).
Formulated in momentum space it is depicted in Fig. 3.20. It contributes to the same
amplitude as the direct graph. Again we have individual energy—momentum conser-
vation at each vertex, which leads to conservation of total energy—momentum. We can
write down at once the contribution of this graph to the amplitude S (le) according to
the rules we just derived: ‘

2.4 2 2
(4m)2et | md M

0
V2 EfE; E?Elp

d*q; 1 1
Qm)* g} +ie (g —q)? +ie

5}2} (exch.) = Qu)*s*(Pr+ps— P — pi)

X [ﬁ(pf',sf')y“ J/UM(Pi,Si)]

Pr—d1—mo+ie

X [ft(Pf,Sf)J/v Yu M(Pi,Si)] : 19)

Pi—d1—Mo+ie
Performing the four-dimensional integrals occurring in (18) and (19) is a difficult task.
In the limit of a static point-like charged proton at rest this was done by Dalitz'> for
the first time. We shall discuss this problem further in Exercise 3.7, but we remark
here that even in this special case problems occur owing to the infinite range of the
Coulomb potential.

15 R H. Dalitz: Proc. Roy. Soc. (London) A206, 509 (1951).
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EXERCISE |

3.7 Static Limit of the Two-Photon Exchange

Problem. Write down the scattering amplitude of a two-photon exchange between
electron and proton corresponding to the two graphs of Fig. 3.21. Show that in the
static limit (the proton has infinite mass) the result coincides with the amplitude of
electron scattering at a Coulomb potential in second order Born approximation.

P[,Sf* Pf’Sf PsySf Pf,Sf
Q —ps
Qb Pi+pi—q Q Pi+pi—q
pi—q
Pi,sif P, S; Diy Si P, S;

Solution. By use of the Feynman rules the sum of both graphs can be written as (the
phase factor resulting from four internal lines and four vertices is OH=i)*=+1)

4 2 2
@ _ ¢ mg My 4 o4
Sy = — (27T)8(Pf+pf—Pi—pi)
" V2V EfE; Echlp

/ d4q1 4 4
Q2m)* (g1 — pp)* +ie (pi —q1)? +ie

x [M(vasf)yu J —motic Vvu(Pi:Si)i|

x u(Pr,Syf) |:)/“ ! y"
T Pi+pi—dq) — Mo +ie

+y" ! V”} u(pb, S;) (D
Pf—ﬂi-i-qh—Mo-i-is bR

where the capital letters refer to the proton and the lower-case ones to the electron. (1)
differs from the corresponding expressions (16) and (17) in Example 3.6 in the way
the momentum variables are labeled. Both results agree if g1 is replaced by pr — g1,
which is admissible since ¢ is only an integration variable. In the limit of very large
proton mass (Mo > E;, E y) the recoil energy becomes negligible, i.e.,

EY ~ E} - Mo ,
2
el U 1
P P ’
EVE]

5(E§+Ef —EY—E;) > 8(Ef — E)) ,

Fig. 3.21. The direct and ex-
change two-photon scattering
graphs
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Exercise 3.7 u(Pr,Sg) — u(0,Sy¢) ,
u(P;, S;) — u,S;) .

Taking only the leading powers of M( the matrix element involving the proton spinors
(1) reduces to

Moyo + #i —d1 + Mo .
(P; + pi —q)* — M +ie

P* — u(0, Sy) |:y“

Moyo — pi M,
4y 0%0 ,¢,+¢1+20. i | w0, 50
(Pr —pi +q1)* — Mj +ie
Mo(yo+ 1) v

S a0, 8, | p* —y
f[ MZ +2Mo(E; — ¢0) — M2 +ie

Mo(yo+1)
+r'— Oy |u.5)
Mg —2My(E; —q)) — M +ie
_ vo+1 yo+1
=u(,Sp) | yr—————y ' +y ' —————y* [u(0, S) .
f [ 2(E; — q?) +ie —2(E; — q?) +1e '
2
Now we have
1 0

vo+1=2 (O O) ,
and u (0, S) has just upper components. Therefore,

u(0, S) = (’8) . wu©,8) =u,S) .
On the other hand,

0
u(0,S) =

y u(0,S) <_GXS>
has only nonvanishing lower components, and thus

(vo+1Dyu©,S) =0.
Therefore, the only non vanishing term in P*" is

PP = g™, 70, S 1) u(0, S;) ! - ! ) (3)

T ’ Ei—q?~|—18 E,‘—q?—iS

The two pole terms can be combined to yield a delta function which is seen from the
identity

1 1 .
=P (—) Find(x) . 4)
X

x+tie
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Two proofs of this relation are given in Exercise 7.3, equation (6) ff. We apply (4) to
(3) and finally get

P* = —2i g"% 055, 5, 8(Ei — qf) . 5)

By inserting P into Sy; and considering that the proton’s degrees of freedom (spin,
momentum) are not to be observed and thus in the cross section can be summed over
(final values P ¢, Sy) or averaged (initial spin S§;), we can substitute

QY8 (Pr+p;—Pi—p)—V .
85,5, > 1. (6)

This can be understood by applying the heuristically deduced relation (277)383(0) —
V (Sect. 3.2) to determine the cross section. Namely, the spin averaging and momen-
tum integration yields

1 &Py 33 2
ESXS:/VW[@;T) S (P;+p;—P; —pl-):l 85,5,
iof

= l2/V i Qa3 P+ p,— Pi — p)l2n)*53(0)] — V?
2 ()3 frpp= BT PO 2 '
v

The same effect is achieved if one substitutes (6) in the scattering matrix element and
forgets about the proton altogether. After integrating over ql0 we get

—ie* | m? d? 4 4
S;gj)_)i 0 2m3(Ef—E,~)/ q3 i 3 i 3
V \ EfE; @)’ 1g = psl* g — pil
_ Eiyo+q-y+mo
x |u(pr,sy) —u(pi,si)| 7
|: f>5f |pi|2—|‘I|2+18 b=l

which is valid in the limit My — oo. In the electron matrix element use was made of
q?=E; and thus g% —m2+ie=(E? —m3)—|q|*+ie =|p;|*—|q|*+ie. (7) is just the
amplitude of electron scattering at a Coulomb potential with charge e in second-order
Born approximation. As mentioned in Example 3.4 the integral is divergent owing to
the long range of the Coulomb interaction.

3.3 Scattering of Identical Fermions

Using the example of electron—electron and electron—positron scattering we shall dis-
cuss the general aspects of scattering of identical fermions and particle—antiparticle
scattering. To this end we can take over many of the results of electron—proton scat-
tering (Sect. 3.2). However, slight complications arise from the fact that the scattering
particles are of the same type. There is no way to tell which of the two emerging elec-
trons is the “incident” and which is the “target” particle. This ambiguity is present

Exercise 3.7
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v already in classical mechanics as depicted in Fig. 3.22. Classically, however, one can
trace the trajectories and distinguish between the two alternatives. In quantum physics
this is no longer possible and therefore the two processes can interfere. Therefore the
amplitudes of two indistinguishable processes, which differ in the association of mo-
mentum and spin variables (p}, s}) and (p}, s5) with the outgoing electron lines, have

5  tobe added coherently.
Figure 3.23 shows the two lowest order Feynman graphs for electron—electron scat-
1 tering. The figure also illustrates the kinematic conditions for this scattering process.
2! We note the scattering amplitude of electron—electron scattering in momentum space
directly (compare (3.59) in Sect. 3.2)

1
’ ) 2 Sfi = Sgi(dir.) + Sf;(exch.)
2 1 m2 m2
2 0 0 404
Fig. 3.22. Classical scattering ==y EE, Ez‘/ EE, Qm)*8*(p1+ p2 — Py — PH)

trajectories of two identical par-
ticles leading to the same fi- 4
(p1 — p))?

—

nal state. In quantum theory
both processes cannot be dis-
tinguished x [(ph, s5) (—iy"u(p2, 52)]

1 J A . i4
h P2 — [a(ps, s)(—iyu(pr,s1)] ﬁ

x [ﬁ(pﬁ,si)(—iy“)u(pz,sz)]} . (3.115)
y4! D2

Compared to electron—proton scattering there is a change of sign because e,=—e. The

p1—pi
overall minus sign stems from the photon propagator —47/¢>. Since electrons obey
j2) P Fermi statistics, the exchange graph has a minus sign. This yields an antisymmetric
p1—ph scattering amplitude with respect to electron exchange in the final state (p| < p5)

x {+[ﬁ(Pllei)(—iVu)M(pl,S1)]

or the initial state (p; <> p2). If we were to calculate the scattering of identical Bose
particles, the total amplitude would be symmetric with respect to exchange of these

m m identical bosons. Section 3.7 will illustrate this, since there the amplitude for Compton
. ) scattering is symmetric with respect to photon exchange, photons of course being
Fig.3.23. Direct and exchange bosons

graph for the scattering of two

clectrons in lowest order Important remarks: (i) The matrix elements iy, u are numbers (one for every )

and thus their order can be exchanged
u(Dyu() a2y u) =u)y,u) a(Hytu(l) .

(ii) There are no additional normalization factors in (3.115). In principle one could
think of factors like % or % — they do not enter here. Also the rules of calculating
the differential cross section are not changed by the occurrence of identical particles.
We have merely to take care of introducing a factor % in the calculation of the total
cross section in order to prevent double-counting of the identical particles in the final
state. On the other hand, there is no further factor due to the presence of identical
particles in the initial state, because the incident flux stays the same whether there
are identical particles or not. We can control the validity of our considerations in the
case of electron—electron scattering by considering the scattering amplitude (3.115) for
forward scattering. Forward scattering implies small momentum transfer (p; — p/ )2
Therefore in (3.115) the direct term is large compared to the exchange term so that the
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latter can be neglected. In this case (3.115) is reduced to the amplitude of electron—
proton scattering (to lowest order) already derived in Sect. 3.2, (3.59).

Now we determine the differential cross section of scattering of unpolarized elec-
trons. We start with

da_/ 1S sil? 1 vdip| vdip,
T-V.-5 v Q1) @n)

(3.116)

The first factor denotes the transition rate per unit volume and time per electron
1/ V)_l, the second one describes the division by the incident electron flux, and
the last two factors give the number of final states in phase space. We will calculate
do in the center-of-mass frame of the incoming electrons. In this frame both particles
have the same energy E; = E; = E. The center-of-mass energy does not change in
the collision, i.e. it is E i = Eé = FE. Indeed, in the center-of-mass frame momentum
conservation yields

pi+p=pi+py=0 , andthus pj=-p).

From this the energies follow:

Ej=\Jm}+p2=Ey= [m}+p? .
Energy conservation demands that
Ei+Ey=E|+E},
which gives
E\=Ey=E|=E,=E .

With g being the velocity of one electron with respect to the center-of-mass frame,
the relative velocity of the colliding electrons in the center-of-mass frame is given by

Vel = 28 . (3.117)

For relativistic energies this relative velocity approaches twice the velocity of light.
On first sight one might suspect a contradiction with special relativity. This, in fact, is
not the case, because the velocity v of one electron as seen from the other one is given
by the well-known equation for the addition of velocities:

v+ v B+B
v= = c
1+vvy/c2 1+8-8

’

which can at best reach the velocity of light (v — ¢) for § — 1. By observing the
electrons from the center-of-mass frame, however, their relative velocity is just the
difference of their velocities in this system, which is expressed by (3.117). This also
follows from the covariant flux factor which was introduced in (3.77)

momo 1 _ My _ ™

E E

1 E2 el \/(pl-pz)z—mg \/(E2+p2)2—mé
m(z) m(z) 1

(3.118)

:\/(E2+p2)2_(52_p2)2:E2|P|/E .
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From (3.115) and (3.116) and utilizing [(27)*$*(p1 + p2 — p} — p5) 1> = VT 2n)* x
8*(p1+ p2 — Py — p5) we get the spin-averaged differential scattering cross section
(see also (3.79))

4
— m -
do = m/%"zwl)i +py—p1— p)dp & p) (3.119)

with the squared invariant matrix element

- 1 B
Myil? = etdm)’ Zz‘u(m, sDYuu(pi,s1)

’ !
S151 5552

X ;/2 i1(py, )y u(pa, s2)
(p1—p)

2

—it(ph, ) yutt(p1,s1) a(py, sy u(pa, s2) (3.120)

1
(p1— Pb)?

The averaging over the initial spins s and s; is responsible for the factor le' We can
easily determine the sums over the spins and convert them into traces with the help of
the identity (3.33) in Sect. 3.1. Since y,, = y;, (3.29a), we obtain

— 1 1 "+ myg +m
|Mfi|2=e4(47'[)22{ Tr[y1 h Oyv}

(p1 —p})* 2mg " 2mg

L 4+m 1
><Tr|:p2 Oyﬂﬂz—i_mo v:|_ N2 N2
2myg 2myg (p1 = pPP*(p1 — p3)

#i+mo  pr4+my py+mo , po+mo
X Tr|: 12m() e 22m0 " 2o Y+ e P
(3.121)

By writing (p] <> p5) we have abbreviated the terms that can be generated from those
written down by exchanging p} and p}. (3.121) contains a sum of four trace terms
which are produced by squaring an amplitude consisting of two terms. Let us consider
these traces, their origin, and their evaluation in more detail. We start with the first
trace term in (3.121) which already was encountered in Sect. 3.2, (3.33). We will
repeat the calculation here to gain familiarity with the trace technique. The spin sum
to be calculated to obtain the first contribution to (3.121) obviously is

SO (@ prs sDyuu(pr. 1) i (ph. sy u(p2. 2))

o ’
5151 8582

x (@(p}, sPyvuu(pr, s1) i(ph, sy u(pa, $2))°

= | > (@p}. sDvuupr.sn) (@(p}. spyoulpr. sn)”

’
5151

< | D (i(ph. sy ulpa. s2)) (i@(ph. sp)y*u(pa.s2))" | - (3.122)

’
8§52



3.3 Scattering of Identical Fermions 135

It is sufficient to consider just the first sum over si , 51, since the second sum sé, 57 has
the same structure. The complex conjugate product of spinors can be rewritten as

(@(ph, sy yuu(pa, s2)) = u' (p2, )yl v u(ph, s5)
= i(p2, $2) Y07, you(ph, s)
=i (p2,52) it (py. 55) (3.123)

with the barred gamma matrix y, = y, (see (3.29a)). The evaluation of the spin sum-
mation as usual makes use of the projection operators (3.31):

> up(pr.snix(pr.s) = (p51+m0> . (3.124)
i

2my

1

The sum over s and s] in this way leads to
> @@pl. spvuuprsn) @pl. spyou(pr.sn)”
518}

=Y (@(p}. sDyuue(pr, s0)) (@(p1, s (p}. 57))

’
S1S1

pr+mo _
—Zu(pl,sl)m (W P (py, sy)

st

1
_Z< ¢1+m0_> Zuﬂ(l’pS])ua(Ppsl)
5}

ﬁl +mo _ P +mo
=Tr Vv .
2m 2mg

(3.125)

Analogously the sum Zxész in (3.122) can be calculated yielding the total result
_ - 2
DD @t spvuupr, s0) (@(ph, s3)y" upa, 52))|
181 8582

Ty ,¢1+m0_1¢1+moT M,¢2+mo_vlﬁ§+'710
" ome T 2my me L 2mg |

(3.126)

Since y, = yy, this is just the result stated in (3.121). Now we consider the more
complicated mixed terms in the square | - - - |2 of (3.120). The first of these is

SO [y spvuulpr. s0) (@(ph. spy* u(p2. 52))]

5181 8582
x [(@(ph, sHrou(pr, sn) (@(pl, sy u(pa, 52))]"
=Y "> (@ ph. sDyuupr.sn) (@(pr. s youlph. s3))

ro ol
S151 5552

x (i(ph. s5)y"u(pa, s2)) (i(p2. 52)7 " u(pl. s7))

_ZZ<M(p1’S1)Vu‘¢2 Vvu(stsz)>
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Prt+m
m

_ 0 -
X (u(pé,SQ)y“ - y”u(pi,si)>

P1+mo _ ¢§+MOVW¢2+mo
2me " 2my 2myg

=Y @p} sDYa 7Vupl.s)
51

/ /
,;1+m0)7 ¢2+moyum+mo?u¢1+m0} ) (3.127)

=Tr |:)/# 2mg Y 2mg 2mg 2mg

In the course of this derivation the identity (3.124) has been used four times. With
yv = Y, we see that this trace is identical with the second trace in (3.121). It represents
the interference term of direct and exchange scattering.

In order to evaluate the traces we refer to the theorems we proved in the Mathemat-
ical Supplement 3.3. Let us consider the trace containing eight y-matrices originating
from the interference term in (3.121). To make life easier here we consider only the
ultrarelativistic limit where E >> m( (the complete result is derived in Exercise 3.8).
Then we may neglect terms proportional to m% and only one term in the expansion of
(3.127) remains. Using y" p| v, #1vv = =21 Yu ) (cf. Mathematical Supplement 3.3,
Theorem (8d)) this trace becomes

Tr[F vuth o ttsy B2y’ = =2 T [Py Bov" p2]
= —8p| - p5 Tr[p12]
=—=32(p}-p)(p1-p2) - (3.128)

where we have applied Theorems (8c) and (2) in the last steps. In the same ultra-
relativistic approximation the traces occurring in the direct term in (3.121) can be
simplified to

Tr [ vuthv]| Te[#sv" pov"]
=4[(PDup)v + PDv(PDy — Py P18 ]
X 4[(P)"(p2)" + (P)" (p)" — Py-p2g™"]
=32[(p}- Py (p1-p2) + (P} P (P1-PY)] - (3.129)

This is a repetition of the calculation in Sect. 3.2, (3.91). The traces were converted
to the “slash” notation by introducing two unit vectors A° =g, and B? =g, so
that y, = A and y, = B. This gives p| - A = (p))sA° = (p}), etc. and A - B =
A? B, = gv. Furthermore, in the calculation of (3.129) we used Theorems 2 and 3 of
Mathematical Supplement 3.3.

Putting together (3.128) and (3.129) the squared invariant matrix element (3.121)
reads in the ultrarelativistic limit

|Mfi|2UR
32[(p}- Py (p1-p2) + (P} P2)(P1-Pb)]
(p1 — PP*Q2mo)*
=321 P) (1o p2)] 32[(py- P (p1-p2) + (P5-p2) (P p1) ]
(p1 — PY*(p1 — PP*(2mo)* (p1 — Py*Q2mg)*
3 [=32(p} - Ph)(p1-p2)] }
(p1 — Py)?(p1 — p})?(2mo)*

= 64(471)2%{

(3.130)
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The two interference terms, being complex conjugates of each other and at the same
time real-valued, are found to agree. The scattering cross section in the center-of-mass
frame is given by (3.119):

4 3.7 33,/
_ m — d’p; d’°p
doyr = ———90 | (M2 840, + pl — p1 — pr)AE E,—2L 22
OUR (27T)2E42,3 /| fl| UR (pl P> P1 [72) 1LE92 2Ei 2Eé

(3.131)

In the integral we introduced the factor 4E]E) in order to get the usual invariant
phase-space factor d3p’/2E’.
In the center-of-mass frame we have

plZ(Elvpl):(Eﬂp) ) pZZ(EZﬂPZ):(Ev _p) i
pi=(El.pp=(E.p) . py=(Eyp)=(E. —p). (3.132)

In the second line we already made use of momentum conservation which gives
P = —p). In the ultrarelativistic limit E > my, i.e. pr=E%— m(z) ~ EZ2, the scalar
products needed in (3.130) are

prp2=E*—p - py=E*+ p*~E*+ E*=2E”
p’l-p/z=E’z—p/]~p’2=E/2+p’2%E’2+E’2 2E/2
pr-py=EE —p-py=EE' +p-p'=EE' +|pl|-|p'lcosf

~ / _ / 29

~ EE' (14 cosf)=2EE’ cos 5

0

Pi-p2=EE = pi':py=EE'+ p-p' ~2EE cos’

/ / / ’ / ! o: 20
p1-py=EE —p-py=EE —|p|-|p'|cosf ~2EE"sin 5 (3.133)

where 6 denotes the scattering angle (cf. Fig. 3.24).
The integral in (3.131) has the structure

d3 d p2 4 / /
/215/ S22 50l + ph = p1 = p2) PP (3.134)
with f( p’l, p’z) containing the squared invariant matrix element (3.130) and the factor
4E"2, According to Sect. 3.2, (3.74), the integral over p’2 can be extended from three
to four dimensions:

o0
d3p/
/—2E’2 = /d4pé5(p’z~p’z—MS)@((p§)o) . (3.135)

—00

This integration “eats” the four-dimensional delta function in (3.134) leading to

L f PARDARS

Y =L L1 §[(p1 + pa — p)? — m]

x OQRE —E"f(pi. py=p1+p2—p))

Fig. 3.24. Definition of the scat-
tering angle
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2F
1
=/§|pﬁldE’d918[(p1+pz)2—2(p1+pz)-pi]f(pi,p/2=p1+pz -py)
0
2F
/plldES [QE)* —2QE)E'] f(p}. Py =p1+ p2— P}
0
d‘Q{ |pl /
= - 4E|f(p1,p2 pitp2—pD|, . - (3.136)

If we insert this intermediate result into (3.131) we get the differential cross section in
the ultrarelativistic limit:

do 4 1
( 0) Pl S4E% My}
UR

d2] ) 47°E28 E 8 o

_etém? 11 o [(P1-p)(p1-p2) + (py-P2)(P1-p))
472E42 168 (p1—p*
(P} P (p1-p2) + (P5-p2)(P]-P1)
(p1— py)*
(Py- Py (p1-p2) }
(p1 — P5)?*(p1 — p})

+

(3.137)

Ph=p1+p2—p.E'=E

For an explicit evaluation of this result in terms of the scattering angle 8 we insert
the scalar products of (3.133) and at various places neglect terms proportional to the
electron mass mo < E. In particular, the momentum-transfer denominators are given
by

(p1— p)* = pi +P7 = 2p1-p]
=2m3 —2(E* — p-p') ~ —4E?sin’ g ,
(p1— Py)* = pi + P¥ —2p1-ph
=2m3 —2(E*+ p-p') ~ —4E* cos? g . (3.138)

This leads to the final expression

(d&) @met |:2E22E2+(2E20052%)2
R

)|y
| 2E72E% + (2E%sin 24)° 2E22E }
(4E2cos? £)? 4E2cos? 4E?sin’ §
z(x_2<1+cos4g 1+ sin* § 2 ) (3.139)

The first and second terms originate from the squares of the direct matrix element and
the exchange matrix element, respectively, whereas the last term is the interference
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contribution. The elastic scattering of electrons is known as Mgller scattering, named
after the author who first treated this process correctly using the Dirac equation.'6
Thus (3.139) represents the ultrarelativistic limit of the Mgller formula in the center-
of-mass frame.

The trigonometric expressions can be combined into the simpler formula

(d&) _ a? (34 cos?6)?
d2) )og  4E?  sinte

3.4 Electron-Positron Scattering:
Bhabha Scattering and Muon Pair Creation

The scattering of particles and antiparticles is closely related to the process of particle—
particle scattering. In fact, we will find that the knowledge of the scattering cross
section for one of the processes is sufficient to deduce the corresponding other cross
section.

In Example 3.4 we have obtained the amplitude for positron scattering at
a Coulomb potential. It was related to the corresponding process of electron
scattering by the replacement of an incoming electron spinor u(p;,s;) with an
outgoing positron spinor v(pys,sy) and vice versa. In the same way the am-
plitude for electron—positron scattering can be constructed. Written in momen-
tum space the direct amplitude (compare (3.115) in the previous section) be-
comes

mg

1 m2
S i (dir) = 4> — —2

R @m)* 8*(p1 — ph— pi + p2)
157

1E2

x [u(py, s (=iyupr, s1)]
4w

[0(p2, 52) (=iy*)v(P5, 55)]
where the bar over a variable is meant to indicate that this quantity refers to an an-
tiparticle. Le. (p2, 52), (P, 55) are the momentum and spin of the incoming (outgoing)
positron. The additional overall minus sign relative to (3.115) stems from the factor e
in (2.42), i.e., from the positron wave. The corresponding Feynman graph (Fig. 3.25a)
contains the labels —p) and — ps at the positron line which is drawn in the reversed
direction when compared to Fig. 3.23. As in the case of electron—electron scattering
there also exists an exchange amplitude. The corresponding Feynman graph is shown
in Fig. 3.25b).

Here the outgoing electron (p}) with positive energy is exchanged with the out-
going electron (—p,) with negative energy. Graph (b) can also be drawn as shown
in (c). Thus it can be interpreted as representing an incoming electron (pp) with
positive energy which by emitting a photon is scattered into an electron (—p>)

16 C. Mgller: Ann. Phys. 14, 531 (1932).

, a -
Y5 @ _Pi

P — P
P — P2

P+ D2
4! Pi

p1 " D2

Fig. 3.25. Direct (a) and ex-
change (b) diagrams describ-
ing electron—positron scatter-
ing (“Bhabha scattering”). The
indices —p’, and —p of the
positron lines show that we
treat the positrons in the lan-
guage of electrons. Then the
positron is an electron with
negative four-momentum, in
particular with negative energy.
The exchange graph usually is
drawn as in part (c)
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with negative energy moving backwards in time. The photon is absorbed by a neg-
ative energy electron (—p5) moving backwards in time. This electron is scattered
into a state with positive energy moving forwards in time. This is the interpreta-
tion purely in terms of electrons. Adopting the picture involving both electrons and
positrons we may say that an incoming electron (p) and an incoming positron (p2)
are annihilated into a photon; the photon is again annihilated (“leptonized”) by cre-
ating an electron (p)—positron (p5) pair. Both nomenclatures, the one using posi-
tive and negative energy electrons and the other using electrons and positrons, are
equivalent.

The exchange diagram translates into the following ‘annihilation amplitude’ in mo-
mentum space

2
1o 4 o4 —/ / -
£ (2m)* 8" (p1 — p5 — p1 + P2)

x [8(52,52) (=iyu(pr. s1)]
4

TRy [ (p}. s))(—iy")v(ph.59)] . (3.141)

which has a relative minus sign compared with the direct amplitude (3.140). This
can be understood in the following way. The initial state (before interaction) consists
of an electron (p;) with positive energy and a sea of electrons with negative energy
containing a hole with four—-momentum — p>. The occupied Dirac sea contains an
electron with four—-momentum — [_Jé. According to Fermi statistics, the initial state,
containing the electrons p; and —p), has to be antisymmetric with respect to the
exchange p; <> —p). In the final state we have the analogous antisymmetry concern-
ing p| <> — p2. In other words: Within our adopted “electron language” the outgoing
electrons in Fig. 3.25a with momenta p| and — p> have to be antisymmetric. We can
immediately check that this antisymmetry is fulfilled by the amplitude (3.141). Of
course there is also antisymmetry with respect to all other particles in the Dirac sea,
but these do not show up in the scattering process. Thus we can forget them in our
considerations. Again this discussion demonstrates the advantage and clarity of the
electron formalism.

Apart from the exchange of spinors, the annihilation amplitude corresponding to
Fig. 3.25c has one qualitative difference compared to the scattering processes we have
studied up to now: The virtual photon is timelike, i.e. its momentum has the property
g? > 0. This is most easily seen in the center-of-mass frame where p; = (E, p), pr =
(E,—p), g = (2E,0). In ordinary scattering processes the exchanged photons are
spacelike, g2 < 0. Although being closely related to each other, processes involving
timelike and spacelike photons may have quite different properties.

To evaluate the cross section for elastic electron—positron scattering we can proceed
exactly as in Sect. 3.3. Equation (3.119) remains valid and (3.121) for the squared
spin-averaged invariant matrix element becomes

—_— 1 1
M »|2=e4<4n)2—{7
7 4| (p1 = p)?

. Tr[pa tmo i +moy]}:| Tr[—ifﬁmoyﬂ 7 +moyv}

2mo " 2myg 2my 2myg



3.4 Electron—Positron Scattering

141

1
(p1— PD*(p1+ p2)?

o Tr #itmo  pr+mo  —pr+mo u—ﬁ/2+m0 v
2mg " 2mg " 2mg v 2mg v

+(p) < —132)} . (3.142)

Here we can make a very important observation. The result (3.142) could have been
obtained from the corresponding expression (3.121) for electron—electron scattering
simply by using the translation Table 3.1 for the momentum variables. This substitu-
tion rule has very general validity. It is a special case of the law of crossing symmetry.
This tells us that the S-matrix elements of the processes which are related to each other
by an exchange of incoming particles and outgoing antiparticles etc. are essentially the
same. One only has to exchange the corresponding momentum variables in the expres-
sion for the S-matrix element. For example from the amplitude of a two-body reaction
A+ B — C + D we can obtain the corresponding expression involving antiparticles,
e.g. A+ D — C + B (see Fig. 3.26) by simply exchanging the momentum variables
pPB — —pp, pp — —pp. This rule holds for the exact amplitudes as well as in any
order of perturbation theory. Also processes which differ in the grouping of incoming
and outgoing particles are related to each other. E.g. the matrix element of the three-
body decay A — B + C + D can be derived from that of the two-body scattering
process.'’

If we have obtained an expression for one of the matrix elements we get the corre-
sponding results for the other processes related by crossing symmetry for free, i.e. by
an analytic continuation in the momentum variables.

Using the substitution rule (pp — —p5, py — —p2) the results from electron—
electron scattering can be immediately translated to the case of electron—positron
scattering. Thus the cross section for unpolarized elastic eTe™ scattering in the ul-
trarelativistic limit (see (3.137)) becomes

(df'f) _i[@i-ﬁz)(mﬁg)+<p1-ﬁ§)(p1-ﬁz)
d2{ )y 2E? (p1—pp*

(py-P2)(p1-P5) + (P2- Py (P - p1)
+ —
(p1 + p2)*
(py-P2)(p1-Ph) }
(p1+ P2)%(p1 — p?

py=p1+p2—p}.E'=E
o? <1+cos4% 14 cos?d 2cos4%>

Yo ¥ (3.143)

sin* § 2 sin” 5
We have used p1 - pr = p1’- p5 = 2E?, py py=p1’-p2= 2E? cos? %, and p; - pi' =
p2- ph=2E 25in? %. The full result'® valid for arbitrary energies will be derived in
Exercise 3.8.

17 Note, however, that a process may be forbidden by the energy—momentum conservation law. Le. the
delta function by which the squared amplitude is multiplied to get the cross section (or decay rate)
may vanish.

18 H.J. Bhabha: Proc. Roy. Soc. (London) A154, 195 (1936).

Table 3.1. Electron—electron
scattering and electron—posit-
ron scattering are related by
crossing symmetry

e~ +e” e~ +et
P1 p1
pi Pi
P2 — P
P) —-p2

D

Fig. 3.26. Three processes
which are related by crossing
symmetry
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Fig. 3.27. The differential
cross section for Bhabha
scattering as a function of the
cosine of the scattering angle.
The measurements were
performed at five different en-
ergies /s = /(p1 + p2)? =
2E between 14 GeV and
43.6 GeV. The solid curves
are the prediction of QED,
(3.143)
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The process of elastic electron—positron scattering is also known under the name of
Bhabha scattering. The validity of the Bhabha formula has been verified in many ex-
periments, mainly at high energies. It describes the “elastic background” in all exper-
iments performed at electron—positron colliders. An example'® is shown in Fig. 3.27.
It is essential to include all three contributions (the direct, annihilation and interference
terms) to get agreement with the measurements.

There are, however, processes where only the annihilation diagram can contribute.
This is the case if the initial and final states consist of particle—antiparticle pairs of
different type. The simplest example is the process of muon pair creation et + e~ —
w4+ . Since muons differ from electrons just by their much higher mass (m,, =
105.6584 MeV compared to m, = 0.510999 MeV) we can simply take that part of the
Bhabha formula which originates from the annihilation diagram. In the ultrarelativistic
limit (E > m,,) the differential cross section for muon pair creation thus becomes

( do ) o (1 + 29) (3.144)
= cos . .
2
de] e+ rem o e 16E
Integration over the solid angle gives the total cross section
2
T o
Optte—s == . 3.145
Optte wr4p 3 E2 ( )

Finally we note that Quantum Electrodynamics no longer gives a correct description
of annihilation processes of the type et 4+ e~ — [T 4+~ (where [ refers to any lep-
tons) if the available energy comes close to the mass of the neutral intermediate vector
boson Z, whichis mz = 91.16 GeV. This particle can be produced “on the mass shell”

19 TASSO Collaboration, W. Braunschweig et al.: Z. Physik C37, 171 (1988).
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as a resonance (the width is I'z = 2.53 GeV) and then completely dominates over the
contribution from the virtual photon.”’ The theory of electroweak interactions gives
a unified description of both contributions. (See W. Greiner and B. Miiller: Theoreti-
cal Physics, Vol. 5, Gauge Theory of Weak Interactions (Springer, Berlin, Heidelberg,
New York, 2000).)

Figure 3.28 shows the measured total muon pair cross section?! which agrees well
with the prediction of (3.145). Already well below the Z-resonance energy, however,
the measured angular distribution?> shows a notable deviation from the prediction of
pure QED (dashed line).

If the theoretically well understood contribution from the weak interaction is in-
cluded the predictions of QED compare well with experimental data. (In order to get
quantitative agreement radiative corrections of the order o> have to be taken into ac-
count). From this we conclude that the electron is a pointlike elementary particle.
An extended composite object would be described by a momentum-dependent form-
factor F(¢2) as discussed in Exercise 3.5 for the case of electron—nucleon scattering.

1

20 The search for new particles via their signature as resonances in Bhabha scattering in the MeV
energy region has been reviewed in A. Scherdin, J. Reinhardt, W. Greiner, B. Miiller: Rep. Prog.
Phys. 54, 1 (1991).

21 TASSO Collaboration, W. Braunschweig etal.: Z. Physik C40, 163 (1988).
22 JADE Collaboration, W. Bartel etal.: Z. Physik C30, 371 (1986).

Fig. 3.28. (a) Total cross sec-
tion for the process e + e~
— ut + p~ as a function of
the squared center-of-mass
energy s = (2E)2, com-
pared with the prediction
of (3.145). (b) Differential
cross section for muon pair
creation at center-of-mass
energy s = 44.8 GeV. The
angular distribution deviates
from the QED prediction of
(3.144) (dashed line). The fit
to the data (solid line) shows
an asymmetry which results
from the influence of the
weak interaction
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Pc \ Pd

t u

N

Pal £ Pb
s

Fig. 3.29. Definition of the

Mandelstam variables s, f, u

in a two-body scattering pro-

cess

Experiments tell us that for the electron F (qz) = F(0) up to momentum transfers
of several hundred GeV. This implies that the electron is a pointlike object down to
a distance of at least re < 10716 cm! The same conclusion also holds for the heavy
leptons p and t.

EXERCISE |
3.8 Mandelstam Variables Applied to Mgller and Bhabha Scattering

Problem. (a) Show that the kinematics of any binary scattering process A + B —
C + D can be expressed in terms of the three Lorentz-invariant Mandelstam variables

s = (pa+ Pp)* = (pc + pa)*

t=(pe—Pa)*=(pa — Pp)* ,

u=(pc—pp)’ = (pa—pa)” - @)
Prove the identity

s+t+u=mi+mi+mz+m?]. 2)

(b) Derive the differential cross sections for electron—electron and electron—positron
scattering in terms of the Mandelstam variables. Do not neglect the electron mass in
this calculation.

(c) Write down explicit results for the Mgller and Bhabha cross sections in the center-
of-mass system and in the laboratory system.

Solution. (a) The two-body scattering process is described by the 16 four-momentum
variables p,, p», Pc, Pa- The equivalence principle of special relativity demands that
observable quantities can be expressed in terms of Lorentz invariants. Out of the four
Lorentz vectors p;(i =a, b, ¢, d) one can construct 10 scalar products p; - p; where
J = i. Four of these are constrained by the relativistic energy—momentum relations

pi=m; . (i=ab.cd. &)

The remaining six degrees of freedom still are interdependent since energy—momentum
conservation must be satisfied by any scattering process

Pa+ Pb=pc+ pa - 4)

This gives four additional constraints, leading to the conclusion that two indepen-
dent kinematic variables are sufficient to describe a two-body scattering process (if
no polarizations are involved). From (1) it is obvious that any of the 6 scalar prod-
ucts p; - p;j can be expressed in terms of one of the Mandelstam variables, e.g.
Pa-pPb= (1/2)(s — m?l — mi) etc. (Fig. 3.29). The equivalence of the two expres-
sions given for each of the Mandelstam variables (1) is an immediate consequence of

(4). The relation (2) between s, ¢, and u follows from

s+t4u=(pa+pp)* + (pe — pa)* + (pa — pa)?

=3pZ+ pp+ P2+ p3+2pa-(Pp — pe — Pa)
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=3p;+ pp+ p2+p7—2p;
=m’+mp+mi+m] . )

Although the third variable can be eliminated by means of (2), results often take a more
symmetric form if s, ¢, and u are used simultaneously.

(b) In the center-of-mass frame of two equal-mass particles (e.g. ¢~ +e¢~ — e~ +¢7)
the momenta are p| = (E, p), po = (E, —p), p; =(E, p'), p, = (E, —p’), and thus
the Mandelstam invariants have the values

s=(p1+p)? =4E?, (6a)
t=(p|—p)*=—p' - p)?
0
=—2|p|2(1—cos9)=—4|p|251n25 , (6b)
u=(py—p)?=—(—p' — p)*
_ 2 _ 2 20
= —2|p|“(14cosf) = —4|p|- cos 3 (6¢)

which obviously satisfies (2).
According to (3.137) in Sect. 3.3 the Mgller cross section in the center-of-mass
frame reads (this is valid for arbitrary velocities)

do mg —_— mt —
_ M2 = 0 Ia1.:1]2
(d.Q) _16n2E2‘ fi _4n2s’ ril? - ™
cm

A Lorentz-invariant differential scattering cross section do /d¢ can be defined if we
express the angle between p; and p/ (the scattering angle 6|) in terms of the squared
momentum transfer # =¢?. In the center-of-mass frame the transformation is given by
(writing 6] =7 — 0 =6)

dcos6 dr -
= =Q|pP) ! = 8
dr <dcos€> @lpl®) s—4m% ®
so that (7) becomes
doc  dcosé do 2 ) do
- = = T\ —
dr dr \dcost /., s—4m] de /..,
4
mg VIR
M2 9
(s —4m(2))s | ft| ©)

We have made use of the fact that the spin-averaged cross section does not depend
on the azimuthal angle ¢. This would not in general be true in the case of polarized
scattering. Although the derivation of (9) was made in the center-of-mass frame the
result is expressed in terms of Lorentz-invariant quantities only and thus is valid in
any frame of reference.

Let us evaluate the invariant matrix element | M ¢; |2 for electron—electron scattering
explicitly, expressed in terms of the Mandelstam variables. According to (3.121) in

Exercise 3.8
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Exercise 3.8 Sect. 3.3 we have

2 4 11 1 1 2
|Mfi| Mgller = € (470 4omt t—zAdir'i‘ﬁAex—aAint ) (10)
0

where the direct, exchange and interference terms Agir, Aex, Aint are functions of the
variables s, ¢, and u. They are given by the traces (see (3.121))

-

1 —
Adir = 3 T _(l/i +mo)yu (#1 + mo)J/v] Tr[(pf/z +mo)y" (2 + mo))/”] ,

1 -
Aex = 5 Te| (3 + mo)yu 1 + moyys | Te| 5 + moyy" (2 +moyy* |

1 -
Aint = 3 Tr| (f) + mo) v ($1 + mo) o (B + mo)y* (p2 + mo)V”] : (11)
According to (3.90) we find for the direct term
1
Agir = §4|:p/1,,,plv + plup/lv - g;w(pl 'p/l - mg)]

JTAY

x 4[173”172” + 2y’ — " (p2-ph — m%)]

2
=4[ (pr-p2)? + (p1-ps)’ —2m p-pf + 2} . (12)

Here we used p1 - p2 = p| - p5. p1- P} = p2 - p5 and p1 - p) = p/ - p2. These scalar
products can be expressed in terms of the Mandelstam variables according to

p1-p2=pi-ph= (s —2m) ,

p1-p} = pa-ph=—1(t —2mj) ,

Therefore,
Adic = (s —2m3) + (u — 2m3)* + 4mls . (14a)

The exchange term results from the replacement p| <> p/, which corresponds to the
exchange of the variables u <> ¢, i.e.

Aex = (s —2m3) + (1 —2m3)’ + 4mdu . (14b)

The interference term consists of a long trace (involving 8 gamma matrices) which can
be evaluated using the theorems of the Mathematical Supplement 3.3. Without writing
out all intermediate steps the result is

1
A= 5[ =32(p1-p2) (9] - pp) — 32m}

+16m3(p1-p2+ p1-py + p1-ph + Pi-p2 + P ph +pz~p’z)]
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= —(s2 — Sm(z)s + 12mg)

= —(s — 2m(2)) (s — 6m(2)) . (14¢)

Using the crossing symmetry it is very simple to obtain the corresponding results for
electron—positron scattering. All we have to do is to replace p» — —p}, p) — —pa.
This means for the Mandelstam variables:

s=(p1+p)*— (p1—ph)=u,

t=(p|— p1)>  unchanged ,

u=(ph—p)?— (p2+p)’=s. (15)

The Mandelstam variables on the r.h.s. refer to “antiparticle language” where p; is the
physical four-momentum of the incoming positron and thus the center-of-mass energy
variable s in Bhabha scattering is identified with s = (p; 4+ p2)?. Thus according
to (15) the transition from particle—particle to particle—antiparticle scattering simply
amounts to the exchange of the variables s and u. One often refers to these processes
as scattering “in the s channel” (Mgller) and “in the u channel” (Bhabha).

Thus the invariant matrix element becomes (the bar denotes Bhabha scattering)

MRy =t (LAt LA 24 16

| .fi|Bhabha_e(7T) Zﬁg l_2 d1r+s_2 ex_; int | » (16)
with

Adic = (1 —2m3)" + (s — 2m2)” + 4mlt = Agir , (17a)

Aex = (u — Zm%)2 + (t — Zm%)2 +4m%s , (17b)

Aint = —(u — Zm%) (u — 6m(2)) . (17¢)

Using the redefinition (15) the relation between s, ¢, 1 and the variables E and 6 is
restored, i.e. (ba—6¢) remains true for both particle—particle and particle—antiparticle
scattering. Note that the formula relating the cross section to the invariant matrix ele-
ment does not undergo the exchange s <> u, i.e. (7) remains unchanged.

(c) Using (6), (7), and (14) the complete Mgller cross section in the center-of-mass
frame is

do\  o? Loy la 2,
do Cm_8E2 [2 dir u2 ex u int

a2

- 8E2p4

1
- {<1—cose>z'[(2E2—m3)2 + (p2(14c036) +md)” — 2mf p* (1 —cos) |

1 2_ 2\2 2 2\2 2.2
" (14cos6)? [(2E —mg)” + (p~(1—cos0) +mg)” —2mgp (1+0059)]

2
+ (1—cosB)(1+4cosH)

(2E2—m3)(2E2—3m3)} : (18)

Exercise 3.8
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Exercise 3.8

A more compact expression can be deduced with the help of a few elementary trigono-
metric transformations:

(d& ) 1 [4(2152—;"3)2

ae ). m(Eng)z sin* 0
SE4—4E%m2 —m?
_ — 0 0 +(E2—m(2))2] (19)
sin“ 0

In the ultrarelativistic limit E 3> my this can be shown to approach the result (3.139)
of Sect. 3.3. In the nonrelativistic limit E ~ mg, p% < m(z) (18) approaches

(d&) _ao? 1( 1 N 1 1 ) 20)
de )., mZ168*\sin*0/2  cos*6/2  sin20/2 cos26/2/

This is a symmetrized version of the Rutherford cross section, including an interfer-
ence term.

The cross section for Bhabha scattering in the center-of-mass frame follows from
(16), (17). Contrary to (19) it cannot be expressed in terms of powers of 1/ sin? 6.
This is plausible since now it is possible to distinguish between forward (8 < 7/2)
and backward (6 > m/2) scattering so that the cross section will not be symmetric
under the exchange 6 — m — 6. The Bhabha cross section can be written as

do o’ 1 4 2 2 20 4 49
=) = 4 742 (1 —)
(dsz)m 16E2{p4sin49/2|:m0+ prmycosty hep{lHcosy

1
+ ﬁ[3mg +4p2m% + p4(1 + cos® 6)]

1

0 0
— m (3}1’!3 + 8p2m(2) C0S2§ + 4p4 COS4§) } . (21)

The ultrarelativistic limit ((3.143) in Sect. 3.4) can be read off immediately. The non-
relativistic limit is

(d&) a1 1 2
d /), m216*sin*6/2

which just agrees with the Rutherford cross section. The contribution of the annihila-
tion graph is suppressed by a factor O (8?) at low energies.
In the laboratory system the target particle is initially at rest, i.e.

pi=(E,p) . p2=(my0),

pi=(ELPD . ph=(E}p)) . (23)
The Mandelstam invariants take the form

s = (p1 + p2)* =2mf +2p1-pa = 2mo(E + myp) , (24a)

t=(p} — p1)* =2md —2p}-p1 =2m} — 2E|E +2|p}||p|cosb; , (24b)

u=(p} — p2)? =2m3 — 2p}-pr = —2mo(E} — mo) . (24c)
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Since the scattering process is uniquely specified by fixing the incident energy E and
the scattering angle 0] the variable E/ is redundant and can be expressed as a function
of E and 9{. We can make use of the relation (2) which can be solved for E i

O:s+t+u—4m%

— “2(E +mo)(E} —mo) +/ E{? — m}\ E? — 3 cos b . 25)
with the result

E+my+ (E — mo)cos29{

E| = 26
! mOE+mo—(E—m0)cos29{ (26)
and consequently
2|plmgcos o’
| = . @7
E +my — (E —mg)cos 0,
This leads to the following explicit expressions for the Mandelstam variables
2mo(E* — m2) sin® 6]

E +mo— (E —mg)cos?6] ’

_ 4m%(E — mg) cos? 6,
w=— . (28b)
E +mo — (E — mg) cos? 0

We also can derive an explicit expression for the scattering angle in the center-of-mass
frame which now will be denoted by 8*. Using (6) we get

t —
coshF =" (29)

2 b
4,/ E*2 —mg

which becomes, after inserting (28),

—(E +mg) + (E + 3mg) cos? 6
E +mo — (E — mg) cos? 0

cosf* = (30)

The center-of-mass energy E™* is related to the laboratory energy E through (equating
the expressions for s)

E*Zw/%mO(E+m0) . (€28)

The scattering cross section in the laboratory frame follows from the invariant cross
section by

o\ 1 dr do 32)
d2 ), 2w dcost] dt

Differentiating (28a) with respect to cos 6] we get

Exercise 3.8
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Exercise 3.8

3 8m3(E* — m3) cos 6] 33
[E +mo— (E — mo)coszel’]2 .

Using (9) this leads to

- 4
(§2).,- — Tl @
A2 )iy, 72 [E—l—mo—(E — myg) cos? 0{]2 '

The invariant matrix elements have been constructed earlier in terms of the Mandel-
stam variables, which in turn have been expressed through the laboratory variables E
and 6;. The results (10) with (14) for Mgller scattering and (16) with (17) for Bhabha
scattering are quite complicated expressions which cannot be simplified significantly
when laboratory variables are used.

3.5 Scattering of Polarized Dirac Particles

Up to now all calculations have been performed under the assumption that the spin of
the electron (or positron) is not observed. In this example we will learn a technique
to calculate the scattering of polarized fermions. This will be applied to the simplest
possible case, i.e. Coulomb scattering of electrons as discussed in Sect. 3.1.

First let us briefly review the description of spin polarization (see Chaps. 6 and 7
in ROM for details). Free electrons with momentum p and spin s are described by
spinors u(p, s). s* is a Lorentz vector which is properly defined in the rest system of
the particle where it reduces to a spatial unit vector

(5")ps = (0.5") . (3.146)

The components of s* in a frame in which the particle moves with momentum p
are obtained by a Lorentz boost with the result

/

ps s’-p >
s — S+ ——2 5. 3.147
(mo mo(E+mo)p ( )

It is easily checked that (3.147) satisfies the normalization and orthogonality relations

sP=—1 , p-s=0, (3.148)

which in the rest frame are trivially fulfilled. In the rest frame the unit spinors are
eigenstates of the operator X - s':

.s'u(0, £s) = 2u(0, £ s’ . (3.149)

Here ¥ = y5y"y which in the standard representation is the “double” Pauli matrix

o 0
Z:(O a) . (3.150)
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The condition (3.149) has the covariant generalisation
ysfu(p, +s) = tu(p, +s) . (3.151)

Here an extra factor yo was included in order to make (3.151) valid also for positron
spinors v(p, £s). Using (3.151) one introduces the spin projection operator

. 1

() =51 +ysf) (3.152)
with the property

) ulp,4+s)=u(p,+s) , X(s)u(p,—s)=0. (3.153)

The formalism also applies to helicity states where the spin points in the direction of
the momentum. Here one has to choose

s,=2L | where A==l (3.154)

|pl

which according to (3.147) leads to the spin 4-vector

2 E
s5=A<|P| A S P>=A<@ _l) . (3.155)

mo’ |pl ' mo(E +mo) |pl mo’ mo |p|

We call an electron with spin s parallel to p right-handed and conversely one with spin
direction opposite to the momentum left-handed. Alternatively one speaks of positive
and negative helicity (A =+1 or A = —1).

After these preliminary remarks we look at the cross section for Coulomb scattering
of an electron of momentum p; and initial spin s;. If also the final spin s ¢ is measured
the result is (see Sect. 3.1, (3.25)):

4Zza2m(2) _ 0 2
——— [upr.sp)y ulpissi)| - (3.156)

da( )
—(8i,857) =
a2 " q]

This expression in principle can be evaluated by choosing a particular representa-
tion of the Dirac matrices and inserting the corresponding explicit expressions for the
spinors u(p, s). However, there is a more elegant way to proceed. We can make use
of the trace techniques developed in the previous sections by introducing auxiliary
summations over the spin orientations s; and s 7. This can be done with the help of
the spin projection operator X' (s) which according to (3.153) suppresses the “wrong”
spin state u(p, —s). By use of these operators the Coulomb scattering cross section
(3.156) can be expressed as follows:

do 4Zza2m(2) _ i -
d—_Q(Sh sf) = T (@(pys.sp)you(pi,si) (M (pissi)Vy You(ps, Sf))
4Zza2m(2)

)
4] s/f 8]

x (@i sHWEGulpy,sp) - (3.157)

<ﬁ(pf, s})VoZA‘(Si)M(Pi, SD)
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The projection ﬁ‘(si)u( Di, si’ ) =4, Si/u( pi, Si) ensures that the sum over si/ yields just
one term with s/ = s;. The same holds true for the sum over s’.. It is obviously suf-
ficient to introduce the projection operators into one of the two matrix elements. The
double sum (3.157) can be transformed into a trace as in Sect. 3.1, (3.33). Thus we get

do 4Z%0m} o\ Pitmo . Prtmg

—(s;, -~ 07 (s, vy = 7Y

a0 iS5 e r [Vo (si) g (s7) 2 }
_ 4Z%a’mg L+ysfi pi +mo_ L+ ysfr pr+mo
T 2 ompy VT 2 2y |

(3.158)

Before discussing this result let us look at a scattering process where either
the incoming beam is unpolarized or the polarization of the outgoing particles
is not observed. Then only one of the projection operators will be present in
the trace. E.g. if the incoming beam is unpolarized (3.158) has to be replaced
by

14Z%a%m? , 1
@ Mo r[)’ pitmo, 1t ysis ‘¢f+m°} . (3.159)

do
N AR P 2mo 2 2mo
The factor 1/2 originates from averaging over the initial spins.

In the last step the traces containing ys§ s are found to vanish. From Theorem 1 of
Mathematical Supplement 3.3 we know that the trace of a product of ys5 and an odd
number of ¢ matrices vanishes:

Tr[ysdi - dn] = (=1)" Tr[d1 - dnys]
= (=1)" Te[ys1 -+ ¢ ] = 0 foroddn . (3.160)

After expanding (3.159) two traces containing y5 remain, which can be easily trans-
formed by anticommutation of the matrix yg into terms of the form (Theorem 5)

Tr[ysd ] =0 . (3.161)

Thus the cross section (3.159) is independent of the final spin and agrees with half the
unpolarized Mott scattering cross section of (3.39), Sect. 3.1,

do 1 do

=g (3.162)

Thus it appears that Coulomb scattering of electrons does not lead to a polarization
of the beam. It has to be stressed, however, that this is true only in the lowest order
of perturbation theory! If Coulomb-Dirac wave functions are used instead of plane
waves one finds that the outgoing particles are polarized in the direction orthogonal to
the scattering plane.”®> The degree of polarization is of the order Za and can become
quite large for heavy nuclei.

Even in a first-order calculation we may expect that an incident polarized electron
escapes the scattering process with a final polarization depending on its scattering

23 N.F. Mott: Proc. Roy. Soc. A124, 425 (1929).
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angle. We shall now calculate these final polarizations. We assume the spin of the in-
coming electron to be parallel to its direction of motion i.e. we start from a state with
a well-defined helicity A; = +1. In the final state with some specific probability the
spin of the particle will be parallel or antiparallel to its direction of motion (helicity
Ay ==%£1) (see Fig. 3.30). Thus (3.158) has to be evaluated inserting the polarization
4-vectors

lpl  E p;
Siy, = i<_ s — ) =Aisi
: mo  mo |p|

|p| E p

f
S, =Afr|l— ,——=|=Arsr. (3.163)
hy =8 (Vno mo Ipl) .

The polarized scattering cross section then takes the form

47°%a’m} [ L+Aiyssi Iﬁi+moy01+kfys¢‘f liff+mo}

do oo i) =
K T7 A PIT 2 2mo 2 2mo

4Zza2m(2) 1 1
lgl* 4 @2mg

B { Te[yo(#i +mo)vo(# s +mo)]

+ s T yorsi (s + moyyorsd s (b +mo)] | - (3.164)

Here we dropped those terms which contain only a single ys5¢§ factor since the
traces vanish, see (3.159-3.162). As a consequence the scattering cross section de-
pends on the product of helicities A;A r. In many experiments the degree of polar-
ization of the scattered particles is measured. It is defined as the difference between
counting rates for positive and negative helicities, normalized to the total counting
rate:

_do(p=41)—do(h;=—-1)
S do(Ap=+1)+do(hy=—1) "

(3.165)

If the initial state is fully polarized, e.g. A; = +1, the final degree of polarization
becomes, using (3.164)

_Tr [vovssi (#i +mo)yoyss s (B +mo)]

(3.166)
Tr [ yo(#i +mo)yo(# s +mo)]
The evaluation of the traces (see Exercise 3.9) leads to the result
2sin? %
P=1- 5 . (3.167)
<m£0> cos? % + sin? %
In the nonrelativistic limit £ — my this reduces to
.0
P~1—2sin E:cos@ . (3.168)

This is just the geometric overlap between the initial and final quantization axes,
cost =p;-py/l p?|, and indicates, that the spin is not influenced at all by the colli-
sion, when viewed from a fixed system. When the collision becomes relativistic the

¢ Py »

' scattering centre
Fig.3.30. A scattering process
with positive helicities in the
initial and final channel
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Fig. 3.31. The degree of po-
larization according to (3.167)
for various incident Kinetic
energies E /m of the electron
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degree of polarization becomes less strongly angle dependent and approaches a con-
stant value at P =1 as E — oo. This is shown in Fig. 3.31.

EXERCISE |
3.9 Degree of Polarization

Problem. Calculate the differential scattering cross section (do/d$2)(Ay, A;) for
Coulomb scattering of electrons with longitudinal polarization. Derive the degree of
polarization P as a function of the scattering angle.

Solution. According to Sect. 3.5, (3.164) the polarized Coulomb scattering cross
section is given by

4Zza2mé 1

da()L ) =
a2 T TR em2

(Ti +2iryT2) ey

with the traces

Ti =Tr[yo (i + mo)yo(s +mo)] .
T, = Tr [yoyssi (Bi + mo)voyss f (B +mo)] . 2
The first trace can be easily determined (cf. Sect. 3.1, (3.36)):

Ty =Tr [wopivor r] +m Tr[yowo]
=4 EE;+4E;E; —4(pi-py) +4m}

=4<E2+p20059 +m2>

=4 (E2(1 + cos6) —l—m(z)(l — cosG))

0 0
8 <E2 cos® 3 + m% sin? E) , 3)
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where we have taken care of energy conservation in Mott scattering, i.e. E; =
Ey=E and |p;| = |ps| =|pl. Since ys anticommutes with all gamma matrices y*,
and since ysz =1, the second trace can be written in the form

To = Tr [yofi (— i +mo)yod s (B +mo)]
= —Tr[yofiivos s 7] + Tt [vofivos r m§ - @

Again, all other traces vanish since they contain an odd number of y-matrices. Theo-
rem 3 of Mathematical Supplement 3.3 implies that

Tr[dh1hogiadadsds |
= 4[(12) (34)(56) + (12)(36)(45) — (12)(35)(46)
— (13)(24)(56) — (13)(26)(45) + (13)(25)(46)
+ (14)(23)(56) + (14)(26)(35) — (14)(25)(36)
— (15)(23)(46) — (15)(26)(34) + (15)(24)(36)
+ (16)(23)(45) + (16)(25)(34) — (16)(24)(35)] , &)

with (ij) denoting a; - a;. The 4-spin vectors for positive helicity are given by (see
(3.163) in Sect. 3.5)

<|P| E Pi)
Si=\—" — 7 5
mo  mo |p|

lpl E P
sp= (—, St i I (6)
mo  mo |p|
The following scalar products are needed in (5)
pi-si=pssf=0, (7a)
Pl
pi-Sf=psrsi=-—(—cosh) , (7b)
mo
1
si.sz—z(p2—E2C059) , (7¢)
mg
2 2
pi-pr=E"— p-coso . (7d)

Inserting the vectors a; =a4= (1,0, 0, 0), ap =s;, a3 = p;, as =5y, ag= py the
result of the first term of the sum (4) is

Tr [vofi #ivos s Py ]
=4[sPEiGsypp) + 50 (i psh =50 pivs E
— Eis{(sp-py) — Ei(si-pf)s + Ei(si-sp)Ef
+ Gi-pi)sp-pr)+ Gi-pp)pi-sg) — (Si-se)(pi-pf)
— 5P (si-p)Ef — 54 (si-pp)Ei + 535 (pi-py)

+Ef(si‘Pi)S?+Ef(Si'Sf)Ei —Efs?(Pi'Sf):I . (8)

Exercise 3.9
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Exercise 3.9 Because s¢ - py =s; - p; =0, in every line the first term of the sum vanishes. Inserting
the scalar products from (7) the remaining part yields

P P°E?
Tr [vofidivos rpr] =4 = (E —-p COSQ) — =~ (1 —cos0)
mg mg
—p2E2(1—C059)+E—2 2 o 22 | oo
3 A4 cost ) + —5— (1 —cosb)
mg mg mg
1 2E2
——2<p2—Ezcos6) (Ez—pzcose)—p 5— (1 —cos0)
mo mo
2 2 252
E E
+ p_2 <E2 - pchSQ) +— (p2 - E%os@) y 5— (1 —cos6)
mo mO mo

2

2p? 4p’E? 2E?
= |:LZ (Ez—pzcose)— P (1 —cosb) +—2(p2—E20050>
mg mo

p*E? 1

+— (1—0059)2— —2(p2—E200s9) (Ez—pzcose>

m m
0 0

4
=— (—p40059 — E*cosO + 2p2E2 cos@)
m
0

4 2
— —— <p2_E2> cosf :—4m%cos@ . ©)
0

With the abbreviation §; = (sl.o, —s;) the second trace in (4) yields
Te[yodi vof fJmd = m3 Te[Fod ;] = 4m3 (i -s) = 4 (p2 + E? cose) : (10)
The sum of the traces in (4) then is
) 2 2 A2 2
T, =4mgcosO + 4(p —F cos@) =4E°(1 4+ cosf) — 4mg(1 — cosB)
0 0
=8<E2c0s2§ —m(z)sin2 5) . (11)

The polarized scattering cross section (1) thus becomes

do 4Zza2m(2) I[ o, 5,0 5 . 20
—f ki) =——F—=| E“cos” < sin” —
agg MM = T 2[ 7 TSy
0 0
+airp| E*cos® = —mdsin® ~ | | . (12)
' 2 2
Special cases are the helicity-flip cross section Ay = —A;

d d 2 0
<_") _ <_“> 20 6in2 2 (13)
a2 Jg, ~ \d2 ) E 2
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and the non-flip cross section A f = +A;

do do 50
— =|-—= cos” — . (14)
ds2 non-flip ds2 Ruth 2

‘We have factorized out the Rutherford cross section
do 47202 E? Z%a?
q0 = VI W S (15)
42 Jrun 4l 4p?A7sin’

The unpolarized Mott cross section derived in Sect. 3.1, (3.39), is given by the sum of
(13) and (14)

(da) _<do> +<da)
ds2 Mott ds2 flip ds2 non-flip

d 0
= <—“) (1 —ﬂzsin2—> . (16)
d$2 JRuth 2
The correction factor obviously results from the suppression of helicity—flip transitions
at high energies in (13).

Finally the degree of polarization can be obtained by taking the difference between
the non-flip and flip cross sections and dividing by the sum of both quantities. This
leads to the result

E%cos?0/2 — m}sin®6/2

- E2cos20/2 +m}sin0/2
2m2sin®6/2
=1— 0 2/ > . (17)
E2cos?60/2 4 m{sin“0/2

3.6 Bremsstrahlung

When electrons scatter at protons or in the field of a nucleus, they can emit real pho-
tons. This process is called bremsstrahlung because it involves an acceleration or de-
celeration (in German: “bremsen”) of the projectile. The emitted real photons fulfill
the Einstein relation

> =0. (3.169)

Bremsstrahlung can be described by Feynman graphs, similar to those we have already
encountered, with the difference that now the photon line does not end at a vertex.
In this case the corresponding particle either travels into the future as a free photon
(emission) or it emerges from the past (absorption). Generally the difference between
real and virtual particles is given by the fact that the graphical lines of the former have
an open end which signals an emission or absorption process whereas those of the
latter both start and end at a vertex (see Fig. 3.32).

Exercise 3.9
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Fig. 3.32. A Feynman graph
involving several real and vir-
tual particles

A
] real
proton
real
photon
/V V;lnual
A photons
virtual
electron //
real “’\M/F virtual
electron™ proton

In order to study the interaction of particles with the electromagnetic field in the
case of bremsstrahlung we start with the four-potential of “one” photon with momen-
tum k* = (%, k) and polarization ¢,. The vector potential A, is given by a plane
wave:

AM(x, k) = Ngeh (e 75 4 ) | (3.170)

where the normalization constant N; will be determined later. With A = ¢ = 1 we have
w = |k| and the dispersion relation reads

kyk* =0 . (3.171)

In order to understand the polarization vector ¢, (k, 1) we have to study the gauge
dependence of the A, field more closely. In an arbitrary gauge the vector potential of
the free electromagnetic field satisfies the wave equation

OA* — 9% (3,A") =0, (3.172)

which is a consequence of Maxwell’s equations. A, is a four-dimensional vector field
and thus appears to have four degrees of freedom. However, all observables are invari-
ant under gauge transformations A* — A* 4 9" A(x) with an arbitrary function A(x).
It is always possible to find a function such that the transformed potential satisfies the
Lorentz gauge

A =0 (3.173)

so that the second term in (3.172) vanishes. Even within this restricted class it is still
possible to make further gauge transformations, provided that the function A(x) sat-
isfies the d’ Alembert equation [JA(x) = 0. One possible choice is to set

A’=0 , V.A=0, (3.174)

which is called the “radiation gauge”. In this way the number of degrees of freedom
has been reduced twice by imposing constraints on the A, field. Thus we have derived
the well-known fact that photons can have only two polarization states, A = 1, 2, which
both are transversal. The condition (3.174) of course is not covariant and will be valid
only in one particular Lorentz frame. In this frame the polarization vectors are purely
spacelike.

e =(0,ek, 1)) , r=12, (3.175)
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with the two transverse three-vectors

k-e(k,))=0, (3.176)
which are normalized to unit length

ee=1. (3.177)

By performing a Lorentz boost transformation the three-vectors & can be generalized
into four-vectors ¢/ which satisfy the covariant conditions

ele,=—-1, (3.178)
ke, =0 . (3.179)

Let us discuss the normalization of the photon field in (3.170). The constant Nj will
be chosen in such a way that the energy of the wave A* is just equal to w (A = 1!), i.e.
it is equal to the energy of a single photon. The energy of the electromagnetic field in
Gaussian units is given by

1 1
Ephoton = —/d3x (E*+ B%) = —[d3x (B?) , (3.180)
8w 4
since E? = B? on the average. As
B =V x A=iNck x e (e7%* —e**) = 2Ny k x esin(k-x) . (3.181)

The square of the cross product becomes
(kXé‘)-(kX€)=€-€k'k—(k'€)2=(8(2)—S'S)kz—(koé;‘()—k-s)z
= elk> +k* — ekl =k* = 0* | (3.182)

where the conditions (3.178) and (3.179) have been used. We find the energy (3.180)
to be

2
2007 5

4o’ 2 [ 3. 02
N} | &x (sin® (0t —k-x)) = =—NZV . (3.183)

Ephoton = E

%4

The condition Ephoton = @ leads to the normalization constant?*

Ni= | X 3.184
Vv G189
Now, our task is to determine the scattering amplitude for emitting such a photon
during electron scattering. In order to simplify this problem we first consider the elec-
tron scattering at an external (static) Coulomb field as in Sect. 3.1. The correspond-
ing Feynman diagrams for emitting a photon in lowest-order scattering are shown in
Fig. 3.33.
As we can see, bremsstrahlung is a second-order process. The emission of a pho-
ton by a free electron in the presence of an external field to first order does not happen,

24 When rationalized instead of Gaussian units are used the factor 47 in (3.184) is absent.

ADfsSF
V\A\/\?\Z;
q9
k,e A
pi—k=ps—gq
)
A Diy S

Fig. 3.33. The two Feynman
diagrams describing the emis-
sion of a photon in lowest-
order electron scattering at a
static Coulomb field (brems-
strahlung)
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—Ze
pi

Fig. 3.34. Fictitious graph of
first order bremsstrahlung.
This process is forbidden (the
corresponding amplitude van-
ishes, because energy and mo-
mentum conservation cannot
be fulfilled simultaneously)

since in that case energy and momentum conservation could not be fulfilled simulta-
neously. The graph of this forbidden process is shown in Fig. 3.34. The conservation
law in this case would require

k=ps—pi . ie K=(ps—p) . (3.185)
For a real photon, k2 = 0. On the other hand, it follows that

(py—pi)>=ps*+pi* —2ps-pi=2m5—2EfE; +2p; - p;

=2 <m5 +psopi— \/m% + p§\/mg + pl.2> <0. (3.186)
Thus (3.185) yields a contradiction.

The S-matrix element of the 2" order processes shown in Fig. 3.33 can be directly
noted by applying our rules deduced before:

Spi=e f d*xdty I}f(x)[(—m(x, 5)) iSr(x — y)(=iy°) AL ()

+ (=iy ) A @S (x — ) (A, 0) | () (3.187)
with
ALY () = _Ze (3.188)
x|

being the Coulomb potential known from Sect. 3.1. Since it is impossible to distin-
guish whether the photon is emitted from the incoming or outgoing electron both
amplitudes have been added coherently in (3.187).

As before, it is convenient to transform the S-matrix element (3.187) into momen-
tum space. We use the Fourier representation of the Coulomb potential

Z a3 1 .
¢ — _Zedrn / q3 — et (3.189)
Clxl (2m)° 1q|
taken from Sect. 3.1, (3.7). With this we get
s i=_2e347r /471 / m} f aty g d*p
V372 E(E; (27{)3 2m)4

je—ip-(x—y) o etiqy

—(—iy
P —mo+ie lq1?

Xu(ps,sf) elPrx [_i¢(eik‘x + e+ik~x)

0 etigx je—ip-(x—y)

lq1> p—mo+ie
_ Ze4n [Am m% g d*p
T vz N 2w\ EfE ) @) 2n)*

x {[(2n)464<p F—k=p)+C0)** (pr+k—p)] et (p—q—p)

—iy (i) (e + e“"y)}um-, siye P
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1
X i(pg,sp)(—if) (—iVO)WM(Pi ,5)

1
pf—m()~|—i€

+[em*st(p—k—pi)+ Cm)*s*(p+k— p)] @m)*8* (py —q — p)

| .
x U(Pfssf)(—l)/o)WﬁT( 1¢)u(p,,s,>} : (3.190)
Here we have introduced the four-vector ¢ = (0, ¢) into the arguments of some of
the & functions. We recognize that in the direct as well as in the exchange term two
contributions appear originating from the factors e “** and et in the photon field
(3.170). Let us first consider the direct term. The d* p and d*¢ integrations break down
leading to

dq d*p

G ot @ by £k = p) Q)8 —q = p) S (P laD

—f‘i}—qan)“a“( tk—q—p)f(plg)
= (27_[)3 Pr q — Di P, q
—28(E; — Ei £ ) f(p. 14]) | (3.191)

whereq =py+k—p;and p=py xk.

Equation (3.190) contains a sum over two contributions where the photon either has
momentum +k or —k. However, for a given process the energies E y and E; are fixed
and therefore only one of the two delta functions in (3.191) will contribute. Since we
want to describe photon emission the electron looses energy, E y < E;, and the positive
sign has to be taken in (3.191) which corresponds to Ey = E; — w. The alternate
possibility £y = E; + w corresponds to a process where the electron gains energy
from the radiation field during the scattering. This process of photon absorption can
be represented by the Feynman graph in Fig. 3.35.

In a bremsstrahlung-type process there are no incoming photons and the emitted
photons are observed. Therefore we take only these parts of the scattering amplitude
into account. Equation (3.190) gives

S¢i=—Ze278(E E,/ T [ _To
fi e2n8(Ef+w— E;) =7 EfEVz | |2 u(pys,syf)

|:( 1¢)m( iyo) + (— lyo)m 1¢):|u(p,-,si).
(3.192)

Here,
q=p;+k—p;

is the momentum transfer to the nucleus. Since the vectors p;, p s, and k are fixed
experimentally also ¢ is a fixed vector. There is no energy transfer to the nucleus since
the latter was assumed to be infinitely heavy.

Guided by the construction of the bremsstrahlung amplitude (3.192) we adopt the
following general rule: at each vertex, where a free photon with polarization vector g,

Fig.3.35. Absorption of a real
photon during scattering
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is emitted, a factor (—ig¢) occurs and the normalization factor (3.184) of the photon,

1.e. /47 /2wV enters.

To simplify the notation we split off the normalization and kinematical factors in
(3.192) according to

2
Sy =iz 28y +w— E| —2— [0 Y up iy | (3.193)
20V E/EV? g2

with the matrix element

1 1

— Yo+ -
pff-i-k—mo—l-lsyo yoyi—k—mo—{—le

Mu(k)zﬁ(PfsSf)[Vu Vu}u(pi,sz‘) -

(3.194)

Using the energy—momentum relations p,.2 = p? = m(z), k? =0, this can be rewritten
as

Pr+k+mo pi —k+mg

2psk+ie i) . (3.195
" apdk+ie 7 Vo_zpi,kJrigm]u(p, si) . (3.195)

M, (k) =u(pys.sf) [

The cross section of bremsstrahlung is given by the square of the scattering amplitude
|Sfi|2 per incoming electron flux (v;/V) and time (T = 27§(0)), cf. (3.16). Fur-
thermore we have to sum over the final states of the photons (V d3k / (271)3) and the
electrons (V d3p r/ (27r)3). This yields the total phase-space factor

, &k &ps
()3 2n)3

(3.196)

Thus the bremsstrahlung cross section is given by

1 , V&k Vd3p,

do = S fi
7= iy P G @y

_ Z%54x my  (4m)?
lvi| 20 EfE; |q|*

Bk d&py
2n)? 2n)?
(3.197)

|6 M, (k)| 278 (Ef + o — Ei)

In the following we want to evaluate this expression. We restrict ourselves to the case
k — 0, i.e. we consider the emission of very soft photons. The general case is known
as the Bethe—Heitler formula® which we discuss in Example 3.11.

In the limit K — O the matrix element ¢ M, in (3.193) can be approximated in the
following manner:

2e-pr — (Pr —mo)f
2k-pyr+ie

"M, (k) ~u(py,sy) [

2¢-pi — ¢ (i —mo)
isSi) - 3.198
RRCI v e— }u(p 8i) (3.198)

5 See e.g. Walter Heitler: The Quantum Theory of Radiation (Oxford University Press, Oxford,
1957).
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Here we have suppressed terms linear in ¥ in the numerator. Furthermore the order of
the g and ¢ factors has been changed using the anticommutation relation

Fp=cuy"poy’ =eupy(28"1 —y y*)=2e-p— pf . (3.199)

This makes it possible to simplify (3.198) since the unit spinors satisfy the free Dirac
equation

u(pg,sg) Py —mo)=0 and (p; —mo)u(pi,si)=0. (3.200)

Thus the term in brackets occurring in (3.198) can be reduced to

_ 8'pf E-pi
et M, ~ , LS| —— — . 3.201
w=upyr.sp)you(pi, si) (k.pf k'pi) (3:201)
The first factor is just the elastic scattering amplitude (see (3.8)). Thus in the
limit k — 0 we get the plausible result that the matrix element describing soft
bremsstrahlung is proportional to the elastic scattering amplitude. Using (3.197) and
(3.201) the cross section for bremsstrahlung becomes

_ 2
22 mg (8-pf B 8-1%)2 |a(py.sp)youpi,si|

"~ 20|v|EfE; \k-py k-pi lg|*
2w8(Es +w— Er) Ckdpy (3.202)
X 2T — L)) ————— .
U %

This result can be compared to the cross section for elastic electron scattering
(Sect. 3.1, (3.23)):

i 2
422¢*m? |i(py. s p)you(pi. si)|

S(Ef—ENdpy 3.203
|v;|EfE; lq|* (Er—Endps ( )

doelastic =

which is obviously contained as a factor in (3.202). Thus neglecting the effect of the
soft photon’s energy and momentum in (3.202), ¢ = p; —p; +k~py — p;, Ef =
E; — w = E;, the differential cross section for bremsstrahlung can be written as

d d 2 : i\’
o =< (’) “‘)2<‘9 pf—ep’) O(E; —mo— o) . (3.204)
A2 d2do  \d25 ) @02 \kps  kepi

This is the cross section of bremsstrahlung for an electron scattered into the solid angle
ds2 ;. The soft photons (k — 0) with polarization &€ and momentum k are observed in
the interval dwd$2y. It is very natural that the bremsstrahlung of soft photons is propor-
tional to the scattering cross section of the decelerating electrons at the same energy
and scattering angle. Indeed, the amount of energy and momentum carried off by the
photon is so small that the “trajectory” of the electron remains nearly undisturbed.

If the cross section of unpolarized electrons is to be calculated, one has to sum over
the final spin states of the electrons and to average over the initial spin states. Owing to
the factorisation property (3.204) this is easily achieved. One merely has to replace the
elastic cross section by the unpolarized expression (do /dS2 f)elastic which was derived
in Sect. 3.1, (3.39).
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Fig. 3.36. The two types of
lowest-order radiative correc-
tions that occur in the Cou-
lomb scattering of electrons

The result of (3.204) is more general than one might expect. It has been shown that
in the limit k — O the amplitude for any process leading to photon emission can be
factorized according to

lim M(k)=\/47te<8.pf - g'p") Mo . (3.205)
k—0 k~pf k- p;

where My is the amplitude for the same process without photon emission. This result is
true for any kind of process, irrespective of the spin or internal structure of the charged
particle! The expression (3.205) is divergent in the limit K — 0. It can be viewed as the
leading term of an expansion in powers of k. According to the soft-photon theorem®®
the first two terms of this expansion are universal expressions which depend only on
the charge, mass, and magnetic moment of the particle. Loosely speaking one may
say that photons with a long wavelength cannot resolve the detailed structure of the
radiating source. Similar low-energy theorems also hold for the emission of other kinds
of bosonic field quanta, in particular for pion emission in nuclear collisions.

Let us consider in more detail the energy spectrum of the photons emitted according
to (3.204). The probability that soft quanta are emitted is obviously proportional to

dehoton N d|k|

, 3.206
ds2; k| (3:200

which tends to infinity for k — 0. This behaviour is known as the infrared catastrophe.
In the following we will discuss how to cure this unphysical divergence by a detailed
examination of the measuring process of bremsstrahlung. It is important to realize that
the electron and photon detectors have only a finite energy resolution. Therefore, if
photons with momenta |k| & 0 are measured, not only inelastically but also elastically
scattered electrons (|k| = 0) are detected. In a comparison of theory and experiment
we have consequently to consider elastic and inelastic cross sections, both up to or-
der €. In other words, since the bremsstrahlung cross section (3.204) is of the order 2
with respect to the elastic scattering cross section of electrons, one has also to include
the so-called radiative corrections to (do/d$2 ) up to the same order. There exist
two types of corrections shown in Fig. 3.36.

Both diagrams in the figure contain a virtual photon being emitted and reabsorbed
by the same electron. This differs from the two-photon exchange we considered in
Example 3.6. There both photons are emitted by the electron and both are absorbed by
the proton. In contrast in the case of Fig. 3.36 the electron interacts with itself via the
radiative field. Later on in Example 5.8 within the (quite complicated) calculation of
these processes we shall see that these graphs produce a divergent contribution which
just cancels the infrared divergence (3.206).

For the time being we shall continue the calculation of the cross section for emitting
soft bremsstrahlung and ignore the infrared divergence. First we sum over the different
polarizations of the photon. This can be done very elegantly?” if one makes use of the
gauge invariance property of the electromagnetic field. The interaction of any electro-
magnetic current J, (x) with the vector potential A, (x) is given by f d*x J W (xX) AP (x).

elast.

26 EE. Low: Phys. Rev. 96, 1428 (1954) and Phys. Rev. 110, 974 (1958).
27 R.P. Feynman: Phys. Rev. 76, 769 (1949).
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This integral must be invariant under the gauge transformation

AR (x) - ARG + 24D (3.207)
Bxﬂ

Integrating by part this implies the condition

/d4x Jy(x) 040) _ o /d4x 9Jutx) A(x) . (3.208)
0xy axy

Since A(x) is an arbitrary function this yields the condition of current conservation

0J,(x)

0, (3.209)
0xy

which can be written in momentum space as
kyJ*(k)y=0, (3.210)

since J, (x) = [ d*x J, w (k)e k¥ This property is shared also by quantum mechanical
transition currents. Thus we can expect that the matrix element M, (k) introduced in
(3.194) satisfies

kM, (k) =0 (3.211)

since M, (x) up to a numerical factor is the transition current for bremsstrahlung
in lowest order perturbation theory. Using ¥y = —pk + 2p-k and the Dirac equa-
tion (3.200) this is easily verified explicitly:

Pr+Kk+mo pi —k+mo

KM, (k) =ii(py,

k}M(Pi,Si)

=u(ps.sy) Wy ok £ 2p kK Y0
' 2ps-k +is
—k(pi —mo) +2pi -k — K
+%0 opik+ie u(pi,si)
ii(pe s Ik 2pi-k -
—u(p,f,S/)[zpf'k+ieyo+yo_2pi.k+i8}u(pl,s,)
=0. (3.212)

Now we are ready to perform the summation over the photon polarizations character-
ized by the polarization vectors ¢, (k, A) with L = 1, 2. The quantity of interest is

le-M>= " e, (k. )M" (k)|
r=1,2

= " e, Mek (k. ) MM ()M (k) . (3.213)
A=1,2
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To simplify the following calculation the coordinate system will be chosen such that
the momentum vector k points into the z direction

K =w(1,0,0,1) . (3.214)

The two transverse polarization vectors have to satisfy (3.178) and (3.179). We choose
them to be the purely spatial real unit vectors

ek,1)=(0,1,0,0),
e(k,2)=1(0,0,1,0) . (3.215)

Of course this choice is valid only in a particular Lorentz frame and it also implies
a particular gauge for the vector potential, namely the “radiation gauge”

%) =0 . (3.216)

However, this is no serious drawback since the final result will be Lorentz and gauge
invariant. Using (3.215) we obtain

le-M2=M'M*" + M>M** . (3.217)
Now we make use of the condition of current conservation (3.210) which reduces to
kyMM =o(M° — M3) =0, (3.218)

and thus implies M 0 = M3. Then we can transform (3.217) into a four dimensional
scalar product by adding a vanishing contribution

le-M2=M"M*' + M>M*? + M3M*> — MOM*0 = — M, M (3.219)

Obviously this result is covariant. Comparing this with (3.213) we see that mathemat-
ically what we have proven is the completeness relation of the polarization vectors
which can be written as

Z eu(k, Ve, (k, L) = —g,v + gauge terms . (3.220)
A=1,2

The additional gauge terms need not to be specified in detail. They are proportional
to k;, or k, and thus do not contribute to any observable quantity since (3.220) will be
multiplied with conserved currents which satisfy k£ - J = 0. Nevertheless these terms
have to be present in (3.220) since a complete basis in the 4-dimensional space of
Lorentz vectors has to contain 4 elements. The contributions of longitudinal, ¢,, (k, 3),
and scalar, ¢, (k, 0), photons to the completeness relation make their appearance on
the r.h.s. of (3.220). They do not correspond to physical photons, however.

We apply the completeness relation (3.220) to the cross section of bremsstrahlung
(3.204), which we integrate over the photon angle d§2; and photon energies in the
interval

0 < wmin <0 < wnax K E; (3.221)
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in order to circumvent the infrared catastrophe. The summation over the polarization
states of the photon leads to

2 2
eEpy €pi\ _ ( Pfr D
E <—_k~ > = (— . ) . (3.222)

=12 k- Pr Pi k- Pf Di
This yields
d5 ds dra
"=<"> ”“3/wdw/d9k
ds2y d$27 / cjastic 2+ (270)
Wmin
y 2p-pi mg mg
k-pp)k-pi) (k-pp?  (k-pi)?

( do > 4o ) (a)max> ds2y
= n _—
ds2 S/ elastic (27[)2 @min 4
[t )

(—k-Bp(—k-B) EM1-k-Bp? EXI—k B
(3.223)

We have (remember ¢ = 1)

_Ps

= ) 3.224
o (3.224)

and Br=vy

which are the initial and final velocities of the electron, k = k /|k| being the unit vector
in the direction of the photon momentum. If the emitted bremsstrahlung photons are
very soft, the initial and final energies of the electron are almost the same and we get

B
Bl = 1B;1=8 (3.225) f
and thus
2 (&) B;
Bi-By=pB" cosO , (3.226) -—

Fig. 3.37. © is the angle be-
with the scattering angle © of the electrons (see Fig. 3.37). The angular integrations  tween the initial and final di-

of the last two terms in (3.223) can be performed by elementary means: rection of the electron
2 2 2
/‘ ds2y mg _myg dcosd’ _my dz
At g2(1- B k) - E2 ) 2(1—Bcos)?  EZJ 2(1— Bz)?
—1 -1
1- 1—
_m%(l)/dx_ m%l(l) ’
TE2\ B 227 BE22\ x
P i g s
mg_ ] (3.227)
1 _’32 E2 :

Here, 0’ is the angle between electron and photon. The first integral in (3.223) is more
difficult to evaluate. It can be calculated with the help of a trick also developed by
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Feynman. The two factors in the denominator of the integrand can be combined by
introducing the following auxiliary integral

1 1 a
/’ /‘ 1 /dz
_ _ a—b 72
0 ax+b(1 x) 0 (a b)x—{—b] )
_ ! 1+l _ ! (3.228)
Ta—-b\ a b) ab’ ’

Expressing the denominator through this identity we see that the first integral in
(3.223) follows as

Zfdﬂk 1
w1k p)(1-kp)
1

fdx/dztik 0 :

; k~,3f)x+(1—fc-ﬁi)(1—x)]2

/ /d.Qk 1
0

2
—k-(Bx+8:01 —X))]

f /dgodcosz? 1
dx 3
, 4 [1— 1B x+B;(1—x)|cos ]

-1

1 1—u
/dx% (—> % (where u = |8 ;x + B;(1—x)|)
0 14u

1

1 dx
fdxl_ 2:/ 3
J w S = |B x4 Bi(1— )|
1

. dx
_/ 1—82x2 = B2(1 —x)2 —2B2%x(1 — x)cos2 ®
0

1
f dx
1 — B2 +2B82%x —2B%2x2 —282x(1 — x) cos? @
0

dx
1—B2+282x(1 —x) —28%2x(1 —x)cos2®

Il
ot~

1

dx
. 3.229
0/ = B2 +4p2x(1 — x)sin%(9,2) o
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We used (3.225) and 1 — cos? ® =2 sinz(@ /2). The integral (3.229) with a quadratic
polynomial in the denominator can be solved in closed form with the result

I 1 n 1— B2 cos2(©/2) + B sin(©/2)
 2B5in(@/2)y/1—p2cos2(0/2) \V1—pZcos2(0/2) —Bsin(@/2))
(3.230)

This expression simplifies in the nonrelativistic limit (8 < 1) where the Taylor series
has the leading terms

2 5, .,0
IR~ 1+ p2— §ﬁzstEJro(/s“) . (3.231)

In the opposite ultrarelativistic limit (8 =1 — §, § < 1) the Taylor expansion with
respect to the small parameter § leads to

1 2sin? §
IR~ ——55 In (1 + 0(5)) . (3.232)

8
Using E = moy = mo(1 — %)~ 1/? ~ mg/+/28 the argument of the logarithm can be
expressed in terms of the momentum transfer (cf. (3.109) in Sect. 3.2)

., O 2sin? €
q* = (py — pi)* ~ —4E*sin? 5= —m} ( 2 ) ) (3.233)

8

Using these results (3.223) leads to the following cross section of soft bremsstrahlung
in the nonrelativistic and ultrarelativistic limit

d& do
o (_“> = 1n 22 [o(1 - g2 cos6)1 - 2]
ds2 f ds2 I /elastic @min

( do > 200 . Wmax %,32 sin’ % nonrelativistic limit
d‘Qf elastic

—In—— —¢? .
T Wmin ln(7 — 1 ultrarelativistic limit
0

(3.234)

As explained above, the infrared divergence has been cut off by using wmpin as the
lower limit in the momentum integration. In the limit wp;, — 0 we have to include the

radiative corrections entering the calculation of electron scattering, i.e. (ddTU/-) ,
elastic

in order to get a finite result.

EXERCISE |
3.10 Static Limit of Bremsstrahlung

Problem. Derive the S-matrix element for bremsstrahlung in electron—proton colli-
sions treating the target as a finite-mass Dirac particle. Show that in the static limit it
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Exercise 3.10 is reduced to the amplitude given in (3.192)

.3 2

ie 4 mg 4
Spi=——28(E; +o—E) | — |
1= ap 2 Er o= Ed\ o N Bk \p;+k—p;?

XuU(pg,sy) [¢

¢:|M(Pi,si) ) (D
mo

1
Yo+ Yo
0 pi—Kk—

1
prtk—m

which describes electron bremsstrahlung in an external Coulomb field. Further show
that the same relation between the two problems holds as in the case of elastic scatter-
ing, i.e. that the replacements

M( ) Ll( ) ( )
2 p ) p R ? ’ 23
J/ . E El f Sf y},L i»Si VO | |2

where g = py +k — p; and
Qn)y’8(Ps+pr+k—Pi—p)—V (2b)

have to be made when going to the static limit.

Solution. The amplitude to be determined is represented by the two graphs of
Fig. 3.38. Graph (a) yields

2 2
@_ 1 [ mg My

(271)484(Pf +pr+k—P—pp)
fi V2 EiEf EZPEJPC

X [ft(pf, sf)(—iey”) (—iey")u(pi, Si)}

i
Pr+K—mo+ie
(—iguv)dm dr

x [a(Py, Sy)(+iey"u(p;, S;)] Pr—pyitie\ 20V

gp(k, A) (3a)

and graph (b) yields

My

EfE?

I Ve EEy

) 1 m(z) 404
Sy = Qr)'§*(Pr+pr+k—P —pi)

X I:ﬁ(Pfan)(—ieVp) (—iEV”)M(Pi,Si)]

Pi —§—mo+ie

—igup)d 1
x [@(Ps, S ) (+iey™ u(P;, 5] (P; —lgllio)éj—ie‘/Za)nV eo(k, 1) . (3b)
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(a) (b)
qu,Sf PfySf ”Pf’sf

Pi‘)Si

The sum of both terms is

—ie3

V2

Sti

x 8*(Pr+py+k— P — p)[a(Pr, Sy u(Pi, S))]

_ 1 1
X |:M(Pf, Sf)(¢mm+m m¢) u(pi, Si)i|
47
X .
(pr+k—pi)?+ie

“4)

If we compare (4) and (1) the relation of the factors is obvious.

Note that in principle there are two additional bremsstrahlung graphs in which the
photon is emitted by the proton instead of the electron. The corresponding amplitudes,
however, involve the propagator of the proton and are suppressed by the large proton
mass in the denominator. This corresponds to the fact that classically the acceleration
of the recoiling proton is smaller by a factor my/ My compared to that of the electron.

Now we assume that the proton mass My is large compared to the kinetic energies.
In the rest frame of the proton we have P; = (M, 0) and P]E)- ~ My, i.e. My = EIP ~

p
E ¥ and thus

(5)
Furthermore,
Q@m)*s*(Py+ py+k — pi — P)
=Qm8(Ef+0—E)Q2r)’8(Ps+ps+k—p;) . (6)

with P ¢ being the final momentum of the proton. The § function contributes only
for Py + py+k — p; = 0. If the proton is infinitely heavy it can gain an arbitrary
high momentum without violating energy conservation. Then the momentum balance
P ¢ = p; — p; — k puts no constraint on the vectors p;, p ; and k. In this case we can
make the replacement

Qr)’&(Pr+pr+k—p)=0Qn)80) =V . (7)

Fig. 3.38. The two Feynman
diagrams describing brems-
strahlung in electron—proton
collisions
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Exercise 3.10

As in Exercise 3.7 in the infinite-mass limit, inner degrees of freedom of the proton,
e.g. spin-flip transitions, can be neglected, which leads to

im @(Py Sy (P, $) = (0, )y u0. $) =" . )
0—> 00

Inserting (5)—(8) into (4) yields

5= ¢ [ M S @ms(Ey +w— En

;= - JT - [

I V3/2 El‘Ef 2w ! @ !
4

X .
(Ef +o—E)*—|ps+k—p;|*>+ie

Xu(pg,sy) [¢ Yo+ %o ¢:|M(Pi,5i) -

€))

Pr+k—mo+ie pi —k—mp+ie

The § function makes the energy part of the photon propagator vanish. The result is
identical with (1).

EXAMPLE |

3.11 The Bethe—Heitler Formula for Bremsstrahlung

We shall determine the unpolarized differential cross section of bremsstrahlung emis-
sion in electron scattering at a fixed Coulomb potential up to order (Za)?. According
to Sect. 3.6, (3.197) the unpolarized bremsstrahlung cross section is given by

_ 2%¢n)’mi [ Pk dpy
20| |EfE; ) (27)3 2n)3

1
278(Ef + o — Ei)WF(Ph prik)y (D

with the abbreviation

EEIN>

A SiySf

Pr+k+mo .
(P +K)?—mg

u(ps,sr) [¢

2
Ppi —k+mg

55 #
(pi — k)2 —m§

2

i|u(Pi,Si)

The differential cross section with respect to the solid angle of the scattered electron
and the photon energy and solid angle can be determined by integrating over dE s:

Z2em§ |p 1
——— —— wdwd$2,d$2. O(E; —mo — o) — F(pi, prik) . 3)

ds =
lq1*

72 |p;l
The averaging over the initial spin s; and the summation over the final electron spin s ¢

can be reduced to the calculation of a trace in the usual manner. In order to sum over
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the two polarizations of the photon we use the completeness relation (3.220) for the
photon polarization vectors &, (k, 1). From this it follows that

1 . — .
F=—_Tr },uﬁerkerOyoijoﬂ‘z k*l-moyﬂ pi +mo
2 2pf -k —2pi -k 2m0

olr +k+mo pi—Kk+mo o\ (Pr+mo
xX\y ) Yu T Vu Y .
pr-k —2pi -k 2mg

“4)

We introduce the more convenient notation

1 < 1 Fit 1 P+ 1 (
=— 1 2
32m3 \(py - k)? (pi -k)? —(pi - k)(py k)

F3+ F4)> )

with
Fr=Te[y" By + £+ mo)y Wi + mo)y’ Wy + §+mo)yu By +mo)] .
Fy = Te[y (i — K+ mo)y" (i + mo)yu (i — K +mo)y’ By +mo)]
Fy= Te [y — b+ mo)y™ (B +mo)y’ By + K +mo)yu (B s +mo)]
Fy=Te[y" (b + Kk +mo)y i + mo)yu (i — K +mo)y’ By +mo)] . (6)

It suffices to calculate two of these complicated traces. That is, by substituting
pi <> —p and cyclic permutation in the trace we get

Fi(pi & —pg) =Tr[y*(—pi + £+ mo)yu(—pi +mo)
Xy (=i + 4+ mo)y° (=g +mo)]
=Tr [y — K — mo)y" (i — mo)
X V(i — ¥ —mo)y° (7 —mo)]
=F . (7

Here we made use of the fact that the F; have to be functions even in mg. It can be
easily seen that contributions with m( and m?) contain an odd number of y matrices in
the trace and therefore vanish. Analogously we find

F3(pi <> —py)=Fs (8)

by applying Theorem 7 from Mathematical Supplement 3.3 permitting the reversal of
the y matrices in a trace

Trldy---dn]l =Trldn---d1] .

In order to determine F; we introduce

v y'=d with d=aoy+a -y =2a0y" —4¢ 9)
and use
Yivu=4, (10)

yidy, =24 , (1)

Example 3.11
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Example 3.11

yielding
Fi=Te[(fr + Kk +mo) (i +mo) By + K +mo) (=27 +4mo)] . 12)

This expression can be split up into a sum of traces containing 0, 2, and 4 y matrices,
respectively. Using

Tr{gp)=4a-b , (13)

Tr{ghpé¢d} =4la-bc-d—a-cb-d+a-db-c] (14)
we finally get

Fy=16(m§ pi - by —k-pik-ps +mgk- pi+mik-ps+mg) . (15)

The calculation of the interference term F3 is more complicated. With the help of (11)
and

vy, =4a-b 16)
as well as

v dbdv. = —2¢pd a7
we find

Y (i +mo)y° By + K+ mo)yy
=204y + By i +4mo(p) + pY + &%) —2m3y° .

Applying (9) we can eliminate the y°-factors giving
Fy =Tr{<1¢,- —k+mo)| =208, + b

+4mo(p) + P + k%) - 2m5](1}f + mo)} . (18)

This expression expands into a sum of traces which contain at most four y matrices
and can be calculated using (13) and (14). The result is

F3=8[_(Pi pp)+k-prpi-pr—k-pipi-py
+pi-Pipr-Pr—2Ek- pi +2Ek- py
— (pi - Py)*+k-pypi-Pr—pi-Prk-pi
—2p; -ﬁfm% —mg +2m(2)((Ei + Ef)2 — wz)] . (19)

This expression is invariant with respect to the exchange p; <> —p (note thata - b=
a - b), so it follows that F, = F3 from (8).

Now we can add the various contributions according to (5) in order to get the com-
plete trace Tr F. Further we notice that owing to energy conservation (the Coulomb
center does not absorb energy) the relation

w=k"=E —Ef (20)
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is valid, and we introduce the momentum transfer

g=pr+k—npi, 21
with the square

q>=2(mi+ py-k—pi-k—pi-ps)=—lqI* . (22)
After some lengthy rewriting we get

1 1
F:———[4m2 Kk Ef—p; -k E)?
amd (002 py o2 Lo K B = b KED

+((pr -0+ (pi ) 2pi -kps-k+q°m})
+2pi-kpf-qu(E,?JrE}—p,--pf)] . 23)

Inserting this result into (3) yields the bremsstrahlung cross section. For a comparison
with experimental data it is convenient to put in the scalar products of the four-vectors
explicitly. As variables we use the absolute values of the electron and photon momenta
(or energies) before and after the scattering, the polar angle of p; and p , with respect
to the direction k of the photon, and the angle ¢ between the planes (p;, k) and (p ¢, k)
(see Fig. 3.39). From a formula from spherical geometry the angle between p; and p
is given by

cos(p;, p ) =cosb; cosO +sinb; sinfy cos¢ .
Then the square of the momentum transfer follows as

9 =-9

= —pi2 — pi» —w®— 20|pslcosby +2w|p;|cosb;
+2|p,-||pf|(cos9icos9f+sin9i sinf ¢ cos¢) . 24)

Furthermore,

pi-k=w(E; —|p;|cosb;) ,

pr-k=w(Ef—|pslcosby) . 25)

Together with (3) and (23) this finally yields the Bethe—Heitler formula®® for the
bremsstrahlung cross section:

2263 1P| dow d$2.d2;

d_: @ E. — —
T plw g T
2 sin? 22
pysin“Or s o p?sin” 6; s
—1p; FE — )+ s (4B — 07)
(Ef —|pylcosby) (E; — |p;| cos ;)

28 H. Bethe and W. Heitler: Proc. Roy. Soc. A146, 83 (1934).

Example 3.11

Fig. 3.39. The three momen-
tum vectors p;, p ¢ and k form
a spherical triangle
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Example 3.11

pi2 sin” 0; + pfc sin® O

+20°
(Ei —|pilcosO;)(Ef — |pylcosty)

: | sin 6; sinf ¢ cos
_,_|pillpsIsingisin6; cosg (2E2+2E% — ¢%) | . (26)
(Ei —|pilcos6i)(Ef — |pslcosty) '

The validity of this formula can most easily be shown by tracing it back to (23). An
extended discussion of (26) can be found in Heitler’s book.2® There also the analytical
result of the integration over electron and photon angles, 2. and 2, is stated.

In Exercise 3.16 we shall show that the Bethe—Heitler formula with some minor
modifications also applies to the creation of electron—positron pairs.

Although the steps leading from the basic S-matrix element to the Bethe—Heitler
formula have been “exact” one should keep in mind that the result has its limitations
before comparing with experiments.3"

i) The derivation is based on perturbation theory using plane waves for the electron.
If the criterion for the validity of the Born approximation

Ze 27

Aol < 27)
is violated for the initial and/or final velocity, Coulomb waves should be used instead
of plane waves.

ii) The nuclear Coulomb potential in a neutral atom is screened by the electron
cloud. This will lead to a reduction of the bremsstrahlung cross section in such cases
where a significant contribution would arise from distances larger than the atomic
radius. This happens at high electron energies as can be seen from the following qual-
itative argument. In momentum space the largest contribution to the radiation cross
section originates from the region where the momentum transfer ¢ = p + k — p; is
smallest. This happens at

g minl = 1Pil — IP sl — |kI . (28)

Insertion of the relativistic energy—momentum relation yields in the limit E; /mg > 1,
Ef/mo>1

N L N

m mp
~ E; 1——2 —Ef|1- > | @
2E: 2E2

m% 1 1 m%w
=0 —__ )= , (29)
2 \Ef E 2E¢E;
In coordinate space this corresponds to a distance from the nucleus of the order
1 2E¢E;
- =/ (30)
|gminl  mye

29 W. Heitler: The Quantum Theory of Radiation, (Oxford University Press, Oxford, 1957); see also
H.W. Koch, J.W. Motz: Rev. Mod. Phys. 31, 920 (1959).

30 For a review see, e.g., R.H. Pratt and L.J. Feng in Atomic Inner-Shell Physics, Ed. B. Craseman
(Plenum Publishing Corporation, New York, 1985).
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This value has to be compared with the extension of the atomic shell a(Z). According

to the Thomas—Fermi model a(Z) is of the order Z =3 times the hydrogenic Bohr
radius:

1
a(Z)=—775 . G1)
moo
From (30) and (31) one deduces that atomic screening will significantly reduce the
radiation intensity at energies exceeding

mo
1

Z3x

E >

(32)

taking E; ~ E¢ ~ .
|

3.7 Compton Scattering — The Klein—-Nishina Formula

The name Compton scattering refers to the scattering of photons by free electrons. In
the language of quantum electrodynamics an incoming photon with four-momentum k
and polarization vector ¢ is absorbed by an electron (or another charged particle) and
a second photon with four-momentum k" and polarization vector ¢’ is emitted. The
corresponding Feynman diagrams are shown in Fig. 3.40.

We describe the incoming photon as a plane wave (see Sect. 3.6, (3.170)):

4 ) )
Ap(x. k) =,/ % £, ) (€7 H k) | (3.235)

and the outgoing (scattered) photon by

4 —ik-x ik X
ALK = /meu(k/,x’)(e ety | (3.236)

Figure 3.40 shows that the Compton process is of second order and differs from brems-
strahlung by the fact that here we have an incoming real photon instead of the virtual
photon exchanged with a recoiling charged particle. As a consequence the ampli-
tude for Compton scattering can be obtained from that of bremsstrahlung (Sect. 3.6,
(3.187)) just by the replacement ygAg(y) — y*A,(y,k’). In coordinate space the
S-matrix element of Compton scattering is therefore given by

g0 = [[dtxaty d 0 (i K)iSex = ) (i)

+ (—iAGE, )ik = ) (=iAG. k) [ () - (3.237)

Also in momentum space the amplitude can be directly written down with the help of
the Feynman rules:

2 2 2

e my (4m) 404 /
Sri= —‘/ \ 2)78 k'—pi—k
fi V2\ EiEf\ 2020 (@m)"6 Py + pi )

Example 3.11

ADs,Sf
ke
pit+k
=pst k'
k,E A
Pi, Si
ADf,Sf
K,
pi— Kk
k,e
Pi, Si

Fig. 3.40. The direct and ex-
change diagram describing
Compton scattering
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- . i .
xu(pg,sf) I:(—lsi( )m(—l¢)

+ (=1f) (—iﬁ")} u(pi,si) - (3.238)

i
pi — ¥ —mo
Here we have chosen the appropriate boundary conditions for the photon field. Owing
to the plane wave factors exp (ik - x) and exp (£ik’ - x’) in (3.235), (3.236) there are
four possible sign combinations when passing from (3.237) to (3.238). Each of them
gives rise to a delta function which constrains the four-momenta of the particles:

+k+pi =+k +py (3.239)
—k+pi=+k'+pys, (3.239b)
+k+pi=—k'+pys, (3.239¢)
—k+pi=—k+py. (3.239d)

(3.239a) describes the correct conservation relation for energy and momentum in
Compton scattering. The energy—momentum conditions of processes b) and c¢) can-
not be fulfilled; therefore their contributions vanish (see Problem 3.12, where this is
shown in case c); the argument for b) is similar). Physically (3.239b) and (3.239c¢)
describe the emission or absorption of two photons by a free electron which is kine-
matically impossible. In process d) the photons k and &’ are exchanged with respect to
the process a) discussed here. This corresponds to an incoming photon with momen-
tum &’ and a scattered (outgoing) photon with momentum k. The kinematical condi-
tions fixed by the experiment are those noted in (3.239a). Thus the relation (3.239d)
is not compatible with the prescribed experimental conditions, i.e. process (3.239d)
does not have to be considered.

Here the situation is similar to the bremsstrahlung case (cf. the discussion in
Sect. 3.6, (3.191)). Not every term that occurs in the scattering amplitude is physically
relevant for the process considered. The remaining term in the Compton scattering
amplitude stems from the part exp (—ik - x) of the photon field in (3.235) describing
the absorption of a photon with four-momentum k&, by the electron at x and from the
part exp (+ik’ - x") of the photon field in (3.236). The latter describes a photon with
four-momentum kj, emitted by the electron at x’.

Inspecting (3.238) we note that the scattering amplitude has a symmetry property:
obviously it is invariant under the exchange

k,e & —k', & . (3.240)

This is a new example for the crossing symmetry which we first encountered in
Sect. 3.4. In our case the crossing symmetry implies that the amplitude for absorbing
the photon &, ¢ and emitting the photon k', &’ is the same as that for absorbing a photon
k', ¢ and emitting a photon with k, £. In general crossing relates ingoing particles to
outgoing antiparticles and vice versa. In the case of photons this distinction does not
arise since the photon “is its own antiparticle”.

It is useful to split the S-matrix element (3.238) into two parts:

2 2 2
e mg (4m) 4ed ,
S = —1— v/ 2mw)"6 +k —pi—k
fi 1V2 EEy 2w2w’( )8 (py pi )

x e (K, \)e" (e, k) My, (3.241)
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Here we have introduced the Compton tensor

1 1
_— Yt — u(p;,si) , 3.242
ﬂi“l‘k_moyu Vuﬁi_k/_moyu} (pi,si) ( )
which is a function of the four-momenta p;, py, k, k' subject to the condition
k+ p; =k’ + py. Using the on-shell conditions for the momentum vectors (3.242)
can be written as

M;u) = ﬁ(Pf, Sf) |:V;L

_ pi +k+mo pi — K +mo
My =i(py,sy) [m zp—k Yo+ W _zp—k Y [u(pissi) . (3.243)

The tensor M, is an obvious generalization of the matrix element M,, that we in-
troduced when discussing bremsstrahlung in Sect. 3.6, (3.194). The relation between
both quantities is given by

Muo(pi, prik, k'Y= M, (pi,psi k) . (3.244)

Since both photons interact with conserved currents the Compton tensor is a gauge-
invariant object, characterized by the property

KM,y = k" My, =0 . (3.245)

The proof of these two relations can be copied from the analogous case of bremsstrah-
lung, (3.212), and will not be repeated here.

Now we shall calculate the photon scattering cross section using the rules we have
derived; only the spinor algebra will be somewhat more complicated than in the pre-
vious examples. The cross section results as

Sy 2 d3 d3k/
da:/ ISpil” 4y, , (3.246)
Tlowl/V ~ 2r)3 " (27)3
with
ISpil? 1Sl 1Syl

T — VT/V  Q2n)*s*0)1/V
being the transition rate per volume and normalized to one electron per volume (see
(3.63)—(3.71)). |vge1]/ V is the incoming photon flux. v = ¢ — v, is the relative ve-
locity of the photons with respect to the electron and 1/V is again the number of
electrons per unit volume. An additional factor 1/V originates from the number of

photons per unit volume. The phase space volume elements of the final electron and

photon in (3.246) are been given by Vd3p r/ (27)3 and Vd3k’/(2m)3. This yields:
et m% 1

o=
VAEE (vl /V)(1/V)

(4m)?
2020’

2 V2 d3pf d3k/
2m)? (2m)3

X /(27T)484(pf+k/—pi —k) |/ M6 |

et mo(dm)?

T (27)? Ei|vr 20

o2 mod®pp 3K
Ef 20’

X /84(Pf+k/_l7i —k) [e" M6 (3.247)
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Fig. 3.41. The outgoing pho-
ton (k') is scattered with re-
spect to the incoming one (k')
by an angle 6 into the spheri-
cal angle element d£2;/

In the following we want to evaluate this expression in the laboratory frame where the
electron is at rest initially, p; = (mg, 0). Hence we have E; = mg in that frame and
also |vel| = |¢ — ve| = |¢| = 1. Now we use the covariant expression for the density
of final states known from Sect. 3.2, (3.74),

&p
2—5 - /d4p 5(p% = m2) ©(po) . (3.248)
—00

and perform the integral over the recoil electrons (d* p £) and the absolute value of the
photon momentum |k'| = o’

k' 12d|k'| [ mod®p
o / L 54 (pp +K — pi — k)

: mo/ KK [ ¢y 5 (03 = m3) O 84y +K = pi—o

o
:m()/a)’da)/S ((p,- +k—K)? —m%) O(mo+w— o)
0
w+mg
=my / @'de' § (2mo(w — ') — 2w (1 — cos0))
0

104 o

mo =
—2mgy — 2w (1 — cosO
| —2mo —20(1 —cosO)| o 1+mﬂo(1 —cos@)‘

w/2

=20 (3.249)
)
Here we have used
(k+ pi — k)2 =k* + K2 + p} + 2k - pi — 2k - k' =2k pi
=m{ + 2mo(w — ') — 200 (1 — cos ) (3.250)
and we applied the familiar formula
[axsrene =3 £5 . (3.251)

dx zero of f(x)

0 is the scattering angle of the photon, see Fig. 3.41. The energies of the incident and
scattered photons are connected by

w
= . 3.252
@ 1+ %(1 —cosf) ¢ )

This relation follows from the root of the delta function that occurred in the derivation
of (3.249) and thus is a simple consequence of the laws of energy and momentum
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conservation. Equation (3.252) takes a particularly simple form if one looks at the
wavelength A = 27 /@ which leads to Compton’s formula

1
AN =A4+27—( —cosh) . (3.253)
mo

The wavelength of the scattered photon is increased by an amount of the order 1/mg
which, of course, is the Compton wavelength &/mqc.
From (3.243) and (3.247) the differential photon scattering cross section results as

do o
ds2y - 2? |8/M1V[W8U|2
72 1( 4. . / / 2
=22 |i(pr.ss) ¢(ﬁz+k+mo)¢+¢(ﬁz—k + mo)# u(pi,si)
w2 | 5 2pi -k —2p; K P
(3.254)

In the following we will be interested in the case of unpolarized electrons®' but keep,
for the time being, the photon polarizations A and A’. Thus (3.254) has to be averaged
over the initial spin and summed over the final spin of the electron:

do 1 do
— ) == L sis AL A) 3.255
T 22; dop s ¥ ) (3.255)

Using the familiar trace technique to eliminate the electron spinors this leads to

do

2
1 . -

90y =2 Ly B mo gt mo 51 (3.256)

where
s Y !
o H Witk mo)f = K mo)f (3.257)
2pi -k —2pi - K

and

F'=y'r'y9=re<¢) (3.258)

using y* = y#*. The expression for I" can be simplified by anticommuting the fac-
tor p; to the right:

_ 2pi-ef' + 4k — ¢ Wi —mo) L2 e'f —¢K'¢ — #¢' (i —mo)
B 2pi -k —2pi - K

r

. (3.259)

The last term in the numerators can be discarded since it is orthogonal to the energy
projection operator in (3.256):

(B —mo)(Pi +mo) = p? —m3 =0 . (3.260)

31 Polarization effects in Compton scattering have been discussed by F.W. Lipps and H.A. Tolhoek:
Physica 20, 85 (1954).
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Thus instead of (3.257) we will use

2pi - ef +¢'}f L 2P e — Y

r— (3.261a)
2pi-k —2p; -k’
and similarly (commuting p; to the left)
_ 2 .. /! / 2 . T4 _ 4T
f2piced A 2p K (3261b)

2pi -k —2pi -k

The Dirac matrices (3.261) are still quite complicated expressions. The following cal-
culations can be simplified considerably, however, if we choose a convenient gauge in
which the polarization vectors are orthogonal to the initial electron momentum p;:

e-pi=0 , ¢&.pi=0. (3.262)

In the laboratory frame where pl’,l = (mo, 0) this amounts to the “radiation gauge” in
which the electromagnetic potential has no O-component, i.e. ¢* = (0, ). However,
the condition (3.262) can be imposed in any given frame of reference. Starting from
an arbitrary set of polarization vectors ¢, ¢’ we can perform a gauge transformation

5“:8“——pi.8ku B
pi -k
. Lo!
g _ P8 (3.263)
pi -k

so that the new polarization vectors & are orthogonal to p;. The normalization
and transversality conditions (3.178), (3.179) are not affected by the transformation
(3.263):

g k=% -kK=0, (3.264)

which immediately follows from k> = k> = 0. Thus without restricting the general-
ity of our calculation we will impose the condition (3.262). In the remainder of this
section for simplicity we will continue to write ¢ instead of &.

Using (3.262) we finally have to evaluate the trace in (3.256) with

W
“%p 2

(3.265a)

and

£k’ L+ £'K¢

I = )
2k-p,' 2k/-p,'

(3.265b)

The calculation of the trace in (3.256) is not easily done since products of up to 8 y ma-
trices are involved. Two terms are identical, that is the two mixed terms with a denom-
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inator proportional to (k - p;) (k" - p;):

TS Te| 7+ mo) (¢ K + mo)g K+ #K'8 (i +moiky)|

2
16m(k-pi) (K- i)

Tr[(#f + mo)¢ k¢ (i + mo)E K ¢] -
(3.266)

This follows from Theorem 7 in the Mathematical Supplement 3.3 according to which
the trace remains unchanged when the order of the factors is reversed.
We have to evaluate

99 3y =a w__T [#’f+m0<¢/¢k N ¢¢’k’>
A2y 22 2myg 2k-p;  2k'-p;
#i +mo ( k¢ K >]
X +
2mg 2k-p; 2k p;

a) 211 ( S So n 283 )
e pp— .
w? 24 (2k- pl)2 (k"-pi)? (k- p;i) (2K’ p;)
(3.267)

Note that in (3.267) the factors have been slightly reordered using ¥¢ = —¢¥, ¥'¢' =
—¢'F'. Each of the terms S, S», S3 contains a trace involving 8 gamma matrices.>?
Without further simplification each trace would evaluate to a sum over 3 -5 -7 =105
terms, each consisting of a product of four scalar products. This follows from the
expansion rule for traces, Theorem 3 in the Mathematical Supplement 3.3. Fortunately
the final result of the calculation will be much simpler since in our case many of the
scalar products vanish

k k=k kK=¢c-k=¢ kK=¢-pi=¢- -p=0 (3.268a)
or are trivial
g-e=¢ . =-1. (3.268b)

Thus we might write down the fully expanded trace and then simplify the general

expression with the help of (3.268). However, we can avoid this tedious calculation by

making use of the fact that the arguments of the traces contain repeated factors (like ¢

in (3.266). We shall anticommute these factors until they stand next to each other. In

this way two gamma matrices are eliminated since ¢¢ = a - a is proportional to the

unit matrix. Let us apply this strategy to the evaluation of the three traces in (3.267).
(a) The first trace can be expressed by

St =Te[(Fr +mo)¢ ¢k (i + mo)k#']
=Te[ ¢ $kpik#¢'] + mi Te[# #hkse']
32 Complicated trace calculations in QED and other field theories nowadays are routinely performed

with the help of the computer, using symbolic-algebra programs like REDUCE, MACSYMA, FORM,
Mathematica, and others.
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=2k pi Te[pre' ¢he¢’) — Te[pre ¢ pikke#']

=2k pi Te[pré ke##'] =2k - pi Te[r# ke ]

=2k - pi {20k - e Te[ '] — e[ ¢'k]}

=2k - p;[2(k - eN4(py-&) +4ps k]

=8k -pi)[k-pr+20k-)ps-e] . (3.269)

In the course of these transformations we have used k> =0, 2 =¢? = —1,¢ -k =0.
To eliminate the dependence on the final momentum p s we use

k-pr=k'-pi , €& -pr=¢-k. (3.270)
The first identity follows from squaring the four-momentum conservation relation in
the form py — k = p; — k" and using pi2 = p? = m(z) and k? = k> = 0. Similarly the

second identity (3.270) is obtained by multiplying the energy—momentum relation by
¢’ and using &’ - p; =&’ - k' = 0. Thus the final result for the first trace is

s =8(k-p,-)[k/-p,- +2(k-8/)2] . (3.271)
(b) Now we calculate the second trace in (3.267):

S2 =Te[ (B +mo)¢'¥ (i +mo)k ¢'¢] - (3.272)

The comparison with (3.269) shows that S, results from S; if we replace ¢ <> ¢’ and
k < k’. Thus from (3.271) the result is

S, =8k - pi) [k pi =20k - 8)2] . (3.273)
(c) Finally we have to calculate the trace S3:
Sy =Te[(Fy +mo)¢ ¢k (i +mo)K'¢'¢]

=Tr[(#i + mo)¢ ¢k (i +mo) K'¢'¢] + Te[(k — K¢ ¢k pik #'#]
=S¢+ 8% (3.274)
(since py = p;i +k — k).

In the first trace, S5, we can anticommute the factor (#; + mo) to the right. This
leads to

(#i +mo)¢' ¢k = ¢'¢(Bi +mo)k =2pi - k¢'¢ + ¢'#k(— i +mo) .

The second term drops out since (—p; +mg) (pi +mo) = p,.2 — m% = 0 so that we are
left with

S8 =2 -k Te[¢ #ik ¥'¢]
=2pi-k{2e- o Tk ¢'¢] - el wik' ¢ 41
=2pi -k {28 & T[] - Tr[p},-k’]} . (3.275)
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The second term in (3.274) can be simplified in the following way:

Sy =Te[(k — k)¢ #hpi K #'¢]
=2¢' k Te[gkpik #'¢ | — Te[¢' (k — K)#kpiK'¢'¢]
=26 kTe[¢ehpik '] — Te[# (— ¢k — K ORPiK ¢'¢]
= 26"k Tr[fpik'#'] + Te[¢ ¥ ¢k pi K #'¢]
= 26"k Tr[kpik'#'] + Te[K ¢ ¢k it K ¢
= —2¢' -k Te[kpik'¢')+2K - & TR ¢kipie' ] — Te[K'¢ #hpid k']
=—2¢' -k Te[kpil'#'] — 2k - ¢ Te[¢'K ¢ pig']
=—2¢' -k Te[kpil'¢'] + 2K - & Te[K ¢hpi] - (3.276)

[T W G T

The remaining traces in (3.275) and (3.276) cannot be simplified further and have to
be expanded explicitly. This leads to

S3=8pi - k[2e &/ ((pi -K)(E &) = (pi - NK' - ) + (pi - ) K' - &) = pi K]
=8k (k- p)K'-&) = (k- K)(pi &) + (k&) (pi k) |
+ 8K e[ (K- e)k - p) = (KK pi) + (K- p)e k) |

=8k p)K' - p 2672 = 1] = 8Ck-&)2(p; - K) + 8K ) (pi k)
(3.277)

where againk - e =k’ - ¢/ =¢ - p; =&’ - p; =0 has been used.
Now we can finally construct the differential photon scattering cross section (3.267)
using the three traces just calculated, i.e. S1 (3.271), S» (3.273), and S3 (3.277). We

arrive at

do 1 L 8k -p) [k - p: +2(k-&")?
o (A/’)‘):_azw_z—g ( Pz)[ pl+2( s)]
a2 2 o dmg itk po)
8k pi) [k pi —2(K - ¢)?]
4k’ - pi)?

L 2Bk p K" pi) [2(6-6) — 1] — 8(k-¢)(pi-k) +8K"-£)*(pi-k)
4(k-pi)(K'- pi)

1 ,o? 1 [k-pi  k-p P
_! 2 4 o)t -2, 3.278
59 o? 4m? [k'l’i +k/'Pi+ & -¢e) ( )

where some of the terms have cancelled each other pairwise. While the trace calcula-
tion has been fully covariant we now insert the kinematics of the laboratory frame, i.e.
k- pi = wmg, k' - pj = o'my. This leads to the well-known Klein—Nishina formula 33

33 0. Klein and Y. Nishina: Z. Phys. 52, 853 (1929).
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Fig. 3.42. The angle between
the vectors of polarization e
and &’ is the same as the
one between k and k’. All four
vectors e, &) k and &’
are chosen to lie in the same
plane. €@ = &'@ is a unit
vector orthogonal to this plane

which describes Compton scattering of photons:

do 1 o?[o
=2 )=
w?

1)
+ - +4(e-e 3.279
o e (e - } (3279)

w

o' depends on w and on the photon scattering angle according to (3.252). For small
energies (w — 0) we have o’ = w and the photon scattering cross section (3.279) is
reduced to the cross section of Thomson’s scattering formula:

<d5 o A)) = (- . (3.280)
ko’ ’ a)—)O_ (2) o '

This result contains no quantum effects, it can be derived from classical electrody-
namics. The classical nature of the cross section (3.280) is rather obvious since it does
not depend on Planck’s constant 4. Writing out the constants A and ¢ we find that the
cross section is proportional to the square of the length

1 e hn &2

rn=o—=—— = ~28x 1073 cm . (3.281)
mo hcmoc  moc?

This quantity sometimes is called the “classical radius of the electron”. This name
originates from the (incorrect) notion that the rest mass of the electron can be ex-
plained in terms of the electrostatic energy of an extended charged sphere. Equation
(3.280) can be written in the form

do 2 N2
dTO‘ A 0:r0(8-£) ) (3.282)

Equation (3.252) shows that the classical limit " = w also applies if the photon scat-
tering angle becomes small. In forward scattering (6 — 0), therefore, the exact Comp-
ton cross section reduces to the Thomson cross section (3.282).

Finally, we shall sum over the polarizations A" of the scattered photon and average
over the initial polarizations A of the incoming photon thus obtaining the unpolarized
cross section:

2
=5 Z m(x ) (3.283)

d.Qk/

We could have performed these summations from the outset, i.e. by applying the com-
pleteness relation (3.220) of the photon polarization vectors to the squared matrix
element in (3.254). This would have eliminated the dependence on the & vectors, thus
slightly simplifying the trace calculations.

Instead we will start from the polarization dependent result (3.279) and explicitly
sum over A and A’. We will use the radiation gauge where the polarization vectors are
purely space-like, ¢ = (0, &), so that

e-&' ="k, e (k' 1) =—e(k, 1) - ek, )) . (3.284)

The spatial vectors e(k, 1), e(k,2), k form an orthogonal system, the same holds
for the primed quantities. Now without restricting generality we can choose e(k, 1)
and &'(k’, 1) to lie in the plane spanned by k and k', see Fig. 3.42. Then &(k, 2) and
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&’(k’,2) are perpendicular to this plane and thus identical. We have

eM . e/ =cosp |

e®.g@ 1
e . e/@ =@ . gD =g, (3.285)
The averaged polarization dependent term in (3.279) becomes

2
1 / 1
52 |e<*)-e/<“|2=§(cos29+1) . (3.286)
A =1
Using this result and (3.279) the unpolarized cross section for Compton scattering
becomes

do , 1 o? (0 w .2
di/zol ﬁg —+—/—sm 0 . (3287)

The classical limit of this result (w — 0 or & — 0) is the unpolarized Thomson cross
section

do 51 9
=r§=(14+cos“6) . (3.288)
(d‘Qk’>class 0 2( )

In the ultrarelativistic limit w, o’ >> my Compton’s formula (3.252) reduces to
; w N nmy _ mo
- o (1 — 1 T oun2 8’
1+ m()(l cosf) 1—cosf® 2sin 5

w

(3.289)

which is valid for not too small scattering angles 62 >> 2”’70 In this limit the Klein—
Nishina cross section approaches

do ampl 1 . 02> 2myg (3.200)
=ry —— or _— . .
d.Qk/ UR 0 w 4 sin2 )

A
2

Figure 3.43 shows how the exact result (3.287) with (3.252) interpolates between the

Thomson

0° 45° 90° 135° P 180°

Fig. 3.43. The differential
cross section of unpolarized
Compton scattering as a func-
tion of the scattering angle 6
for various photon energies @
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limiting cases (3.288) and (3.290). At high energies the angular distribution gets con-
centrated in a narrow cone in the forward direction.

Lastly we integrate over the photon solid angle d§2;/ in order to derive the fotal
cross section. Here we have to take into account relation (3.252), because a depen-
dence on the scattering angle of the photon is also hidden in w’. This yields

1 l 1
2 w0 _
(1 + mﬂo(l — cosG)) 1+ 55 (1 —coso)

1
& :az—z/sinOdeQb
2my

w .2
+|1+ —(1 —cosf)|—sin“ O
mo

1
_2 ! ! _ =2
o m%_ldz [1+%(1_Z)]3 + [H‘m%(l_z)] [1_'_%(1_@]2 )

(3.291)

where we have set z = cos 6. This integral can be calculated in a closed form. Simple
expressions can be derived for high and low photon energies.
(a) Small photon energies (w < mg):

3 1
- ) Z 281 1 8w ,
o' —|z4+z—|z2— = =" ——=—7r] . 3.292

mg[ ( 3)}_1 3mi 37 (3-292)

This is just the classical Thomson cross section.
(b) High photon energies (w > mg):

1—mg/w

2
. 1 1 (1-2?%)
7= 2 ) 73 LR S
o 4 (g)a- m () a-22
) T 20 1 mo w
~e > mh=4-40([—I— )| . (3.293)
wmy mg 2 w  mg

In order to estimate the value of the integral the 1 in the denominators of (3.291)
was neglected compared to (w/mg)(1 —z), which is valid if z <1 —mg/w. This was
accounted for by lowering the upper boundary of integration. The dominating loga-
rithm in (3.293) results from the second term in the integrand.

For completeness we also quote the result of the exact angular integration (3.291).
This leads to the total Klein—Nishina cross section, valid for all values of @

o? [1+y (Zy(l—l-)/)

1 143y
—In(1+2 —In(1+2 :
3 112y n(l+ J/)>+2y n(1+2y) }

C(1+42y)2
(3.294)

with the abbreviation.
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EXERCISE |
3.12 Relations of Energy and Momentum
Problem. Assume that the four-momenta p;, ps of an electron and k, k" of photons
satisfy the relation

pr=pitk+k . (1)
Show that this can only be satisfied by the trivial solution

pr=pi and k=k'=0 (2)

if the momenta are on the mass shell.

Solution. Equation (1) is equivalent to p s — p; = k + k". Squaring this relation and
splitting it up into space and time parts we get

ww +EEf—mi=p; - p;+k-k (3)
where we used the on-shell conditions
p?:p%:m% , kK=Kk?=0. 4

The absolute value of the r.h.s. of (3) is limited by the following inequality

i P+ kK< pllp s+ KK = B2 —m3 B} —md 4 w0 )

‘We insert this result into (3):

EEy—m} <\JE? —m} [E} —m} . ©6)
Squaring yields (since E; E y — m% >0)

E}E} —2mE;Ey +my < EJEF —m§(E} + E7) +mj . (7
which rewritten is

(Ei—Ef)*<0. ®)
This implies that

E;=Ey ©)
and, owing to the time component of (1),

w=—-o, (10)

which means that @ = " = 0. Since w = |k| and o’ = |k’|, also the photon momentum
four-vectors vanish and (2) is proven.
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Fig.3.44. Graph and exchange
graph of pair annihilation into
two photons. The incoming
positron with four-momentum
p+ and spin s is interpreted
as an outgoing electron with
four-momentum —p4 and
spin —s4

3.8 Annihilation of Particle and Antiparticle

The annihilation of matter and antimatter is a conceptually very interesting process.
We shall study the process by considering the example of the annihilation of an
electron—positron pair into two photons. The corresponding Feynman graphs are
shown in Fig. 3.44.

We immediately notice that these graphs are very similar to those describing Comp-
ton scattering. In fact, Fig. 3.44 becomes identical to Fig. 3.40 in Sect. 3.7, if the di-
rection of the time axis is rotated by 90°! In the experiment, of course, both processes
appear to be quite different. In pair annihilation two photons are emitted, whereas
in Compton scattering one photon is absorbed and one is emitted, together with an
electron.

The S-matrix element, which corresponds to the processes in Fig. 3.44, can be eas-
ily written down by applying the usual rules. We have to consider the correct kinemat-
ics: two particles (electron and positron) enter and two photons leave. In coordinate
space the S-matrix element reads

Sri = é? /d4xd4y &Jr(x)[(—iA(X, k2))iSk(x — y)(—iA(y, k1))

+ (—iAG kD)iSe(x =) (<iAG k) [w- () (3.295)

which leads to the following expression in momentum space:

2 2 2

e m (4m) 4¢4
Spi= | =0 [ 2 Q) st ki + ko — py — po
fi=52 EE 2w12w2(ﬂ) (ki +ko— py—po)

X D(psr5y) [(—i»zz)m(—im

+ (—hﬁ)%mo(—ih)} u(p-.s.) . (3.296)

P-—k

Here for the description of both photons outgoing plane waves have been used. Obvi-
ously the S-matrix element is symmetric with respect to photon exchange, as it should
be according to Bose statistics. The coherent summation of both graphs is necessary
to preserve this symmetry. We will first interpret this process.

An electron with positive energy and momentum and spin (p_, s_) was produced
in the past and moves forward in time. It is scattered into a state with negative energy
and four-momentum — p, moving backwards in time. The wave function of an elec-
tron with negative energy and momentum — p_ is given by v(p., s;) exp (ip,-x) (see
RQOM , Chap. 6). During the scattering it converts its energy into radiation by emitting
two photons.

As usual the 8% function in (3.296) expresses energy—momentum conservation be-
tween ingoing and outgoing particles. Only the electron enters the reaction: the two
photons and the positron exit the zone of reaction. However, the positron has a four—
momentum — p, because it is represented by an electron with negative energy. There-
fore

p-=kitky+(=p)=ki+ky—p, . (3.297)



3.8 Annihilation of Particle and Antiparticle

191

It can be easily understood that the annihilation of an electron—positron pair into a sin-
gle photon is kinematically forbidden. This hypothetical process is shown in Fig. 3.45,
which gives p_ =k + (—p,) or p_ + p, =k and, conclusively, (p_ + p.)?> =k>=0.
This, however, is not possible, as can be seen most easily by going to the center-of-
mass frame where p_ + p_ = 0. Note that this argument is only valid if the electron is
a free particle. The one-photon annihilation of positrons and bound atomic electrons
is indeed possible. In this case the second photon is absorbed by the nucleus.

Before beginning with the evaluation of the annihilation cross section we come
back to the close relation between pair annihilation and Compton scattering (Ta-
ble 3.2). Both processes are related by the crossing symmetry which we first en-
countered when we compared electron—electron and electron—positron scattering in
Sect. 3.4. There we noted that processes of the type A+ B — C+ D and A + D —
C + B are related to each other by a substitution rule, i.e. by replacing the mo-
mentum variables pg — —pp and pp — —pp. In the case of pair annihilation,
et +e~ — y + y, we can identify A with the electron, B with the positron, and
C, D with the two photons. Then crossing leads to the process of Compton scattering,
e~ +y — y 4+ e". We can identify D = D since the photon is its own antiparti-
cle.

To complete the picture we note that the crossing symmetry can be applied a sec-
ond time. The Compton process thus is related to C + D — A + B which means
¥y +y — e 4+ e~. This is the process of electron—positron pair creation by two pho-
tons (see Exercise 3.15). The corresponding Feynman graphs are shown in Fig. 3.46.
Table 3.2 summarizes how these three processes are related to each other according
to the substitution rule. Thus all of the three processes essentially are governed by the
same physics. Only the kinematical conditions are different. We again stress that the
crossing symmetry is exact, not being restricted to a particular order of perturbation
theory.

We now will determine the cross section for pair annihilation. As usual it is related
to the S-matrix element by

Sy 2 3 3

do = ISpil> Ak &k (3.298)

T.v.2.1L " @23 @2r)

\%4 \%4
Insertion of (3.296) leads to

e md (4m)? &k &ky
do = 0 ki +ko—p.—p)|et My el P — —= .
O G B E ol ) O B [ M5 T

(3.299)

Table 3.2. Three processes which are related by crossing symmetry

Pair creation
y+y—et+e

Pair annihilation
e~ +et > y+y

Compton scattering
e +y—>y+e

p- pi —py
P+ -py —p-
ky —k —ky

ko K —ky

Fig. 3.45. The annihilation of
a free electron—positron pair
into a single photon is kine-
matically forbidden

_p+ p"
kl kz

—ps j

ky ks

Fig. 3.46. The process of pair
production by photons is close-
ly related to that of pair anni-
hilation into photons, Fig. 3.44



192 3. Quantum-Electrodynamical Processes

Here we have introduced the tensor

My =1_)(P+,S+)|:Vu mOVv+Vv mo )/Hilu(p_,s_)

1 1
P-—k - P-— o —
P-— ki +mo P-— k2 +mg

2p -k WwTW 2p ko

=55 v VuJutp-s) - (3.300)
In accordance with crossing symmetry we note that this “annihilation tensor” is iden-
tical with the “Compton tensor” defined in Sect. 3.7, (3.242) when the replacements
indicated in the Table are made. Therefore most of the calculations in Sect. 3.7 can be
taken over. The kinematics of the collision, however, is different since we now have
two photons in the final state and two massive particles in the incoming channel.
The six-dimensional two-body phase space is reduced to two dimensions because
of the delta function. Let us consider the integral
&k Pky
I= | —-—=8k +k—ps—p-) flki,k2) , (3.301)
2w1 2wy
where f(ki, ky) stands for the momentum-dependent integrand of (3.299). We now
integrate out the variable k>, once again making use of the formula (3.74)

&k,

o0
= | d*kr8(ky ks —0)O(ky,) . 3.302
00n / 28(ka - ky — 0) O (ka,) ( )

—00
Equation (3.301) becomes

0]

1 2
1= [ Jordod2s,s [(p+ Y po—kp) ]
0
XOE,+E —w) fki,ka=py+p-—ki)
E +E_
42
= / w1dand [(p+p)? —2k1 - (ps + p)]
0
x fkiky=p.+p.—ki) . (3.303)

To evaluate this integral we have to specify the frame of reference. The following
calculation will be done in the rest frame of the electron where p_ = (mg, 0). In this
frame (3.303) becomes

E+mg

a2
_ Lk w1dw; 8 (2mg +2moE, — 2wi(mo+ E, — |p,| cose))

1
2

0
x flki, ko= py+p_—ki)

A2y o1 ftkiko=pi+p —ki)
2 2lmo+ E; — |p,|cos8|

w]

_ 482k, mo(mo + E1) f(ki, ko = py + p- — k1)

) 3.304
4 [mo+ E, — |p,|cos6]? ( )
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where the photon energy w; = |k1]| is determined by

mo(mo + E)
mo+ E. —|p,|cosf

o) = (3.305)

Here 6 denotes the angle between the momenta of the first photon k| and the incoming
positron p, (compare with Fig. 3.47). In (3.304) the photon energy w; occurring in
the function f(ky, ...) is replaced by (3.305).

positron beam

>
photon
In the laboratory frame where |vrel| = |v, | = | p, |/ E. the differential cross section
(3.299) for pair annihilation becomes
do w? mo
=a? 1 &8 My el |? (3.306)
ds2y, mo(mo + E,) [p.|

with @ given by (3.305). Note the different kinematical dependence when comparing
(3.306) with the corresponding formula for Compton scattering (3.254).

The further evaluation of (3.300) is straightforward. Averaging over the electron
and positron spins

do 1 do
— (A, A — ,S_s Ao, A 3.307
agy 20 = Z ag, B3k ) (3.307)
leads to
do 1 w? m
— (g, ) = —aP—— L0 ()
ds2y, i mo(mo + E,) |p.|

[—M++mo<¢2k1¢1 ¢1k2¢2>1/+m<¢1k1¢2 #2kaf1 )}
x Tr + + )
2m0 Zp, -k1 2p, -k2 2m0 2p,~k1 2[7, ~k2
(3.308)

The trace in this expression coincides with the result for Compton scattering if the
translation of the momentum variables according to the substitution rule is made (see
(3.256) and (3.265)). Note the extra minus sign in (3.308) which arises from the sum-
mation over positron spinors

Y va(p.$)Tp(p.s) = —(M)aﬂ : (3.309)

2m0

As in Sect. 3.7 the special transverse gauge condition

g1-p.=&-p_.=0 (3.310)

Fig. 3.47. Definition of the
angle 0
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has been imposed to simplify (3.308). According to (3.278) the calculation of the trace
leads to

1 ky-p_ —k1-p_
Tr[~~-]=—2[ 2:p- AP +4<ez'sl>2—2}, (3.311)

4m(2) —ki-p. ka-p-

where the substitution p; — p_, k = —ki, k' — k; has been performed. Then the
cross section for pair annihilation in the electron rest frame becomes

1 o2 w? k _ ky-
) = ! [ . —4(82 el)2+2]
A2y, 8mgmo(mo+E,) |p,|Lki-p- " ka-p
loz mo(mo + E mo |
olmo + E) 5 0[ D2 O 0 A, - 81)}
8m0(m0+E —|p,lcosO)? |p.llwr w2

(3.312)

where p_ = (my, 0). The photon energy w; depends on the photon angle 6 according
to (3.305) while w, follows from energy conservation:

mo(mo + E
om=my+E;, —wi=mo+ E, — 0mo +)
mo+ E. —|p,|cosf
( +E)<1 o )
= (m —_
0 * mo+ E, —|p,|cos6
E. — 0
zﬂw], (3.313)
mo

If the photon polarizations are not observed (3.312) has to be summed over Aj, A>.
Using (3.286) this leads to the unpolarized cross section for pair annihilation

2 _

do do Gz A1)
= 2, A1
dgk] Aao=1 kol
_ la_z mo(mo + E,) o (a)z + — + sin 9) (3.314)
2m2 (mo+E, —|p,|cos0)? |p.| w)

Here 6 is the angle between the momentum vectors k; and k of the two photons. In
the case of Compton scattering 8 happened to coincide with the scattering angle 6.

In the nonrelativistic limit E, — mg < mq the created photons have equal ener-
gies w1 — mg, wy — mo and are emitted back-to-back, 6 — . Since the incoming
positron momentum is negligible in this case the angular distribution of photons be-
comes isotropic and (3.314) reduces to

dé _1a21 (3.315)
A2, 2m3 By '

where B, = |p,|/mo is the positron velocity. If the incoming positron has a large
momentum the angular distribution (3.314) becomes peaked in the forward direction.
In this case nearly all the energy E . is carried by the photon that is emitted in the beam
direction. Figure 3.48 shows the differential cross section (3.314) for some typical
values of the positron energy.
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Fig. 3.48. Logarithmic plot of
the differential pair annihila-
tion cross section in units of
rg =a2/m(% as a function of
the photon angle 6, drawn for
various values of the positron

energy £

0.1+

0.01

0° 45° 90° 135°  ,4180°

The total annihilation cross section is obtained by integrating (3.314) over the solid
angle dS2;,. When performing this integration we have to keep in mind that there are
two identical particles in the final state. This point is already implemented in the cross
section (3.314) originating from the symmetry of the scattering amplitude (3.296)
with respect to the exchange of two photons (k1, &1 <> k2, €2). Thus (3.314) gives the
cross section that one of the photons is scattered into the angle d$2;,. Owing to the
indistinguishability of the photons either of them could be so scattered. We therefore
double-count the photons when we integrate do /dS2;, over the full solid angle 4r;
i.e., we would count four — not two — photons per scattering event. To correct for this
double counting the cross section has to be multiplied by 1/2:

(3.316)

This integration is carried out in Exercise 3.13.

3.13 The Total Cross Section of Pair Annihilation

Problem. An unpolarized positron with four-momentum (E, p) hits an equally un-

/7
polarizations A; and A;. The angle between positron momentum and k is denoted ’ é
by 6, the angle between k; and ky by 6 (see Fig. 3.49). Determine the total cross

polarized electron at rest, annihilating into two photons with momenta k| and k, and '>

section of pair annihilation.

Solution. The differential cross section for pair annihilation has been given in (3.314) ('

2 2
my+x

E_Tpux—i—mo)z

p
+ sin? é) . (1) Fig.3.49. Definition of the an-

moXx gles 6 and 6
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Exercise 3.13

Here we have introduced the variable x which depends on the photon angle and is
defined by

p-ki
X = =FE — |p|cosb
k1|

E—x
or cosf = . (2)
|pl
From kinematics we get the photon energies
E +mg X
w1 =mo and w) = —w] .
X+ my

(3)
mo

To evaluate (1) the dependence =60 (0) is needed. The sine rule applied to the trian-
gle spanned by k1, k2, and p leads to

sinf sin (” _é> _ sinf

o €]
k2| Ipl Ipl
and thus, using (3)
sinf = Pl x+mo sinf . (5)
E4+my x
From
E —x)? 2_2F 2
sin29=1—cos20=1—( ;C) __r );"—m() ©)
|p| Pl
it follows that
~ 1
Sin29 = —

2 2\ (mo+x)?
e (72 o) () 7

The total cross section, corrected for the presence of two identical particles in the final
state, is given by

_ +1 _ E+|p| _
_ 1 do do T do
o=— ) d2—=m [ dcosf — = d

2 ds2

— — . 8
ds2 |pl ds2 ®
E—|p|
We insert (1) and (7) into (8) and obtain
E+|p|
2,2
+
=gy /dx (E+mp)— 0"~ 0
2my| p|
E—|p|

- i(xz—zEermz) )
x(mo+x)2  mo+E x2 oL

We can immediately derive an asymptotic expression for the nonrelativistic limit from

this integral. Replacing the variable x by the constant value x ~ E ~ mg everywhere
in the integral yields the estimate

5o O 122 —Lta—as a’n (10)
Onr = - —50= = :
" omolpl? P22 T 2 molp|
This can also be written as
. 1
anr:nrgﬂ ,

11
where ro = €2/moc? ~ 2.8 fm is the “classical radius of the electron” and g = |v|/c
denotes the incoming positron velocity.
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It is not difficult to go beyond this approximation and solve the integral (9) exactly.
We write

2

5= (I + D) (12)
o=——(U1+ 1),
2mo|p|?
with
E+|p|
I =(E+ )/dx g+ (13)
= m _
! 0 x(mo + x)?
E—|p|
and
E+|p| 2E 2
no mo
ILh=— dx [1——+—] . 14
2 mo+ E / x( X +x2) (14)
E—|p|
The integrals can be calculated analytically:
2mg x \|EHP!
Iy = (E +mygp) +1In—
mo+x - mo/lp—p)
2 2 E
:(E+mo)< mo S In +|P|)
mo+E+|p|  mo+E—|p| E —|p
2mo(—2 E +|p))?
:(E+m0)|: 0 2Ipl) . ln( : Ipl)z}
(mo+ E)~ —|p| E* —|p|
E+
— _21p| +2(E +mo) In Z P! (15)
and
1\ |E+IP]
L= 0 (—x—i—ZElnx—i——)
mo+ E x /) E—ip|
4 E+
_ _2mo (Eln |"’|—|p|). (16)
mo+ E mo

This leads to the following exact expression for the total pair annihilation cross sec-
tion*
2

a m

E
Go=— T [(E2+4moE+m(2))ln + 1P|

mo

mo|p|*(E +mo)
Now we derive two limiting cases.

(a) The nonrelativistic limit (|p| — 0, E — myg). In the case |p|/mo < 1 we have
the expansions

E(Ilpl) =mo+ O(p?) .
mo 1 1 1

—(E+3mo)lpl] - a7

== =-+0(p?),
Edmg 214 Em ™~ 2 (#7)
E+|p| 1 1+4+[pl/E |p| 3 _ Pl 3
I =-h—""—" =240 ==4+0 ,
s =y = o) = m 4 o(er)

34 P A.M. Dirac: Proc. Camb. Phil. Soc. 26, 361 (1930).

Exercise 3.13
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Exercise 3.13 yielding

— o’ 2
G = W(l +0(p)) (18)

in accordance with (11).
(b) The ultrarelativistic limit (| p| — oo, E — 00). For E/mg >> 1 we approximate

_ m%_ —1
pPl=E\J1-3=E+0(E™),

2 2 2
mg mg 1 mg 4
_——= = O(E s
p2 E21_m%/E2 E2+ ( )

mo mo 1 mo

. = - _ 7Y -2
mo+E E 1+my/E E+0(E ) -

Furthermore, the Taylor expansion of the logarithm gives

2FE —E
]nE+|p|:ln +(|P| ):lnz_E+0<l(|p|—E)>
mo mo o E

—m2Ey O(E™?) .
mo

Thus we get the asymptotic formula for the cross section

2 2E In2E
b= T | 2E _ 4 o M2E/mo) | (19)
moE mo E/mg

EXERCISE ]
3.14 Electron—Positron Annihilation in the Centre-of-Mass Frame

Problem. Derive the differential and total unpolarized cross section for pair annihi-
lation e + e~ — y + v in the center-of-mass frame.

Solution. The general expression for the differential cross section of pair annihilation
has been given in (3.299), (3.300):

2
_ o momoT— 5
do = ——|82-Mfi-81|2
|Vrel| E. E_

dndky  Andiky
2m)32w; (27)32w)

x m)*s* (ki +ky — p. — p_) 1)
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where
1
o2 Mpi-eiP=7 370 D |2 Myi-enf?
S+4,5— A1,h2
11 ko-p_  ki-p_ N
=-— + —4&-E)"+2] . (2)
24m(2)/\§ <k1~p_ ky-p_

In the derivation of (2) the special gauge condition &| - p_ = & - p_ = 0 was chosen,
which we indicate by the tilde. This was convenient for calculations in the electron
rest frame where p_ = (mg, 0). Here the polarization vectors could be chosen to be
purely spacelike vectors ¢ = (0, &) transverse to the photon momentum k and the
A summation was easily performed. In an arbitrary frame of reference the special
gauge condition loses its simplicity and complicated &-vectors have to be constructed.
It would be more appealing to use the general completeness relation (3.220) for photon
polarization vectors

2

Y ek, Mevk, 1) > —gu - 3)
r=1

This replacement, however, may be applied only to gauge invariant expressions,
a condition which is not fulfilled by (2). Nevertheless we can use (3) if we reinstall the
gauge invariance of (2). This is achieved by going back from the special polarization
vectors ¢ to the general case ¢ with the help of

E1-p-

£l =¢61— ki,
ki-p_

e — =y @)
2 P-

see (3.263) in Sect. 3.7. It is obvious that the expression

~  ~ €1 DP- &) p_
£1-82= (81 - P kl) . <82 - P k2> ()
ki-p- ky-p-

is invariant with respect to gauge transformations of the form ¢; — &} + f1(k)ki,
&2 — &5+ fa(k)k2. Thus (2) has been made gauge-invariant so that (3) can be applied.
We introduce the abbreviations

D @18 =AMB,, | 6)
Al

where

m v

€1 p- &1 P-
AR = E — k — k 7
(81 ki-p- 1) (81 ki-p- 1) @

Al
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and a similar expression defines By,,. Using (3) we get

_ok! ok b kMK
Al‘w:Z g’;Lg‘f _g?g‘l)m —8158? P-a 1 +8113t8/13 P-aP-B 121
A ki-p- ki~ p- (k1 - p-)

N ki'p”+ptk]  mik\ky

_gh _
ki - p- (k1 - po)?

(8a)

and

kopup—v + p_ukoy m%kZ;ika
By = —guv + . : (8b)
e ka-p- (k- p-)?

The contraction of these tensors leads to (using the on-shell condition k% :k% =0)

ki -k ki - k)?
S G a2 e el ©)
= ky-p_ky-p- (ki - p-)=(k2 - p-)
1,42
Inserting this into (2) leads to the unpolarized squared invariant matrix element
— 11 ky-p- ki -p_ ki -k
82-Mf,~-81|2=——2 ( 2°P + P —+—2m(2)1—2
24m0 ki-p.  ky-p_ ki-p_ky p_
(k1 - k2)?
—my 5 5. (10)
(k1 - p-)=(k2- p-)

The differential cross section d&/d$2; is obtained by integrating (1) over dk; and
dw;. With the help of

Phy )
—— = [ d%k2 8(k3)O (k20) (an
2wy

a brief calculation similar to that in Sect. 3.7 leads to

, EstE
o _ o mp , f dwy o, 8 [( Yy —k )2] le2 My &1 ]2 (12)
—_— = w1 W _— £ - i~ &
a2, ol E.E. 1018 | (ps+p-—ki 2-Myi -

to be evaluated at ko = p, + p_ — k.
While (12) is still completely general we now select the center-of-mass system
where p, = (E, p), p_ = (E, —p). Then the delta function becomes

3[(py + p- —kD?] =8[QE — @1)* — k7]
=68[4E(E — w1)] (13)
so that (12) reads

A5 _ a® mg) E lez-Mpi-e1]? (14)
— = —2—|ea- My -51|% .
A1 vl E2 T4 12T

The scalar products of (10) in the center-of-mass frame reduce to

ki p_=E*(1—vcosb) ,
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k- p_=E*(1+vcosh) ,

ky-ky=2E?, (15)

with the velocity v = |p|/E = ,/E? — m(z)/ E. 0 is the angle between the incoming
and outgoing momenta p and k. With |vej| = 2v the final result for the differential
cross section of pair annihilation in the center-of-mass frame is

do  1a?mil (14+vcos® = 1—vcosd
1—wvcos6é 1+ wvcosh

ds2; _SngZv

+ 4m% 1 4mg 1 (16)
E21—v2cos?6 E4 (1 — v2cos? 9)2 ’

Using m(z) /E? =1 — v this result can also be written as

5 _

1 14 2v% — 2v* — 20%(1 — v?) cos? & — v* cos* 6
de; 4 '

(1 —v?cos? 9)

a7

aml
2Ev

Itis an elementary task to integrate this expression over d cos 6 to obtain the fotal cross
section for pair annihilation. The result is

_ 1 do
o=— /d.Q]—

2 ds2y
2 1— 2
- za_z v [(3 - v4)ln —2v(2— v2)] ) (18)
4 my v2 -V

Since the total cross section is invariant under Lorentz transformations (in the beam
direction) (18) should agree with the result of Exercise 3.13 which was derived in the
rest frame of the electron.

7'I,'Ct’2

o= E2+4m0EL+m2 In
mo|py|?(EL+mo) [( b o)

EL+|pLl

_(EL+3m0)|PL[| . (19)

where the subscript L refers to the laboratory frame. To express Er in terms of the
center-of-mass velocity v we relate both quantities to the Mandelstam invariant s, i.e.

s=(psL+ p-L)* = (EL +mo, p)*
= E2 +2moEr, +m3 — p? = 2mo(Ev + mo) (20)
and
s=(ps+p)=(E+E,07>=4E. @1

The velocity is given by

s — 4m? 4m?
po 1Pl 579 , thus s=—2° . (22)
E s 1 —2
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Fig. 3.50. The differential
cross section do /d§2; for the
process et 4e™ - y +y for
three different center-of-mass
energies +/s. The experimen-
tal data are in good agreement
with the QED prediction
of (24)

eteTaYY
o 10" -
o
a
n
~
-D -
c
]
#Vs =140 GeV
AVs =220 Gev
¢ Vs =346 Gev
ol
00 02 0s4 06 08 10
lcos 6]
This leads to
K 1+ v? 2v
Ey=— —m =my——-~ , =moy.———= . 23
L 2m0 0 01—U2 |pL| 01-1)2 ( )

Inserting (23) into (19) confirms the result (18).
Finally we come back to (17) and note the ultrarelativistic limit of the cross section,

v— 1:

do la?1—cos*® o2 1+cosd
(507). =753 == . (24)
d@2;/w 4E% gin*e s sin%6

This result has been tested experimentally at various electron—positron storage-ring
accelerators. As an example Fig. 3.50 shows data taken with the JADE detector at the
PETRA collider.> Within the experimental accuracy the prediction of QED is fully
confirmed.

EXERCISE |
3.15 Pair Creation by Two Photons

Problem. Derive the total unpolarized cross section for the creation of an electron—
positron pair by two colliding photons, y 4+ y — et + e~ . Express the result in terms

35 W. Bartel etal. JADE collaboration): Z. Physik C19, 197 (1983).
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of the velocity of the produced particles in the center-of-mass frame. Hint: Use the
result of Exercise 3.13 for the pair annihilation cross section.

Solution. The differential cross section for pair creation according to the graphs of

Fig. 3.46 is given by

mod3p, mod3p_
Qr)3E. 2n)3E_"

a? 4 4Ax

— Mpa“r2 27)4s4 ki —k
2 20 2602| |*@r)*s* (pr+p-— 2)

dapair (D
where the factor 1/2 results from the photon flux factor 1/|v; — v3|. The relative ve-
locity of two collinearly colliding photons is 2 in any frame of reference. The invariant
amplitude is given by

1 1
Mpalr - B 5. @
u(p_,s )[¢2——¢++k1—m0¢1+¢1——p’++k2—m0¢2} v(ps,sy) . (2)

The corresponding expressions for pair annihilation et + e~ — y + y was derived in
Sect. 3.8:

Ao = O i
|vrel|E E_ fi
Q5 k4 k ) Andk;,  4Andlky 3)
X I — — p_ .
R A N
with
ME = 5(p S)Pr——i———ﬁ+ﬁ———L——¢4u@ . @
/i T -k —mo P —k—mo o

According to the principle of crossing symmetry the invariant amplitudes can be
transformed into each other if the momenta are substituted according to the Table
in Sect. 3.8, namely ky — —ki, ko > —k2, p_ — —p., p. — —p_. In fact the values
of (2) and (4) are equal in magnitude

[ M| = ] )

This is easily verified by calculating (M ??lr>* = (M ??lr)T. Using y%%47y% = ¢,
—py+ky=p_— ki, —ps + ki = p_ — ky this quantity is found to agree with M}‘;“i.
Thus the differential cross sections (1) and (3) are equal, except for the phase space
volumes and the flux factor.

To get the total cross section for pair creation (1) will be integrated over d* p_ and

subsequently over dE, . Using the familiar identity

A 22
—— = [ d*p_5(p°—mj) O(p_0) (6)
2FE_
we obtain
U I S ki—k
Opair = 5 p+d’p_8"(pi+p-—ki—k) F

[&pJEJUh+b—mf—maF (7

N =
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to be evaluated at the electron momentum p_ =k +k» — p.. F = F(p,, p_; k1, k2)
is an obvious abbreviation for the factors which are common to (1) and (3). The anal-
ogous expression for the total annihilation cross section reads

1 1
Gami = / &k 8lki +ha—py—p 1 F
2 |vpel|
1 1
_! f k1 200 5((po+p_—kn)?) F (®)
2 |vpel|

to be taken at ko = p, + p_ —kj. The factor 1/2 was introduced in (7) to account for
the presence of two identical particles in the final states (see the discussion at the end
of Sect. 3.8).

The results (7) and (8) are most easily compared in the center-of-mass frame. Since
the total cross section is Lorentz-invariant this choice does not restrict generality. In
this frame we have p, = (E, p), p_ = (E, —p),and k| = (w, k), ko = (0w, —k) where
energy conservation demands w = E.

The delta function in (7) becomes

3(tki + k2 = p)* = mg) = 8(Qw — E,)* = p7 — my)

= 8(40) (w— E+))

1
= @a(w - E)) )

leading to
1 1
UPairZE dQ+2E_@|p+|E+F

11
=--E d2, F . 10
773 |P|/ + (10)

The same reasoning leads to the total cross section for two-photon annihilation

L /d.Q 2 ? F
Oanni = = —— wr— W
anni 2 o] 1 24E 1

1 1 1

=_ —E2/d91F . 1)
2 |vrel| 2

The angular integrals in (10) and (11) are identical since both extend over the

relative angle 6 between p and k, see Fig. 3.51. Inserting |vl| = v, — v_| =

2v where v = |p|/E, the comparison of (10) and (11) leads to the simple rela-

tion

1
Oanni = m Obpair - (12)

Therefore, we can use the result for the total unpolarized cross section for pair
annihilation from Exercise 3.14, (18) and obtain the cross section for pair cre-
ation

+v

— (2 v2)] . (13)

2 1
Opair = %%(1 —vz)[(3—04)ln —
0
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(a) P+ Fig. 3.51. The momentum
by ® balance of two-photon pair
0 annihilation (a) and pair
P+ . 4 N ky production by two photons
20 p- k TN 9 (b) in the center-of-mass
frame
k2 p-

This result is known as the Breit~Wheeler formula.>® The nonrelativistic limit
(vkl)is

2
_ o
a;;ir ~r—v (14)
mg
and the ultrarelativistic limit v =,/ (E2 — m(z)) /E? — 1 becomes
_ur o’ mp\2 2E

0

The pair production cross section thus is suppressed at the threshold (owing to the van-
ishing phase space volume), rises to a maximum (at v >~ 0.701), and at high energies
falls of again according to (15).

Remark. The cross section (13) is reasonably large, being of the order of the squared
“classical electron radius” rqy as in the case of, e.g., Compton scattering. However,
pair production by two real photons has not been observed experimentally since it
is difficult to prepare two colliding beams of high-energy photons. Pair production
involving laser photons will be discussed in Example 3.19.

Furthermore, the graph of Fig. 3.46 can be tested in the collision of charged par-
ticles. The graph of Fig. 3.52a can be interpreted as describing the collision of two
virtual photons which produce an electron—positron pair.’’ Note that this process
competes with the graph in Fig. 3.52b where a single virtual bremsstrahlung photon
can be split into an e™e™ pair since its momentum is off the mass shell.

36 G. Breit and J.A. Wheeler: Phys. Rev. 46, 1087 (1934).

37 See e.g. V.M. Budnev, LF. Ginzburg, G.V. Meledin, V.G. Serbo, Phys. Rep. 15, 181 (1975);
C. Bottcher, M.R. Strayer: Phys. Rev. D39, 1330 (1989).

Fig. 3.52. Lowest-order Feyn-
man graphs for pair produc-
tion in the collision of charged
particles (thick lines). (a) Col-
lision of two virtual photons.
(b) Pair conversion of a virtual
bremsstrahlung photon
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Fig. 3.53. The graphs for pair
production by a photon in an
external Coulomb field

EXERCISE |

3.16 Pair Creation in the Field of an Atomic Nucleus

Problem. Calculate the cross section of electron—positron pair creation by an incom-
ing photon in the field of a heavy nucleus with charge —Ze. Hint: The calculation can
be considerably simplified by exploiting crossing symmetry which relates pair cre-
ation and bremsstrahlung. After a simple substitution the results from Sect. 3.6 and
Example 3.11 can be used.

Solution. To lowest order the pair creation can be represented by the graphs of
Fig. 3.53. They differ from the graphs of bremsstrahlung (Fig. 3.33, Sect. 3.6) just
by the interpretation of the external lines (incoming photon <> outgoing photon, in-
coming electron <> outgoing positron).

p—,S— —D+, S5+ — P+, — S+

The second-order S-matrix element in coordinate space reads

[ 2
_ 244, 4 mo [ 4w ip_-
Sfl._—e/dxdy m mu(pf,si)elp X
x [(—i¢> (7 +e0 ) iSkx — 1) =iy ) AT ()

+ (—iy ) AP (0)iSk(x — ) (—ig) (e—ik'>’+e+“<'y)]v(p+, s (1)

Using the static Coulomb potential of the nucleus

-7 d3 e—iq-x
AL (x)y = —2 = _4nz q

x| °J @)} g1 @

and performing the Fourier integrations we get the S-matrix element

Spi = ZeS(E_+E, —w)| % my__ 4n
= Ze 2n§(E_ —O\ ] —— —
I * 20V\ E.E V2 |q?

——(~iy")

x u(p_,s_) |:(—i¢) m

+(—iy?) (—i¢>} V(py.5y) 3)

i
P+ E—mo
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Here p, = (E;,p,), p- = (E_, p_) and k = (w, k) denote the four-momenta of
positron, electron and photon, respectively.

is the momentum transferred to the nucleus.
Apart from the sign, (3) is identical with (3.192) if we substitute

Pi,Si  — T D+:Sy+
pf,Sf — p-,Ss_,
k,xh — —k X\, (®))

and if we replace the electron spinor u(p;, s;) by the positron spinor v(p,, s.). All
further calculations can be traced back to the case of bremsstrahlung. There is a slight
difference when noting the cross section. One has to divide by the flux of the incoming
photons ; = % instead of Iv_V,| In addition the phase space is changed, since a positron
is emitted instead of a photon. Thus we get the cross section

2 3 3
do=/|Sfil| Vd P+ Vdp- _ ©)
L " @n)’ @2n)
Integration over the electron energy E_ gives the cross section, which is five-fold
differential with respect to positron energy and solid angles d§2, and d§2_. Averaging
over the photon polarization A and summing over the spin directions s, and s_ we
obtain the unpolarized cross section

2l mp | ip.2dip.1d2. |p | E_dS2
G R Tt
x O(w—E, —mo)F'(py, p_; k) . @)

Here the function

IS

A S48

2
V(P Sy)

_ 1 1
u(p_,s-) |:¢ml/o + V0m¢]

®)

was introduced which can be expressed as a trace over up to § gamma matrices. We do
not have to evaluate this complicated expression because F'(p,, p_; k) is connected
with the function F(p;, py; k) known from (2), Example 3.11 (bremsstrahlung),
namely

F'(py,psk)=—=F(=pi,ps—hk) , €))

the sign originating from the sum over the spin of the positron, since

D valpas)Tp(pys) == ( (10)

S+

—P++ mo)
off

2mg

Exercise 3.16
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The final result can again be expressed as a function of the angle between the momen-
tum vectors. Let 6, (6_) be the angle between p_ (p_) and k, and ¢ the angle between
the planes (p,, k) and (p_, k). Then our rule of substitution (5) yields the relation

0 >0, , Of—>m—60_ , ¢—>¢—m, (11)

with the angles as defined in Example 3.11. Then the explicit cross section of pair
creation follows from (26) in Example 3.11 (the Bethe—Heitler formula):

7% |p.|lp_| dE, d$2,d2_

do = Ow—E., —
o 2n)? gl w3 (w + —mo)
2 sin? 2 2
sin” 6_ sin” 6
><|:_ p- 2(4E3L_‘12)_ Py + 2(4E3—q2)
(E-—1p_lcost.) (E:—1p,lcose.)
2 oin2 2 2
1 20? pisin“ 0, + p” sin“6_
(Ex —|p,lcost,)(E- —|p_|cosb_)
|p.|lp_|siné, sinf_cos ¢ 5 ) 5 :|
+2 2E2 12E2 —¢%)| . (12)
(E+—|p+|cose+)(E,—|p7|cos@,)( + )

To get the signs right, note that the substitution k — —k implies @ — —w but of course
|k| — | — k| = +|k|. Therefore the denominators in (12) should be treated as follows:
pf k=wEf—|kl|pslcosbf =w(Ef —|pylcosbf) > —wE_— |k||p_|cos(T —
0)=—w(E_—|p_|lcosb_)=—p_-k.

One should mention that the result (12), being based on the lowest-order graphs
(the plane wave Born approximation) has only a limited range of validity. For high
nuclear charges Z or low velocities v, v_ the interaction of the produced charged
particles with the nuclear Coulomb field becomes important. This can be taken into
account by replacing the plane waves by Coulomb distorted waves. This calculation,
however, can no longer be performed fully analytically. The criterion of validity of the
Born approximation is

Ze?
hlv]

«l1

For heavy nuclei this condition is no longer satisfied and the cross section changes. In
particular the complete symmetry of (12) with respect to the interchange e™ <> e~ will
be lost since the electrons (positrons) feel the attraction (repulsion) by the Coulomb
potential of the nucleus.

Additional Remarks. Despite its complicated appearance the differential cross sec-
tion (12) can be integrated analytically with respect to the electron and positron solid
angles d§2_, d£2,. Since this calculation is lengthy and not very illuminating we
merely quote the result which already was derived by Bethe and Heitler in their origi-
nal publication:

RV ATS 4 24 p? E.n_
o _ c; |p+||3p_| ———2E+E,p+2+f‘+m0 ;n
dE,  m§ o 3 pipt p-
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2
moE_n, w 20 2 2 8 E.E_
+—— -1 17_+L[7 ELE-+pip’)— s———
P’ ' |p+|3|p,|3( ’ =) 31p,llp_|
B mjo (E.E_— p* E.E —p> N 2wE.E_ 13
) 2 2 2,2 ’
lp.llp_| p-myg pimyo pip-
where the abbreviations
E
n¢=2mo In ++Ip4l ’
y 2 mo

nE+E7+|p+||p,|+mé
mow

L=21

(14)

have been introduced. Figure 3.54 shows the energy distribution of created positrons
as a function of the kinetic energy E, — mg, normalized to the total available energy
w —2my. The cross section do /dE, was multiplied by @ — 2m so that the area under
the curve represents the total cross section o. The latter is found to rise slowly with
energy.

45
(w = 2mo)~ ;
w/mo = 1000
151
10 100
5
10
5 x
0
0 0.2 0.4 0.6 0.8 1.
E, —mg
w —2my

In the ultrarelativistic limit w >> mq (13) simplifies and can be integrated over dE,
analytically, leading to a logarithmically rising cross section

Our >~

15
m2 \9 "mg 27 )

Z%a? (28 2 218)
If the target consists of neutral atoms, electron screening will lead to a saturation of the
pair production cross section: The rise of (15) at high photon energies is caused by the
creation of pairs at increasingly larger distances from the nucleus. Electron screening
acts to suppress these contributions.

Exercise 3.16

Fig. 3.54. The differential
cross section for pair pro-
duction by photons with
energy o according to the
Bethe—Heitler formula (13)
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k P

Fig.3.55. Feynman graphs de-
scribing a scattering process
initiated by a virtual photon (a)
or a real photon (b)

EXAMPLE |

3.17 The Method of Equivalent Photons

Throughout this chapter we have studied QED processes in which charged particles
interact through the exchange of virtual photons. This terminology, however, has been
somewhat artificial since we nowhere encountered true physical photons in these cal-
culations. However, conditions can be found under which these virfual photons behave
like ordinary real photons to a good approximation. Under these conditions the collid-
ing charged particles can be replaced by an equivalent bunch of incoming photons with
a certain energy distribution which can be calculated. This approximation serves two
purposes: it can be used to simplify the description of various processes, and it also
helps to visualize and understand qualitatively how high-energy scatterings proceed.

A very interesting application was already mentioned at the end of Exercise 3.15:
By colliding charged particles at high energy the process of photon—photon scattering
can be studied, even though no intense colliding beams of real photons are available
to the experimentalist. In this example we will derive the method of equivalent pho-
tons and subsequently use it to calculate the cross section for the production of muon
pairs through the reaction e™ + ¢~ — e™ + e~ + u™ + u~. We will discover that
at high collision energies this process dominates over the pair annihilation reaction
et + e~ — u™ + = which we studied in Sect. 3.4.

Derivation of the Equivalent Photon Spectrum. For a start we will study reactions
in which a single virtual photon is exchanged. A high-energy electron having initial
momentum p = (E, p) is scattered into the final state p’ = (E’, p’) while emitting
a virtual photon with momentum k = p — p’. This photon strikes a target where it gives
rise to a reaction which produces a (possibly complex) many-particle final state X, see
Fig. 3.55. The details of this reaction are not important for our study. As an example,
the target might be a heavy nucleus and the final state an electron—positron pair pro-
duced in its Coulomb field.

Our goal is to find a relation between the process shown in Fig. 3.55a and the analo-
gous reaction which is triggered by an incoming real photon shown in Fig. 3.55b. Thus
let us investigate the unpolarized cross section for the Feynman graph of Fig. 3.55a
which is given by (see (4.3) in the next chapter)

_ mM -
do = | M|

Jo PR —m

x 2n)*s$*(Px +p' — P —p)

em3e L or3e M

md3p’ ﬁ m,d3 P/
n=1

where the target is assumed to be a fermion of mass M and the final state X consists

of N fermions (this assumption only affects the normalization factors). The invariant

matrix element in (1) reads

Mg = jE(p, p) Dy (k) I (P, P)
_ 47

iz Jn (P P (P P) 2
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Here jf’«f = euy*u is the familiar transition current of the electron and Jf’f is the tran-
sition current of the target which may have a complex structure and possibly is not
known in detail. For the evaluation of (1) we need the squared and spin-averaged in-
variant matrix element (2). This will be written as in Sect. 3.2 in the form

2
—— e
|Mg|> = (4)*—— L""Hy, . 3)
(k)

Here L™V is the lepton tensor which we encountered several times before:

/
v = Ly ‘¢—+my“—ﬁ+m)/v
2 2m 2m
_ 11 /v o n (/1 2
=5 (PP + PP =g p—m)) 4)
m
Out of habit we will call the object H,, the hadron tensor although this may be

slightly misleading since the derivation also remains valid if no hadrons are involved
in the reaction. The hadron tensor is obtained from

HM™ =" Jk* (P, P)J(P,. P) . &)
Spin

In general not much is known about the current Jf’f . However, we can rely on the
principle of gauge invariance which implies electromagnetic current conservation. The
hadron tensor therefore satisfies the four-dimensional transversality condition

kyH" = H"k, =0 . (6)

This helps to simplify the expression (4) for the lepton tensor a bit. Use of p’ = p — k
and k2 = (p — p')> =2m? —2p - p’ leads to

11 1 11
LW —=__— [2ptpY - p,uk2 — Z (k*p¥ + kY pH , 7
2m2<pp+2g ) 5 (K*p"+K"p") ©)
where the second term can be discarded because of (6). The scattering cross section,
integrated over the final state of the electron, then reads

d3p’ 1
d po‘(

- k2

2
1
=| — 2ptpY + =g"k* ) Hyy 2w dl 8
IpIE 272 )(””+2g )””” ®

where the target has been assumed to be at rest, P = (M, 0), leading to the flux factor
m/|p|. The symbol dI" designates the phase space volume of the target final state:

mnd3P,:

Q2n)3E;, )

N
dr = Qn)*s*(Px — P — k) ]_[
n=1

Now let us investigate the cross section for the analogous photon induced pro-cess
according to Fig. 3.55b (again, a look at (4.3) is useful):

N
_ P 7 S— mud3 P’
do, = ——— |e- Jg2Qu)*s*(Px — P -k | | 22—
"4k P)? ' E] (2n)3E],
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1 1
= 34w 5 ek Meuk 1) JET I AT
Spin A

1
= %Zn(—HS")dF , (10)

where we have used the completeness relation of the photon polarization vectors
Zx GZGV = —8uv-

The expression (10) contains the trace of the hadron tensor. The index O is meant
to imply that the involved photon is real, i.e. it satisfies the mass-shell condition k% =
w* — k* = 0. In contrast, in (5) there is no fixed relation between the frequency w and
the momentum k of the photon. We only know that the virtual photon has a space-like
momentum k% < 0. This can be easily deduced from k%> = (p — p')?> =2m?> —2p - p/.
The squared momentum k2 is sometimes called the virtuality of the photon. Except
for this difference the tensors H, and H, 21, have exactly the same structure.

Now let us try to express the electron cross section (8) in terms of the photon cross
section (10).3® For this purpose it is helpful to choose a suitable gauge in which the
transverse degrees of freedom, corresponding to physical photons, can be most easily
singled out. This is achieved in the Coulomb gauge defined by the condition V- A = 0.
In the absence of charges one has, furthermore, Ag = 0 and the polarization vectors
are of the form " = (0, &) with

Z 8?()»)8]‘()\):5,']' . 11)

r=1,2

The choice of this gauge also affects the photon propagator, a topic which we will
discuss in more detail in Sect. 4.2. The covariant Feynman propagator

4 gy
k2

Dpyy = — (12a)

in this way will be replaced by the propagator in the Coulomb gauge which has the
components

47 4 kikj
C C L C C

where the latin indices as usual run over space coordinates i = 1, 2, 3. Note: we will
also use the summation convention for repeated spatial indices, but in this case no
distinction between covariant and contravariant indices will be made.

The photo-production cross section (10) in Coulomb gauge attains the following
form

1
dé, = Zan}}idr : (13)

since, according to (12a), ), e;evHO’“’ =) €€ HY% — Hl.Jl.-_ The L sign indicates

that because of the Coulomb gauge condition the hadron tensor is transverse (in three
dimensions).

3887, Brodsky, T. Kinoshita, H. Terazawa: Phys. Rev. D4, 1532 (1971).
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For a photon propagator in an arbitrary gauge the electron cross section reads

_ &$p o« 1
do = |p|1195’ﬁ|:2p#pu+§gwk2_(kupv+kvpﬂ)i|

1 1 .
X 3= Dy 3~ Doy H 2mdl (14a)

This becomes, in the Coulomb gauge,

&dp o« ol N o1
- R e - ﬁ
do = DIE 272 |:<2p"p + zg” k > yy Dlw[4 D,z H®
—k% v el DS, HY — k° ! D¢ , L pe 0| onar (14b)
47 4y 4 M 4 00 ’

where k' D; « = 0 has been used. Now we introduce a crucial approximation and dis-
card the contribution of the “scalar” propagator Dgo. As a motivation for this step
we note that its contribution cannot be related to the interaction of transverse photons.
Thus we are left with the approximate cross section

_ Ep o« (1) 1
do = W 702 <ﬁ) <2p,'pj — ES,’jkz) HiJj‘ 2w dl . (15)

The transverse hadron tensor is obtained by applying two transverse projection oper-
ators which originate from the photon propagator (12b):

kiky kijk
Hi; = (5,-k — ;—2) <5ﬂ 2 ) Hy . (16)

The integrand of (15) contains a contraction which appears to be more involved than
the simple trace of the tensor which had entered (13). However, closer inspection
reveals that the additional term p; p; H in fact also can be reduced to the trace H;; +
when the integration over the a21mutha1 angle of the final electron momentum p’ 1s
performed. In Exercise 3.18 the following relation between these two expressions will
be shown

2 22 2
dp pipiHE~EE Geo [T mt 17)
o @ pipjt; = K2 ) ¥ ;-

Here 6 is the angle between p and p/, i.e. the scattering angle of the electron. Relation
(17) is valid only for the case of forward scattering (small scattering angles) and all
the following results will be restricted to this case. Furthermore we will make the
ultrarelativistic approximation E > m, |p| ~ E and thus will neglect the electron
mass wherever possible.

Using (17) the electron scattering cross section becomes

) o d3 ’ 1 2 k2 EZE/Z )
0=z [ () (-5 + T ome) miawar o

In the last approximation step we now identify

Hi ~Hi° (19)
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i.e. we use k> = 0 for the photon momentum, thus neglecting the fact that the transition
current HiJlr strictly speaking has to be evaluated for off-shell photons. Under this
condition the integral in (18) is found to contain the photon cross section (13) as
a factor:

o« [dEp 1N}/ K*  E?E? )
=z [ () (5 + T sre) 200, o

The integration over the final electron momentum can be rewritten as follows:

E +1
/d3 ’—/ dip'| |p'] / dcos@/ d<p:2n/ dE’E’Z/ dcos6
0 -1

E 1 K2
~27 | dE'E" di? @1
0 2EFE’ k2
T

where we have used

—(p p)2 2m? —2p-p =2m? —2EE’ +2|pllp’|cosO . 22)

The maximum squared momentum transfer (at & = ) in the ultrarelativistic limit is
given by

k2 =2m* —2EE —2|p||p'|~ —4EE’' . (23)

For the minimum momentum transfer (at & = 0) the same approximation would give
zero. This would make the integral diverge because of the pole originating from the
photon propagator. Thus we must be more careful and take into account the finite elec-
tron mass. Inserting the Taylor expansion of |p| = ~/E2 —m?2 ~ E(1 — m?/(2E?))
into (22) gives

k*>=2m* —2EE' +2|p||p’|cosb

2 2
~om?—2EE +2EE' (1= 2 ) (1= 2 ) coso
2E? 2E”?

2E2+E

~2m? —2EE'(1 — cosf) —
EE'

cos6 . (24)
Considering forward scattering (6 = 0) this leads to the minimum squared momentum
transfer
2 2 2
yE*+FE ) W

k2 =2m* —mP————~—m ,
EE' EE'

(25)

the scale of which is set by the squared electron mass. As a consequence the inte-
gral will be dominated by contributions from photons with small virtuality k*> ~ k> =
O (m?) being close to the mass shell. These photons originate mostly from periph-
eral collisions. Equation (24) allows us to estimate that the largest contribution to the
scattering cross section arises from an angular region around

0 ~

o L« (26)
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Using (21) the scattering cross section (20) can be written as follows:

E 2 kz 1 2 k2 EZE/Z
d&:ﬁ/ dE’E/ziw/ a2 (=) (-=+ sin0 ) d&, ()
7 Jo 2AEE)? J2 k2 2 K2

E
_ f 9 N (@) 46, (@) . @7
0 w

The integration extends over the energy w of the photon and the function N (w)/w can
be interpreted as the energy spectrum of equivalent photons emitted by the scattering
electron. This equation is at the heart of the method of equivalent photons which also is
known by the name Weizsiicker—Williams approximation® . Originally the equivalent
photon spectrum N (w) was obtained classically by Fourier transforming the Poynting
vector of the electromagnetic field generated by a fast moving charge. Above we have
deduced N(w) from the transition current given by quantum electrodynamics. The
result reads

aa? (B e 2 k> EZE”? 2
N(w)=;ﬁ A dk (k_2) (—7+ 2 sin 9)

aw? (2 LI\ K —mP? — fk — KPEE
= dk -+ : (28)

T E2 e K2 2 w? — k2

To verify this relation one has to show that
1
E?E?sin*0 = —m*w* — Zk“ —K*EE’

where according to (22) k? = 2m? — 2EE’ + 2pp’ cos6 with p = |p|. One has

K2 —2m2 +2EE"\*
E2E?sin20 = E2E”(1 — cos6?) = EXE" [1 _ ( met )

2pp’
EZE/Z
4p2p/2 [
E2E/2
=122 [4(E2 —m2(E? —m?) —k* — 4m* — 4E*E"
p=p

+4K2m? — 4K2EE' + 8m2EE’]

E2E/2
= [—4m2(E2 +E?—2EE")—k* — #*(EE — mz)]
p*p
E*E"”? 1
== |:—m2a)2 — —k*—k*(EE — m2)i| )
p°p 4

39 The basic idea was formulated by Fermi already in 1924 to describe the energy loss of « particles
in matter, E. Fermi: Z. Physik 29, 315 (1924). Later the method was formulated in general terms by
C.F. v. Weizsicker: Z. Physik 88, 612 (1934) and E.J. Williams: Phys. Rev. 45, 729 (1934). A detailed
derivation with special emphasis on relativistic heavy ion collisions can be found in M. Vidovi¢,
M. Greiner, C. Best, G. Soff: Phys. Rev. C47, 2308 (1993); A useful review article is C.A. Bertulani,
G. Baur: Phys. Rep. 161, 299 (1988).
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Fig.3.56. Feynman graphs for
two-photon scattering involv-
ing two virtual photons (a) or
two real photons (b)

In the relativistic approximation with m <« EE’, p*> ~ E?, p”> ~ E'? this simplifies to
the claimed relation. The first term in the integrand of (28) leads to a logarithm

K2 2 2 2 2,2 ’
- 1 k 1.k 1. - EE
f dk? <_2> (__>=__1n_;:__1n%
K2 k 2 2 kg 2 —4EE
2EE’

maow

=In 29

The remainder of the integral can also be solved in closed form. The resulting equiv-
alent photon spectrum can be written as (remember E = E' + w)

Oll 2 ” 2E 1 N2 E/
Nw)=—— | (E*+ E?)In=—= + -(E — E")"1
@) nE2[( FED) I+ o e
1 2 E’
—(E+E)1 —EE'| . 30
+2( + E') N } (30)

In the ultrarelativistic limit this result is dominated by the logarithmic increase with
energy E. The remaining terms in (30) only depend on E’/E, i.e. on the energy loss
of the electron.

Photon-Photon Collisions. The method of equivalent photons can also be applied if
the target is not a charged particle but a second virtual photon which itself originates
from a transition current. Here we will not repeat the derivation which is very similar to
the case of a single virtual photon, and shall instead immediately present the plausible
result. In complete analogy with (27) the approximate cross section for the creation
of a final state X in electron—electron scattering according to the graph of Fig. 3.56a
reads

_ E1 4o £ du, _
Oece—eeX :/ —1 N(a)l)/ — N(w) G)/]/—)X(a)ls ) . (3D
0 w1 0 (99)

Here 6, x is the cross section for the creation of X in a collision of two real photons
with energies w| and wy, respectively.

Now we will apply (31) to calculate the cross section for muon pair creation
through the process e™ + e~ — e™ + e~ + u™ + u~. To achieve this we need the
two-photon pair creation cross section for y 4+ y — ut 4 ™, which has been cal-
culated in Exercise 3.15. We will use the Breit—Wheeler formula derived in (13) of this

(@) X

2

P
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exercise and express it in terms of the Mandelstam variable s = (k1 + k2)2, i.e. the
invariant mass of the created pair (which should not be confused with the Mandelstam
variable so = (p1 + p2)2 of the whole collision). The variable v used in Exercise 3.15
is the velocity of the muons in the center of momentum system which is related to
s = (2E,)? through

s/4— M2 s —4M?
po Pul _ S My i (32)
Ey s/4 s

In terms of the variable s the Breit—~Wheeler formula takes the form

dro? <2+8M§ 161\43)1 Vst \[s —4M;
— n

s s 52 2M,,

4M? M2
—J1= S“<1+4T"> ) (33)

We are left with the task to solve the double integral in (31). To achieve this we trans-
form to the set of variables

Oyy—utp

s=4dwiw; , w=w+w . (34)

Actually the variable s defined in (34) coincides with the Mandelstam s only under
the condition that the momentum vector of the scattered electrons p} and p/, are an-
tiparallel. In the center of momentum frame of the electrons, p; 4+ p, =0, we have

s = (ki + k2)* = (01 + @2)> = (p, — P} + P2 — PH)*
= (1 + @2)* — (P} + PH)* = (w1 + @2)* — (|p}] — |P4)?
~ (01 + @2)* — (E] — E5)? = (01 + 02)* — (E — 01 — E + n)?
= (01 + ) — (01 — ) =do0; . (35)

Since peripheral collisions with small scattering angles 61, 6, make the dominant con-
tribution this approximation is well justified.
The Jacobian of the transformation (34) reads

=4|w2—a)1|=4\/a)2—s. (36)

a(s, w) _ ‘4&)2 4wy
1

dwr, @)

Using this result the pair production cross section (31) takes the following form

4E? | [E+s/4E 1
oo =2/ ds—/ do ———=N(@1) N(@2)oyp—pupn(s) ,  (B7)
ee—>ee[LiL 4M12L s N m YYy—unp

where w12 = %(a) + Vol —s ) The limits of integration in (36) need some further
consideration. The transformation (34) maps the quadratic range of integration in the
w1 — wy plane to the acutely shaped area in the s — w plane shown in the bottom
part of Fig. 3.57. This region is bounded from below by the curve w(s) = /s which
corresponds to equal photon energies w1 = wp = w/2. The upper boundary is given by

Example 3.17

(b

4E° s
Fig. 3.57. The kinematically
allowed regions of integration
in the w| — wy plane (a) and
the s — w plane (b)



218

3. Quantum-Electrodynamical Processes

Example 3.17

the straight line w(s) = E + s/4E where one of the electrons is completely stopped,
w1 =E,w =s/4E or wy = E, w; = s/4E. Obviously each point in the s — @ plane
can be reached twice, corresponding to either w; > wy or wy > w. This explains the
extra factor of 2 in (37). Both boundary lines intersect at the point of total energy
transfer s = 4E2, w = 2E.

We now evaluate the o integral in (37), restricting our attention to the leading
logarithmic term in the photon spectrum (30):

E+s/4E 1
dowo ——=N N
/ﬁ ) N (w1)N(w2)

DEN2 [E+s/AE 1
(Y [
m J5 w?—s

E*+ (E— %(w+dﬁ))2 E* 4+ (E— %(w—vwz—s))z

E? E?
_ (N5
_f (ﬁ) . (38)

With some effort this integral can be solved exactly. The result reads, expressed in
terms of the parameter k = /s /2E:

X

F= @+t~ (1 =) 34 (9)

This finally allows us to evaluate the total cross section for muon pair creation as
a function of the invariant mass s of the pair:

2 2 4E?
_ o 2E 1 Vs
Oce—eepp = ; (111 7) /;Mlztds ; f <E) O'yy—nu,t(s)
20* 1 2EN? [(E/MW? M
=— —|Inh— dx ol
cap (i) [ e ()

x%[(2+%—%)m(ﬁ+~/ﬁ)—ﬂ<1+%)} .

(40)

In the last step we have transformed to the dimensionless variable x = s /4Mﬁ and
used formula (33) for the photon-induced production process. While the integral in
(40) in general has to be solved numerically, in the ultrarelativistic limit an analytical
approximation can be found. An inspection of the integrand reveals that for £ >> M,
the function f(/xM,,/E) falls off more slowly than the remaining factors. Therefore
we replace this function by the value it takes at the lower boundary f(M,/E) ~
41In(E/M,,). If the upper boundary is extended to infinity the remaining integral can
be solved in closed form, leading to the numerical factor 14/9.
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Thus the fotal cross section for the production of muon pairs in electron collisions
at high energies is given by

_ 2a* 1 (1 2E>241 E 14
Oce—seepp = — a2 — n———
M

m M, 9

(41)

122 1 [, 2E\* E

= — |{In—) In— .
o Mﬁ ( m ) “

This result is valid in logarithmic accuracy, i.e. terms of the order unity are neglected
compared to the logarithms in (41). Note that for the two-photon mechanism it does
not matter whether an electron and a positron or two electrons are colliding.

The rise of the cross section with incident energy is very interesting. For compar-
ison we refer to the result (3.145) for the annihilation cross section of an electron
positron pair into muons:

7'[0[2

6e+e_%p.+u_ = 3 “42)
which falls off with energy. This difference in behaviour has a simple qualitative ex-
planation: The reaction (42) requires that electron and positron meet and annihilate
at the same point in space and time, a process which becomes less probable with in-
creasing energy. On the other hand the pair creation according to (41) mainly occurs
in peripheral collisions; viewed classically, for increasing incident energy collisions
at larger and larger distances (impact parameters) contribute so that the cross section
is enhanced. As an interesting consequence at sufficiently high energy (41) will be
the dominant process for muon pair production, although it arises from a fourth order
graph which should be suppressed by a factor «? compared to the annihilation graph.

Figure 3.58 shows experimental results obtained at the PETRA collider at DESY
for muon pair creation*® which nicely show the increase of the cross section. The data
points refer to an “untagged” experiment in which the scattered electrons (positrons)

40 B. Adeva et. al. (Mark J Collaboration): Phys. Rev. D38, 2655 (1988).

Example 3.17

Fig. 3.58. Energy dependence
of the total cross section for
muon pair production by the
process et +e7 = et +
e~ + ut + u=. The data
points agree with the QED
prediction if the detector re-
sponse is taken into account
(shaded area). For compari-
son also the cross section for
the process et + e~ — ut +
= is shown which falls off
with energy
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are not detected and mostly remain in the beam pipe, being deflected only by a very
small angle. Experiments are also performed under single or double tagging conditions
where the collisions partners are observed at finite deflection angles. In this case the
equivalent photon spectrum gets modified.*!

We remark that the processes et + ¢~ — et + e + ut+pu~ and e™ + e —
wt =4~ can be clearly separated in the experiment since the muon pairs in the former
case are produced with rather low energy while in the latter case they carry the whole
collision energy.

The method of equivalent photons provides fairly accurate values for cross sections
in high-energy collisions. To make precise checks of QED predictions, however, the
Feynman graphs should be evaluated exactly,*? also taking into account interference
terms. When evaluating the results from high-energy experiments the numerically ob-
tained predictions are used as an input for Monte-Carlo simulations which also take
into account the response of the detector system. In this way the theoretical curve in
Fig. 3.58 was generated.

Two-photon collisions of the type we discussed in this exercise have several uses.
They can serve to check quantum electrodynamics and to study predictions on the
“photon structure function”. Furthermore they provide a comparatively “clean” source
for the creation of new particles, e.g. Higgs bosons, supersymmetric particles, glue-
balls, heavy mesons, ete.®3

EXERCISE |
3.18 Angular Integration of the Hadron Tensor
Problem. Show the validity of (17) in Example 3.17

2 2.2 2
de PP / de 1
—~ pip;H+ ~ 0 H+ | 1
/(; plpj ij 9 sin 0 27 122 ( )

where the integration runs over the azimuthal angle of the scattered electron.

Solution. The object H; is obtained from the hadron tensor by applying two trans-
verse projection operators according to

kiki kiks
= (aik - 7) (5 - #) Hi . @)

Hy; is a three-dimensional tensor which can be constructed from the momentum vec-
tors of the incoming and outgoing particles. The vectors available are the momentum k

41 J H. Field: Nucl. Phys. B168, 477 (1980).

42 Pioneering works on the two-photon process are V.M. Budnev, LF. Ginzburg, G.V. Meledin,
V.G. Serbo: Phys. Rep. 15, 181 (1975); G. Bonneau, M. Gourdin, F. Martin: Nucl. Phys. B54, 573
(1973).

43 See Martin Greiner, M. Vidovié, G. Soff: Phys. Rev. C47, 2288 (1993).
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of the incoming photon and the initial and final target momenta. In the following
we use only a single target momentum vector £ but this can be generalized to more
involved cases. We adapt the following general approach for the hadron tensor

Hy=AbSy + Bkl +Clrki+ Dyl + E kik; . 3)

Here A, ..., E are yet unspecified functions which can depend on the scalar quanti-
ties k%, €2, k - £. After transverse projection according to (2) only the A and D terms
survive:

1 kiki k-t k-t
Hij =A|ir — 2 +D Ei—vki E]'_ij . 4)
The functions under the integrals in (1) therefore are given by
n , (k-0)?
Hi=2A+D (€ - 2 . (5a)

(p-k)? k-t 2
piijij:A<P2_ ka +D P'€—7P~k . (5b)

In order to perform the azimuthal integration we introduce the following coordinate
system: The z axis points in the direction of the incident electron, i.e. the vector p,
and the orientation is chosen such that £ lies in the xz plane. Expressed in terms of
spherical coordinate the vectors of interest are given by

p=p©.0,1), (6a)
£=1{(sinB, 0, cosB) , (6b)
p = p'(sinf cos ¢, sinfsing, cosf) , (6¢)
k=p—p =(—p'sinfcosg, —p’'sinfsing, p— p’cosh) , (6d)

leading to the scalar products

p-£=plcosp , (7a)
p-k=p(p—pcost) , (7b)

k2= p?sin®0 + (p — p'cosh)? , (7¢)
k-£=—¢p'sinfcosgsinB +£(p — p'cosB)cosp . (7d)

We notice that the only quantity which depends on the angle ¢ is k - £. As a conse-
quence the coefficients of the A terms in (5) are isotropic with respect to the azimuthal
angle. Using (7a—d) the factors appearing in (5) are given as follows

, (p-k)?r  p?p?
kK

sin@ , (82)

ke

2
¢ K

[p/zsin2 6(1—cos® gsin’B)+ (p— p’ cos0)?* sin’ B

—2p'(p — p'cos6)sinf cos ¢ sin B cos ,3] , (8b)
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k-2 2 52 2.2
(p.l—vp.k> =pp2:2 sin29[2p/zsin290052,8

+4p'(p — p' cosH)sinb cos g sin B cos B

+2(p — p' cos0)? cos’ g sin’ ,3] . (8c)

The angular averaging leads to the replacements (cos <p> =0 and <0052 <p> = % Thus
(5a) becomes

/ZHd—(pH.Jr:ZA—i—Dﬁ p?sin’6 1—lsin2/3 —i—(p—p/cose)zsinzﬂ
o 2w " k2 2

©)
while (5b) leads to
27 ) ) 2
de L_PP7 . P rT .o ¢ 2.2 2
/ Ep,-ijl.j = e sin“02A+ e sin BDFPp sin” 6 cos” 8
+(p— pcosd)? sinzﬂ] . (10)

A comparison of these two expressions essentially confirms that they are proportional
to each other, as claimed in (1). This is not exactly true, since the first terms in the
square brackets do not agree. However, these terms are proportional to sin>6 and
therefore are suppressed if the scattering angle is small. This argument also applies to
the ¢ dependence of the functions A and D: The term cos ¢ in the scalar product k - £
which gives rise to a possible azimuthal dependence of these functions is suppressed
by the small factor sin6.

EXAMPLE |

3.19 Electron—Positron Pair Production in Intense Laser Fields

The creation of massive particles starting from massless photons (i.e. electromagnetic
waves) is a conceptually interesting process. Although the inverse process of pair an-
nihilation into photons is well known, the Breit-Wheeler process y +y — et + e~
still has not been directly observed because of the difficulty in preparing colliding
beams of gamma rays. However, a related and even more interesting process has re-
cently been observed by using the intense electromagnetic field of a laser beam. Here
a high-energy gamma ray collides with a number 7 of optical photons of energy hw to
form an electron—positron pair:

y—{—nw—)eJr—i—ei. M

The theory of this process was worked out long ago** but only recently did it become
experimentally accessible.

4 H.R. Reiss, J. Math. Phys. 3, 59 (1962); A.I. Nikishov, V.I. Ritus, Sov. Phys. JETP 19, 529 (1964).



3.8 Annihilation of Particle and Antiparticle

223

Laser technology has rapidly progressed and sophisticated methods for the am-
plification and compression of wave trains have made possible the construction of
tabletop laser systems with powers in the terawatt (10'> W) region. These devices
generate short (typically in the picosecond region or below) light pulses with high
energy density and electromagnetic field strength. This allows the study of nonlinear
QED processes, characterized by the simultaneous interaction of charged particles
with a large number of photons.

Let us first consider the properties of an electromagnetic homogeneous plane wave.
One should bear in mind, however, that this may be an oversimplification for the de-
scription of very short or highly focussed light pulses. To be specific, we consider
a wave with circular polarization (this choice will simplify some of the calculations),
described by the vector potential A* in the Lorentz gauge k - A = 0:

AF(x)=a (&) cosk - x + &} sink - x) . (2)

Here k - x = wt — k - x and €1, &, are two transverse and orthogonal polarization
vectors, i.e.

=0,
k-e1=k-60=0 , 5%:8%:—1 , €-6=0. 3)

One can choose a special coordinate frame in which these vectors become particularly
simple:

k:g(l,O,O,l),81=(0,1,0,0),82=(O,0,1,O). “)
c

The squared electric and magnetic field strengths resulting from (2) are

— 5)

so that the energy density becomes

I, 5 2 1 a*&?
8 ( ) 4 2 ©)
The number density of photons is given by
w1 a’w )
Po = b~ 4 he?
It is customary to define a Lorentz-invariant dimensionless strength parameter
e /TIAAN]  ea
N mc? " mc?
e|E]|
= (®)
wmce

which will determine the importance of multiphoton processes.
The strength of a laser beam is characterized by its power density (energy flux per
area and time)

I =wc
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Fig. 3.59. Pair production by
a high-energy photon. The dou-
ble lines refer to exact Dirac
states in the field of a plane
wave

which can be maximized by focussing the beam to an area limited by the laws of
optical diffraction, i.e., of the order of the squared wavelength. As a typical value,
taken from the SLAC experiment to be discussed below, power densities of the order
I = 10" W/cm? are readily available using tabletop terawatt lasers. The resulting
electric field strength is | E| = /47 I /¢ ~ 10'! V/cm. Still much higher intensities can
be expected in the future. E.g., the free-electron X-ray laser LCLS (Linac Coherent
Light Source) at SLAC may reach power densities of / = 10! W/cm? at a wavelength
at 0.15 nm and a field strength of the order 10" V/cm.*

The calculation of elementary QED processes like Compton scattering or pair pro-
duction in laser fields can take advantage of the fact that exact solutions of the Dirac
equation describing electrons in the presence of a travelling electromagnetic wave are
known.*® They are called Volkov states. Thus, if the plane wave (2) is taken as a clas-
sical external potential and electron scattering processes in this potential are calculated
at lowest order using these exact Dirac solutions, higher-order (nonlinear) effects in
the laser field are included automatically.

In the following, we will treat electron—positron pair production of the type (1),
a process first discussed by Reiss.*’ We will follow the treatment of Narozhnyi
et al.*®

The Volkov wave function of an electron in the field of a circularly polarized plane
electromagnetic wave is derived in Exercise 3.20 (from now on we set h =c = 1):

Yp(x) ,/ ( +—M> u(p)

<. &1
x exp | fea—

. . & .

psmk-x—lea 2 pcosk~x—1q~x) )]
. p . p

where u(p) is a Dirac unit spinor (we suppress the spin index s). The plane-wave part
of this solution is characterized by an “effective momentum”

2 2 2

k“: — k" 10
T pH 4P (10)

g’ =p"+
2k - p

which satisfies the dispersion relation

q =m +ezaz—m2 , o me=my/14+n2. (11)

This is an expression of the fact that the “quivering motion” forced upon the electron
by the presence of the wave increases its inertia and leads to a higher effective mass m..
Solutions of the type (9) are called dressed states since the electron (in quantum lan-
guage) continuously interacts with the surrounding cloud of laser photons.

The process of eTe™ pair creation by a high-energy photon of momentum &’ mov-
ing through a laser field characterized by wave vector k is easily formulated. We sim-
ply have to write down the amplitude for the first-order graph of Fig. 3.59, using

45 P. Chen, C. Pellegrini in Quantum Aspects of Beam Physics, P. Chen, ed., World Scientific, 1999,
p.571.

46 D.M. Volkov, Z. Physik 94, 250 (1935).
47T H.R. Reiss, J. Math. Phys. 3, 59 (1962).
4 N.B. Narozhnyi, A.I. Nikishov, V.I. Ritus, Sov. Phys. JETP 20, 622 (1965).
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the wave function (9) for an electron of momentum p’ and a positron of momentum p
(here we have to insert the negative momentum — p and use the antiparticle unit spinor
v(p)). The S-matrix element is

. 4 S
Spi = —ie,| SV /d4x ek Vpdv_p (12)

where ¢ is the polarization vector of the incoming high-energy photon. Inserting (9),
the matrix element reads

4 o :
Sy =—ie /qoiv /q’fiv,/zw’fv / d*x e 1@ KT G M (p) e (13)
0

with the Dirac matrix

2k - p’ 2k - p
and the phase (we abbreviate ¢ =k - x)
. . 4 . . 4
D =ea P _fp sing — ea 2.0 2P cos¢ . (15)
k-p k-p k-p k-p

The matrix M takes the form

/ 62a2 /
R TR
+Cos(pea(¢1k¢/ B ¢/k¢1>
%-p  2%-p
) foht ko
+sm(pea<2k.p,—2k_p> , (16)

where the conditions k> = &1 - k = &5 - k = 0 were used to simplify some terms.

Without the extra phase factor, the integration in (13) would be trivial. To make
this term manageable, we combine the two terms in (15) into a single trigonometric
function. Introducing the vector (note thatk - p=k-q, €1 - p=¢€1-q etc.)

q q'
Q:m—k.q,, (17)

the phase can be written as

@ =cea(er- Qsing — &3 - Qcosp)
=zsin(¢ — ¢o) , (18)

where

z=eay/(s1- Q)+ (e2- 0)2 ,

er-Q . £ -
cos @y = ea , singg=ea
z

19)
z
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The expression for the variable z can be further simplified as

z=eav—Q? . (20)

This is most easily derived using the special choice of polarization and wave vectors
(4). In this case the obvious transversality condition k - Q = 0 implies 0° = Q3 and
we have —0% = (0")? + (0% = (e1- Q)* + (e2- 0)*.

The phase factor e'? is a periodic function of the variable ¢ and thus can be ex-
panded into a discrete Fourier series. With the ansatz

o0
elzsin(e—¢o) _ Z e (@ —%0) 1)

n=—oo

the Fourier coefficients are given by

Cn = L § d(p eiz sin(pe—imp
27 J_»
=Jn(2) , (22)

since this is just the integral representation of the Bessel function J,,(z). Thus we have

o0
¢®= ) Bu(x)e"
n=—0oo
with  B,(z) = Ju(z)e %0 (23)

Similarly, using cos ¢ = (el +e™¥)/2 we find

o0
cospe® = Z Cn(z)e"®

n=—00
. 1 o .
with  Cy(2) = 5 (o1 @ eV 4 gy (eI 24)

and

o0
singel® = Z D,(z) e

n=—oo
1 . .
with  Dy(@) = 2= (1@ e 700 — @) e D) (25)

Using these Fourier decompositions the S-matrix element (13) becomes

m m 4 ad : It
Se = —i \/ 2 : d4 —i(g+q'—k'—nk)-x M . (26
fl ]e\/qov\/q(/)v 2(1)/‘/”:_00/ Xe u(p) nv(p) ( )

where (16) is replaced by

2.2
e~a
M, =B T~ ¢k
n n<¢ 2k'pk'p/8 k)
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+Cyea ( SV A €3 )

2k-p' 2k-p
/ /
+ Dyea foh”  Fkeo . 27
2k-p’ 2k-p
The space—time integration now simply reduces to
f d*x e i@td' K =nkrx — 0454 (g + g’ — K —nk) . (28)

Clearly, the summation variable n can be viewed as the (net) number of laser photons
which are absorbed (n > 0) or emitted (n < 0) in the process. This is an interest-
ing result, because originally the electromagnetic wave was introduced as a classical
external field. The discretization of four-momentum evident in (28) arises from the
periodicity of the plane wave in space and time.

The transition rate per unit volume is given by

1S 7i ]2
We = — .
="yr

(29)

We tacitly assume that the laser field is switched off adiabatically, so that particles
described by the wave function (9) go over into free plane-wave states asymptotically.
The differential cross section for pair creation is obtained by multiplying with the
density of final states and dividing by the incoming photon flux |Jiy| =2(1/V) and
the laser photon density p,,:

[Jinl po @m)3 " (23

do =Wy,

oo

= 30 d 20 G pid3qd3q/ > 84 q+a'— K —nk) [a(pY Mo (p)[* . (30)

070 @ n=1
Note that the summation does not contain interference terms since the product of two
delta functions with different values of n vanishes. At least one laser photon is required
to create a pair. In (30) we have integrated over the quasimomentum variables since
the wave function vy, has been normalized “on the g scale”, cf. the denominator in (9).
The difference amounts to a factor dg = 9o/ po)d3p.

The evaluation of the squared matrix element in (30) is somewhat laborious and
we will only sketch the intermediate steps. We are interested in the unpolarized cross
section, averaging over the photon polarization A" and summing over the lepton spins s
and s':

— 1
Mpinl? =52 Y latp) Muv(p) [
Ao,

2m 2m

1 "+m —m
- EZTr<y m,? yoM,jy()) : 31)
2
'With the abbreviation

¢=Cuf1+Dutr . ¢=w¢1w=Cit1+Di# (32)

Example 3.19
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Example 3.19 this reads explicitly, after summation over the polarizations with the help of (3.220),

=3 1 , e’a®
[Mginl :8111_2Tr (#' +m)| B, Vu—mkuk

+ea( ¢kVu _ Vuk¢>i|
2k-p’ 2k-p

" e*a?
(e 5 (- g 5i)

7y Py
fea LK _ Y . (33)
2k-p’ 2k-p
Sorting the terms with respect to powers of the prefactor ea, it is found that the con-
tributions with powers higher than two vanish. One obtains

—_— 1
(Myinl2=—5(p-p' +2m?)|B,|

m?

ea e-p e-p ,

—Re| B —— )k-k
T e[ "<k~p’ k-p> ]

2.2 ’

e“a 2 2 By k-k

— | |Bul” — (|IC D, l—-— . 34
+ s |:| nl (| nl”+ 1 n|)< 2k~pk'p’>:| (34

Note that each of these terms, because of the z dependence, contains an infinite series
of powers of ea, cf. (20). In fact, the term in the second line of (34) can be eliminated
by using the following recursion relation between Bessel functions:

2n
Jn-1@) + Jpr1(2) = ?Jn (@) . (3%

Using (17), (19) and (23)—(25), from this the following identity can be derived

Q

/
P _¢P__"p (36)
-p' k-p ea

=~

The momentum balance g + ¢’ =k’ + nk or

k-k
‘=K +nk+e’a ————k 37
p+p +n +ea2k-pk~p’ 37

leads to

k.klz
pop’=nk~k’—ezaz¥—m2
2k - pk - p’

(33)
and one finds that the first term in (38) cancels with (36). Finally, inserting
|Bal> =77 (2) .

1 1
|Cal? + 1Dy > = 51,3_1(z)+ 5J,$+1(z> : (39)
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we arrive at the following expression for the unpolarized differential cross section for
pair creation:

2 2 0

1
do =" —N"§%q+q — K —nk)dPqd’q’
47 qyq0@" Pw ot
1 (k- k')?
2 2 2
X |:Jn +n (‘In - E n—1 — 2Jn+]> (1 — m) . (40)

The total cross section is obtained by a sixfold momentum integration. Owing to the
delta function and to azimuthal symmetry around the beam axis this reduces to a sin-
gle integral. We use spherical coordinates |q|, 6 and ¢ for the electron (or positron)

vector ¢. In the center-of-momentum frame, where ¢’ = —¢ and g/, = g, the integral
becomes
/d3 /d3q’84(q +q' —K —nk) —
9040
/dga/dcos@/dlqlm 3(2q9 — o' —nw) —2
=27 —/dcos@m 1)
2 q

It is useful to express (40) in terms of Lorentz invariants. The Mandelstam variable
expressing the collision energy depends on the number of absorbed laser photons

sp=(q+¢)? =0k +nk)>=2nk -k =ns , (42)

defining s = s; = 2k - k. Instead of the lepton angle 6 we introduce the invariant
variable

(k- k)?
“Takogk-q (43)

The connection with 6 will be expressed in the center-of-momentum frame in which

/

K4+nk=0 , q+4q=0 , nw=o,

s = 4dnoo’ =40* g =0 , lgl=y/o*—m2.
One finds
(wo —k -k')? s
_ =— (44)
Hwgy—k-q) (g, +k-q)  4(q5 — g*cos?0)
or
1
cosf=Jo [y _ 2 (45)
g u

The function u(0) is symmetric with respect to 6 = /2, reflecting the interchange-
ability of electron and positron. It takes the maximum and minimum values

0=0.7: u=u,=—> (462)

Example 3.19
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Fig. 3.60. Feynman graph de-
scribing pair production by the
collision of one high-energy
and n laser photons in pertur-
bation theory

O0=m/2: u=1. (46b)
The differential in (41) transforms as

1 g, du
deos=—— —n—— . 47)
21q| uu(u —1)

The argument z of the Bessel functions is given by (17) and (20). After a brief calcu-
lation using the 4-momentum balance one finds

2
Z:,/_QZZ8%;7,/1+772\/u(un—u) . (48)

The final expression for the pair-production cross section, expressed as an integral
over the variable u, reads

27m21 Zf
u u(u—l)

n>ngo

X[2J,,2(z)+n< 2@+ IL@ = 22@) u-1)] . (49)

To arrive at the prefactor, we have inserted p,, = (nzmza)) /(4 62) and s = 4ww’. The
summation extends over photon numbers above the threshold for pair creation, defined
by u, > 1, so that

4m

* N

s
An expression similar to (49), but slightly more complicated, can be derived for the
case of a linearly polarized wave.

As far as the electromagnetic wave field is concerned, (49) is an exact result.
In addition to allowing for the absorption of an arbitrary number of laser photons
(cf. Fig. 3.60), each of the terms in the series is nonperturbative in character, since the
calculation was based on the “dressed” electron wave functions (9).

Of course, the perturbative result is contained in (49) as a limiting case. With the
help of

T = (2) 51
@=—(3) (51)
the expansion of (49) with respect to the parameter n < 1 in lowest order leads to
a solvable integral. The n = 1 term dominates:

2 1+ J/T—1 1 1 1
o % [t /1 1+——— —<1+—) 1—— .52
s 1—4/1—=1/u; uj 214] ui uj

In the center-of-momentum frame we have u; ~ w?/m? and v = \/T — 1/u;, were v is
the lepton velocity. With this substitution, (52) is seen to agree with the Breit—Wheeler
formula for pair production by two colliding photons, see (13) in Exercise 3.15.

If n becomes comparable to unity, nonlinear effects, arising from the higher-order
terms which were dropped in the derivation of (52), become important. Figure 3.61
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shows on the left the pair cross section as a function of the normalized energy vari-
able +/s/2m obtained from (49). A value of n = 1 was chosen for the field strength
parameter. Contributions arising from the absorption of » =1 up to 10 photons are
displayed (solid lines), together with the summed value (dashed line).

For a given number n of photons, the nonlinearities tend to lower the cross section.
One reason for this is the increase in the effective mass m,. The threshold for pair
production, which is determined by the condition u,, > 1 or

5 > l4m§ = l4mz(1 +1%) (53)

n n
in this way is shifted higher. This effect is visible when comparing the Breit—Wheeler
cross section (dotted line) with the exact n = 1 result which starts to rise at an energy
/14 n2 = /2 times higher. Compensating for this effect is the growing contribution
of multiphoton terms, leading to a sizable cross section for pair creation even below
the Breit—-Wheeler threshold. Apart from threshold effects, in the perturbative regime
the n-photon process is suppressed by a factor of 7%".

In a recent experiment*® performed at SLAC (Stanford), multiphoton pair produc-
tion of the type (1) was observed. The experiment was based on a two-step mechanism.
By colliding an intense laser beam of green light (A = 527 nm, w=2.35 eV) nearly
head-on with a high-energy electron beam (E. =46.6 GeV), energetic back-scattered
Compton photons were produced. The process

e +nw—e +vy 54)
is closely related to that of (1). According to the principle of crossing symmetry, the
cross section for nonlinear Compton scattering can be obtained from nonlinear pair
production by a simple replacement of momentum variables p — —p and k — —k
and a change of integrations, resulting in a formula similar to (49).

4 D. Burke etal., Phys. Rev. Lett. 79, 1626 (1997); C. Bamber et al., Phys. Rev. D60, 092004 (1999).

Fig. 3.61. The cross section
of (49) for electron—positron
pair creation by a high-energy
photon interacting with a laser
field. Left: Fixed strength pa-
rameter 1 = 1. Right: Fixed
energy +/s = 2m. The contri-
butions of up to n = 10 laser
photons are drawn separately
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Fig. 3.62. Experimental yield
of electron—positron pairs pro-
duced by photons as a func-
tion of the field strength pa-
rameter 7

no. of positrons / no. of Compton photons
=

0.1 0.2 0.3 0.4
7 at laser focus

In a second step the high-energy photons created in this way can collide with further
laser photons to produce pairs through the process (1). Detailed investigation have
shown that in the discussed experiment the n = 1 term of the Compton process (54)
was dominant. A simple kinematical calculation then leads to the following expression
for the maximum energy (at angle 6 = 180°) of the backscattered photon

, Ee + pe 2E.

= ~ 55
Cmax = O Ee — pe 2w+ m2/2E, (55)

which amounts to w],, = 29.1 GeV. Then the maximum center-of-momentum energy
available for pair creation is /Smax = y/4@ww},,, = 0.52 MeV, which is well below
threshold for two-photon pair creation. According to (50), at least n = 4 laser photons
are needed.

Nonlinear pair production was clearly seen in the experiment. Its rise with laser
field intensity, depicted in Fig. 3.62, is in good agreement with the predictions of
a numerical simulation of the experiment based on the predictions of QED (full line).

The Static Limit:

An interesting limit of the general result for pair creation (49) applies to the case
in which the frequency w of the wave is small. If the field strength E is kept fixed,
according to (8) the strength parameter becomes large, n > 1, and a large number n
of photons is required to produce a pair. In this situation, the Bessel functions J,(z)
in (49) can be replaced by an expression which is valid if both the order and the
argument are large (known as Debye’s asymptotic expansion). The integral and sum
can be solved approximately, leading to a simple analytic formula. Here we quote only
the result of this calculation.””

30 AL Nikishov, V.I. Ritus, Sov. Phys. JETP 25, 1135 (1967).
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The rate for pair creation W is obtained from the cross section formula by multi-
plication with 20,0" where p’ is the density of high-energy photons (we have used
o' =1/V up to now). The result reads

2.7
w2 3eme 83 (56)
16V2 o

Here the dimensionless Lorentz-invariant parameter « is defined as

k-k sn
K= —an= 5 . (57)

m

This invariant also can be expressed as a product of the field strength tensor of the
wave and the momentum vector k’:

k= % (IFuk12) (58)

which is best verified in the special coordinate frame (4).
The asymptotic expression (56) was derived under the assumptions

k<1 and n>1/k . (59)
According to (50) the minimum number of photons

2n(1 +1n?)
=T

(60)

becomes large under these conditions; the main contribution to the # summation arises
from a narrow region around n = 2ny.

It is interesting to express (56) in terms of the field strength E of the electromag-
netic wave. Assuming antiparallel momenta k and k" so that s = 4ww’ we have

_ 2ww'n 200" eE  2w'eE o' E

K= = = . 61
m? m? wm m3 m Eq 61
Here the “critical” field strength
2 2.3
\%
Ea="1"="" _13x10 = (62)
e eh cm

was introduced. E; is a “typical scale” for the field strength in QED. Its role will be
discussed in detail in Chap. 7. Equation (56) can be written as

w3, E 4m Eq -
= zamp'— exp| —=—— ) .
gV 22" e, P\ T30 E

Note the characteristic dependence on the field strength: The function W(E) has an
essential singularity at the point E =0, i.e., it is not possible to obtain (63) through
a perturbation expansion in powers of E. Such behaviour also will be found to govern
the process of pair creation in strong static electric fields, cf. (7.104).

The result (63) does not depend on w and thus also applies to pair production
by a photon interacting with a wave field of infinite wavelength, i.e., with a static
electromagnetic field. Such a “frozen-in” wave consists of orthogonal crossed electric
and magnetic fields of equal magnitude, |E| =|B|and E - B =0.

Example 3.19
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EXERCISE |
3.20 Exact Solution of the Dirac Equation in the Field of a Travelling Wave
Problem. Consider an electromagnetic potential A*(x) which moves with the ve-
locity of light in a fixed direction, specified by the wave vector k. The potential is
assumed to depend on the space—time coordinates x only through the scalar product
@=k-x, ie A* = A*(k - x) where k%> =0.

(1) Show that an exact solution of the Dirac equation for an electron in such a field
is given by>!

V=N, (14 55—k A ) u(pre®ir ()

Py 2% p
with the phase
k-x 242
eA -p €A
D(k-x)= d - . 2
(k- x) /0 ¢<k~p 2k-p> ()

Here u(p) is the familiar unit spinor of a free electron and N, is a normalization
constant. The Lorentz gauge condition

k-A=0 3)
has been assumed.

(2) Calculate the current density j* = vy for the wave function (1). Determine
the normalization constant N,.

(3) Write down the solution (1) for the special case of a plane wave with circular
polarization, i.e.

A“(k-x):a(si‘cosk-x+sgsink-x) 4)
with

2 __ 2 _ — —
ei=e=—-1 , €-60=0 , e k=& -k=0. (®)]
c A
X // // X

Fig. 3.63. Definition of the
light cone variables. Along the
dashed lines (fixed x_) the po-
tential A* is constant

Solution. (1) We want to solve the Dirac equation

(vuid" — ey A —m)yp(x) =0 (6)

with A* = AH(k - x). It is easy to verify that the function (1) solves (6) by direct
insertion. However, here we will follow a route to derive the solution systematically.
For this we introduce the technique of light-cone variables which is useful in problems
involving motion at the speed of light. For motion in the z = x> direction, the light
cone coordinates (see Fig. 3.63) are defined by

1
xp=(+2) . x1=xy). (7

51 D.M. Volkov, Z. Physik 94, 250 (1935).
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Similarly, any vector a* can be expressed in terms of its light-cone components

aizé(aoicﬁ) , alz(al,az) ®)
and scalar products take the form

a-b=a,b* =2a,b_+2a_by—a, -b, . 9)
We also introduce the light-cone Dirac matrices

ye=v'£y? L yi=0'yY, (10)
which leads to

d=y-a=yra_+y-ar—y, -ar. (1D

The matrices y4+ satisfy the following identities which will be used heavily in subse-
quent calculations

Yy =0, (12a)
V£VE =200VF (12b)
Yov+ =V=x)Y0 » (12¢)
YV L =~V1V+ - (12d)

These relations follow immediately from (10) and the anticommutation properties of
the Dirac matrices y*. Note that (12a) implies that the y4 have vanishing determinant
and thus are not invertible.

Without loss of generality one can assume that the wave moves in the x> direction,
ie., k* =w(l1,0,0, 1) which means

ky=0 , k=0 , k1 =0. 13)
Then the Lorentz condition k - A =2k A_ +2k_A; — k| - A =0 implies
A_=0. (14)

Expressing the gradients in terms of light-cone coordinates

1 1
30=5(3++3—) , 33=§(3+—3—), 15)

the Dirac equation (6) takes the form
! 1 .
Dy +isy-0-+iy, - Vi—ey-Aptey - AL—m)y(x)=0. (16)

The potential is assumed to move with the velocity of light in the x3 direction and will
depend only on the variable x_, i.e., Ay = A;(x_) and A} = A (x_). As a conse-
quence, the motion of the electron in the x4 and x| directions can be described by an
ordinary plane wave. The full solution will have the following structure:

V) =P, xo,x 1) =Npe P p(x_) (17)

Exercise 3.20
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Exercise 3.20

where the 4-momentum p is chosen to satisfy p> = m?. The action of the Dirac oper-
ator on (17) leads to a one-dimensional ordinary differential equation for the function

¢(x-):

1
(l§y8+y+p+yp+ —Yi-pL—ey-Aptey,- AL—m> ¢(x-)=0. (18)

The matrix structure of this equation can be simplified by splitting the wave function
into its light-cone projections

1 .
¢=70r+¢-) with ¢+ =yoysé . (19)
According to (12) these components satisfy
Y+ =0 ,  yrd+=2yod+ . (20)

The Dirac equation (18) then contains two contributions

[V+P— —v1-(pL—eAL)— mi|¢+

1
+ [iiy_a_ +y_(p+—eAy)—y - (pL —eAlL) —mi| ¢_=0. (1)

This can be further simplified by projecting with the matrices y; and y_. Upon mul-
tiplication with y_ the derivative term drops out, leaving an algebraic equation which
can be used to express the component ¢ in terms of ¢_:

1
b+ = ZITVO[)’L (pL—eA) +m]o_ . (22)

Multiplication of (21) with y4 leads to
[i- +2(ps —eAD)]p— + [y 1 - (pL —eAL)yo —mpo]ds =0 (23)

With the help of (22) the component ¢ can be eliminated. Making use of y | yo =
—yoy ;. and of the identity (y | - v)?= —vi for any vector v we find

(i (pL—eA)—m][y,-(pL —eAL)+m]
2
=(yi (pL—eA)) —m>=—(p, —eAL)* —m? (24)
so that (23) becomes
1

[ia_ - ; (—4p+p_ +4eArp_+(p, — eA ) + mz):| ¢_=0. 25)
Using (9) for the squared momentum vector, as well as p2 =m? and

A2 =4A A — A% =-A% (26)

we finally obtain the greatly simplified Dirac equation

|
[ia_ T (2eA p— ezAz)} ¢ =0. 27)
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We notice that all Dirac matrices have dropped out! Equation (27) can be solved im-
mediately by integration:

p_(x_) =e g (28)
with the phase
X_ A- 2A2
B (x_) =/ dx” (e p_e ) : (29)
0 - 2p-

¢o is a constant spinor satisfying y4¢o = 0. We choose it to be

bo = yoy-u(p) (30)

where u(p) is a unit spinor satisfying the free Dirac equation

(v -p—mu(p)=0. €19}

Finally, the wave function ¢ has to be constructed from its light-cone components
according to (19). Using (28) with (30) and (22) this results in

1

¢ = 5(45— + ¢4)

1 1 :
=5 [1 + ;VO()’L (pL—eA)) +m)] yoy—u(p)e ? . (32)

Commuting ypy— to the left and using the free Dirac equation (31) in the form

(Yo -pyLt+mu(p)=(-p++vyv+p-)ulp) , (33)
(32) becomes
1 1 —i®
¢=3|ror-+ TR (y-p++vip——ey,-AL)|u(p)e
1 1 1 i
= |vy-t+syv-v+— s—ey-y, AL |u(p)e™ . (34)
2 2 2

With the help of (12b) the first two terms are seen to reduce to the unit matrix, the
third term can be transformed using y_y - A= —y_y | - A to yield the result

6= <l+ﬁy_y-A)u(p)ei¢ . (35)

The solution found can be immediately generalized to an arbitrary direction of the vec-
tor k by replacing p_ and y_ in (35) and (29) in terms of the corresponding covariant
expressions

20p-=w(p’ —p)=k-p,
wy- =0’ —yH=k-y =¥k, (36)

which completes the derivation of (1).

Exercise 3.20



238

3. Quantum-Electrodynamical Processes

Exercise 3.20

(2) The Dirac current density j* associated with the wave function (1) is easily
evaluated:

J.M = 1/_’;17/“1/’

_ e e
= N7ii(p) (1 + mﬁk) y* (1 + mkﬁ) u(p)

2

e e

= N2i Iz I I I .

Hi(p) |:)/ + 5 p(MV + " EA) + (2k-p> Aty M} u(p)

(37)

Anticommuting the Dirac matrices and making use of }? = k% =0, A> = A2, and
k - A =0 one finds

e e e\’
"= N2ii W JAM kP — (| 2k pAZ . (38
J pu(p)[y k.pk T A <2k.p) KA™ |u(p) . (38)

The Dirac unit spinors of momentum p satisfy the relation

N
i(p)y*u(p) = % (39)

so that (38) can be rewritten as

1 eA-p e*A?
i N2 | gt AR 1 R _ . 40
J P [p eA” + (k.p % (40)

Obviously, the presence of the electromagnetic field modifies the particle momen-
tum. In the case of a periodically oscillating wave field the linear terms average out,
(A*) =0, but the quadratic correction term contributes to the mean value. One may
define an effective momentum

€2<A2>
C 2k-p

gt =p" k. (41)

Note that g satisfies a modified energy—momentum relation

2/ 22
q2:p2—e2(A2)=m2 (1 ¢ <f; >) — m? (42)

m

The electron thus acquires an effective mass m, which is increased compared to the
free mass m (since for a wave field A2 = —Ai is negative).

To impose the box normalization condition we demand that the average electron
density (j°) amounts to one particle in the volume V which leads to

[ m

(3) For the circularly polarized plane wave (4) the squared vector potential is con-
stant:

A’ =d? (812 cos’k - x + &3 sin’k - x) =—a’. (44)
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The phase integration in (2) is elementary and leads to

m e
Vp =,/ oV (1 + mkﬁ) u(p)

. €1
X exp [wa .

&
P sink - x —iea’? pcosk-x—iq~x] (45)
p p

with the effective momentum

e’a?

k™. 46
T (46)

q" =p"+

3.9 Biographical Notes

BETHE, Hans Albrecht, German—American physicist. *2.7.1906 in StraBburg, 16.3.2005 in
Ithaka, NY. B. studied physics at Frankfurt and Munich. He was research assistant and Pri-
vatdozent at the Universities of Frankfurt (1928), Stuttgart, Munich (1930-32), Tiibingen,
Manchester and Bristol. Since 1935 he has been professor for physics at Cornell University
(Ithaka, NY). In WW II he was leader of the theoretical physics division of the Manhattan
project at Los Alamos. B. has made numerous essential contributions to various areas such
as nuclear physics, atomic structure physics, solid state spectroscopy, Quantum Electrodynam-
ics. For his explanation of the nuclear fusion processes in the interior of main sequence stars
B. received the Nobel price for physics in 1967. C.F. von Weizsicker, who also explained these
processes, was left out.

BHABHA, Homi Jehangir, Indian physicist. *30.10.1909 in Bombay, 124.1.1966 at Mont
Blanc in an airplane accident. B. studied physics at Bombay and Cambridge (PhD 1932). Since
1945 he was professor for theoretical physics and director of the Tata Institute for Fundamental
Research at Bombay. He was president of the Indian Atomic Energy Commission and of the
IUPAP. B. gave the first relativistic description of electron—positron scattering. B. also worked
in the fields of nuclear physics and cosmic radiation.

BREIT, Gregory, American physicist. *14.7.1899 in Nikolaev (Russia), 113.9.1981 in Salem
(Oregon). B. emigrated to the U.S. in 1915. He was educated at Johns Hopkins University
(Baltimore) where he received his PhD in electrical engineering in 1921. He was professor of
physics at the Universities of Minnesota, Wisconsin, New York University, Yale University (for
21 years) and finally the State University of New York at Buffalo. B. made important contribu-
tions in various areas of physics. With M. Tuve he demonstrated the existence of the Heaviside
layer by reflecting radar pulses from the ionosphere. He worked on the theory of molecular
beam interaction (the Breit—Rabi equation) and proposed the method of optical pumping (the
basis for laser radiation). In the field of nuclear reactions B. developed the description of res-
onances (the Breit—Wigner formula), worked on the charge independence of nucleon—nucleon
scattering and initiated the study of heavy-ion reactions. He also developed the basic principles
of various particle accelerators.

DALITZ, Richard Henry, British physicist. *28.2.1925 in Dimboola (Australia), 113.1.2006
in Oxford. D. studied physics at the Universities of Melbourne and Cambridge (PhD 1950). He
worked as research assistant and lecturer at Bristol and Birmingham. He became professor at
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the University of Chicago (1956) and at Oxford (1963). His main research contributions have
been in hadronic physics, where he studied the decay and reaction properties of mesons (Dalitz
decay of neutral pions) and baryons, the interaction of A-hyperons etc. He introduced the Dalitz
plot for the analysis of the many-particle phase space.

M@LLER, Christian, Danish physicist. *22.12.1904 in Notmark (Denmark), 114.1.1980.
M. studied physics in Copenhagen (with N. Bohr), Rome and Cambridge. He spent his sci-
entific career at the University of Copenhagen (1933-75). M. worked on scattering theory (the
Mgller operators) and S-matrix theory. Later his main interest was directed to the theory of
relativity. In particular he addressed the question of conservation and localization of energy and
momentum in general relativity.

MOTT, Sir Nevill Francis, British physicist. *30.9.1905 in Leeds. 18.8.1996 in Milton Keynes
(England). M. received his education at Cambridge University where he graduated with a mas-
ter degree in 1930. He was lecturer of mathematics at Cambridge and became professor of
theoretical physics at the University of Bristol (1933). In 1954 he went back to Cambridge
and became head of the Cavendish Laboratory. M. developed the quantum theory of atomic
collisions on which he wrote an influential monograph in 1933 (with H.S.M. Massey). His sub-
sequent work concentrated on solid state physics where he made important contributions to
various subjects, e.g. the band structure model, dislocations, defects, the theory of plasticity,
metal-insulator transitions (the Mott transition) etc. In 1977 he was awarded the Nobel prize for
physics (with J.H. van Vleck and P.W. Anderson).

NISHINA, Yoshio, Japanese physicist. *6.12.1890 in Okayama, 110.1.1951 in Tokyo. N. stud-
ied physics at Tokyo University and did his postgraduate work in Europe. He became a collabo-
rator of N. Bohr in Copenhagen. After returning to Japan he was appointed one of the leaders of
the Institute of Physico-Chemical Research in Tokyo. During his stay at Copenhagen N. derived
the theory of the Compton effect (with O. Klein). Later he became the founder of experimental
nuclear and cosmic ray research in Japan. He supervised the construction of several particle
accelerators. N. was the academic mentor of S. Tomonaga and H. Yukawa.

ROSENBLUTH, Marshal N., American physicist. *5.2.1927 in Albany (NY). R. studied at
Harvard and at the University of Chicago where he got his PhD in 1949 under the direction of
E. Teller and E. Fermi. He worked at Los Alamos and at the General Atomics Laboratory and
in 1960 went to the University of California at San Diego. In 1967 he went to Princeton Uni-
versity and to the Institute for Advanced Studies. Since 1980 he is director of the Institute for
Fusion Studies at the University of Texas in Austin. R. worked on the analysis of the scattering
of relativistic electrons to study the charge distribution within nuclei. His main area of research
is plasma physics where he developed the theory of inhomogeneous plasmas. He made sug-
gestions to avoid plasma instabilities which were essential for the development of the tokamak
reactors for controlled thermonuclear fusion. In 1985 R. received the Fermi prize.

WEIZSACKER, Carl Friedrich Freiherr von, German physicist and philosopher. *28.06.1912
in Kiel, 128.04.2007 in Socking near Starnberg. W. studied physics, astronomy and mathemat-
ics in Berlin, Gottingen, and Leipzig with Werner Heisenberg and Friedrich Hund and obtained
his Ph.D. in Leipzig in 1933 and his habilitation in 1936. Subsequently he worked at the Kaiser
Wilhelm Institute for Physics in Berlin. In 1946 he became director at the Max Planck Institute
for Physics in Gottingen and in 1957 took up a professorship for philosophy at the University
of Hamburg. From 1970 until his retirement in 1980 W. was director of the “Max Planck Insti-
tute for research on the conditions of life in the scientific-technical world” in Starnberg, which
was especially tailored for him. W.’s most important research in physics dealt with the binding
energy of atomic nuclei (the Bethe—Weizsécker formula, 1935) and the nuclear reactions re-
sponsible for the energy production in stars (the Bethe—Weizsicker cycle, 1937/38). Since 1939
W. was member of the German “uranium project” which carried out research on the feasibility
of nuclear reactors, isotope separation and nuclear explosives. After the second world war W.’s



3.9 Biographical Notes

241

interest increasingly turned to questions of the philosophy of science, the foundations of quan-
tum mechanics, ethics and the role of science in society. Among many other prizes W. received
the Max Planck medal of the German physical society in 1957.

WHEELER, John Archibald, American physicist. *9.7.1911 in Jacksonville (Florida),
113.4.2008 in Higstown, NJ. W. studied physics at Johns Hopkins University (PhD 1933).
He was a postdoctoral fellow at the Universities of Copenhagen and North Carolina. In 1938 he
joined the faculty of Princeton University. After retirement he went to the University of Texas in
Austin (1976). W. made important contributions in various fields of theoretical physics. In 1939
together with Niels Bohr he developed the droplet model for nuclear fission. Later his main
interests were in gravitation theory and cosmology and in the quantum theory of measurement.
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In the last chapter we analysed a variety of scattering processes. In this way we have
gained enough experience to extract a set of rules — the Feynman rules — which in
principle will allow the calculation of any QED process no matter how complicated it
is.

Let us consider the most general elastic or inelastic scattering of two particles of
the type

142 14+2+...4n,

which includes the possibility of pair creation and photon emission. The matrix ele-
ment Sy; can be written as

N/

n 2 n
. N; !
Syi =1(2n>484(p1 +p2—) ﬁp;)Mf,- H/zE,’V ]‘[\/ZE;V : (4.1)
i=1 i=1 Pzt i

where the essential physics is contained in the Lorentz covariant amplitude M ;. The
square root factors are due to the normalization of the incoming and outgoing plane
waves. Within the conventions we use they are different for fermions and photons; this
is expressed by the normalization factor N;:

N; =

i4n for photons 42)

2mqo for spin—% particles

These factors become clear for spin-% particles, e.g., from (3.2) in Sect. 3.1 and for
photons from (3.170), (3.184) in Sect. 3.6.
From (4.1) one can derive the general expression for the differential cross section:

1

do =
4 (pr - 2y = mim

2 Nidp Ny
2E|2n)}  2E,Qn)

n
NiNy(2m)*s* (m +p2—) p;) S

i=1

(4.3)

x |Myi

The square root in the denominator originates from the incoming particle current writ-
ten in a Lorentz-invariant way, see (3.79) in Sect. 3.2. The factor 1/4 stems from the
normalization /N; /(2E; V) of the incoming particles — see also (3.76) and (3.78) in
this context.

The degeneracy factor S becomes important when the final state contains identical
particles. Since configurations differing only by a permutation of the particles describe

W. Greiner, J. Reinhardt, Quantum Electrodynamics, 243
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the same quantum-mechanical state, the phase-space is reduced in this case. This is
taken into account by the statistical factor
1

s=[]-—. 4.4)
L 8k!

if there are g; particles of the kind k in the final state.

In the case of electron—electron scattering this means that the cross section is re-
duced by a factor of 1/2. Another example of practical importance is the process of
multiple photon bremsstrahlung, where the factor gi! can become very large. This fac-
tor arises because for g identical particles in the final state there are exactly gi! pos-
sibilities of arranging (counting) these particles, but only one such arrangement is
measured experimentally!

To compare (4.3) with experiment one has to integrate the differential cross section
do over the phase-space intervals which are not distinguished in the measurement.
In addition one has to average over the initial polarization and to sum over the final
polarizations, if these polarizations are not measured.

The invariant amplitude M ¢; can be expanded into a perturbation series in powers
of the coupling constant e using the propagator method. The following rules allow the
calculation of the expansion coefficients. They are given below in the form which is
most useful for practical calculations, namely in momentum space.

4.1 The Feynman Rules of QED in Momentum Space

1) In the nth order of perturbation theory one has to draw all possible topologically
distinct Feynman diagrams with n vertices that have the prescribed number of par-
ticles in the initial and final states (external lines).

2) With each external line one has to associate the following factors:
a) incoming electron: u(p, s)

b) incoming positron: v(p, s)
(outgoing electron with negative energy)

¢) incoming photon: &, (k, 1)

d) outgoing electron: u(p, s)

e) outgoing positron: v(p, s)
(incoming electron of negative energy)

f) outgoing photon: &, (k, 1)

ARRRR

3) Each internal line connecting two vertices has to be associated with a propagator

a) electron: iSg(p) = 21(”&

p —m%+i£

-t

. —idmx gt
b) photon: iD*" (k) = -8
) photon: iDg" (k) 2+ ie

RS
A
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4) Each vertex is associated with a factor

_ie)/u -’—‘i

m

The index u has to be multiplied with that of the photon line and summed over.
5) The conservation of four-momentum holds at each vertex. One has to integrate
d*p
2m)*
6) The amplitudes of all graphs have to be added coherently, taking into account the

over all momentum variables p that cannot be fixed (internal loops): /

following phase factors:

a) a factor of —1 for each incoming positron (outgoing electron with negative
energy);

b) a factor of —1 in the case that two graphs differ only by the exchange of two
fermion lines — this also holds for the exchange of an incoming (outgoing) par-
ticle line with an outgoing (incoming) antiparticle line, since the latter is an
incoming (outgoing) particle line with negative energy;

¢) afactor of —1 for each closed fermion loop.

Here we add the following remarks:

To 1: For the construction of Feynman graphs, only the topological structure is
important. Since the theory was formulated in a relativistically covariant way, all pos-
sible time orderings are automatically taken into account. As long as the ordering of
the vertices along the fermion lines is kept, the graphs can be arbitrarily deformed
without changing their meaning.

To 2f: In the examples of Chap. 3 only real-valued polarization vectors were con-
sidered. If €, is complex the plane wave has to be written as

A (x, k) = Ny (e“ e kX 4 1 eik"‘)

instead of (3.170) in order to make A real. The second term, which describes photon
emission, contains the complex conjugate polarization vector. This becomes important
if photons with circular polarization are considered. Using the radiation gauge, the
basis vectors for left/right-handed circular polarization are

1

ek, +) = 7

(e1 Liey) ,

where e; and e; are unit vectors orthogonal to the direction of propagation,
(2] ~k=ez-k=e1 -8220.

To 5: First one associates a four-momentum é-function to each vertex and then
integrates over the momenta of all internal lines. Since one é-function is needed for
the conservation of the total momentum, for a graph of order n with I internal lines
there remain I — (n — 1) integrations over internal lines. We illustrate this for a graph
of eighth order (Fig. 4.1).

Fig.4.1. A graph of eighth or-
der with 10 internal lines. One
must integrate over 10 — (8 —
1) = 3 momenta of internal
loops
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Fig.4.2. In graph (b) the lines @ (b) ©
(1) and (2) of graph (a) are

exchanged explaining the mi-

nus sign which accompanies

closed fermion loops — =

To 6: The sign factor in a) was discussed for the § matrix of (2.42). There it is de-
noted by ¢f. The minus sign in b) was explained in the examples of electron—electron
and electron—positron scatterings calculated in first order. It originates from the an-
tisymmetry of the wave function required by Fermi—Dirac statistics. Rule 6c¢ is new.
Nevertheless, it can be derived directly from 6b. Let us consider, e.g., the graph of
Fig. 4.2a which contains an electron loop and may be part of a bigger graph. Ex-
changing the two electron lines one gets the diagram 4.2b, which can also be drawn
in the way shown in 4.2c. Consequently the graph with the closed loop gets a phase
factor of —1 compared to 4.2c.

A further very useful statement, which can be derived from the other rules, applies
to graphs with closed electron lines.

Furry’s Theorem: Graphs which contain electron loops with an odd number of
photon vertices can be omitted in the expansion of M y;. This will be shown in Exer-
cise 4.1.

EXERCISE |

4.1 Furry’s Theorem

Problem. Show that Feynman diagrams containing a closed electron loop with an
odd number of photon vertices can be omitted in the calculation of physical processes.

Solution. Consider a process that can be described by a graph containing an electron
loop with n vertices. According to Fig. 4.3a and 4.3b for each diagram there is another
one where the direction of circulation within the loop is reversed. We shall show that
the contribution from each cancels the other for odd n.

The relevant contribution to the S-matrix element describing the loop (a) has the
form

My = (=iey)ap (ISP = xn)) 5, (=ieyu,)ys (iSFOm = xn—1))g, X -
x (iSp(x3 — xz))pK (—ieyyy)er (ISp(x2 — x1)
= Tr[(—ieyy,) (iSe(x1 — x)) (—ievy,) (iSeGn — xa—1)) X ...
x (iSp(x3 — x2)) (—ieyy,) (iSp(x2 — x1)] - (1)

. . The trace originates from the fact that the first y matrix is multiplied with the last
Fig. 4.3. Two graphs with op- . . .
posite directions of the inter-  Propagator Sk since the loop closes here. Owing to the Feynman rules each y matrix
nal fermion loop is multiplied with the propagator following it. Since the starting point is arbitrary, the
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last propagator has to be multiplied with the first y matrix, leading to a trace. In an Exercise 4.1
analogous manner the contribution from the graph (b) reads

My = Tr[(—ieyy,) (iSe(x1 — x2)) (—ieyy,) (iSp(x2 — x3)) x
X (iSF(xn—1 — xn)) (—ieyy,) (iSe(xn —x1)] - )

The traces in (1) and (2) are closely related to each other. To see this we make use of
the charge conjugation matrix C= iy2y? with the property!

CyuC'=—yl . 3)

Applied to the Feynman propagator in position space this transformation yields

. . a4 _ phCy,C! 1
ESp()C! =/—p4 eripr LT T
2m) pe —mg+ie
. d*p ipox —p“yﬂT +mol
] @n)? pr—m}+ie
= SE(=x) . (4)

Note the index T at the propagator in the last step, which indicates that Sg has to be
transposed! Now we insert factors of C'C=1in 2):

My =Tr[C7'C (—iey,,) C7'C (iSp(x1 — x2)) €' C (—iey,) C'C
x (iSp(x2 — x3)) x - x C7'C (iSp(xp—1 — x)) C !

x (—ieyu,) C7'C (iSp(xy — x1))] - (5)

The first factor C~! under the trace is permuted to the right side (using Tr[AB] =
Tr[BA]). Furthermore we use (3) and (4), yielding

Mp=(—D)"Tr [(—iey,fl) (iSE (e — x1)) (—iey,),) (i (x3 — x2)) x
X (iSPT(xn — x,,_l)) (—ieyMTn) (iSIZ(xl — xn))]
= (—1)" Te[ (iSp(x1 — xn)) (—ieyy,) (iSE(n — x4-1)) X

X (—ievyiy) (iSr(ra — x1)) (—iey)]"
=(=1"M, . (6)

Therefore the sum M, + My, vanishes if n is an odd number! There is a plausible ex-
planation for this result. In a closed loop there can be an electron as well as a positron
“circling around”. These particles interact with the electromagnetic field with an op-
posite sign of the charge. Thus their contributions cancel each other for an odd number
of vertices.

! See W. Greiner: Relativistic Quantum Mechanics — Wave Equations, 3rd ed. (Springer, Berlin,
Heidelberg, 2000), Sect. 12.1.
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Fig. 4.4. Two equivalent ways
to draw a loop diagram with
two external lines. (c¢): The
tadpole diagram

(@ (® ©

Additional Remark: The existence of two contributions M, and My having equal
absolute value has the consequence that for even values of n the contribution to the
amplitude made by a loop graph is doubled. One has to be careful, however, in the
case n = 2. Here one might also be tempted to add two contributions, cf. Fig. 4.4a
and 4.4b. This idea is incorrect, however, since both graphs represent exactly the same
Feynman graph which has merely been drawn in two different fashions! In the case
n > 2, on the other hand, this argument does not apply since the loops turning left and
turning right lead to topologically distinct graphs which differ in the ordering of the
vertices.

The case of a loop with a single vertex, n = 1, is somewhat pathological. Obvi-
ously there is no cancellation and Furry’s theorem does not apply. The contribution
of the diagram in Fig. 4.4c (which is known as the tadpole graph) does not van-
ish automatically. Clearly the photon line cannot refer to a free photon since this
cannot simply disappear, violating energy and momentum conservation. The tad-
pole graph will emerge, however, in higher orders of perturbation theory where the
loop is coupled via a virtual photon (with momentum k = 0) to an electron line in
some more complicated graph. This leads to a contribution to the “self-energy of the
electron” which we will treat in the next chapter. It turns out that the tadpole con-
tribution has no physically observable consequence since its size is independent of
the momentum of the electron, in contrast to the self energy correction to be dis-
cussed in Sect. 5.3. It can be fully absorbed into a (divergent) renormalization con-
stant which at the end drops out of any calculation. The same effect can be achieved
more economically by simply leaving out any tadpole contributions from the out-
set.”

4.2 The Photon Propagator in Different Gauges

The form of the photon propagator Dg which was introduced in Sect. 3.2 cannot be
determined uniquely. Until now we have chosen the form (in momentum space)

4
Dpyy = Pt guv > 4.5)
which is only one of many ways of defining the photon propagator. The origin of
this ambiguity becomes clear if one takes into account that the photon propagator

2 The formal way to do this in quantum field theory consists in the prescription of “normal ordering”
of the interaction Hamiltonian.
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is always sandwiched between two transition-current elements when one constructs
S-matrix elements, e.g.

Jas(p4, p3) Depv (k) j3) (p2, p1) (4.6)

where p» = p1 — k and ps = p3 + k. Now, the transition currents obey the equation
of continuity. Their four-divergences vanish, i.e. in momentum space (in this context
see also (3.210) in Sect. 3.6)

kv ji»(p1 =k, p1) =0, (4.7a)
ku jas(p3+k, p3) =0 (4.7b)

holds. Therefore one can add to Dgy,,, the expression &k, f, (k) + k, g, (k) with arbitrary
functions f, (k) and g, (k) without changing the result of the calculation. A somewhat
restricted generalization of (4.5) keeping the symmetry between the two currents in
(4.6) reads

Dy (k) = — i - Suv +ku fo(k) +ky fru (k) (4.8)

4
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with an arbitrary function f, (k) of dimension [k73]. The origin of this ambiguity of
the photon propagator is the gauge degree of freedom of the electromagnetic field.
Because of this there are no observable changes if the potential A, is subjected to the
transformation

0
Ayx) > A (x)+ — x(x) . 4.9
w(X) p(x) axHX() (4.9)
Therefore the propagator of the photon field becomes ambiguous too. The special
choice we have made in (4.5) is called the Feynman gauge. This is the most common
choice. We now introduce two other gauges which prove useful in some applications.
I) The Landau Gauge. If one chooses

4k,

1
()= —"
i 2 (k2 +ie)

(4.10)

for the function f}, (k) in (4.4), then the propagator reads as follows:

4 k,k
Dy (k) = —m (g,w - k2li|-l;g> . “4.11)

In this form the propagator obeys the condition

k" Dy (k) =0 (4.12)
in analogy to the Lorentz gauge

kMA,(k)y=0

of the potential in momentum space.
IT) The Coulomb Gauge. For this we choose

1 4m ko 1 47k

=—— = = 4.13
2 k2 +ie k2 i @.13)

fo T2k 4ie 2
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where the latin indices i denote the space components (i = 1, 2, 3). Then the propaga-
tor takes the form

Deij () = 7 (5, Kiki (4.14a)
J KR4+ie Y g2 )
Dco; (k) = Dcio(k) =0, (4.14b)
4
Dcoo (k) = 2z (4.14c)

We verify briefly the last equation:

2
4 4 kO 1

Degp = ———0 4 270
0= 2 e T K2t ie k2

_Ar (K 4n

- k2 +1€ k2 - k2 :
In (4.14c) we have used k% — k? = k? so that one factor k% in the denominator is
cancelled. This gauge obeys the condition

K Dciy(k)=0 , (=1,23), (4.15)

which corresponds to the Coulomb gauge of the potential, V - A(x) =0 or k' A; (k) =
0. The component Dcqy is just the Fourier transform of the electrostatic potential 1/r.

EXERCISE |

4.2 Supplement: Systems of Units in Electrodynamics

In electrodynamics traditionally several different systems of units are used,® which
may lead to confusion if they are mixed up. In this volume we use Gaussian units,
which we shall now compare with other systems of units. As a starting point we shall
use the force laws for electrostatics and magnetostatics. Coulomb’s law for the force
between two charges e; and e, reads

F:kl%r, 1)

where ki is a constant of proportionality that is still arbitrary at the moment.
The constant k; defines the unit of charge. One usually assigns an independent
basic unit to the charge (e.g. 1 Coulomb = 1 As). Then k; has the dimension

3 See also J.D. Jackson: Classical Electrodynamics, 3rd ed. (Wiley, New York, 1999), Appendix;
W. Greiner: Classical Electrodynamics (Springer, Berlin, Heidelberg, 1998), Appendix.
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[mass][length]3 [charge]_z[time]_z. In the MKSA system, which is part of the legally
adopted SI system of units, this is achieved with the dielectric constant &y by defining

1
kMKSA _ . (2)

In the Gaussian system one simply chooses
KS=1. (3)

Charge is then a unit that can be derived from mechanical quantities. The system that
is probably used most frequently in the literature of theoretical physics takes

1
= — @)
! 4r
and is called the “rationalized Gaussian system” or Heaviside—Lorentz system.
For the magnetostatic interaction Ampere’s force law is valid

F=k2//d3r1d3r2 Jix (132 xria) )
"2
where
KMKSA _ Ho 6
2 4 (©)

in the MKSA system. The units of charge density and current density are always re-
lated to each other by the continuity equation
dp
V-j+—=0, 7
I+, (7

which implies that the ratio of k1 and k> has the dimension of a squared velocity. We
identify this velocity with the velocity of light, which is characteristic for electrody-
namics:

— =c". 8

¢ ®)
Furthermore one can introduce a proportionality factor, k3, in the definition of the
magnetic field strength B, so that the Lorentz force on a moving charge e reads

F:e(E+k3;xB> . ©)

In the Gaussian system and in the Heaviside—Lorentz system one chooses

kg; L (10)
whereas
JYKSA — ¢ (1)

Through (9) the definition of the field strengths E and B also depends on the choice
of unit for charge.

Exercise 4.2
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Exercise 4.2

Summarizing all this, Maxwell’s equations read (in vacuum)

V-E=4rnkp , (12a)
V-B=0, (12b)
k3 OB
VxE=-222 (12¢)
c ot
Azk; . 1 0E
k3V x B = jH+-—". (12d)
c ¢ Ot

For a point charge (12a) leads to Coulomb’s law (1) because F = ¢E. In the same
way one recognizes that the inhomogeneous term in (12d) together with (9), namely
F=ks/c[ d3rj x B, leads to Ampere’s law (5). Maxwell’s equations take the sim-
plest form in the rationalized Heaviside—Lorentz system, since all factors 47 vanish in
this case. On the other hand they reappear elsewhere, e.g. in Coulomb’s law (1). This
is quite reasonable because 47 is a “geometrical factor” that depends on the dimen-
sionality of space. As such it should preferably not appear in the field equations but
rather in their solutions.

Of course it is quite easy to see that physical observables do not depend on the
choice of units. Especially in the calculation of S-matrix elements the combination
1/c(j,,A") always appears which is the interaction energy density. This combination
is invariant since the current density transforms in the same way as the charge, i.e.
because of (1) it is multiplied by a factor v/k1. Simultaneously the potential because
of

is multiplied by 1/+/k|. Therefore, it follows that

G AC = (meHL) (J% AHL) = HLyHL (14)

When Heaviside—Lorentz units are used, the Feynman rules change in the following
way:

1) There is no factor N; = 4x for external photon lines.

2) For each vertex there is a factor —ieflly,,.

3) The photon propagator does not contain the factor 4z, i.e. it reads D{‘f V=
—g""/(k® +ie).

The final result of any calculation can always be expressed in terms of the dimen-
sionless fine-structure constant o ~ 1/137.036. This constant, however, is related in
different ways to the elementary charge:

e?/he Gauss
a=1e? /4w he Heaviside—Lorentz . (15)
e /4meghc  MKSA
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4.3 Biographical Notes

FURRY, Wendell Hinkle, American physicist. *18.2.1907 in Prairieton (Indiana), 1984.
F. received his PhD at the University of Illinois in 1932. Subsequently he went to Caltech
and in 1934 to Harvard where he became professor of physics. F. worked on positron theory,
quantum field theory, the theory of molecular energies and the quantum theory of measurement.



The Scattering Matrix in Higher Orders 5

In Chap. 3 many scattering processes were calculated to the lowest nonvanishing order
of perturbation theory. Because of the small value of the coupling constant o & 1/137
the first term alone frequently gives reliable results. Within a satisfactory theory, how-
ever, one should be able to calculate the contributions of higher orders too. As we
shall see in QED — and the same is true in all quantum field theories — this leads
to characteristic difficulties: some of the “small corrections” become infinitely large!
Surmounting this problem has been an essential step in the development of the the-
ory. In what follows we shall discuss “renormalization” in the lowest nontrivial order
of perturbation theory. The finite theory obtained in this way can then be applied to
calculate measurable effects of vacuum fluctuations, i.e. the interaction with virtually
created particles.

5.1 Electron-Positron Scattering in Fourth Order

To survey the possible processes that occur in the higher orders of the perturbation
expansion, we consider as an example the process of electron—positron scattering in
fourth order. According to the general Feynman rules we must construct all topo-
logically different graphs that have four vertices and the prescribed configuration of
exterior lines. They are collected in Fig. 5.1. As one can see, a rather imposing list
of 18 different diagrams results. The graphs (e-h) occur in different versions, being
distinguished by the position of the photon loop, which for brevity have not all been
drawn here.

As an exercise we write down the invariant matrix elements for some of the di-
agrams. We already encountered a diagram similar to Fig. 5.1a when we dealt with
electron—proton scattering (Example 3.6). The invariant matrix element correspond-
ing to Fig. 5.2 has the value

(@) a* q1 _ i ; s ﬂ

Mfz =—* Qr )4 (pl’sl)( lyM)pﬁ—ﬁl—m-ﬁ-ié‘( lyv)u(pl’SI)qlz—l—ig
B I S ;o —4mi

v(pz,sz)( 1y )—ﬁz—ﬁl—m+i8( 1y )U(Pz,S2)7(q+ql)2+i8 .

(5.1

Here we have introduced the momentum transfer ¢ = p| — p1 = p» — p}; the fac-
tors (1)*(—i)* cancel. The resulting minus sign arises because of Feynman rule 6a in
Chap. 4 since there is an incoming positron.

W. Greiner, J. Reinhardt, Quantum Electrodynamics, 255
© Springer-Verlag Berlin Heidelberg 2009
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Fig. 5.1. Survey of all Feyn-

man graphs of fourth order for
electron—positron scattering

><><

P - Pz
qt+q
u
—P2—q
v
D1
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D1

Fig.5.3. The graph of Fig. 5.1f
in momentum space

Fig. 5.4. The graphs (a) and
(f) are exchange graphs. This
explains the relative minus-
sign between (5.1) and (5.2)

Fig.5.5. The graph of Fig. 5.1g
in momentum space

14! — P2
Fig.5.6. The graph of Fig. 5.1i
in momentum space

Next we study the new diagram (f) which is shown in Fig. 5.3. Its matrix element
is

i .y —4mi ,

) —ﬂé—i—k—m—i—ie(_ly )k2+iei|v(p2’52)
—4i

(p1+ p2)? +ie

X 0(p2, $2)(—=iy")u(p1, s1) (5.2)

The brackets enclose that part of the graph, which the momentum integration ranges
over. The sign of (5.2) relative to (5.1) is explained by Feynman rule 6b. Namely,
graph (f) is obtainable from graph (a) by an exchange of two electron lines. To see
this, one only needs to choose a convenient time ordering by deforming the diagram
(we pass over to configuration space for this purpose), as indicated in Fig. 5.4. Then
for a certain time interval one has a virtual electron which has to be antisymmetrized
with the incoming real electron, to satisfy Fermi statistics. This explains the relative
minus sign between (5.1) and (5.2).

AP -5 -Y

The matrix element for graph (g), Fig. 5.5, reads

4 . .
(2) At 1 d*k . i gy 4w
M =— , i) (=
i ==etulp) sl)[/(Zn)“( ly“)y/l—k—m+is( Y et

X (P15 D(p2. 52 (i) V(PhesH) e . (53)
p—m+ie ’ ' P rie T T
where again the loop integration extends only over some of the factors.
Let us finally consider graph (i) shown in Fig. 5.6. Because of the closed electron
line it has an additional minus sign. The matrix element is

—4mi
g% +ie

M}(fli) = +e*ii(p. s) (—iy™u(pr. 1)

X [Tr

—4mi
X .
g% +is

d*k i
Qu)* f—m +is

. i .
(=ip) - +i8(—1m)]

kK—4q

U(p2, 52)(—iy")v(ph. 53) - (5.4)
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The trace results from the fact that one multiplies the different matrices —iey,
and 1S in the electron loop cyclically when one follows the electron line (compare
also Exercise 4.1). This also ensures that the product of the 4 x 4 matrices y,, and Sg
becomes a pure number.

An inspection of Fig. 5.1 shows that there are three characteristic subgraphs, which
can occur at various places in a diagram. These subgraphs are sketched separately in
Fig. 5.7.

These three diagrams are termed vertex correction, self-energy of the electron, and
vacuum polarization. Mathematically they show up in the occurrence of the four-
dimensional momentum integrals (loop integrals) that were emphasized by the square
brackets in (5.2-5.4).

Unfortunately all of these integrals are divergent as k — oo. This can be seen im-
mediately by counting the powers of k in the integrand. While the four-dimensional
volume element in the numerator grows like k3, the denominators for the three
processes of Fig. 5.7 are proportional to k*, k3, and k2, respectively, so that we ex-
pect a logarithmic divergence for the vertex correction, a linear divergence (for the
time being) for the electron self-energy, and a quadratic divergence for the vacuum
polarization. In the following sections we will consider these problems separately.

We finally remark that in the systematic construction of all Feynman graphs of
fourth order we kept silent about some terms. Figure 5.8 shows two examples of
graphs that separate into two disconnected parts.

In Fig. 5.8a, for instance, a scattering in lowest order takes place, while indepen-
dently in the vacuum a virtual pair is created and annihilated some time later. The
S-matrix element for a process like that of Fig. 5.8a separates into a product of the
matrix elements for the “connected” part, which contains the external lines, and the
“disconnected” vacuum bubble. These “vacuum fluctuations”, however, take place all
the time, independent of whether there are real particles present or not. Thus every
graph is multiplied by a factor of the kind

=3[ D D]

=§5iC .

However, the constant C must have absolute value 1, because the “background noise”
of the vacuum is always present, even in the absence of real particles. Thus the
S-matrix element for vacuum—vacuum transitions is

S(/),O = 50,0C .

Since the vacuum — regardless of whether we take into account the electromagnetic
interaction — must be conserved, |C|? = 1 follows and C is only a phase factor without
physical significance. Disconnected graphs can therefore be neglected in the expan-
sion of the § matrix.

5.2 Vacuum Polarization

In this section we will calculate the influence of the creation of a virtual electron—
positron pair (Fig. 5.7¢) on the propagation of a photon. To do this we investigate how

(a) (b)

©

Fig. 5.7. The three basic
subgraphs involving a loop.
(a) vertex correction, (b) self
energy, (¢) vacuum polariza-
tion

(a)

(b)
Fig.5.8. Two examples of dis-
connected graphs of fourth or-
der
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the unperturbed photon propagator

—4mi

iDgyy(q) = mglw (5.5)

is modified by the correction of the order of ¢?

iDg,, (@) =0~~~ + '\/*Q\/\‘ +...

. . i1 (q).
ZIDFMV(Q)+1DFMA(q)T1DFUv(q) +... (5.6)

Here the polarization tensor

i, (q) , [ d*k 1 1
——=—¢ [ ——3Trn —Vo .
47 (2m) k—m+ie" f—¢—m+ie

(5.7)

was introduced (cf. (5.4)). As already mentioned, counting of the powers of k in the in-
tegrand reveals that the integral is quadratically divergent. Before we embark on a cal-
culation, in spite of this problem, we first examine some general features of I7,,(q).
Since it is a Lorentz tensor, I1,,, can be constructed out of the parts g,, and g, g, and
scalar functions of ¢%. We write

,,(q) = Dguy + 8uvg” TV (¢%) + 4,901 (q7) (5.8)

where the constant term Dg,, is the value of the polarization tensor for vanishing
momentum transfer, ¢ — 0. The existence of D has unpleasant consequences. We
now use the very generally valid identity for operators

1 1 1,1 1,141
L S e N (5.9)
X+Y X X X X X X

which can be easily verified by multiplication with (X +7Y), and rewrite (5.6) by use
of it. In the limit g> — 0 and up to terms of higher order in o = ¢? this yields

—4mi —4mi iD ., —4mi
q2+ieg’w q2+igg“)\47rg q2+ieg

_ —4mi " —4mi 1D —4mi n
“\2tie T 2+ie 4w g2 +ie )W

4ri D (D)’
=Tl (1+—2+<—2) +)
q° +ie q q

. —Awigu
T g?—D+is

iDg,, (q> — 0) =

O'V+

(5.10)

This is just the propagator of a boson with mass /D (a “heavy photon™). Thus the
value of I7,,(0) must equal zero, since we know the photon to be massless. The
reason this is true has a profound root, namely the required gauge invariance of the
theory.

Equation (5.10), by the way, is valid even more generally, because every term in
the expansion (5.9) has its counterpart in a Feynman diagram with one more electron
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loop (see Fig. 5.9a). For obvious reasons summing up these graphs is called the chain
approximation. However, the infinite series generated in this way sums up only a cer-
tain class of diagrams. There is still any number of more complex “bubbles”, which
also must be taken into account in the calculation of the exact photon propagator (see
Fig. 5.9b).

To see how the constant D is connected with gauge invariance, we consider, for
instance, the scattering of an electron at an external potential with the Fourier trans-
form A, (q), see Fig. 5.10. The corresponding matrix element for the direct scattering
is proportional to

Mg Neﬁfy”uiAﬂ(q) . (5.11)

To account for the vacuum polarization of the exchanged photon the following correc-
tion must be added

—4mi i, (q) "

MYP ~ eit rvtu:
S TV T e T

(@) - (5.12)

The principle of gauge invariance requires this expression to be invariant under a trans-
formation

Ap(x) — Ap(x) — 8)%X(JC) or Au(g) — Au(q) +igux(q) . (5.13)
Obviously this implies that

M, (q)g" =0 . (5.14)
Because of the symmetry of 11, (cf. (5.8)),

g" M, (g)=0 (5.15)

is valid too. This can also be interpreted as the condition of current conservation
q*J /Y P (q) for a polarization current

1,
L@ = il (@A (@) (5.16)
induced by the external field. Equations (5.14) and (5.15) applied to (5.8) yield
D+q* (M10(¢%) +11?(g%) =0 (5.17)
Since the equation has to be fulfilled for all g2, the constant D must equal zero (as-

suming the functions I7®) have no pole at g> = 0 !) and the polarization tensor must
assume the simple form

M,0(4%) = (428w — qugv) 1 (4%) (5.18)

where we have introduced the polarization function I1(q*) = TV (¢%) = —11?(¢?).

Fig.5.9. Equation (5.10) sums
up all graphs of part (a). More
complex graphs (part (b)),
however, are not included

@

®

Fig. 5.10a,b. The interaction
of an electron with an exter-
nal potential (c) is modified by
vacuum polarization (d)
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The direct calculation of D, however, seems to contradict this conclusion. Accord-
ing to (5.8) and (5.7) we get

1 w
D= 211",(0)

1 d*k k+m k+m
= —4xie® Tr |y

4me /(271)4 r|:y kz—m2+isy“k2—m2+i8]
d*k 2m? —k?
Qm)* (k2 —m2 +ie)? °

= 8mie?

(5.19)

where the trace was calculated in the usual way (see Theorem 8 of the Mathematical
Supplement 3.3):

Tr [y (K +m)yu(k +m)] =Tr[(—=2§ + 4m) (K +m)| = 4(—2k> + 4m?) .

The expression (5.19) does not vanish at all, but represents a quadratically diver-
gent integral. Since the original theory was gauge invariant, the result D # 0 is ob-
viously due to the fact that the defining equation (5.7) for I1,, is an ambiguous
mathematical expression. There are different ways of avoiding this problem and of
forcing the convergence of these integrals by “regularization”. So, for instance, one
can simply cut off the k integration at a large momentum value A, or one can intro-
duce a damping factor, which for k > A continuously approaches zero, for instance
A2/ (k> + A?).

We want to use the regularization prescription devised by Pauli and Villars.! It can
be applied relatively simply and has the advantage that it conserves all invariances of
the theory. The idea is to subtract from the integrand a function which has the same
asymptotic behaviour, in order for the resulting integrand to fall off fast enough with
increasing k. More precisely, a set of N (large) auxiliary masses M; and constants C;
is introduced and the integrand is replaced as follows:

@) = [ &% (. on?)
_ N
— HMV(CI):/d4k<fuv(q,k,m2)—i—ZCifuu(q,k,Miz)) . (5.20)
i=1

The constants C;, M; are then determined such that the regularized polarization tensor
1 wv(q) is given by a convergent integral. Through this procedure it is possible to treat
the integral with common methods (e.g. to interchange the order of integrations and
summations etc.). At the end of the calculation the limit M; — oo must be performed.
Since the cutoff procedure was chosen at will, the calculation makes sense only if
physical observables do not depend on the parameters C;, M;. This can be achieved,
as we shall see.
Now we explicitly calculate the regularized polarization tensor.

1 W. Pauli and E. Villars: Rev. Mod. Phys. 21, 434 (1949).
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- . d*k Tr [y, (f + m)y (k — ¢ +m)]
_ 2 1

HMU(Q) =4rie / (27_[)4 { (k2 . mz 4 i&‘)[(k _ q)Z _ m2 + ié‘]

N

e[y + M)y — d + M)
2.6 (K2 — M? +ie)[(k — q)> — M7 + ie] }

d*k
= 167ie? /
(2m)*

% ku(k — @) +ky(k _CI);L - g,w(kz —q-k _m2)
(k2 —m? +ie)[(k — q)* — m? + ig]

+reg} ,
(5.21)

where the trace identities 2 and 3 of the Mathematical Supplement 3.3 have been used
and “reg” stands for the regularization term. The calculation of momentum integrals
of this type is rather difficult. Several techniques have been devised for this purpose
which all depend on the introduction of new integrals over auxiliary variables and thus
make the d*k integration simple. We make use of the following integral representation
of the causal propagator in momentum space:

_ / da exp [ia(k? — m? +ie) | (5.22)
0

i
k2 —m? +ie

In this way the momentum integration becomes Gaussian and can be readily solved.
For convenience we will drop the term ie, which makes the integral convergent, in
what follows and consider the mass as a complex number with a small negative imag-
inary part. Then we obtain

_ d*k
M = _16“62]W (["u(k — ko= @) = g (k2 =gk —m?)]

oo oo

x/dal/dazexp a1 k —m )+a2((k—q)2—m2)]}+reg) )
0
(5.23)

To get rid of the polynomial in k and k — ¢, one can introduce two vectorial auxiliary
variables z1 and z, into the exponential factor and make use of the identity

(5.24)

. a .
ik, = 8_“ exp (ik - z1)

2] 71=0

Thus (5.23) can be written as

i __167,162[ d' ([_ii_ii_ <_i i_mﬂ
my= 2m)* az) 9z5 9z} 9zh Buv dz1 022

o0 o0
x/dm/dazexp 1 k2—m2)+a2((k—q)2—m2)
0 0

ta ~k+12-(k—q)]} +reg> (5.25)

z21=22=0
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After the order of the integrations has been exchanged the k integral is easy to solve.
According to the Mathematical Supplement 5.6, (6), the Gaussian momentum integral
is solved by

exp [i(ak2 +b- k)] - ﬁ exp (—ibz /4a) , (5.26)

d*k
(2m)*

and thus

d*k .
/ Qm)* eXp{l[kz(O‘l + o) + k- (—2009 + 21 + 22)

+(—m2(a1 + o) + q2a2 —-q- Zz)]}

= N R exp{i[—mz(a + a2) + g2 — ang } }
(4m)2 (1 + a2)? ! a1+

2 2
21 +2z1 22+ 25 —daxg - 21— 4darg - 2
xexp{—i[q'zz-i- e T B L 2}} (5.27)
4(a1 +az)
The required derivatives are easy to perform. One obtains
3 , 21y + 220 — 206261\;}
exp(...)=—1 + exp(...) ,
0] p(...) [qu 21 F o) p(...)
d . ZIM+Z2M_2a2in|
—exp(...)=—i exp(...) ,
2" p(...) [ 2o + o) p(...)
a 0
—M—Vexp(...)z{—iL
9z} 025 2(a1 +a2)
2y — 2 -2
_|: ; Z1v + 220 OQQU]Z];L"‘ZZ/,L WZQM}exp(“.)
21 +a2) 2(o1 +2)

Zl:_Z2>:0 —i 8uv (03107 0q
2001 +a2) (o +ap)?

Contraction of the indices p and v leads to

2i 3% )

d 0
— - —eXpl...) —™ —
dz1 922 p-) a1ty | (a +an)?l

Using this we get
o0 oo
ﬁ/tu(‘l)=+167fi€2/d(¥]/daz
0 0

x (;iexp{i[—mz(al—i—az)-k oo qz“

(47)2 (a1 + a2)? o)+ oo

200100 o102 2 i + 2 +
X{——mm—~ — — m e .
(a1 +a2)2q”qv Su (aq +a2)2q a) +oap g

(5.28)
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The polynomial in the integrand is split into a gauge-invariant part of the form (5.18)
and a remainder

200100 2 |: a1a2q2 i 2]
= - + + —m 5.29
{ } (a1 +a2)? (99 = 8a”) + g (a1 +a2)? o+ (29

so that

ﬁuv(‘]) =(quqv — gqu)U(qz) + Aﬁuu. (5.29a)

We can show that the offending non-gauge-invariant part — we will call it AIT v —
vanishes in the regularized theory. With the convention Cyp = 1, My = m the non-
gauge-invariant part reads

apdos ajang i )
AT, = — i — M:
" g’”// (Oll—i-olz)2 l[(al+a2)2 +Ol1 +as l]
0 0
. (0404
X exp{1|:—Mi2(a1 + o) + ” 1+fx2q2i|} . (5.30)

We note that the terms in the square brackets look quite similar. This can be exploited
to simplify the integral. Again, an auxiliary variable o is introduced and the expression
is calculated at the point o = 1:

00 00
A — 0 /f dojdon 1
e gw 3Q0 J (a1 +x)? o

N
x Y Ci exp{ie[—M?(al +a) 22 qz}} (531)

i=0 a1+
Moving the differentiation before the integrals is allowed here, because the con-
stants C; can be chosen such that the integral converges absolutely (at «; — 0). Now
we perform a scale transformation « = o«; in the integral. As one can see, this has
the effect of completely eliminating ¢! Thus the integral does not depend on o at all,
so the derivative /0o acting on it vanishes. This proves the gauge invariance of the
regularized polarization tensor IT -

Let us proceed with the calculation of the gauge-invariant polarization operator
from (5.18). According to (5.28,5.29) its regularized version is determined by

o=l

(o8] (o8}

262 oo
I =—— | da da
(4= 14 / 1/ 2(011 +ap)*
0 0
N (o
Ci i| —M? 2. 532
ol wasmegte). oo
Here we introduce a factor
o0
=/d9 80— oy —an) (5.33)

0
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and then, again, perform a scale transformation «; = of;:

_ 2
() =-—

00 00
da1/d0&2/d@5(@—051 —WZ)L“Z
Q
0 0

(6314
(e e

/dQ/Qdm/@dﬁzS(Q—Qﬁl—Qﬁz)
0 0 0

1

N
X ZCi exp
i=0

262

g

2182
x L2257 expli(—M? + BiB2g?) ]
i=0

0

2% |

e
__7/(1/31 /dﬂz B1B28(1 — Bi — B)

0 0
OOd_Q N ‘ L a2 2
x . ch exp[lg( M; + B1B2g )] :
0 i=0

=/

(5.34)

The range of the § integrations can be restricted to the interval 0 < 8; < 1 because of

the § function.

Without regularization the integral I = fooo do/o ... would be logarithmically di-
vergent. The gauge invariance of the polarization tensor which allowed factoring out
two powers of momentum in (5.18) has thus reduced the degree of divergence by two.
How do we have to choose now the values of C; and M; in order to obtain a finite
result? Let us consider the o integral and let us deform the contour of integration to
the negative imaginary axis. Since the product 818, = B1(1 — B1) never exceeds the
value 1/4, this leads to an exponentially decreasing integrand as long as the condition
g% < 4m? is fulfilled.> If we introduce a lower integration boundary 7 and consider

the limit n — 0, we get, using the substitution r = iQ(Mi2 -

Exercise 5.1

—IOO

I:gi_l;%/ ZC,exp[ io( »—ﬂlﬂzq )]
in
N o0

dr
= lin%)Z:Ci / ?exp (—1)

W(M,-z—ﬁlﬂzqz)

B1B2g?), according to

2 The value g2 = 4m? is the threshold for the production of real electron—positron pairs as will be

discussed in Exercise 5.2.
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and with integration by parts

N N N e
1= —éi_)rno(ZC,’ In 77) —ZCi ln(Ml.2 _ﬂllgqu) +Z C,»/dt Intexp(—t) .
i=0 i=0 i=0 0
(5.35)
With this we have reached our goal: by the choice of the constants
N
Y Ci=0 (5.36)
i=0

the first and the last term of (5.35) are made to vanish and we obtain a finite result:

_ N
I=- lfl(m2 - ﬂ1ﬂ2q2) + Z Ci 111(M,-2 - ,31[32(]2)}

- i=1
r 612 N M2 N

=— ln<l - ,31,32—2> + ZCi 111—’2 + Zci lnm2i|
L m i m -

i=1 i=0
=0

B q2 A2

=—|In{1- ,81;32—2 —1In — | (5.37)
L m m

where the term g2 has been neglected compared to the large masses M;, and the ab-
breviation

al M} A2
Y Ciln—L=-In— (5.38)
i=1 mn

m

has been introduced defining an averaged cutoff momentum A.> With (5.37) the po-
larization function finally (5.34) reads

1
_ 2e2 A2 2
i =" [ap pa —ﬂ){—anJrln[l — B —ﬁ)%}}
0

2¢? 1. A? : q°
= —{——ln—2 —I—/dﬂ J:1¢! —ﬂ)ln[l — B —ﬁ)—z]}
b4 6 m m
0
2 A2
E—EanJrnR(qz) : (5.39)

The remaining one-dimensional integral in I R(qZ) can be solved analytically. We
shall not give the exact result here (this will be deferred to Exercise 5.2) and consider

3 We remark that the regularization of IT (qz) could have been achieved with a single subtraction
term (N = 1), namely C; = —1, M| = A. This would not, however, have been enough to cancel the
quadratically divergent, non-gauge-invariant term ATl1,,,(q).
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only the limit g?/m? < 1. In this case one can expand the logarithm into a Taylor
series,

2

ln(l—z)z—(z+%+...) : (5.40)

and obtains after an elementary integration

2 .2 2
e” q 1 1 ¢
mgH=-29 (-9, ). 5.41

@) 7tm2<15+14()m2+ ) (>41)

Thus the regularized vacuum-polarization tensor according to (5.39) consists of a con-
stant term (up to a coefficient g,qu — quqv) that diverges logarithmically with the
cutoff momentum A, and a well-defined finite momentum-dependent part ITR (qz).
What is the significance of these terms? In order to understand them we go back to the
modified photon propagator (5.6) and consider its influence in a scattering process.
For instance, the amplitude of Mgller scattering reads

()]

. i i - —4migt, -
= (—iei, y* — I ——>" |(—ieithy"
(e y"u) q? [gﬂv+4n we(@) q° (—ieityy " uz)

_ T
= (—ieit|y"uy)iDy” (Q)[guv +(8ura’—qua:) 1 (4%) gq_z] (—iedyy " ua)

2 2
.- . (0 e A L
= (—1eu’1y“u1)1D](: )(q)|:1 ~ 3 In e + HR(qz)] (—ieityyuuz) . (5.42)
where in the last transformation we used the gauge invariance of the transition cur-
rents, g, j;l. = 0. In this way the term proportional to ¢,.q, drops out. One can prove
this explicitly by considering that the u; are free Dirac spinors, namely

(1 —m)uy :O} —7 v —

i and thus u Uy =1u — u; =0, 5.43
Ml(ﬁll—m)=0 QU 1V 1 ](ﬂl ﬁl) 1 ( )
because ¢ = (p] — p1). Since (5.42) is to be valid only to the order of o2, it can also
be written as

M) = (=ieiyu) [ 23 (14 1%(6)) iDf (@) | (<ieibyua) (5.44)
with the constant factor

e A?

Z3_1—§1nﬁ . (5.45)
The expressions (5.44) and (5.42) differ by a term of the order of o> which is beyond
the presently required accuracy. Compared to the matrix element in lowest order, the
consideration of vacuum polarization thus yields a constant correction factor Z3 and
a momentum-dependent modification /7R (qz). The latter approaches zero for small ¢2
according to (5.41). Thus if one performs a scattering experiment with small ¢? (this
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corresponds classically to a “peripheral” scattering between two charges that are sep-
arated by a large distance), then the scattering amplitude in second order is simply
given by
@ _ a
My =Z3M; .
The value of the electric charge, however, is empirically determined just by such ex-
periments. A particle with the “bare” charge e for a distant observer seems to carry
the “renormalized” charge er, with

er=+Z3e . (5.46)

The bare charge e, however, in principle is not observable, since the interaction be-
tween electron and photon fields cannot be “switched off”. In this manner we have
circumvented the problem of the dependence on the cutoff A in a most elegant way:
only the renormalized charge is relevant for physical observations; it is experimentally
determined to be ef{ 2~ 1/137. The magnitude of the renormalization constant Z3 and
the bare charge e do not matter at all. To calculate any process one simply uses the
charge er and then has to deal only with well-defined finite quantities!

Of course this argument is nevertheless a little unsatisfactory. If divergences oc-
cur in the calculation of the renormalization constant, this is a hint that the theory is
fundamentally not entirely consistent. For very large momenta, or, which is the same,
for very small distances it breaks down. We can, however, convince ourselves that the
region of validity will be very large. Since the divergence in (5.45) is only logarithmic,
Z3 will be significantly different from unity only if

A2 =100 . (5.47)

According to the uncertainty relation this corresponds to a length of Ax = h/A =~
107293 cm! In practice this is completely irrelevant, because the existence of other
quantum fields limits the validity of pure QED anyway. For instance, as soon as there
occur momenta in the region of the pion mass m, >~ 270m., the strong interaction
must be taken into account. On a still higher scale the weak interaction becomes
important. According to present-day understanding both phenomena are unified in
a single framework, i.e. the theory of electroweak interaction. However, in this more
general theory, also, divergent renormalization integrals do occur (see W. Greiner and
B. Miiller: Theoretical Physics, Vol. 5, Gauge Theory of Weak Interaction).

It might well be possible that space and time are not continuous but consist of tiny
space—time cells. Then no momenta would occur that correspond to lengths smaller
than the size of a cell. The loop integrals (which are divergent in the case of continuous
space—time) in this case would have their natural “cutoff parameter” at the maximum
momentum. Renormalization would still be necessary, but the need for an artificial
regularization would not arise.

Up to now the influence of vacuum polarization on internal photon lines has
been examined. This leads to the occurrence of a modified photon propagator
Z3(1 + 11 R)Dl(:o) in (5.44). Corrections of external photon lines must certainly be
considered as well. These lines represent a potential A, (¢) with a momentum on the
“mass shell” g> = 0. The potential satisfies the Laplace equation, which in momentum
space reads

*Au(@) =0, (5.48)
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Fig. 5.11. Renormalization of
an external photon line

r y

and the Lorentz gauge condition,
q"Au(q) =0 (5.49)

According to Fig. 5.11 one could try to form a renormalized potential AE out of the
free Ag by the prescription

—4mi i

'HVU
ure(q) , RS
g% 4xw

4

AR = A% +iDru(q) v=A)+ q*11(q*) A, . (5.50)
Unfortunately the second term is an undefined expression because it yields either
I Ag or the value zero (because of (5.48)), depending on how the factors are com-
bined. A definite result is obtained from the following consideration. From (5.44) we
know that the modified photon propagator Dél)(qz) emerges from the free one by
multiplication with the constant Z3. The propagator of a field, however, is always
a quadratic function of the wave function. Therefore it appears natural to renormalize
the photon wave function and thus the potential by*

AR =\/Z349 . (5.51)

This is also plausible because a photon never is really free, but at some time it has
been emitted from a source at a large distance (or will be absorbed by an observer
at a large distance). The charge of this source, however, must also be renormalized,
according to er = +/Z3 e. The argument again leads to (5.51). According to (5.51)
it is thus sufficient just to drop the contribution of the vacuum polarization bubbles
in the calculation of a graph with external photon lines and instead at the vertex use
the charge er. By this procedure the bare charge e is completely eliminated from
the matrix element: in the case of internal photon lines by using DR = Z3 Dg, which
renormalizes two factors e at the two ends, and in the case of external photon lines by
the replacement AE =VZ3A,.

Thus we have learnt that according to the renormalization procedure the value of
the polarization function at zero momentum transfer I7(0) = —(e?/37) In(A%/m?)
has no physical significance at all, because it is absorbed in the coupling constant. The
momentum-dependent contribution IT R(qz), however, leads to well-defined measur-
able effects. As has already been shown in (5.44), for instance, the scattering cross
section of two electrons or other charged particles will be influenced. The binding
energy of an electron in an atom is also affected.

One can understand this effect most clearly if one considers the Coulomb poten-
tial of an external static source of charge5 —Ze,ie. Ap(x) =—Ze/|x|, A(x) =0.

4 The finite part [T} (qz) does not contribute to external lines because according to (5.41) it is pro-
portional to ¢ and thus vanishes because of (5.48).

5 In the following calculation we assume that charge renormalization has already been performed;
however, we drop the index er for convenience.
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According to (5.50) the modified potential in momentum space reads

Ap(q) = Ao(g) + TR (—¢%) Ao(g) (5.52)

or in coordinate space

d3
AY(x) = / ﬁ exp (ig - X) (1 + R (—qz)) Ao(g) . (5.53)

Since a stationary source can absorb momentum but not energy we have set g, =0
and thus ¢> = —q2. In Exercise 5.4, (7) this is demonstrated explicitly. The original
Coulomb potential in momentum space is

3 . —Ze Ze

Ao(g) = [ d’xexp(—ig-x) —— = —4nx — . (5.54)
x| lq|

The Fourier integral in (5.53) can be approximately solved if one uses the Taylor series
expansion (5.41) in lowest order in ¢?:

2

e
157 m?

/ dq :
Ap(x) ~ / ——exp(iq - x) (1 +

Gy ‘12)140((1)

62
= Ao(x) + > (—vz)f

P9 oo ig - 2) Ao(@)
exXp(1g - x
157m )3 plq 0'q

@2

= <1 - 157tm2v )Ao(x) , (5.55)

where the fact has been taken into account that the momentum transfer is purely space-
like, > = —q?. Starting with a pointlike charge — Ze, the potential energy reads

’ Zo 3
eAg(x)=—— —aZa 57 (x)=eAop(x) +eSAp(x) , (5.56)

x| 15m2

because of VZ(1/|x|) = —4783(x). In addition to the Coulomb potential a short-
range attractive additional potential acts. This result was found very early on. It
is only valid for low momentum transfer, i.e. in lowest approximation for ITR (qz)
in (5.41). After Dirac and Heisenberg had discussed the effect of vacuum polariza-
tion a short time after the discovery of the positron, the resulting modification of the
electromagnetic interaction was derived by Uehling® in 1935. Expression (5.53) is
therefore often called the Uehling potential.

Since the motion of an electron in the field of a nucleus can be very accurately
described by a static potential Ag(x), one can immediately determine the change of
atomic binding energies by means of (5.56). To calculate the expectation value of the
additional potential A Ay, it is obviously sufficient to know the density of the elec-
tron wave function at the position of the nucleus. Nonrelativistic quantum mechanics
yields for the hydrogen wave function with principal quantum number »n and angular
momentum /

m3(Za)?
WO = ED (5.57)
mn

6 E.A. Uehling: Phys. Rev. 48, 55 (1935).
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The energy shift due to vacuum polarization in first-order perturbation theory then
simply reads

W, (0]

MBS = (Wniled Ao W) = —a(Ze) 1= —

—— 1;;11"301(2&)4810 . (5.58)
Because of the short range of AAg(x) only s states (I = 0) are influenced, since all
other wave functions have a node at the nucleus (owing to the angular-momentum
barrier).
The historically most important example is the 2s state in hydrogen (Z = 1,
n =2,1=0), which should be energetically degenerated with the 2p state for a pure
Coulomb potential. Equation (5.58) on the other hand predicts an energy shift of

AEYF =—1.122x 1077 eV . (5.59)

In spite of its tiny magnitude a shift like this is very precisely measurable by inves-
tigation of the energy difference to the nonshifted 2p; > state. In the hydrogen atom
transitions between these states can be stimulated by electromagnetic fields in the
radio-frequency region. According to (5.59) we would expect a resonance effect at the
frequency
Ex— E
v="2""2 271 MHz . (5.60)
2rh
Experimentally, however, it was found by Lamb and collaborators’ using microwave
techniques that the 2s state lies above the 2 p ; state, namely by (we quote the modern
value)

Vexp = +1057.8 MHz . (5.61)

Later we shall see that the “Lamb shift” in hydrogen is mainly caused by the other
two radiative corrections of Fig. 5.7. Experimental and theoretical precision are, how-
ever, by far sufficient to confirm the presence of the vacuum polarization energy shift
according to (5.60).

To increase the effect according to (5.58) it is necessary to increase the density of
the wave function at the nucleus. This can be achieved by increasing the nuclear charge
number Z. In the nonrelativistic approximation the shift (5.58) increases like Z*,
while the binding energy increases only in proportion to Z2. Actually the increase
of AEVP is even larger, because one must use the bound-state solutions of the Dirac
equation, which are much more strongly localized at the nucleus than the Schrédinger
wave functions (5.57). This is partly offset by the necessity of taking into account the
finite extension of the nucleus.

For the extreme example of a hypothetical atom with Z = 170 the calculated vac-
uum polarization energy shift of the lowest bound state is AEXYP = —8 keV. This
amounts to about 1% of the binding energy, up from a fraction of 10~/ in hydro-
gen. Experimentally the effect of vacuum polarization is most clearly seen in muonic
atoms. This is explained in Example 5.5.

7 W.E. Lamb and R.C. Retherford: Phys. Rev. 72, 241 (1947).
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The short-range delta-function polarization potential § Ag(x) in (5.56) rests on the
approximation ITR (¢%) >~ —(e?/157)(¢?/m?) for the polarization function (5.41).
The task of Exercise 5.4 is to investigate the polarization potential induced by the
charge of a nucleus more exactly.
EXERCISE |
5.1 Evaluation of an Integral
Problem. Perform the steps leading from the integral
0 .
1= [ 223 crexp[io (M7 + piad) 1)
0 ¢ i
in (5.34) to (5.35) in detail.
Solution. Since the sum in the integrand is finite, we write, with the abbreviation
M? — B1prg* = B;
N o0 d ' N
1=%¢ / Lo .3 i @)
i=0 @ i=0
The integral I; is not well defined mathematically since the integrand diverges at the
lower boundary. For this reason we replace /; by
d
I = lim | “ZeieB (3)
n—0 o
n
with the understanding that the limit n — 0 is to be taken only at the end of the
calculation.
For further evaluation we now consider the following contour integral in the com-
plex plane:
dz .
Ji = / & e-izhi , 4)
C < Aimz
which is extended along the curve C, as shown in Fig. 5.12. Obviously this integral
can be split into four parts: 1> R Rez
-in /Cz
R —in o
J;i = f d_Qe—iQBi + / d_Qe—iQBi +/ %e—izBi + / %e—izBi , (5) 4
e Q z Z
n —iR Ci Cy -iR

where the last two integrals are extended along the quarter circles C; and C, as in-
dicated in Fig. 5.12. Now according to the theorem of residues the integral vanishes,

Fig.5.12. The integration con-
tour in the complex z plane
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Exercise 5.1

Ji =0, because in the region enclosed by the curve C the integrand is a regular func-
tion. This is validfor arbitrary positive real values of n and R. We may therefore per-
form the limits R — oo and n — 0 and obtain
—in
d . d . d )
0=1 +1im lim | LeiBi ¢ fim [ Lotz L gim [ SLeieBi . (g)
n—0 R—o00 o R—o0 Z n—0 <
—iR C C

Using the parametrization z = Rel® we can rewrite the integral along C; in the follow-
ing way:

3n/2
d
/—Zexp (—izB;) =1 fd¢exp (—iRcos¢ B;j)exp (Rsing B;) . @)
z
Cy 2

‘We now assume that the masses Ml.2 can be chosen larger than ,31,326]2, ie. B; > 0.

While the absolute value of the oscillating factor exp(—iR cos ¢ B;) has the value 1,
in the limit R — oo the second factor is exponentially suppressed (except for a narrow
region close to ¢ = 2w which can be neglected since its extension is of the order of
1/R). Consequently the whole integral along C; equals zero. Similar considerations
for the integral along C, yield the value i /2 (after the limit » — 0!). Thus we finally
get

d 1
I =—lim lim [ Le-iei T
n—0R—00 o
iR
fiood
. X .7'[
= lim 80 —ioBi _ ;% , ®
n—0 2

where convergence at the upper boundary is unproblematic. With the substitution
t =ip B; the integral reads

o0

T 9
—iz €))

. t _[
I; = lim —e
n—0 t
B

with a positive lower boundary because B; > 0 was assumed. Integration by parts
yields

o0
o0
I; = lim | Inre™’ +/dtlnte_’ —i=
n—0 nB;
nB;
B o0
= lin}) —e "B (lnn—i—lnB,-)—}-/dtlnte*t —i=
ng)
| nB;

n—0

o

T 2 2 - _ .7

= — lim lnn—ln(Mi — B1B2g )—l—/dtlnte —15 . (10)
0
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Summation over all i from 0 to N yields (5.35) up to the constant term —in /2, which Exercise 5.1
can be neglected because of the choice ZlN:O C; =0, cf. (5.36).

EXERCISE ]
5.2 The Photon Polarization Function

Problem. (a) Derive an explicit expression for the renormalized photon polarization
function /TR (¢?) given in (5.39) which is valid for all values of ¢. Show that IT® (¢?)
obtains an imaginary part in the region ¢> > 4m? and give an explanation of this
observation.

(b) Prove that the photon polarization function can be expressed in terms of its
imaginary part alone according to the “subtracted dispersion relation”

e ¢]

R
0

7T /2 /Z_q —18)

Solution. (a) The polarization function is given by the integral representation

1
2 2
m®(¢%) = ;“ /dﬂﬁ(l —B)In [1 - B — /3)—;]12]
0

1

2 1 1 2

= : dﬂ( ﬁ2—§ﬁ3>7q2[—%(1—2ﬁ)} , 2)
J 1-B(1—B) L5

where in the second line the logarithm has been eliminated through integration by
parts. The denominator in (2) can be simplified by transforming to the new integration
variable v =28 — 1,ie. B(1 — ) = 1 (1 — v?):

+1
2a ¢ _
R g?) = 4 [k 02— = o) —
4 1= (1-0?)
1
__gq_z-i_ 3v+ v —év“
= . 2
7w 4m J| 1_#(1_1)2)

Z_%/Ide , 3)
0

In the last step use has been made of the symmetry of the integrand. The integral
(2) can be solved by elementary means. We remind the reader of the basic indefinite
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Exercise 5.2 integral
11 v—./c
——1In for ¢>0
dv 2 f v+ f
— = : )
Vs —c
arctan—— for ¢ <0

J_ J_

Identifying ¢ = 1 — 4m?/q> we have to distinguish three separate regions of the
squared momentum

Region] —o00<g?<0 : l<c<oo,
Regionll 0<g?<4m?> : —oco<c<0,
RegionIll 4m?> <g?’<oc0 : O<c<l1.

Region III is of particular interest since here one of the two poles of the integrand
enters the integration interval v € [0, 1]. To get a well-defined result we have to re-
member that there is a general prescription for treating such poles, going back to the
definition of the Feynman propagator. By giving a small negative imaginary part to
the mass m — m — ig, the pole in (2), (3) is shifted into the upper half of the complex
plane. Equivalently the integration contour can be modified by inserting an infini-
tesimal half-circle extending into the negative half plane. Then the definite integral
consists of the principal part integral plus half the residue of the pole at vy = \/c:

1
Ioz/dv 5 / / dv + = 2n1Res
v2—c—ig 2_¢ 2_¢

0 vo+e

1 1
=P Jd . 5
/ vvz— 21)0 )

This corresponds to the well-known identity

_pl iTs(x) . (6)
X

l<c<o

11
len =i for
1

Iy = forr —co<c<0 . @)

i Lit for 0<c<1

1
n
I,l:/dv% 3
v —cC —1¢&
0
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needed in (3) can be traced back to I using the following obvious recursion relation Exercise 5.2
: 1
I, —cl,_o= /dvv"_2 = . 9)
n—1
0

Using (7) and (9) we obtain the following result for the polarization function

Ry @[ 5 4m? 10 2m\ o,
n (q)—n[ 5737 +3<1+ qz)f(q)}, (10)

with the abbreviation

I V q +1 2
——ln , g <0
1 ’" -1
1

— larctan———— — , 0 <q2§ 4m
V [ 1
2 m? 2
_ i ben 4
7‘1—1;1 1= amt<g? (11)
4m?2 612
2

Figure 5.13 shows the function /TR (¢?) multiplied by 7 /c. The function is smooth at
g* = 0 but shows an algebraic singularity at the momentum g2 = 4m?. At this point
of discontinuity an imaginary part Im /TR (qz) emerges.

0.8 Fig. 5.13. The real part (solid
0.6 line) and imaginary part
’ (dashed line) of the pho-
0.4 ton polarization function
MR (g?) in units of a/m
0.2 2_4m? drawn as a function of the
% 0.0 9 ! squared momentum g2
1
—=0.2 :
Z \
%= 0.4 !
1
-0.6 |
-0.8 “\
-0t | TTEeealL
-1.2
-10 -5 ) 52 10 15 20
q" [m?]

At large momentum the polarization function rises logarithmically:

R2~“51|2|1-H2 2
H(q)_;<—§+§lnm—§m0<q —4m) . (12)
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Exercise 5.2

The imaginary part of ITR can be understood as follows: The value g2 = 4m? is the
threshold for the production of real electron—positron pairs by the electromagnetic
field. The quantity 1+ ITR plays the role of the dielectric function of the vacuum. As
in the case of macroscopic polarizable media a negative imaginary part of the dielectric
function signals the absorption of electromagnetic radiation. In our case the intensity
of the A, field is diminished while at the same time e e~ pairs are produced.

(b) The validity of (1) is easily verified. We insert

1 2m? 4m?
maR () =-2-(1+22) J1-
m (q ) T 3 + q/2 q/2

from (10) and perform the variable transformation ¢ = 4m?/(1 — v?) ie.

5 (q’2 - 4m2> (13)

— m?/q’2. This immediately leads to

1, [ , ImIR(g 1 1 2)

m o -3 v

q2 /dq’2 = =—= /dv — =118 (¢7) (14)
q*(q?—q*—ie) m —ie

4m 0

according to (3). The name subtracted dispersion relation derives from the fact that

(1) can be decomposed into partial fractions as follows

o
R(2)_ 1 P R (2 1 1
n (q)—ﬂ/dq m I7% (¢ )(q/z_qz_ig q/2> : (15
0
Here a ¢2-independent term is subtracted in order to make the integral finite. Without
this subtraction the integral would diverge logarithmically. The dispersion relation (1)
can be deduced from Cauchy’s integral formula, taking proper account of the behav-
iour of ITR (qz) in the complex ¢ plane.

EXAMPLE |

5.3 The Running Coupling Constant

The modification of the photon propagator brought about by vacuum polarization
changes the way charged particles interact, which can be expressed in terms of a mod-
ified electrical charge e. The “on-shell” contribution at g2 = 0 accounts for the transi-
tion from the (unobservable) bare charged to the measurable renormalized charge eg.
However, this is only the “trivial” part of the story. Since the vacuum polarization
function I7(¢?) is momentum dependent one has to conclude that also the effective
value of the electrical charge depends on the transferred momentum, er = eR(qz).
This is the concept of the running coupling constant which was first encountered in
QED but plays an important role in all interacting quantum field theories, in particular
in quantum chromodynamics (QCD), which describes the strong interaction.

Using the result for the photon polarization function from Exercise 5.2 we can
immediately quantify the size of this effect. While we could use (5.42), valid in lowest-
order perturbation theory, it is advantageous to sum up the whole series of the “chain
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diagram” depicted in part (a) of Fig. 5.9. Making use of gauge invariance this series
for the modified photon propagator can be written simply as

pghing) = DV (q) [1 +1(q») + Mg (g*) + .. ] M

with the regularized photon polarization function 17 (¢?). Summation of this geometric
series leads to

; 1
0
D (g) = D’ (g) —

(q?)
= pO _
v @) 1—1(0) — TR (¢?)
N 1 1

In the lowest-order (one-loop) approximation the constant is given by IT(0) =
—% In 2—§ Since each photon line is coupled to two charges we can eliminate the
second factor in (2) by introducing the renormalized charge egr = +/Z3 ¢ with

1 1
Zy=———= , 3)
1-T10) 1+ £n4;

which is equivalent to (5.45) to lowest order. The last factor in (2) can be absorbed in
the definition of a momentum-dependent effective charge

/ 1
eR(q2) :=er(0) m . @)

The denominator 1 — I7(0) in the last term of (2) drops out since ITR (q2) is quadratic
in e, and it should be expressed in terms of er (0), which we have tacitly assumed to be
the case in (4). To be specific, the function ITR (¢2), as given in (5.39), is proportional
to 2. Denoting it as ITR (¢%) = ¢ F(¢?), the last factor of (2) reads

1 1 1 1

ITR( 2) = 2 = _ 2 2 = _ R(,2) °
S ) - AOR) T

&)

The polarization function IT’ R— 612{ OF (qz) is now calculated using the renormalized
charge er (0). For convenience the prime has been dropped in (2), but we have to keep
in mind that it is the measured value of the electric charge which enters the calculation
of the polarization function.

Although in QED vacuum polarization is a small effect, the modification of the
coupling constant is observable in experiments at high-energy accelerators since the
function ITR(¢?) grows with momentum transfer. Before discussing such an experi-
mental result we have to discuss some further refinements of (4). Namely, at high ¢>
not only electron—positron pairs can be produced in the “vacuum bubble” but also
other particles. Here the heavy leptons myon (with a mass m,, >~ 105.6 MeV) and tau
(m; >~ 1777 MeV) immediately come to mind, but also hadronic vacuum polariza-
tion will contribute. This leads to the following expression for the squared coupling

Example 5.3
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Example 5.3 constant:
2 a
ar(q”) , (6)

Fig. 5.14. Second-order dia-
grams taking into account two
different types of vacuum po-
larization loops

- 11— Zl:e,u,r HR(qz’ ml) - Hhad(qz)

where @ = 612{ 0).

Note that the contributions from different polarization loops simply add up in the
denominator of (6). It is easy to see that in this way all possible combinations of
polarization loops are generated. E.g., if there are two types of polarization functions,
I14 and I1p, the geometric series in (6) expands to

1

2
— =+ s+ T+ (Ma+p) +...
(T, = At B+ (Ma+Mp) +

=14+Hpa+Hp+TaAllp+Hgllg+TIallg+Hgllis+... . (7)

Thus the second and higher orders of the expansion contain also mixed terms, as de-
picted in Fig. 5.14.

DA+ A 2 A D)

The leptonic part of the photon polarization function TR in the one-loop approx-
imation is given by an analytically known function, cf. (10) in Exercise 5.2, which
depends only on the ratio g2 /mlz. The hadronic polarization function ITj,g is difficult
to calculate since it involves the strong interaction for which perturbation theory is not
applicable. Fortunately, however, the size of ITh,q can be inferred from experimental
data, i.e. from measurements of the reaction e™ + e~ — hadrons, using dispersion
theory. At g2 comparable to the Z° boson mass (1,0 ~ 91.18 GeV) also the weak
interaction would have to be considered.

The running coupling constant of QED recently has been measured® in exper-
iments at the TRISTAN electron—positron collider at KEK in Japan. By compar-
ing the cross sections for the reactions et + e~ — u*™ + =~ and et + e~ —
et +e” +ut +u~, which proceed at different values of qz, at a timelike momentum
of g2 = (57.77 GeV)? a value of @~ !(¢?) = 128.6 + 1.6 was found. This differs ap-
preciably from the free value of the inverse fine structure constant o' ~ 137.036.
Figure 5.15 shows the measured value together with the prediction for the running
coupling constant in a large range of momentum transfers, according to (6). The full
curve shows the pure QED prediction, taking into account vacuum polarization by the
leptons | = e, uu, . The pair-production thresholds at g% = 4ml2 are visible as small
kinks in this curve. Obviously, QED vacuum polarization accounts for only about half
of the observed effect. However, also the hadronic contribution® has to be included,
which leads to the dashed curve, in full agreement with the measurement. We should
add that in another experiment'? the running of « has been verified also for spacelike
momentum transfers q2 <0.

8 1. Levine et al. (TOPAZ collaboration), Phys. Rev. Lett. 78, 424 (1997).
9 H. Burkhardt, F. Jegerlehner, G. Penso, C. Verzegnassi, Z. Physik C42, 497 (1989).
105, Odaka et al. (VENUS collaboration), Phys. Rev. Lett. 81, 2428 (1998).
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Finally, let us consider the asymptotic behaviour of the running coupling constant.
We consider pure QED (no weak or hadronic contributions) and insert the leading log-
arithmic term of the polarization function, cf. (12) in Exercise 5.2. Taking the inverse
of (6) this gives

2
e ©
ar(q?)  « 37w Mol m?

(Note: Often the coupling constant on the r.h.s. is taken at a “renormalization point”
q2 = m% instead of q2 = 0, which, however, does not change the conclusions.) We
observe that ar (¢%) increases without bound and will even diverge at a certain value
of q2 (when the r.h.s. of (8) vanishes). This behaviour, which was first noticed by
L.D. Landau, tells us that perturbation theory breaks down in the high-momentum
(small-distance) regime and it may indicate that QED, when treated in isolation, is not
a consistent theory.

The running coupling constant plays an important role in attempts to construct
unified models of the electromagnetic, weak and strong interactions. The strong cou-
pling constant as(g?) of quantum chromodynamics (QCD) shows just the opposite
behaviour, i.e. it decreases with g2 (this property is called “asymptotic freedom”).
Thus « and a5 become equal at a certain momentum (which is very large, of the
order 10'> GeV), pointing to a common origin of the forces, see, e.g., W. Greiner,
B. Miiller: Gauge Theory of Weak Interactions, 3rd ed. (Springer, Berlin, Heidelberg,
2000), Chap. 9.

EXERCISE |

5.4 The Uehling Potential

Problem. Calculate the potential generated by a given external point charge —Ze,
taking into account the polarizability of the vacuum. What are the deviations from

Fig. 5.15. The running cou-
pling constant of QED as
a function of momentum
transfer. Solid line: pure QED
prediction. Dotted line: had-
ron-ic corrections included
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Exercise 5.4

the Coulomb potential close to the charge center and at a large distance? Find the
polarization charge density induced in the vacuum. Hint: Use the identity

(V2 - ;ﬂ)i — 4n83(x) . (1)

Solution. The potential is generated by a stationary external charge of density
Jux) =—Ze83(x) 8,0 . 2)

With the aid of the modified photon propagator Dy, from (5.6) this can be used to
calculate the potential, taking into account the effect of vacuum polarization. It is
again convenient to work in momentum space:

A;L(X) = /d4y D/F,w(x =) ()
d* .
= / #eﬂ“%v(mﬂ@ : 3)

The modified photon propagator can be expressed in terms of the renormalized vac-
uum polarization function. In momentum space this reads

17 (q)
4

Dty (@) = Druv(q) — DEpia(q) Drsv(q)

_ —47 gy . —47 g q°g"" — q*q° R (qZ) —41goy
7 7 an 7
—4ng
= 7’”(1 + R (q2)) . (4)

Thus the modified potential (3) is

d* :
Al () = / (2nq)4 e (14 118 (¢%) ) Drn @) @)
d* ,

_ (274)45“1*(1 + R (qz))AM(q) 5)

since the unmodified potential in momentum space is related to the current through
Au(q) = Druv(q)j¥(q). If the current source is stationary, j”(x) = jV(x), the go de-
pendence in (5) drops out according to

/(@)= / dty e 7 (y) = / dyp 020 f Bye 7 j7(y)
— 278(40)7" (@) . ©)

Thus (5) is reduced to

, d36] ig-x .V
Aﬂ(x)=f(2ﬂ)3e‘1 (1+17R (—q2)>DF;w(0»¢I)] (@)

dq .
=/# e“l'x(1+17R (—q2)>AM(q) . (7
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In the case of the electrostatic point charge (2) we have

i@ = [@yeinr (<zes,ns () =~zeda ®)

so that (7) becomes

g .
Y — -9 igx R(_ .2
Al (x) = Ze/ oy (1 + TR (—q ))DFMO(O, 7 )
or, with the insertion of the polarization function (5.39),
Al (x) = —Ze/d3—q giax 47
0 (27)3 2
1
200 q°
x| 1+— [dpB(l—B)In(1+-—5B(1—p) . (10)
b4 m
0
Here we have tacitly assumed that charge renormalization has already been performed,
i.e. e is the renormalized charge. From the identity (with r = |x|)

d*q exp(iq - x) 1 a1
(2m)3 q2 " dnr

the Fourier transform of the first term of course yields just the ordinary Coulomb po-
tential. When evaluating the correction term it is convenient to eliminate the logarithm
by partial integration and to introduce the new variable of integration v =28 — 1. Ac-
cording to (3) in Exercise 5.2 this leads to

o)
2 vo(l v
m® (—¢?) =ﬁ4q—2/dv—3 . (12)
S L4 (1-27)

After exchanging the order of integration in (10) the Fourier integral can be solved.
To do this we make use of the formula

d3q exp(iq - x) 1 exp(—ar)

= , 13
n)? ¢%>+a*  4Axm r (13)
which is easily proved by residue integration. The potential then reads
| 2a 4 | d? i
Ap(x)=—Ze | -+ _ozg_nz /dv v2(1 — %vz) B C§3 exsz(lq X) ;
r T om 0 T 1+ m(l —v )
12 1.2
Ze 1+a/d v <l—§v ) 2m (14)
=—— —|dv—————Fexp| ———=r .
r v 1 -2 P V1 — 2
0

A further transformation ¢ = (1 — v2)71/2 or v2 =1—1/¢? with vdv = ¢ ~3d¢ sim-
plifies the exponent:

Exercise 5.4
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Exercise 5.4 x
Z 1 d
Ay =21+ 2L [ 95 p2)emer
r T

é—2

__Ze 1+2—a/d§<1+—)vg e mer | (15)
3
1

This is the commonly used integral representation for the Uehling potential. The in-
tegral cannot be evaluated in closed form but is easily solved numerically. To get an
impression of the behaviour of the correction term one can obtain asymptotic expres-
sions for the cases mr < 1 and mr > 1.

mr < 1. We first split the integral (15) at the point 7 into two parts:

00 7 T %
/dg_e—Zmr{Q=/...+/.~EI1—i—]z, (16)
1 T

1

where we choose 1/mr >> 7 > 1. Then in I; the exponential can be assumed constant
(exp(=2mr) ~ 1),

; 2_ /77 _ ’
I :/d;%: [—%1 +ln<§+\/§2— 1)]
1 1
~In2t) -1 . (I7)

In the second integral one can approximate v/¢2 — 1 2~ ¢, and thus

L~ / d?‘“e—m . (18)

After partial integration the integral becomes convergent at the lower boundary:
o
L~e g |7 4+ 2mr / d¢Inge2mré

T

oo

u
=—e T Inr+ [duln—e™"
2mr
2mrt

o0 o0
—Uu 1 —Uu
—Int+ [ dulnue™ +In—— | due
2mr
0

1
—Int—C—-—In2+In— . (19)
mr

Here the well-known definite integral fooo du Inu exp (—u) occurs, the value of which
is equal to the negative of Euler’s constant C = 0.5772..., and thus

1
Lh>~—In2t4+In——-C . (20)
mr
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As intended, the dependence on the value of T cancels when I and I, are added.
The second integral in (15), which has not yet been taken into account in (16), does
not cause any trouble, because it converges for large ¢ even without help from the
exponential function. One can then approximate as follows:

oo (o)
eV [ VE T 1@ =DV 1
d¢ce ~ [ d¢ = =—. (21)
204 204 2 323 , 6
1 1
Then the asymptotic approximation for the potential reads
, Ze 2 1 5
Agr) x—— |1+ —=({In——---C (22)
r 3 mr 6

formr < 1.
mr > 1. Here only the region 0 < ¢ — 1 < 1/mr contributes to the integral, so that
one can approximate ¢ >~ 1 at various places:

o 3 — o0
/d;“ (1 + L) 571672”"{ ~ / dg%,/; —1e 2mrs
1 1

2¢2 -

00
— 3\2/562mr dé./\/?e—Zmr{’ ) (23)

0

By use of the integral representation of the gamma function,

oo

/dt e =47 (7) (24)
0

and I"'(3/2) = /7 /2 we get
AL () Ze - a e 25)
r)y~—— —
0 r 4 /7 (mr)3/2
for mr > 1.
We have thus found that an electron in the field of a pointlike positive charge feels
the interaction

Z
e A)(r) = —TaQ(r) , (26)

where Q(r) is a function which tends to 1 very quickly for large distances, according
to (25). The deviations are perceptible only if 7 is smaller than about one Compton
wavelength of the electron. The approximation (5.56) used earlier describes this effect
only in the mean. The function eQ(r) can be considered as an effective coupling
“constant”, which increases at small distances. It is also known by the name running

Exercise 5.4
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Fig. 5.16. The effective cou-
pling strength Q(r) as a func-
tion of distance r in units
of the Compton wavelength
ie=1/m="h/mc~386fm
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coupling constant. Figure 5.16 shows the function Q(r), obtained by numerical inte-
gration of (15). The logarithmic increase of the effective interaction strength at small r
is clearly visible. However, only at extremely small distances does the function Q(r)
deviate considerably from the value 1.

From the knowledge of the potential Ag(x) the corresponding polarization charge
density can be calculated using Poisson’s equation. Using the integral representation
(15) of the Uehling potential the vacuum polarization charge distribution is found to
be

1 2
pye(x) = = VAV

0]

- Lz )Z—O‘fd <1+ i) £ - 1V2(6_2m§r> 7)
Tl 2w2) " 2 )
1

Employing the identity (1) we find

® /2 2 —2mer
pvp(x):—Zez—afd§ <1+i> ¢l [53(x)—m—;2e—] . (28)
3 T r
1

2¢2) ¢

The induced vacuum charge thus consists of two components: There is a positive
charge localized at x = 0 and a negative charge cloud which extends over a region
of the size of the Compton wavelength 1/m. This is shown in Fig. 5.17a. Figure 5.17b
shows a schematic representation of the distribution of e™e™ pairs induced in the vac-
uum. The behaviour of the induced charge cloud thus is just opposite to what one
is used from the case of ordinary polarizable media! One would expect that a di-
pole layer is formed in which the opposite (i.e. negative) charge is located at the
inside and the like (i.e. positive) charge at the outside. We will come back to the
apparently paradoxical behaviour of the vacuum polarization charge at the end of
Sect. 7.1.
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The total induced vacuum charge is found to vanish. This is immediately seen using
the Poisson equation and Gauss’ theorem

1
QVP:/d3xpvp(x)=_4—/d3xV.(VAg")
T

1
=——/do-VAVP=0,

4 29

since according to (25) Ay" falls off faster than 1/r at large distances.

The result (28) has to be interpreted with care since the two contributions which
cancel each other when calculating the total charge are divergent when taken sepa-
rately. The 83(x) term is multiplied by an integral which diverges logarithmically at
the upper boundary ¢ — oo. The negative charge cloud at small distances behaves as

o0
2a m? 1 1
(=) _ o= - - 2 —2m¢r
Pvp (r)—Ze?m - r/dg <1+2§2),/{ le
1

:Ze——— N (30)

which also can be deduced by applying the radial Laplace operator to (22). The inte-
gral of ply (r) thus diverges logarithmically.

Additional Remarks. The Uehling potential and the corresponding vacuum charge
distribution can also be calculated for an extended source. In this case pyp is a smooth
function and no divergent quantities are found. We consider an electrostatic spherically
symmetric source

Jo(x)=p(r)=—Zeh(r) , (31

Fig. 5.17. (a) The vacuum
polarization charge density
pvp(r) induced by a positively
charged external point source.
It consists of a positive part
localized at the position of
the source and a negatively
charged extended polarization
cloud. (b) Schematic draw-
ing of the electron—positron
pairs induced in the vacuum
around an extended positive
source
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Exercise 5.4

where A (r) is a smooth distribution function which is normalized according to

e ¢]

/ &Ex h(r) =4n / dr r’h(r)=1. (32)

0

The vacuum polarization potential at x then is obtained by folding the point-source
Uehling potential with the extended source distribution. In momentum space this fold-
ing corresponds to a simple multiplication. According to (7) we have

$Bg 4 _
A (x) = / Weq mR (—qz)pp(cn, (33)
where
@) = / Pxe% p(x) (34)

is the Fourier transform of the charge distribution of the source. If p(x) is spherically
symmetric p(q) will depend only on the absolute value of the momentum and the
angular integration in (33) can be carried out:

5 .
Ay =~ f dig| %HR (—¢%) A(lq)) - (35)

The renormalized polarization function ITR (—qz) is known analytically (see (10) in
Exercise 5.2), the remaining one-dimensional integral (35) in general has to be inte-
grated numerically.

As an example let us consider the charge distribution of an extended atomic nucleus
which can be approximated by the Fermi distribution function'!

p(r) = —2 (30)

Ter—Rc

The parameter R characterizes the radius of the nucleus while ¢ describes the “smear-
ing” of its surface (the limit ¢ — 0 leads to a sharp surface). The function (36) cannot
be Fourier transformed in closed form but p(g) can be expressed in terms of a rapidly

converging series expansion.'?

111 a box distribution p(r) = po@ (R — r) is used instead of (36) the induced vacuum charge turns
out to be divergent at the nuclear surface.

12 . Hnizdo: J. Phys. A21, 3629 (1988).
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Figure 5.18 shows the Uehling potential induced by the extended source (36) for
the example of the nucleus 2*®Pb. The following values for the parameters were used:
Z =82, R=06.62 fm, ¢ = 0.549 fm. The dashed line shows the Uehling potential
eAy’ in units of MeV, the full line is the induced vacuum charge deduced with the
help of Poisson’s equation. The result is consistent with the earlier discussed case
of a pointlike source (see Fig. 5.16): In the interior of the source the charge den-
sity is enhanced by vacuum polarization. In the exterior there is a negative charge
cloud (to make this better visible the curve has been multiplied by a factor 30 in
the figure). Figure 5.19 shows the radial vacuum charge density r2p"F. The area
under this curve vanishes when one integrates up to a distance of a few Compton
wavelengths. Owing to the small value of « the total positive and negative induced
charges are very small (Qv, = — Q4 = 0.037e compared to the charge of the source
Q = —82¢).
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Fig. 5.18. The Uehling poten-
tial eAy"(r) induced by an
208pb nucleus (dashed line).
The solid lines show the cor-
responding vacuum polariza-
tion charge density pyp(r). It
is positive inside the nucleus
and negative outside

Fig. 5.19. The vacuum polar-
ization charge density shown
in Fig. 5.18 here is multiplied
by the radial volume element,
2 pvp. The total area under
the curve has to vanish
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Fig. 5.20. The relevant length
scales in a muonic atom

EXAMPLE |

5.5 Muonic Atoms

A very effective method to increase the strength of vacuum polarization is to use
negative muons () instead of electrons as test charges. These particles obey — as
far as we know — QED as strictly as electrons, differing from them, however, by their
mass, which is larger by a factor m,, /me = 206.77. They decay by weak interaction'?
(u™ — e~ + v, + Ve), but can be regarded as nearly stable, if one deals with electro-
magnetic processes, because of their long lifetime of 2.2 x 1070 s.

Today muon beams can be produced in particle accelerators without great effort.
Bombarding a target with high-energy protons produces m mesons, which decay into
muons and neutrinos (w ~ — u~ + v, ) after about 2 x 1078 s. Afterwards the muons
are decelerated by collisions in matter. Finally a muon that has become sufficiently
slow can be “captured” by an atom. Usually it is first captured in one of the outer shells
(the main quantum number n is typically 14), from where it then goes down to the
Is level by a cascade of radiative transitions. In contrast to the free decay mentioned
above it is then mostly captured by a proton of the nucleus (1~ + pt — n + v)).
The cascade only needs a time of about 10~2 ... 1072 s, which is very fast compared
to the lifetime of the muon. In the transitions between the outer shells predominantly
electrons are emitted (Auger transitions) while the transitions between inner shell or-
bits occur via photon emission. The X-rays that are emitted by these processes can be
measured with high precision.

Muonic atoms are of particular interest for QED because the bound states are highly
localized owing to the large muon mass. Indeed, the Bohr radius (with A =c = 1),

(w) n
- 1
BT (Za) M

is by a factor me/m, smaller than that of electronic atoms. It can therefore easily
become smaller than the Compton wavelength of the electron %, = 1/me, which is the
typical scale of vacuum fluctuations. Figure 5.20 gives an impression of the relevant
scales in a heavy muonic atom. Here r,, stands for the nuclear radius; a]g“ ) and a](;) are

the Bohr radii of muons and electrons, respectively.

Tn a(é') X, a(,;)
R { {
1 1 1 1 1 1 ~N T[fm]
1 10 102 10% 104 108 7

Muonic atoms therefore are the ideal tool for examining vacuum polarization. The
simple estimate of the energy shift (5.58) is modified to

4m m,\°
AEVP = —a(Za)* —_ 810 [ £ ) . 2
nl «(Ze) 15713 e 2)

This follows immediately from (5.57). This simple approximation is not, however,
sufficient to obtain adequate precision; one must use the exact form of the Uehling
potential of Exercise 5.4, which requires a numerical integration.

13 This is fully discussed in W. Greiner and B. Miiller: Gauge Theory of Weak Interactions, 3rd ed.
(Springer, Berlin, Heidelberg, 2000).
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Table 5.1. Contributions to the 5g9/2 — 4 f7,2 Dirac energy 42933942 Example 5.5
energy difference in eV in muonic lead VP aZa Uehling 21054+ 1

VP o Za 15

VP «(Za)"=3 —43

VP o2(Za)? 1

other corrections 0£2

electronic shielding —82+4

sum theory 43133616

experiment™ 431331438

* T. Dubler et al.: Nucl. Phys. A294,

397 (1978).

Interestingly it turns out that the energy shift in muonic atoms is nearly exclusively
due to vacuum polarization, in contrast to the Lamb shift in (electronic) hydrogen.
The high precision of measurement even makes it possible to see contributions of
higher order in Z«. This is demonstrated in Table 5.1 for the example of a transi-
tion in muonic lead for the 5g9,> — 4 f7/2 transition. The transition energies between
the lower-energy levels (e.g., 2p3/2 — 1s1/2) in addition to QED effects are also in-
fluenced by the fact that the nucleus is a deformable object. The resulting nuclear
polarization'* can be calculated by utilizing nuclear models. Therefore QED effects
in those inner transitions are masked to some extent. This is not the case for outer
transitions like the one shown in Table 5.1.

The excellent agreement between theory and experiment is remarkable. This does
not only confirm the (dominating) contribution of the Feynman graph of Fig. 5.10b,
which is of the order of magnitude of «Z«: additionally, higher-order corrections to
the photon propagator are confirmed, the graphs of which are displayed in Fig. 5.21.
Note that the particles generated in the loops are electron—positron pairs. The contri-
bution of ™ pairs is much smaller. (If there were only muons, we would of course
have the same situation — except for the finite nuclear radius r,! — as in electronic
atoms, only the scale of energy would be enlarged by a factor of m, /m..)

The dominant higher-order contributions are due to the graphs that describe the
multiple interaction of the ete™ loop with the field of the nucleus, i.e. a(Za)3,

PROIDROSI v ow

a(Zay o(Za) oaX(Za)

14 See, e.g., W. Greiner: Z. Physik 164, 377 (1961); W. Pieper and W. Greiner: Nucl. Phys. A109,
539 (1968). For a recent reference on the effect of nuclear polarization on atomic binding energies
see G. Plunien and G. Soff: Phys. Rev. A51, 1119 (1995).

Fig. 5.21. Typical higher-
order vacuum polarization
graphs contributing to the bin-
ding energy in muonic atoms
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Example 5.5

a(Za)?, etc. (because of Furry’s theorem only odd powers contribute). Very extensive
calculations are required to determine these higher-order contributions.

We remark finally that in heavy muonic atoms it is essential to take into account the
finite extension of the nucleus. In particular, the lower orbitals do indeed pass through
the interior of the nucleus to a large degree. Muons are therefore a sensitive probe for
determining nuclear charge distributions and deformations.

MATHEMATICAL SUPPLEMENT |

5.6 Gaussian Integrals

In the following we prove an integral formula needed in the calculation of radiative
corrections:

/d4k exp [i(ak2 +2b- k)] = :;—22 exp (—ib2/a) (1)

for a > 0. Equation (1) is split into four Cartesian single integrals. The one-
dimensional integral

f dx exp [i(ax2 + 2bx)] (a > 0) 2)

—0oQ0
is subject to the transformation

1+i b ib?
x= +lu—— , i(ax2+2bx):—au2—l— , 3)
V2 a a
i.e. a rotation by the angle —m /4 and a shift of the origin, which transforms (2) into
a standard Gaussian integral:

f dxexp [i(ax2 + 2bx)] =

o0
1+i ey / ‘ oy
ﬁ exp ( 1 (1)00 ucexp ( au )

—00
141 /7 -
= — —ib . 4
e (-a) @
Owing to the Minkowski metric in (1) we also need the complex conjugate relation
—i(ax? S i ib?
/ exp( i(ax” + 2bx)) dx = 7 \/;exp (+1b /a) . )
—00

The four-dimensional integral (1) then reads

/ d*kexpi(ak? +2b - )



5.3 Self-Energy of the Electron

291

oo 3 o
= f dkoexp [i(akf + 2boko) / dk; exp | —i(ak? +2bik;)
%o i=1_"%
1+i(1-1)° =2 ,
= ﬁ (f) ) exp [—1(193 — bz)/a]
2
v .
= 2 exp (—1b2/a) . (6)

5.3 Self-Energy of the Electron

Just as the propagator of the photon was modified by the creation and subsequent
annihilation of a pair, so also will the electron propagator be modified by the process
where by a virtual photon is emitted and reabsorbed. We want to calculate how the
undisturbed electron propagator

iS(p) = S (5.62)

is modified by the Feynman graph of Fig. 5.7b. In order ¢ we obtain

iSp(p) = e——s>—e  + ’_&*
=iSg(p) +iSp(p)(—iX'(p)) iSe(p) + ... . (5.63)

Here the self-energy function

() = (—iep? [ Lk AL, i (5.64)
—1 = (—1e .
b 0yt +ie] F—f—mrie”

has been introduced (compare (5.3)). X' (p) is a4 x 4 matrix in spinor space, in contrast
to the polarization Lorentz tensor I1,,(q). One can decompose it into terms propor-
tional to the unit matrix 1 and to p. However, the following decomposition is more
convenient:

Z(p)=A+B@—m)+ZRp)p-m)’, (5.65)

which in a sense corresponds to a Taylor expansion about the point p = m. The con-
stants A, B and the residual term X®(p) should not contain any y matrices. The last
term in (5.65) contains terms proportional to jj = p?, proportional to j#, and propor-
tional to m2. Such terms do of course already occur in the first two terms of (5.65).
What is new about the third term is that these factors are multiplied with a momentum-
dependent function (residual function) R (p). Before we perform the explicit calcu-
lation of (5.64) we examine the meaning of the first two contributions in (5.65). Using

Mathematical Supplement 5.6
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the identity (5.9), the “chain approximation” of (5.63) can be immediately summed up
as a geometrical series. Similar to the photon propagator (5.10) this yields
i
iSy = — . 5.66
D) = o (5.66)

We verify the steps, making use of the fact that X' and Sp commute:

IS, = iSp (1 + ZSE+ (ZSp)P .. )

1 i
1= 55! — 5! Zse

1
T pmtie—(f—mZ(P—m))
i
:p}—m+ie—2'

Not only is (5.66) approximately valid up to order e, but it exactly sums up all graphs
with arbitrarily many single photon lines put one after the other (the “chain approxi-
mation”).

Let us now have a look at the modified propagator in the vicinity of p = m. This
loose manner of speaking means that actually we are looking at matrix elements of Sg;
between spinor wave functions that are on mass shell p? = m?. Since the free spinors
obey the Dirac equation (p —m)u(p) = 0, in the transition operator one can set = m,
if p acts directly on a free spinor. This replacement would not be allowed for bound
electrons, for which pu(p) # mu(p).

From (5.66), together with (5.65), we get

i

iSp(p) = p—m—A—B(f—m)— (f—m)?2ER(p) +ie

i
 P-m—=A)A=B)(1 - (p—mIR(p)) +ie

- (1+ B)i
S (P-m—=AA = (P-mZR(p) +ie

Here A, B, IR were treated as small quantities of order 2, and terms of higher order
were neglected in several instances. In the first transformation, for instance, products
like AB etc. have been dropped, and in the last line we have set
(1—B)~! ~ 1+ B. Near the mass shell we can obviously neglect the momentum-
dependent correction () — m)XR(p). Then the modified electron propagator reads
simply

(5.67)

o i(1+B)
iSHP) ~ e (5.68)

or

iSp(p) ~ Z iSe(p,m — m + dm) (5.69)

where the electron renormalization constant

Z,=1+B (5.70)
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and the self-energy
dm=A (5.71)

have been introduced. The latter shifts the pole of the electron propagator from the
value m to m + §m. This means that the electron, which originally had the bare mass
m, now moves with the physical mass

mr=m+3dm , (5.72)

if one takes into account the interaction with the self-generated electromagnetic field.
Since it is completely impossible to switch off this interaction, the quantities m and
8m separately do not have any physical significance, just as the bare charge had no
physical significance in the case of charge renormalization (5.46). All observables,
i.e. S-matrix elements, contain the renormalized mass mg >~ 0.511 MeV. Thus we
need not worry too much about the fact that §m will again prove to be a divergent
expression. An analogous role is played by the factor Z, given by (5.70). It multiplies
all electron propagators that occur in a diagram. Since internal electron lines are al-
ways located between two vertices with the factor (—iey,,) one can perform a charge
renormalization to absorb the factors Z,, namely

er = Zsze . (5.73)

In contrast to (5.46) there is no square root involved here, because there are always
two electron lines that share a factor of e. The renormalization of the external lines
again requires special consideration. Application of Feynman’s rules to an external
electron line of an arbitrary graph causes the self-energy replacement

u'(p) = u(p) +iSr(p) (=¥ (p)) u(p) (5.74)

according to the graphs of Fig. 5.22. The direct application of this formula results
in an undefined expression of the form (y — m) ! (p — m)u(p). However, since we
know how to renormalize the propagator Sp.(p), and since according to (2.24) the
latter is a quadratic function of the field amplitudes, we must perform a wave-function
renormalization,

W' (p)=Zou(p) . (5.75)
—<— + 0———&—4——
u(p) iSr(p) (—iX(p)) u(p)
—_
SEE(p) u(p)

We illustrate this once more in the following way:

iSE = Zo iSp(m+om)

= V72 \Z5iSy (m+om)

-

W'(p) = v Zru(p)

[ ]

this factor applies
to the external
wave function

Fig. 5.22. Renormalization of
an external fermion line
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In the calculation of the matrix element of any Feynman diagram of arbitrary complex-
ity the renormalization constant cancels out. Let us consider a graph of order n con-
taining n. external electron (or positron) lines. It is easy to see that there are n — ne /2
internal electron lines, each of which must be renormalized according to (5.69), taking
into account the electron self-energy. This yields the renormalized matrix element

My~ (Z2)" "2 7, "My = ZiMyi (5.76)

which coincides exactly with the result one obtains by the renormalization of the elec-
tron charge according to (5.73) at each of the n vertices. This is illustrated in the
following complex graph:

It is a graph of order n = 5 with n, = 2 external lines. It has n —n,/2=5-1=4
internal lines.

After these general considerations we are left with the task of explicitly calculating
the self-energy function X'(p) and of identifying the terms of the expansion (5.65). As
already mentioned, by counting the powers of k the integral (5.64) is linearly diver-
gent; it must thus be regularized. However, (5.64) has the further problem of diverging
at small values of k, too. For the time being this is not obvious; however, it will become
clear in the following. To avoid this so-called infrared divergence we (just formally)
attach a small mass p to the photon. With this modification the self-energy function

reads
1 pP—Kk+m

d*k
Z(p. ) = —4mic? / e .
Qo)A k2 —p2+ie’ (p—k)?—m? +ie

Vi - (5.77)

(In the end, physical observables have to be calculated in the limit & — 0. A detailed
discussion of this problem will follow later.) In this way we will be prepared to face
possible problems with the integrand of (5.77) for k — 0.

To calculate (5.77) we again introduce the parameter representation (5.22) of the
propagators. The numerator can be simplified according to the rules of the Mathemati-
cal Supplement 3.3, y#*(p — k+m)y, = —2p + 2k 4+ 4m. We remind the reader again
of the idea of that short calculation: y* gy, = p"y v,y = pYv*(=vuny +280) =
—yPyup +2p = —4p +2p = —2p. If we again replace the factor proportional to &
by a differentiation according to (5.24), we finally get the self-energy function, regu-
larized by the Pauli—Villars method:

o0 o0 a
X(p,p) = 4rrie? / da; /d(xz (—21/ — Zi)/“a—u + 4m>
Z
0 0

d*k
X / —(Zn)4 (exp {i [al(kz _ M2) +a2((p . k)2 _ m2)

+z- k] ] + reg) (5.78)

z=0

Evaluation of the k integration is possible with Gauss’ formula (5.26):

/ d*k - =exp [i(—aluz + a2p2 — azmz)] ;1
Qm)* (4m)% (a1 + a2)?

x exp | —i(—20p + 22 /4 + )] -
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After having performed the z differentiation and a trivial transformation we get
for (5.78)

o0 o0
S0 ezfd /d : 2 Ny
pu)=— [ da —— m—
P K 2 ! 2(051 +052)2 o]+ o
0 0

X exp |:i < e p2 — Ol]pLz — a2m2>:| —i—reg} . (5.79)
o] +ar

If we introduce again the factor 1 = f0°° dod (o — a1 —ap) of (5.33) and perform a scale
transformation according to «; = gf;, we get

. e2 [e¢) o o 1
E(p,u)=—/dgfdm/dazé(g—al —062)?
0 0 0
X {<2m — ﬂy) exp I:i(alo{2 p2 — al,uz - a2m2)i| +reg}
e [
1 1
=3 /dﬂlf dp28(1 — 1 — p2)
b4
0 0

oo

d
x {(Zm—ﬁl o[ S oplie(Bipar— i~ pom?)| +reg} :
0

B

(5.80)

Obviously the p integral is logarithmically divergent at the lower boundary. To regu-
larize it, it is sufficient to subtract a single term in the integrand (C; = —1), in which
the photon mass u is replaced by the large cutoff momentum @1 = A, i.e.

O/ %Q expic (120" — Br1® — pom?) | —exp(iop1 47)} . (5.81)

where in the second exponent all other terms have been neglected compared to the
large A2. The integral can be solved by use of the formula

o

o0
/ —Q gloGitie) _ eig(@“g)) =2 (5.82)
) e z1

In connection with (5.35) we showed how this result can be obtained by performing
the limit lim | noo ---. Then the regularized self-energy function reads

1

e? BA?
S(pop. A) = [ dp(2m — ﬂwln[
0

(1= pym? + pu? — (1 — B)p?

} . (5.83)

If the momentum vector is time-like an effect that already showed up in the polariza-
tion function I7 R(q) of (5.39) occurs here again: If p2 is sufficiently large, the argu-
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ment of the logarithm in (5.83) obtains a zero, which moves into the region of integra-
tion 8 € [0, 1]. An examination of the quadratic form (1 — 8)m? + pu’> — B(1 — B) p?
shows that this happens if p? > (m + ). If the squared momentum passes over this
threshold, X (p, i, A) gets an imaginary part. Physically this must be understood as
the possibility of a virtual electron decaying into a real electron and a real photon,
just like in Sect. 3.4 (Bhabha scattering), where a virtual photon turned into a real
electron—positron pair. At p> = (m + )2, therefore, X (p, i, A) is a nonregular func-
tion. Thus the expansion intended in (5.65) is only possible if the fictitious photon
mass p is not set equal to zero! The reason for the difficulties in the case u = 0 is ob-
viously due to the fact that an electron that is arbitrarily close to the mass shell is still
able to emit real photons (with accordingly large wavelengths) and that for this reason
it is not at all possible to consider an isolated electron without a radiation cloud. We
will therefore keep u finite and only at the very end will we perform the limit to the
physical value 1 = 0.

The complete solution of the integral (5.83) is rather difficult.”> We want only
to identify the constants A and B of (5.65). The mass correction dm results from the
calculation of the self-energy function on the mass shell, j = m, p?> = m? (in the sense
discussed above: sandwiching between free spinors u(p)):

bm=A=5(p, . 1)

p=m,p?=m?

pa?
— Bym* + B — B(1 — pym?

= m 2- Bl
—2—//3( ,3)11
0

__/d 2- Bl A 5.84
0

In the limit « — O this integral converges to a finite value, so that we can set u = 0.
Splitting the logarithm yields

1

ezm

2
dm=——[dBQ2—-pB) [lnﬂ—Zln(l —,3)+lnA—2} . (5.85)
21 m
0

With the aid of the elementary integral

/dxx” lnxz—ﬁ (5.86)

it follows immediately that

3 A% 1]
dm=m—In|—+=]) . 5.87
"M "<m2+2> ©87)

15 It can be found in R. Karplus and N.M. Kroll: Phys. Rev. 77, 536 (1950).
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The renormalization constant B results as the first term in the Taylor expansion of X.
With (5.83) and p? = p?

i)
B=7Z,—1=—
8? y:m,pzzmz

1
2

2
. dﬂ[—ﬂl pa
0

YU+ Bt —p— p)p?

21

Bl —B)2p }
m2(1 _ﬂ) +/3M2 - ﬂ(l - ,3)[72 ﬁzm’pzzm2

1
_ = pA2 2m2(2 — B)(1 — B)
o O/dﬁﬁ[m(l—mzmuﬂuz B mz(l—ﬁ)2+ﬁu2} ' 88

— Qm—-BpH(-)

The first integral is solved just like (5.85); here we can set 1 = 0 without penalty:

A2

1
11_/dﬂﬂ[lnﬁ—21n(l—ﬂ)+lnA /m ]_—i-z—i-ilnﬁ .
0

Without the pt-dependent term in the denominator the second integral would be diver-
gent. In logarithmic accuracy, the action of this term can be replaced by introducing
a sharp cutoff.

1 1—p/m

o C-piu-p
h= 2O/dﬁﬁ(1—ﬁ)2+ﬂuz/m2 : O/dﬁﬂ

e-pd-p
1-p2

Indeed, the integrand of the first integral is sharply peaked at 8 = 1 — % (see Fig. 5.23).

This position of the maximum follows from setting the derivative

4 1o
dg (1 - B)> + pu?/m?

_ - =p?—p/m? — (= PI=201 = B) + 4> /m’]
(1= )2 + pu?/m?]? '

to zero (the omitted factor B(2 — B) is slowly varying in the vicinity of 8 >~ 1). This
leads to (1 — B)% — Z—z =0andthus B =1 — % as claimed.
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Fig. 5.23. The integrand as a
function of B, drawn for the
value /m = 0.05

12 v T T T T T

10 |

1 1 1 L

0 A : i
0.0 02 04 0.6 0.8 l 10 12
1-p/m B

The reduced boundary 1 — p/m corresponds to the maximum of the function
(1—=p)/[(1 = B)? + Bu?/m?]. With the substitution r = 1 — B we get

1

1 w?
Lh~-=-2 Jdt|-—t :1n—2+1
t m

w/m

and thus
Z,=1+B (L 2+1 “2+9 (5.89)
= =l—-—(zIn—+Ih—+-| . .
2 a\2 m? m?2 4

We finally remark that the mass renormalization §m (5.87) and the renormalization Z;
of the electron propagator (5.89) are only weakly, that is, logarithmically, divergent.
The counting of the powers of k had led to the overly pessimistic prediction of a linear
divergence.

Except for that, the renormalization constant Z, has very unpleasant features. It is
infrared divergent for zero photon mass and in addition depends on the gauge of the
photon field. If we had used instead of the “Feynman gauge” another form of the pho-
ton propagator (cf. Chap. 4), we would have got a result for Z, different from (5.89).
This is not true for the mass renormalization ém, which is gauge invariant. In the next
section we shall see that this twofold ambiguity of Z; has no harmful consequences.

5.4 The Vertex Correction

As the last of the radiative corrections fundamental for renormalization we examine
the change of the vertex due to a virtual photon as depicted in Fig. 5.7a. According to
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the Feynman rules the factor —iey,, is replaced by

P p'
p P

= —iey, — ieF#(p/, p) (5.90)

with the vertex function (cf. (5.2))

d*k 1
I—v /7 =_4 s 2/
wp.py=—amie | e 2 i
s (" ! ! (5.91)
v y/—k—m+iey“pf—k—m+ieyv ’ '

This momentum loop again leads to a (logarithmically) divergent integral and must be
renormalized. Additionally we have providently introduced once more the fictitious
photon mass u, in order to be able to handle a possible infrared divergence.

Although a complete evaluation of the vertex function I, ( p’, p) is feasible, it is
quite demanding. We therefore restrict ourselves to the important special case that the
electron lines of the vertex “lie on the mass shell”. By this we mean that at the end
of the calculations a matrix element of the form u'(p") [, (p’, p)u(p) between free
spinors is to be formed. The following calculation is valid only under this condition, '
although we will not always write down these spinors in what follows. This condition
permits us to replace p’ — m when acting to the left and p — m when acting to the
right.

Now we decompose I, (p’, p) into a sum of the limit for zero momentum transfer
q = p' — p =0 (“forward scattering”) and the remainder

Lu(p'. p) =Tu(p. p)+ (Fu(p'. p) = Tu(p. p)) .
=Tu(p.p)+ TR p) . (5.92)
When constructing the forward-scattering part we do not have the vector g, at our
disposal (it is equal to zero); therefore Iy (p, p) can only be proportional to y,, or py,.
The matrix elements between free spinors of both of these operators are, however,
simply proportional to each other, if the momentum transfer vanishes, and can thus be

transformed into each other. This follows from the Gordon decomposition of the Dirac
current

1
i(p")yuu(p) = %ﬁ(p’)[(p + P +iouw(p' — p)'u(p) . (5.93)

It is thus sufficient to use only y,,. This leads us to the ansatz

Iu(p,p) =Ly . (5.94)
L will soon prove to be a constant that diverges logarithmically in the cutoff momen-

tum A, while the remainder of the vertex function, namely I 5 (p', p) is a well-defined

16 Explicit expressions for I, assuming that one or both electrons are on the mass shell are given in
A.L. Akhiezer, V.B. Berestetskii, Quantum Electrodynamics, Wiley-Interscience, New York, 1965.
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Fig. 5.24. Tllustration of the
Ward identity

finite expression. One can easily understand this assertion if one expands the first elec-
tron propagator in the integral (5.91) at fixed momentum p according to the operator
identity (5.9), that is,

1 1
P —k—m+ie p—f—m+ —p+ie
1
T h—K—m+ie
! ' ! 5.95
T temre T e T O

The first term, which is independent of p’, is proportional to |k|~! for large values of k
and is the reason for the logarithmic divergence of the integral (5.91). On the other
hand, the following terms of the series, which vanish as p’ — p and therefore lead
to I lf( p’, p), have higher powers of k in the denominator and render the momentum
integration convergent. Since the electric charge is measured by scattering with low
momentum transfer, the replacement

—iey, — —iey, —ieLy, + O(q) (5.96)
makes us expect that one further charge renormalization will be necessary, namely

eg=2"e, (5.97)
where by convention the renormalization constant Z; has been introduced;

Zi=(1+L)'~1-L. (5.98)

The divergent part I',(p, p), however, can be traced back to an already familiar
result without any calculation. To do this, we differentiate the electron propagator
Sp=—m+ ie)~! with respect to momentum. Because of Sg (p)SPTl(p) =1 we
obtain, according to the product rule,

0 _ 0
aWSF(p) : SF1<p)+SF(p)aP7(z/—m> =0,
or
0 S = —35 N 5.99
i F(p) =—Sr(P)vuSE(p) . (5.99)

The differentiation of the electron propagator with respect to momentum thus corre-
sponds to the introduction of a vertex with zero momentum transfer, as indicated in
Fig. 5.24a. Obviously it is then also possible, according to Fig. 5.24b, to relate the
vertex correction with g = 0 to the diagram of self-energy through a simple differen-
tiation:

(a) ¢=0 (b 7=0

o)~ o
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a
Fu(Pyp)=—W—HE(P) . (5.100)

This follows immediately by application of (5.99) to the self-energy function (5.77).
Equation (5.100), which is called the Ward identity,'” has far-reaching consequences.

If one differentiates the expansion of the self-energy function (5.65) with respect
to the momentum vector, one gets

0
LVMZFM(P,P)Z—WE(P)Z—BVMJFO(M—m) : (5.101)

On the mass shell
L=—-B , andthus Z;=27;. (5.102)

Remember that Z1 =1 — L =1+ B and Z; = 1 4+ B according to (3.70). The renor-
malization constants of self-energy and vertex correction are thus exactly equal and
simply cancel each other! According to (5.46), (5.73) and (5.97) the final charge renor-
malization is

er=27"'Z20y/Z3e=\/Zze , (5.103)

which includes the effects of vacuum polarization, self-energy, and vertex correction.
Since we consistently include only corrections of order eZ, the multiplicative treatment
of the individual corrections is justified, because in lowest order (1 + &1 +¢& + --- +
en) = (I +en(l+e)---(1+&n).

The result (5.103), which states that charge renormalization is solely due to vac-
uum polarization, is most satisfactory. This is because the resulting renormalization of
charge (5.103) in contrast to (5.73) and also to (5.97) does not depend on the fictitious
photon mass w and the gauge chosen, which indeed were both chosen at will. Yet
the Ward identity has a much more fundamental significance: it ensures the univer-
sality of the electromagnetic interaction. The reason for this is that self-energy (Z;)
and vertex correction (Z1) will look different for each charged particle (e, u, p, - - - ).
Equation (5.103), however, ensures that the renormalization of charge does not de-
pend on what species of particle one is dealing with, but that it is only a consequence
of the photon propagator being modified by virtual pair creation. Thus if the bare
charges e of two elementary particles are equal, the Ward identity (5.103) ensures that
the physically observable charges er are equal too. If the Ward identity did not hold
the bare charges would have to differ by exactly the amount which ensures that the
difference due to renormalization is cancelled. This is absurd! The measured elemen-
tary charge e is a universal constant. A remarkable result of quantum electrodynamics
is the fact that this property remains true in all orders of perturbation theory (we have
restricted ourselves to the lowest nontrivial order e2).

17 J.C. Ward, Phys. Rev. 78, 182 (1950).
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EXAMPLE |

5.7 The Form Factor of the Electron

We want to study those physically observable consequences arising from the replace-
ment of the vertex factor —iey,, by the complex expression (5.90), which has the form
—ie(yu + I'u(p', p)). As we did in our general considerations of the previous section
here the electron will be approximately regarded to be free (i.e. on the mass shell).

To evaluate the momentum integral (5.91) we first simplify the numerator which
will be called X. Since the vertex function is to be located between free spinors, we
have u(p’)(p' —m) =0, ( — m)u(p) =0 and can replace p’ — m, p — m. To be
able to do this, however, one must place the matrix p’ totally at the left and the ma-
trix p totally to the right, so that each stands adjacent to its eigenspinor. Using the
commutation rules of the Dirac matrices we get

X=y"( —k+my(p —k+m)y,

=[(p +k+my" + 200" = 0" yu[ro (= +k +m) +2(p — k)]

=[kr" +200" = " |yu[wk +2(p — k)] . (1)

This expression can be transformed into
X=4{n [0 =0 (0 =k = K22+ + p =)k = mhy} @)

The detailed calculational steps leading to this result are as follows: Using "y, y, =
—2y, and kf = k? one finds
X =" yurk + 8y vu2(p =)y + 200" = O yunk + 200" = ) yu2(p — k)y
= =20y k + 28 — Oy + 27 (F — Ok +40 — k) - (p — kv
= 2k7y, — Mtk + 20 Py — 2Ky + 2y P K — 2yuk?
+4(p' =k - (p =By .

Using again the Dirac equation gives

2Py =2%Cpu — yup) — Mpu —2mly,
2vu ¥ =2Qp), — P'vk — 4kp), —2myuk .

The two mass terms can be combined into —2m ¥y, + yu k) = —4mk, which leads
to the final result (2). The vertex function thus reads

d*k
(2m)*

v [P =) - (p—k) = K*/2] + (p' + p — )k — mky,
(k> — u? +ie) (k2 —2p’ -k +ie) (k2 —2p - k + ie)

(p, p) = —4x 4ni62/

3)

where in the denominator again the mass-shell condition p? = p’? = m? and k? = 2
was used. Obviously the evaluation of this integral is rather laborious. However, one
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can employ the methods already used in the calculation of vacuum polarization and
self-energy. For this reason we shall pass more quickly over the intermediate steps.

Again one can introduce the integral representation of the propagator (5.22), where
now because of the three propagators in (3) three parameter integrations are required.
Using the Gaussian integral (5.26) we get the identity

d*k 1
.
/ @t P D T (0 =2 k4 ie) (@ —2p -k +1e)

o0
1 doydasrdas { . [(Z/Z —play — POlS)Z
_ —i

@n? ) @ tamtant ¥ a1 + o+ a3
0

+ Mzon] } CY

The momentum factors k in the numerator (3) can be converted into a differentiation
of the exponent with respect to the auxiliary variable z, as in (5.24). Thus one may
replace k exp (ikz) = —id/dzexp (ik - z), which leads to

—z/2+ p'az + pas
—_— .

k (5)
o] +ay + a3
Finally the integral (3) assumes the form
o
ruo'. p) ,62/ dojdapdas (o1 + oty + t3) ,
p)=—1i— | ——— a+ay+a3)p-
w(P'sp 7] o ran || @ T2t @p P
0
1 " 1 m?(o + @3)® — axazg® i
+2(az+a3)(p+p) +3 ot o +5
m a1 (an +a3) }
+-(p+ P )p————
2P p)”a1+az+a3
2 2 _ 2
xexp{—il:uzal—i—m (@2 +0a3)” — ana3g “ . ©)
a1 +or+ a3

Here ¢ = p’ — p denotes the momentum transfer. In the derivation of (6) we used
pr=p?=m? p' - p=m?— g?/2 several times, for instance in order to obtain

(plaa + pas)® =m* (a2 + a3)> — g 03 .
In addition we replaced p — m, p’ — m. A further trick was to make use of the
symmetry of the integrand under the exchange of «; and «3. Terms like

(0.¢]

/da2d0l3(062 —a3) fla,3) ,

0
with a symmetric function f (a2, ®3) = f(a3,«3), are equal to zero. The term i/2
in the second line of (6) is due to the factor k2, because in the twofold differentiation
(—10/0z2) of (4) the product rule must be applied. The argument of the exponential can
be made real and negative by a rotation about —m/2 in the complex «; plane. To this

end we take into account that the momentum transfer to a free particle is space-like,
g% < 0. One can thus substitute

o —> —iOl,' (7)

Example 5.7
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Example 5.7 and afterwards have the integration extend to 400 again on the real axis. Addition-
ally, as in (5.33), we introduce an auxiliary integration with respect to a variable o
according to

e ¢]

/dQS(Q—al—az—a3)=1. ®
0

The vertex function (6) then reads

2 o0 oo

e 1
FM(P/,P)Z—;/dOlldazd%/dQ 30—y —012—053)Q—3
0 0

1
X <m {QP -p - 5@ Fa)(p+ pH?

1 1
+ — [mz(otz +a3)’ — 062013q2] -5
20 2

m o (o + o3)
+ 5(17 + P/)M7>

1 2 2.2 2
XeXp{—E [—ozzazq + (a2 +a3)'m” +ajopn ]} . 9

Now an exchange of the order of integrations follows, and afterwards a scale transfor-
mation «; = 0f;, so that we finally get

2

ERR

Iup'.p)=— /dﬁldﬁzdﬁ35(1 —B1—B2—B3)
0

1
X dQ(Vu{P p = E(ﬁz +B3)(p +p)?

b [W Bt B~ BaBsa®]| o |+ 2ot DB B+ )
3 2+ B3 2839 % 7 (PHP)ubr(Pa+ps

xexp|—o[~pafsa® + (B2 + p)m® + i} (10)

The o integral has a part that is logarithmically divergent because of the term
Yu(—1/(20)). We know from (5.102) that such a divergence occurs. Regularization is
performed according to (5.92) by subtracting the term for forward scattering (¢ = 0):

rip',p)=Tup'.p) = Tu(p. p) . (11)

Strictly speaking we would have already been obliged to take this into account in the
derivation of (10), in order to justify the formal manipulations.
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We want to represent the regularized vertex function in a more clearly arranged
form. Therefore we write

TRP P =1uFi(a?) + 3-000 Fa(d?) - (12)

This is exactly the ansatz we had found in Exercise 3.5 by general considerations on
the interaction of a photon with a spin-1/2 particle. This term is obviously contained
in (10) if the term proportional to (p + p’), is replaced according to the Gordon
decomposition (5.93) by the sum of a term proportional to y,, and one proportional
to o,,q". The functions F1( ) and Fz( ) are called form factors. Obviously the
electron gets an apparent internal structure by the interaction with the virtual radiation
field and differs in its behaviour from a pure Dirac particle. The form factors in (12)
can be re-expressed by integrals over the 8 variables. As already mentioned, to obtain
the form given in (12) we use the Gordon decomposition

1
u(p)yuu(p) = —u(p ) [(p+ Py +iowwg” |up) . (13)

The integration over g is easily done. For the first form factor we obtain

2 e’
Fi(q”) = — ;/dﬂldﬁzdﬁﬁ(l —p1—B2—B3)
0

2
x ”m L B+ P <2m2 - %)

1
+ Emz(ﬁz + B3)% = BB +m*Bi(Ba + 53)}

-1
X [mz(,Bz + B3)% + Biu® — /32;33q2]

- 2 2 2 _ 2(_ ...
In[m?(82 + B2)? + Piu® = Pafsd’ } . (14)
(q=0)
The logarithmic integral originates from the 1/o term in the integrand. We used
oo o
/d—Q e QA—e_QB> = lim d—Q<e_QA—e_QB>
o n—0J o0
0 n
o] 00 d an
= lim /—/ Leo—iim [ Lee
n—0 0 n—0 o
A nA
nB
. do
=lm [ —=InB—1nA . (15)
n—0 o
nA

In a similar form this integral occurred in (5.35) and (5.82). The product p’ - p
has been replaced by m? — ¢?/2, because ¢> = (p' — p)> = p? + p* = 2p’ -

Example 5.7
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p = 2m?> —2p' - p. The term m?B1(B2 + B3) in the numerator of the first term
of (14) follows from (m/2)(p + p')uf1(B2 + B3) by replacing (p + p'), =
2myy —ioung”.

The result for the second form factor is less involved. There is no need to regularize
and the result is

]

2
Fy(q%) = %/dﬁldﬁzdﬂﬁ(l —Bi1—B2—B3)

0

m?B1 (B2 + B3)
m2(Ba + B3)? + Bin? — BaB3q?

We do not want to go into the details of the general evaluation of the integrals (14) and
(16), which is rather difficult. A simple result is obtained in the limit of low momen-
tum transfer, g> — 0, which is also of special physical significance. The form factor
133 (qz) can be calculated immediately. Since no infrared divergence occurs, we set
w?=0. Equation (16) then reads

(16)

1-p2

1— 62— B3
0 d d
F0) = /ﬁz/ ﬂ3,3+ﬁ%

2

1
— / da[In(B2 + B3) — B3]y
0

;lN

1

1
[( Baln B+ B2) — B + Eﬂﬂ

0

§)|Q :l|®|\)

a7

In the limit g> — 0 the function Fy (qz) contains a divergent part, which leads to
charge renormalization and which is eliminated by the regularization in (14). We ob-
tain in the lowest nonvanishing order

R) = 2L (mﬂ—é) , (18)

37 m?

which can be checked by the elementary but rather lengthy integration of (14). Thus
a logarithmic divergence occurs, similar to the case of the self-energy graph (5.89).
The regularized vertex function Flf( p’, p) for free spinors and low momentum trans-
fer is now completely determined by (12), (17), and (18).

To understand the physical consequences of this result, we examine the interac-
tion energy of an electron with a static external electromagnetic field Afj“, just as in
Exercise 3.5:

W= f Bx AL,
R

B} i
=e/d3x1ﬂp/ (yu Rp 47’:”1D;"yg> YAl (19)
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Here the graphs (a), (b) and (c) of Fig. 5.25 were added. They all contribute to the
interaction of a fermion with an external field.

The self-energy correction can be left out, because for free particles it only con-
tributes to charge and mass renormalization. This is so because free particles are
on the mass shell, so that the term Z‘R(p) p — m)2 in (5.65) does not contribute
because of p = m. Insertion of (17) and (18) as well as (5.16), (5.18), (5.41), and
Dp? = —4mg™? /q? yields for small values of g2

W /d3 7 42 (g 3]
~e XY,y ——({ln——-—-
PV T3\ T8 TS
o i
+Eﬁ quv}WpAeﬂxw (20)

where the term —1/5 results from vacuum polarization (5.41). Using the Gordon de-
composition this can be written as

- 1 a g> m 3 1
Wee | x|l — Nl 22 (222
e/ xwp{Zm(p+p)M|:+3nm2<nu 8 5)}

o i
+ (1 + E> % ;qu} prgxt . (21)
Since we are interested only in slowly varying (“quasistationary”) fields, the correc-
tion proportional to ¢> in the last term was dropped. The momentum factors can be
transformed to gradients in configuration space: g, — 19, acts on the photon field

and p;L = —id 4, pu =19, act on the spinor field to the left and the right, respectively.
This leads to

o (Bl g0 el fm_ 31 "
W_e/dx{zmwp(x)auwp(x)[l 3nm2<ln,u 3 S)D}Ae’“
o 1 - v
_ (1 n E) SV ()0 Y () 0 Aé‘xt} . 22)

The first term contains the “convection current” of the electron, which interacts with
the potential. In the special case of a purely magnetic field the second part can be iden-
tified as the magnetic dipole energy. To see this, we introduce the electromagnetic field
strength tensor F*¥ = 0" A — 9" A* and use the antisymmetry of 0, =i/2 [y, wl;
thus, using 0,,0" A* = — %o,w FHY,

1 _
Winag =~ € (1 + %) i / &Ex P ()0 W (x) FH (23)

Fig. 5.25. The graphs (a—c)
contribute to the interaction
of a fermion with an external
field
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In the case of a purely magnetic field F'?> = —B3, o1, = X3 and cyclic permutations.
Thus the interaction energy becomes

~_ % Bl 3¢ 0 .
Wonag = =7 (1 + 27r> Z/d XY@ EYQ) - B

=—(u)- B, (24)
with the magnetic moment ((S) = (X)/2)
h
- (1 2
2mc 2

=2(1+ 5= ) iu(S) = guun(S) . 25)

(n) )2<s>

o
2

Here we have for once also written down the natural constants 7 and c¢. The factor &
is due to g — ihd, and the ¢ is due to the Gordon decomposition, which strictly
speaking contains the factor 1/2mc. As is to be expected, the magnetic moment is
thus proportional to the spin expectation value of the electron. In units of the Bohr
magneton up = eh/2mc the proportionality factor (Landé’s g factor) is

1
g=2 (1 n 53> ~2(140.001 161 41) . (26)
T

The difference of the g factor from 2 is called the anomaly a = (g — 2)/2 of the elec-

tron. It is one of the most important predictions of quantum electrodynamics and since

its first calculation by Schwinger!®

19

it has been measured with impressive accuracy.
A modern experimental value is

gexp = 2(1+0.001 159652 193) , 27)

where only the last digit is uncertain.

Obviously Schwinger’s prediction is perfectly confirmed within the range of va-
lidity of second order perturbation theory. To understand the result (27) completely,
higher-order terms must be taken into account. In Fig. 5.26 we show the graphs of
fourth order («?). One finds that only the five diagrams (a—e) contribute to the mag-
netic moment. In sixth order 72 Feynman diagrams contribute. With increasing ac-
curacy of measurement 891 Feynman diagrams of order a* have to be calculated
and a number of further corrections (virtual hadron creation!) must be taken into ac-
count.

18 J. Schwinger: Phys. Rev. 73, 416 (1948) and 76, 790 (1949).
19 R.S. Van Dyck, Jr., P.B. Schwinberg, H.G. Dehmelt: Phys. Rev. Lett. 59, 26 (1987).
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The pure-QED contributions usually are represented by the coefficients C; of
a power series in /7 which turns out to be the natural expansion parameter for this
problem:

gtheor:2|:1 el (%)+C2<%)2+C3 (%)Z} . (28)

Above we have evaluated Schwinger’s second-order term C; = 1/2. It took nearly
a decade to obtain the correct analytical expression for the fourth-order coefficient
which reads’

C =1+ (3-3m2) @+ 33
— —0.328478965.... . (29)

Here {(n) =1+ 27" + 37" + ... is Riemann’s zeta function. At the time of writing
many, but not all, of the sixth-order graphs have been calculated analytically. For the
remaining graphs (involving overlapping photon loops) one has to solve multidimen-
sional integrals numerically. This is also true for the eighth-order contributions. The
following values for the coefficients C3 and C4 have been found?!

C3=1.17611£0.00042 ,
Cys=—-1.434+£0.138 , (30)

where the errors result from the statistical uncertainty of the Monte-Carlo integrations.
Using these coefficients the theoretical g factor is

8theor = 2(1 4 0.001 159 652 140 £ 0.000 000000 028) . 31

The largest part of the error is caused by the uncertain knowledge of the fine-structure
constant ««. Equation (31) is in remarkably good agreement with the experimental
result (27). This proves most clearly that the “bare” electron is an ideal pointlike Dirac
particle. There are indeed deviations, but they are solely due to the interaction with

20 A. Peterman: Helv. Phys. Act. 30, 407 (1957); C.M. Sommerfield: Ann. Phys. (N.Y.) 5, 26 (1958).

21 Many of these very sophisticated and laborious calculations have been worked out by T. Kinoshita
and collaborators. The subject is extensively reviewed in the book T. Kinoshita: Quantum Electrody-
namics (World Scientific, Singapore, 1990).

Fig. 5.26. The radiation cor-
rections of fourth order to
photon—electron interaction
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Fig.5.27. Hadronic corrections
to the anomalous magnetic mo-
ment of the muon
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Fig.5.28. Inthe standard mod-
el of electroweak interaction
the virtual creation of neutri-
nos, intermediate vector bos-
ons (W, ZO), and Higgs par-

ticles ¢ contributes to the ver-
tex function of the muon

the radiation field, which can be calculated with arbitrary accuracy. The observable
extended structure is thus no “intrinsic” property of the electron.

The same conclusion is true for the muon. Its (g —2) anomaly is slightly larger than
that of (27). This is, however, well understood, because in graphs with virtual fermion
loops, for instance (a) in Fig. 5.26, eTe™ pairs are preferentially created by the muon.
Therefore the result of the sum is no longer independent of the lepton mass. The
theoretical prediction is somewhat less precise since the hadronic corrections make
a larger contribution, owing to the higher energy scale, i.e. smaller length scale, of the
vacuum fluctuations probed by the muon.

The muonic g factor has been measured at the storage rings at CERN?? and more
recently at Brookhaven.”®> The presently available theoretical®* and experimental val-
ues for the anomalous magnetic moment of the muon are

gl =2(1+.0011659177 £.0000000007) , (32

gk =2(1+.0011659202 % .0000000015) . (33)

The theoretical value, in addition to the QED radiative correction, also contains a con-
tribution caused by the virtual creation of hadrons

Aay,(hadr) = (691 +7) x 10710 (34)

The two graphs responsible for this contribution are shown in Fig. 5.27. Here the
hatched blobs stand for a multitude of complicated hadronic states coupling to the
virtual photons. While it is impossible to calculate these processes from first princi-
ples, their contribution nevertheless can be deduced quite reliably using experimental
data on the electromagnetic production of hadrons. A further correction to the g fac-
tor of the muon is caused by the weak interaction. In the Glashow—Salam—Weinberg
standard model which unifies electromagnetic and weak interaction there are three
(lowest-order) additional graphs involving vertex corrections, see Fig. 5.28. Their
combined contribution has been calculated as

Aay (weak) = (15.1+0.4) x 10710 (35)

At present, according to (32) and (33) there is a marginal difference of Aa, =
(25 £ 16) x 10710 between the experimental and theoretical values for the muon
anomalous magnetic moment. A further increase in the accuracies will clarify whether
there is a real discrepancy. The comparison of gt’lﬁ and géip has the potential to yield
valuable information on physics beyond the standard model, e.g., the existence of new
particles,”® supersymmetry, the dimensionality of space—time, the mass of the Higgs
boson, etc.

22 J. Bailey et al., Nucl. Phys. B 150, 1 (1979).
23 H.N. Brown et al. (Muon g — 2 Collaboration): Phys. Rev. Lett. 86, 2227 (2001).

24 The theoretical value has been corrected for a recently discovered sign error in one of the hadronic
contribution terms, see M. Knecht, A. Nyffeler: Phys. Rev. D 65, 077901 (2002).

25 J. Reinhardt, A. Schifer B. Miiller, W. Greiner, Phys. Rev. C 33, 194 (1986).
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5.8 The Infrared Catastrophe

The result (18) of Example 5.7 for the form factor F (qz) of the electron is obvi-
ously incomplete. The expression is infrared divergent, i.e. it increases infinitely if the
fictitious photon mass w tends to zero. In order to understand this apparently absurd
behaviour we recall another process, in which an infrared divergence occurred: The
process of bremsstrahlung, discussed in Sect. 3.6. The scattering cross section for the
emission of photons calculated there diverges, too, if the emission of arbitrarily soft
photons is taken into account. We shall now show that these two divergences cancel
each other and that the result is independent of the photon mass p, which had been
introduced, after all, only as a means of computation.

Indeed, it is not sufficient to sum up only the graphs of Fig. 5.25 in order to de-
scribe the scattering process of the electron. In addition to the purely elastic scattering
there is also the possibility of inelastic scattering, in which a photon of frequency w is
emitted, and the outgoing electron correspondingly has a somewhat reduced energy.
The crucial point is now that every experimental apparatus has only a finite energy res-
olution AE. The emission of a photon with w < AE thus cannot be detected. Purely
elastic collisions and collisions in which photons with a very long wavelength are
emitted are nondistinguishable, and consequently their cross sections must be added.
This is sketched in Fig. 5.29. The scattering amplitudes of the graphs correspond-
ing to elastic scattering as well as to the bremsstrahlung of a photon are summed
up coherently, while both contributions must then be added incoherently (because the
quantum-mechanical final states are different). The sum must then be taken over all
photon energies from the lower bound u up to the value AE.

el o4

To describe the correction quantitatively we compare the S-matrix element for elas-
tic scattering at a Coulomb potential (3.8) to the corresponding result for the emission
of bremsstrahlung, (3.193) and (3.201) in Sect. 3.6. In the limit @ — 0 we find

4 (e-p e-p
SBr—e./ - selast 1
fi=e Za)V(kop/ k'p> fi M

Thus the S-matrix element for elastic scattering at the Coulomb potential for photons
of long wavelength separates into an expression for the elastic scattering and a factor
that depends on the photon energy. We can include the latter as a correction to the form
factor of the electron. To do this we must first sum over the photon polarizations A that
are not observed and integrate over the energy:

) Vk|*d|k|d$2; e*4rn
/ Nk PP = / )3 2wvZ
A

w<AE w<AE A

ORISR

k-p k-p

@)

Fig. 5.29. Processes in which
photons with long wave-
lengths are emitted which
cannot be distinguished from
elastic scattering
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Example 5.8 The polarization sum can be evaluated with the aid of (3.220) from Sect. 3.6:
3 (50‘) -a) (e(” ~b) ——a-b, 3)
A
and thus
47 —m? —m? 2p-p
SOIFP = e2|: _+ s+ 2P ,] . @)
- 20V L(k-pH* (k-p)= (k-p)k-p)

Now we restrict ourselves to the nonrelativistic limit | p|, |p’| < m. Noting that

p-k=Ewo—p-k=m/1+|p?/m2w—p- -k

2
~ me>+ Ipl“w

—pk

and analogously for p’ - k, we neglect terms of higher than second order in | p|. With
the momentum transfer ¢ = p’ — p (4) reduces to

2,12 132
S| = A7l [1_(q 3 } . s

- 20V m2w? lq)2w?

The details of this calculation are exhibited in Exercise 5.10. Now the integration
over the photon energy in (2) is performed, taking into account |k|> = w* — u? and

k|d|k| = wdw:
/ dve Y | FE
w<AE A

4 ?q)? [ dow (q -k)?
= —\©° — ds2y
2m)3 2m? / a / [ lq1>w 2i|
e*|q|? dw | 1 w? — u?
= am? /E a)2—,u2<1—§ w? > ’ ©
n

This integral can be evaluated with the aid of

/dx¢x2_a2_ N2 )
x2 a X

+1n<x+ xz—az) ,

/x2 — g2 1 (x2 _a2)3/2
de = = .

3a? x3
We find for the integral
AE 2V — 2 2 Ja? — 2
I = do | = 5 + — 7
1 3 10} 3 10}
AE AE
2 w? — 2 121 [(@? = u?)3?
—_Z| = 1 2 2 - | = - 7
3|: p +n<w+w M)M+33“2|: > ]M

e IR N v W PR
= |-X— " +41n — - -
3 AE H 9 AED
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Because of the condition u < AE we may replace / AEZ — u2 — AE and arrive at Example 5.8

7 2 141 2AE +1 2 1ZAE 5
=—|- n—— —=—(1In —=.
3 I 9 3 uw 6

This leads to
2¢%q1> (. 2AE 5
aN, S | FBrF = m===_2) . 7
/ k21\:| vl 3rm? <n 6) ™

This result has to be combined with the form factor due to the virtual radiation cor-
rections according to Fig. 5.29. Denoting by Fj(g?) the square-bracket factor from
Example 5.7, (20) and utilizing ¢*> = qg — g% because go = 0 for elastic scattering, we
get

2 ~ 2 2
F@) = A + [ |FEet )

2 N 20(—¢?) (. 2AE
=1+ *q lnﬂ—i—— +a(q) In —§
3am? uw 8 5 3mrm? I 6
or
Fila) =1+ 54 (lnzAE+6_§_§ ' ®

In the last step only the contribution of lowest order in « has been taken into account,
to generate the “infrared-corrected” form factor F|(g*). The momentum dependent
part of this function modifies the strength of the interaction at the vertex according to
Yu = Fl(a%) V-

As we have already said, this expression for the form factor of the electron is
independent of the photon mass w. In a careful analysis the problem of the in-
frared catastrophe has turned out to be fictitious. It arises if one does not account
for the fact that the electron is always surrounded by a “cloud” of photons of
long wave-lengths, which can be virtual (vertex correction) as well as real (soft
bremsstrahlung). Inconsistent results are obtained if one tries to separate the elec-
tron from its radiation cloud, for instance by insisting on a final state without pho-
tons. It can be shown, in fact, that in every scattering process of charged particles
an arbitrary number of photons with long wavelengths is emitted. Purely elastic scat-
tering does not exist in a theory with massless particles. This origin of the infrared
catastrophe was recognized very early on.® In higher orders of perturbation the-
ory the catastrophe can also be removed by combining internal and external radiation
corrections.

The energy AE in (8) is determined by the experimental arrangement and the result
depends on the resolution one has achieved. In particular, in the study of high-energy
collisions in elementary-particle physics, radiation corrections must be carefully eval-
uated and taken into account in the interpretation of experimental results.

26 F, Bloch and A. Nordsieck: Phys. Rev. 52, 54 (1937); D.R. Yennie, S.C. Frautschi, H. Suura: Ann.
Phys. (NY) 13, 379 (1961).
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Fig. 5.30. Graphs for self-
energy and vacuum polariza-
tion in an atom
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5.9 The Energy Shift of Atomic Levels

Besides the (g — 2) anomaly of the magnetic moment, the “vacuum fluctuations” pre-
dicted by QED show up most clearly in their influence on the energy of bound states
in atoms. Since atomic transition energies can be measured by spectroscopic methods
with extreme accuracy, the calculation of level shifts provides a sensitive touchstone
for the theory. The exact treatment of this problem is, however, very difficult. After
all, we are dealing with bound states, which can interact with the charge Ze of the
atomic nucleus any number of times. Therefore one must not use free plane waves, as
was done in the preceding scattering problems, but one has to use the solutions of the
Dirac equation in the Coulomb field. This is depicted in terms of graphs in Fig. 5.30,
where the double lines stand for the exact electron propagator in the Coulomb field.
(a) shows the self-energy (which now automatically contains the vertex correction).
(b) denotes the vacuum polarization. Both sketched graphs are of first order in o with
respect to the emission of the virtual photon, but they take into account the interaction
with the nuclear charge in any order. The corresponding calculation can be performed
with the aid of the exact Feynman propagator of the Dirac equation in the Coulomb
field, see (49) and (50). This is a rather difficult task and can be handled only with the
help of numerical calculations.

@ %—@ = + }/1-{-1 +...
(a) (b) ©

Fortunately the circumstances in light atoms (Za < 1) allow for an approximative
method of high accuracy. Its basis is the fact that the atomic binding energies are of
the order of magnitude of (Za)?m, and thus electron states in light atoms are highly
nonrelativistic. One can thus split the evaluation of the graph (a) into two steps.

(i) If virtual photons of high energy w > K >> (Za)?m are emitted, the effect of the
Coulomb potential can be neglected and one may use free states for the calculation.

(ii) If the virtually emitted photon has low energy w < K < m on the other hand,
then the initial, intermediate and final states are all nonrelativistic. Remember, we are
treating very small atoms with binding energy (Za)’m <« K; atoms like hydrogen,
lithium, etc. Thus one can simply use ordinary quantum-mechanical perturbation the-
ory for the Schrédinger equation.

This procedure will work successfully if one can choose the separating energy K
such that

(Za)’m < K < m 1)

is valid. In light atoms this poses no problem. Adding the energy shifts obtained in
both regions must yield a result independent of K, as long as (1) can be fulfilled

The Contribution of High Frequencies. We shall calculate the energy shift of an
atomic state ¥, due to the emission of virtual photons of high frequency o > K.
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v denotes the quantum numbers (njlm) of the state. We use the form factors Fj (qz),
F (qz) for free states, calculated in Example 5.7. In first-order perturbation theory the
energy shift then assumes the form (cf. Example 5.7, (20))

SEZ :e/d3x Ul (x)

o m 3 1 0
X |:3nm2 <ln;—§—§) AA (x)+2—2—y E] Y(x) . 2)
Here we have used q2 = qg — q2 — (iV,)GEvH) = —(82/8t2 — A) and 1/_fu = ijyo.
Since we are dealing with a static potential A%(x), only the space-like part, i.e. +A,
contributes.
0 Ze
AT(x) = 3)
Cxl
is the Coulomb potential of the nucleus. Only this component of the four-potential
is different from zero in our case. E = —V A" is the corresponding field strength.
We have used yPondA?/dx = —yloudA%/oxt = y°(/D0on — now)E* =
L3k — vomv0) EX = S (v + ) EX = iy E¥ = —iy - E. The term —1/5 is due
to vacuum polarization; the term proportional to y - E describes the effect of the
anomalous magnetic moment.

In order to ensure that only high-frequency photons are considered, we would have
to perform the derivation of the form factor F; (q2) once more, with the restriction
that the region of integration extends over frequencies w > K, but without the photon
mass (. In the expression (2) the infrared divergence has been handled by introducing
a photon mass p, which automatically ensures a lower limit for the photon frequency

w= ‘/k2 + 2 > u. However, p enters not only as an integration limit but also at
other places of the calculation. This would make it difficult to join the high- and low-
frequency parts of the energy shift since the latter has to be calculated without the
photon mass. Therefore we would have to perform the derivation of the form factor
F1(g?) once more, this time with a pure frequency cutoff, » > K, but without photon
mass, £ = 0. We will not go through this calculation in detail, but there is a simple
way to arrive at the correct result. We refer to the treatment of the infrared catastrophe
in Example 5.8 which also was formulated in terms of a photon mass u for cutting off
the contributions from low-frequency photons.

According to (6) in Example 5.8 the radiative correction to the squared form factor,
regularized by a photon mass w, is given by

2 2 pAE
Iql dw 1 o? —M
= / — o —u? =307

2e2|q|2< 2AE 5)
= ln .

3mrm? n 6

“4)

Now we can easily repeat this calculation setting the photon mass to zero, u =0, and
introducing a sharp frequency cutoff at K instead. This leads to

2 2 AE 2 2
do 2 AE
lq] f o  2e°lq| | 5)

= n .
T am? 3 ®  3wm? K
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Equating the two results, I, = I, leads to

2AE | AE+5 ©)
= In— —
" K 6

In

which allows to express w in terms of K, independent of the value A E which plays
no role in the calculation of the Lamb shift. This motivates us to replace

m? 2 %)
n——Iln—+>
" 2K 6
in (2).
With this the energy shift reads
SE; =8E\V +5E? | ®)
where
5 3 1
sEL = ¥ (g2 2 _ 2 v2A0 9
V= e M2 T 5 5 ) PV e
and
SED = Len(:(vbl VA, (9b)

and where we have used the bracket notation for the expectation values. The contribu-
tion (9b) of the anomalous magnetic moment can be further transformed. To do this
we notice that p is an odd operator, which connects the large and small components
of the wave function . To get a nonzero result, one must use the nonrelativistic
approximation (for brevity we drop the index v)

= (f) (10a)

with
Y=——tG V¢ . (10b)
2m
. 0 o . .
With (10) and y = s 0 the matrix element in (9b) reads

vy -vA"|v)= [d3x [¢*(a VA" ) x—x*(o - VA°)¢]

= / Cx[¢*(0-VA) (@ V) +(0 V") (o VA")p] .
(1)

Now we can simply use the Schrédinger wave function for ¢. The second term in (11)
we transform by partial integration

—%/d%(a-w )(a-VA°)¢=+%/d3x¢ a-V[(a-VAO)¢] .12
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Inserting this into (11), and using twice the identity
0-Aoc-B=A-B+io-(AxB) (13)

for the integrand of (11) we find:
¢*(0 - VAY) (0 - V) — ¢p*a -V [(a : VA0)¢]
— ¢ [(VAO) (V) +i0 - (VA?) x (V¢)]

4 {[(v2+ 0.V x V)AO] pt [(V¢) (VA% +io - (V) x (VAO)]]

—¢*(V?A%)¢ +2ip*0 - (VA®) x (V) . (14)

In the last term of (11) the angular-momentum operator L = —ir x V can be intro-
duced if one takes into account the spherical symmetry of the spherical potential and
thus VA? = (/r)(dA°/dr):

0
2ig*o - (VA?) x (V¢) = —2¢*%ddira ‘Lo¢ . (15)

With (9b), (11), (14), and (15) the energy shift thus reads (remember S = %a )

SE® = Sn—m« ‘VZAO‘ )+4<v %dd—éos.L'v» . (16)

The explicit calculation of the expectation values occurring in (9a) and (16) provides
no difficulties.

The Contribution of Low Frequencies. We want to evaluate the energy shift § E~
due to emission and reabsorption of soft photons with frequency w < K in nonrela-
tivistic perturbation theory in the sense of the approximation scheme discussed at the
beginning. The unperturbed problem is described by the Schrodinger equation

. v2
Hoyr, = <—% + eA%x)) Yo =EY, . (17)

In addition, there is the perturbation operator describing the interaction of the electron
with the photon field A

~ ie
H=2—A.V. (18)
2m

Here A is the potential of the radiation field in transverse gauge. Since H’ creates and
annihilates photons, the energy shift in second-order perturbation theory results as

_
SE; U;AE o (19)

Here one must sum or integrate over all electron states v’ and over the momenta k
and the polarizations A of the virtual photon. With the normalization and phase-space
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factors of the photon field (19) becomes

B dra [V 2k T ek, 1) - V)|
OE, ZZ / 2w(2n)* 2m)? Ev—Ey—o ' 20)

a)<K

The photon field is introduced according to Sect. 3.6, (3.170). The normalization fac-
tor of this plane wave is just /4w /2wV . For a further simplification we now make
the “long-wavelength approximation” and replace exp(ik - x) by 1. This is justi-
fied because the typical length scale of the state ¢, is given by the Bohr radius
agp = 1/(Zam). This leads to k - x < Kag = K/(Zam) and one can choose K such
that the exponent remains small in the region allowed by (1).

Generally for the transverse polarization vectors, the following “completeness re-
lation” holds:

2

/d.Qk > ek, Ml 1) = §4ms,»j : 21)

r=1

This can be checked by using the polarization vectors

e(k, 1) = (cosfcosy,cossing, —sinf) ,

e(k,2) = (—sing, cos g, 0) 22)

and integrating over fd(cos 0)de. One verifies easily that e(k, i) - e(k, j) = §;; and
ek,1) xek,2)=k/|k|,ie. e(k, 1), €e(k,?2) and k/|k| form an orthonormal system.

The summation over polarizations and the integration over the photon solid angle
are easily performed:

2 2

de lie® . V) [* = Z4x | (v iV . 23

/ (2|01 Vi = Sam 9| 23)
Then (20) reads

(v'|v|v
8E<——/ 1ol )| , (24)
E —E,—
with the velocity operator ¥ = p/m = —iV /m. Equation (24), however, does not yet

correctly describe the physically observable energy shift, because it contains the con-
tribution of the low-energy photons to the mass renormalization. On can realize this
by recognizing that there is also a shift for free states. For free electrons the velocity
operator is diagonal, i.e., (v'|2|v) = v8,,/, and the shift simply reads

2 2
SES :3—a/a)da)v— . (25)
T

One gets the physical energy shift by subtracting expression (25 from (24). With
(v]v?|v) = Xy |(V'|v|v)|? the expression renormalized in this way reads
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(8E1;<)reﬂ =8E11< _aEf?ee
2 ¢ 1 1
o o 2
== | wd ! - 4=
i [ Sl (=g )
0

K
200 ~ 2 E,—Ey
=— | d ! _ 26
371/ a);‘(vwlv)! R — (26)
0

If we bear in mind that K is to be large compared to all energy differences E,y — E,,
the integration over w yields for (a) E,y — E, >0

K
/ dw o K+ (Ey — E))
_ ——1In
w+(Ey —E)) E,—E,
0
[ Q7
~—In—
Ey —E),
and for (b) E, — E,y >0
K [ E,—E,—¢ K
[oa=| [ =+ |
w—(Ey—Ey)
0 |0 E,—E,+e
i K—-(E,—E,
——|m € TIn (Ey )
E,—E, £
m—= (28)
>~ —n—-.
E,— E,
This leads to
20 R 2 K
(SE:)ren=§Z|<U/|vlv>| (EU/—EU)lnm . (29)
%

The evaluation of this sum cannot be done analytically. It is useful, however, to rescale
the logarithm according to

K 2K (Za)*m/2

n——=Ihh— -2In(Zo)+In —— , (30)
|Ev — Ey | m |Ev — Ey

where in the last term the energy differences are referred to the unit of binding energy

(the Rydberg). The first two terms are independent of v'. The corresponding sum over
intermediate states reads

S= Y| 01pW)* (v — Ev)
— Z<v|f)|v')<v/|f)|v>(Ev/ —E) . (31)

This expression can be evaluated by a commutator trick frequently used for “sum
rules” of this kind. Because of (17) we can replace the energy eigenvalues by the

Example 5.9
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S = % Z<<v|ﬁ1:10|v/><v/|f)|v) +(v|f)|v/><v/|ﬁ0f)|v>

v

1 A A ara A
= 55 {v|[P. Holp — b[b. Ho][v)
1 A oA
= —55(v[[p: [p Ho]]lv) - (32)

where the closure relation has been used. Because of
[P, Ho] = —ie[V, A°] = —ie(V A?)

we get
__° 240
S= 2m2<”|(v A%)|v) . (33)

The energy shift due to long-wavelength photons is thus

- _ ea 2.0 2K B
(BE] )ren = —3ﬂm2<v|(v A )|U> |:11’1 o 21n(Za):|
2o Jiar (2 (Za)*m /2
+3 §U/ (VIR [ (Ew = Ev)In = (34)

The Total Energy Shift. Now the contributions of (9a), (16), and (34) must be
summed up. As one can see, the logarithmic terms with In(2K /m) just cancel each
other. As intended the result is therefore independent of the choice of the separating
energy K ! The total energy shift is thus given by the following well-defined result:

e (3.3 1.3 240
8Ev_37rm2<6 s 3tg 21n(Za)><v|VA|v)

L e
[ v —_——
27m?

2 X
+ 5 2|0 Ey — En
U/

(Za)’m)2

bt Sy (35)
|Eu/ - Ev|

Now we want to evaluate the matrix elements of (35) as far as possible. The potential
for point nuclei (3) satisfies

VZA? =dn Zes? (x) (36)
and thus

(vIVZA V) = 4n Ze|y, (0))* . (37)
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The density of the nonrelativistic wave function in a hydrogenlike atom at the origin
has the value
(Za)’m?
WO = ——=—do0 (38)
mn

This means that the first term in (35) contributes only for s states (I = 0).

For the second matrix element we use the squared expression for the total angular
momentum, J = L + S, and thus

1 3 1 l
L-S)==|jG+D)-=-Ild+D)—-|== , 39
(L-S) 2[m+> (+1) 4} 2<_l_l> (39)

where the upper (lower) expression is valid for the case j =/+1/2 (j =1—1/2). For
s waves (39) vanishes. Because of (1/ r)(dAO/dr) =+Ze/ r3 the expectation value
of the operator 1/r3 is required. Nonrelativistic quantum mechanics yields for this
problem, which is in principle elementary,

1 2(Za)3m?
IR P . € (40)
r3 [+ D@+ a3
Finally, we define the quantity
L —LZ](V’WM‘Q(E/—E )1nM (41)
" om(Za)t ~ v e CE,)

which is also known as the Bethe logarithm and must be evaluated numerically.
Inserting (37—41) into (35) we finally end up with the expression for the energy
shift of an atomic level,

4m 4 19
SEuj = 37_”130{(20!) L, + 30 " 2In(Za) | 810

3

rerrhan ) )

for states with j =/ &+ 1/2. The factor (1 — §;09) expresses the fact that s-states have
no L - S-force (no orbital angular momentum). Compared to the unperturbed binding
energies

_ (Zoc)zm

E, ~ 2

(43)

(without spin—orbit splitting) the energy shift is suppressed by a factor a(Z«)? and
thus is very small. Nevertheless the influence of § E;,j; can be experimentally measured
with very high accuracy. In particular (42) predicts that the degeneracy of states with
equal total angular momentum j, which is still valid in the Dirac theory for pointlike
nuclei, is broken. The classical example of this is the energy splitting between the
states 2s1,2 and 2p1/; in the hydrogen atom. It was measured for the first time by
Lamb and collaborators?’ with newly developed methods of microwave spectroscopy
and is called the Lamb shift.

27 W.E. Lamb and R.C. Retherford: Phys. Rev. 72, 241 (1947).
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Fig. 5.31. The QED correc-
tions to the energy levels of
the K and L shell in the
hydrogen atom. The dashed
lines indicate the position of
the unshifted Dirac levels.
The heavy line marks the
Lamb shift
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Figure 5.31 shows a drawing (not a scale) of the innermost energy levels of the
hydrogen atom. For each of the states 1s1,2, 2512, 2p1/2, 2p3/2 the QED shift § Ej;
with respect to the Dirac energies (dashed lines) is shown. One should note that in
reality there is additional structure arising from the interaction of the electron with
the magnetic moment of the proton (spin S = 1/2). As a result the hyperfine splitting
transforms each energy level into a doublet of states with different values of the total
spin F. When quoting the Lamb shift one always refers to the central energies of the
doublets, tacitly removing the hyperfine structure.”®

To calculate the value of the Lamb shift, the sum L,; of (41) must be evaluated
numerically. The result is

Ly~ —2.81177 ,

Ly ~40.03002 . (44)

Thus we get in hydrogen (Z = 1)

4m 4 19
8En, = 55 a(Za)* | ~2.81177 = 2In(Za) + 5
= (Za)*(+7.66205)
(%4

= 1+4.29828 x 0 eV

= +1039.3 MHz , (45a)

28 The hyperfine splitting of the hydrogenic ground state (SE *1‘;65: 1.420405751766 GHz which gives
rise to the famous 21 cm hydrogen line) is one of the best studied physical observables (known to an
accuracy of 10~!2). Unfortunately theory is not on a par with this experimental achievement since
predictions depend on the detailed internal structure of the proton which is not known well enough.
Therefore the last 6 digits in the quoted number have to remain unexplained.
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where in the last step the energy was converted into a frequency using §E = 2w hv
(h=6.58212 x 10~'% eV sec). Analogously it follows that

4dm 4 1
8E2[71/2 = m a(Za)™ | +0.03002 — g

m 4
= — a(Za)*(—0.09498)
6

=-5328x 1078 ev

=—129MHz . (45b)
The resulting hydrogenic Lamb shift is thus
LM = §Epy, ) — 8 Enpy , = +1052.2 MHz . (46)

This contains a contribution of —27.1 MHz due to vacuum polarization (the term
—1/5 in (2)). The prediction in (46) is in quite good agreement with todays measured
value®”

L®P = 41057.845 £ 0.009 MHz . 7

To understand the order of magnitude of L the nonrelativistic calculation (34) is quite
sufficient. The latter was performed by Bethe®® immediately after the discovery of the
effect by Lamb and Retherford. With the quite arbitrary choice of the cutoff energy
K = m he obtained the value L = 1040 MHz. To understand the experimental value
(47) fully, however, the contribution of the high-energy photons must be taken into ac-
count. To achieve a still better quantitative agreement, several contributions of higher
order must be included,?! in particular a(Za)? and o?(Za)?, as well as recoil cor-
rections due to the finite nuclear mass; see Table 5.2. The result is today’s theoretical
value for the Lamb shift>?

L™ = 1+1057.855 £ 0.014 MHz | (48)
Table 5.2. Contri.butions to the energy splitting Contribation AE MHZ]
E2s|/z — Ep, ), in the hydrogen atom Z

a(Za) +1050.559
a(Za)? +7.129
a(Za)® —0.419
o (Za)* +0.101
recoil +0.358
finite nuclear radius +0.127
sum 1057.855

29 S.R. Lundeen and EM. Pipkin: Phys. Rev. Lett 46, 232 (1981).
30 H.A. Bethe: Phys. Rev. 72, 339 (1947).
31 For example B.E. Lautrup, A. Peterman, E. de Rafael: Phys. Rep. 3, 193 (1972).

32 See the review J.R. Sapirstein and D.R. Yennie in T. Kinoshita: Quantum Electrodynamics (World
Scientific, Singapore, 1990).
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which is in excellent agreement with the experiment. The binding energies in hydrogen
in the framework of quantum electrodynamics are thus understood with a relative
accuracy of 10!, a remarkable success! The achievable agreement is limited by the
uncertainty in the knowledge of the proton radius.

Using the method of recoilless two-photon laser spectroscopy it has become
possible to directly measure the energy difference Ey,, — Els,, to a high preci-
sion.>* The results are in full agreement with QED predictions. Note that the ac-
curacy of these measurements in principle can be increased nearly without bound.
In contrast, the original Lamb shift measurements encounter a natural limit since
the 2py/, state has a short life time leading to an energy broadening of the order
100 MHz. Thus modern measurements of the Lamb shift already determine the po-
sition of the resonance signal to an accuracy of 10™* of the line width. The di-
rect measurement of the 1s — 2s energy difference, on the other hand, is not ham-
pered by this problem: the ground state of course is completely stable and the
2512 level is metastable (life time ~1/7 s) so that line broadening of this transition is
negligible.

Today’s efforts aim at the determination of level shifts in hydrogen-like ions with
high atomic numbers Z. Such highly charged ions up to U°!* can be generated in
heavy-ion accelerators or in electron beam ion traps (EBIT). The relative strength of
the radiative corrections should be much larger in such systems than in hydrogen. For
an adequate theoretical understanding it is necessary, however, to avoid the approxi-
mations we made in calculating the Lamb shift but to use instead the full propagator
of the Dirac equation with Coulomb potential.>*

For details of this procedure we have to refer the reader to the literature.”> Here
we quote only the basic equations for the radiative corrections, which have a rather
intuitive form. The electron self-energy of a bound state with quantum numbers 7, [,
Jj is described by the Feynman diagram of Fig. 5.30a. The corresponding algebraic
expression is

35

SESE = dria /d(ty — 1) fd3x /d%%,- ()Y SE(, Y)Y Wi () DR(x — y)
—ém /d3x G,,lj (X)W (x) . (49)

Here Sr(x, y) is the full electron Feynman propagator in the external electromagnetic
field generated by the nucleus (double line in the graph). The last contribution in (49) is
a renormalization term which cancels the (divergent) mass shift of the bound electron.

Similarly, the vacuum polarization graph of Fig. 5.30b is described by the formula

3EnV,§=4ma/d(ty —tx)fd3x /d3y

X W1 ()Y Watj (v) DE(x — y) Te[y" Se(y, y)] - (50)

33 R.G. Beausoleil, D.H. Maclntyre, C.J. Fort, E.A. Hildum, C. Couillard, T.W. Hénsch, Phys. Rev.
A35, 4878 (1987).

34 pJ. Mohr: Ann. Phys. (NY) 88, 26 and 52 (1974); P.J. Mohr: in Physics of Strong Fields, W. Greiner
(ed.) (Plenum, London, New York, 1987).

35 A comprehensive review of QED corrections in heavy atoms is P.J. Mohr, G. Plunien, G. Soff:
Physics Reports 293, 227 (1998).
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Equations (49) and (50) describe the “one loop” energy corrections, i.e., they are of
first order with respect to « (there is a single internal photon line) but exact with
respect to an expansion in the parameter Z«. Several techniques have been developed
to bring these expressions into a manageable form, making skillful use of partial wave
expansions and Fourier transformations. The resulting formulae have to be evaluated
numerically.

To understand level shifts in high-Z atoms quantitatively, this nonperturbative
approach has to be used. It is customary to factorize out the dependence on the
fourth power of the nuclear charge (cf. (45)) and to define a rescaled function F(Z)
through

_a(Za)!
=

SE mF(Z) . (5D

Figure 5.32 shows the function F(Z) for the 1s shift in various one-electron atoms.
The measured values are in good agreement with the curve representing the theoretical
prediction. The heaviest ion studied is hydrogenlike uranium, U°'*. A group working
at the ESR heavy ion storage ring at GSI (Darmstadt)*® has measured a value of
8E1; = 460.2 £ 4.6 eV which agrees well with the theoretical value’” of §E;; =
464.26 + 0.5 eV. The main contributions to the shift are the one-loop self-energy
<SE15YE = +355.05 eV and the one-loop vacuum polarization SE};P = —88.60 eV. In
addition, the reduction of the binding energy caused by
the finite size of the nucleus SEFSS = +198.83 eV by definition also is counted as part
of the energy shift. Two-loop QED corrections are of the order of 1 eV and will be
accessible to the next generation of experiments.

QED energy shifts, of course, also are present in many-electron ions or atoms and
much effort has been devoted to study heliumlike or lithiumlike ions. Here compli-
cations arising from the problem implementing a correct relativistic description of
many-body effects presently still limit the accuracy of predictions.

10 ) ]

0 20 40 &0 80 Z] 00

36 Th. Stohlker et al.: Phys. Rev. Lett. 85, 3109 (2000); A Gumberidze et al.: Phys. Rev. Lett. 94,
223001 (2005).

37 V.A. Yerokhin, P. Indelicato, V.M. Shabaev: Phys. Rev. Lett. 91, 073001 (2003).

Fig. 5.32. Comparison of the
experimental and theoretical
results for the energy shift of
the s state in single-electron
atoms drawn as a function of
the of nuclear charge Z
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EXERCISE ]
5.10 Calculational Detail

Problem. Fill in the steps leading from (4) to (5) in Example 5.8.
Solution. We want to derive the nonrelativistic limit of the expression
2 2
—m —m 2p -
X= 7+ 7t U
(k-pH* k-p* k-pk-p'

/

ey

where k = (w, k) and p = (E, p), p’ = (E’, p). The nonrelativistic approximation of
the scalar products in the denominators
p2
k-p:Ea)—p-k:(m—l——)w—p-k, )
2m
p/2
k.p’zEw—p/~k:(m+—)w—p’-k. 3)
2m

Utilizing the Taylor expansions (14+x)"! ~1—x+x?and (14+x)72 ~ 1 —2x + 3x>
one finds for the denominators up to quadratic order in p, p’

1 1 1 1 2 -k kN2
L IO S WU ST 7 S
k-p mowpyr _rk mo 2m mw mw
2m?2 mw
1 1 p/2 p/k p/k 2
~— (1= ( )) 5
k-p ma)( 2m2+ mw + mw >
1 1 1
k-p? " mo? ([, » k)
(1+2m—2—%)
1 p2 p-k p-k\2
~ 12 P F 3(—)) 6
m2w2( 2m2+ me + me ©)
1 1 pl2 p/k p’k 2
~ 1-2 2 3( )) 7
(k- pH? mza)z( 2m2+ me + me @
so that
2 2
m p p-k p-k\2
X = ( 1 2——2——3(—)
m2w? + 2m? me me
Y A Y ALY ALk
m?2 mw mw
+2P-p’( bk (25
m2w? 2m?  mow me
2 /~k /‘k 2
x(1—2”2+” +(p ))- @®)
m mo mw

For the scalar product between the momentum vectors we find from ¢2 = (p’ — p)? the
result 2p - p’ =2m?* — g% ~ 2m?* 4 q* where in the last step the time-like component

p_z _ p/2_p2
2m — 2m

2
was neglected since gg = E' — E >~ m + g—m —m— so that qg is of quartic

order.
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Multiplying out the last contribution in (8), inserting the expression for p - p’ and
dropping terms of higher than quadratic order a number of terms cancel out and we
arrive at

X

q° 1 (_(p-k)2 (p/~k)2+2p-kp’-k)

T ml2w?  mlw? w? w? w?

2 / 2 2 2
q (p—p)-k)”  q (q -k
202 wz(l_ ) ©)

m m2at m2 720

which confirms the expression (5) of Example 5.8.

5.5 Biographical Notes

BLOCH, Felix, Swiss—American physicist. *13.10.1905 in Zurich, 110.9.1983 in Zurich.
B. studied physics at the Universities of Zurich and Leipzig where he obtained his PhD in
1928 under the direction of W. Heisenberg. After stays at Copenhagen (with N. Bohr) and vari-
ous other places he became Privatdozent in Leipzig (1932). In 1934 he emigrated to the US and
joined the department of physics at Stanford University. In 1954 B. became the first director of
CERN (Geneva). B. worked on the quantum theory of metals (his PhD thesis) and ferromag-
netism where he established the nature of the boundaries between magnetic domains (Bloch
walls). He also studied the stopping of energetic particles in matter. In Stanford he worked
on neutron polarization, the magnetic scattering of neutrons, and the magnetic moment of nu-
clei. For his discovery of nuclear magnetic induction B. was awarded the 1952 Nobel Prize for
physics (with E. Purcell).

LAMB, Willis Eugene, American physicist. *12.7.1913 in Los Angeles, 119.5.2008 in Tuc-
son. L. studied physics at the University of California (PhD in 1938 under the supervision
of J.R. Oppenheimer). He became research assistant and later professor at Columbia Univer-
sity (1938-1952), Stanford, Oxford and Yale University (1962—74) and the University of Ari-
zona. L. worked in atomic and solid state physics, microwave spectroscopy, laser physics and
the quantum theory of measurement. In 1955 he received the Nobel prize for physics (with
P. Kusch) for the measurement of the fine structure splitting of the atomic levels in hydrogen
(the Lamb shift) using radiofrequency resonance techniques.

UEHLING, Edwin Albrecht, American physicist. *27.01.1901 in Lowell (Wisc.), 718.5.1985.
Ue. studied physics at the University of Wisconsin and worked as a radio engineer for Bell Tele-
phone Labs and other companies. In 1932 he obtained his PhD at the University of Michigan
under the direction of G. Uhlenbeck. Subsequently he was a postdoctoral fellow at the insti-
tutes for theoretical physics at Copenhagen and Leipzig (with W. Heisenberg), Berkeley, and
Pasadena (with J.R. Oppenheimer). Since 1936 Ue. was professor of physics at the University
of Washington. Ue. worked on the quantum theory of transport processes and on the effect of
vacuum polarization. He also made contributions to condensed matter physics, in particular the
theory of ferroelectricity.

Exercise 5.10
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WARD, John Clive, British physicist. *1.8.1924 in London, 16.5.2000 on Vancouver Island.
W. studied mathematics and physics at Oxford (DPhil in 1949). He taught at the Universi-
ties of Maryland, Miami, and Johns Hopkins University. From 1967 to 1984 he was profes-
sor of physics at Macquarie University (Australia). W. has worked on renormalization the-
ory and the effect of gauge invariance in a field theory (the Ward identities). With A. Salam
he has investigated the connection between the weak, electromagnetic and strong interac-
tions, preparing the way for unified field theories. W. also contributed to statistical mechan-
ics, working on the two-dimensional Ising model and on the theory of many-particle sys-
tems.



Two-Particle Systems

6.1 The Bethe-Salpeter Equation

For many purposes it is necessary to have a better description for the interaction of two
particles than the perturbation theory we have discussed so far. This is particularly so
if we deal with bound states: the particles stay together infinitely long and they can
therefore interact arbitrarily often as depicted in Fig. 6.1.

It is clear that this situation cannot be described by the summation of a few Feyn-
man diagrams. If one of the particles is much heavier than the other the problem can
be considerably simplified: one solves the Dirac equation for the light particle with
an additional external potential, which is produced by the heavier particle. Because
of the large mass ratio the influence of the lighter particle on the heavier one can be
neglected.

The interaction of two particles with equal or comparable masses is much more
difficult to describe since the “recoil effects” cannot be neglected. The most famous
example of this is positronium, i.e. the bound system of an electron and a positron.
Here one cannot distinguish between the source of the field and the test particle. One
must rather treat both particles on an equal footing. There is a further complication due
to the fact that the interaction propagates with finite velocity, leading to “retardation
effects”. In a correct relativistic theory there is no preferred common time coordinate.
The wave function of the two-particle system depends on two time coordinates and
therefore its interpretation is difficult.

In the following we want to write down an exact equation for the two-particle sys-
tem, at least in principle, even if it turns out that it is too difficult to find an exact
solution for this equation. Then we shall study an approximation that again leads to
a kind of Dirac equation with an interaction potential (the Breit interaction, see Exam-
ple 6.4).

In order to study the behaviour of two equal particles a and b, we generalize the de-
finition of the propagator. Looking only at one particle, the wave function of that parti-
cle is described by a spinor 1 (x) with four components. As shown in Exercise 6.1 the
corresponding initial value problem is solved by the Feynman propagator Sg (x2, x1):

V(x2) = —i/dU(M)SF (x2, x) Y nu (x )Y (x) (6.1)

where we have to integrate over a closed three-dimensional hypersurface that includes
the space—time point x3; n, (x1) is the exterior normal vector of this hypersurface.
This relation can be extended to the two-particle case. Obviously such a system
must be described by a wave function ¥,(x1, x2) that depends on eight coordi-
nates: six space coordinates (x1,x2) and two time coordinates (t1, t). Furthermore

W. Greiner, J. Reinhardt, Quantum Electrodynamics, 329
© Springer-Verlag Berlin Heidelberg 2009

Fig. 6.1. The particles in
a bound state can interact infi-
nitely often
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Yap(x1, x2) has two spinor indices, i.e. 4 x 4 = 16 components! The indices a and b
refer to the spinor spaces of the two particles. The appearance of two time coordinates,
in contrast to the nonrelativistic many-particle theory, makes the interpretation of this
wave function more difficult. Alas, this cannot be avoided if one wants to treat space
and time coordinates in the same way.

In analogy to (6.1) we can define a propagator for the two-particle wave function

Wab(x3ﬁx4)=/d0(x1)d0(xz) S (x3, x43 x1, X2) H X DH (X2 Yap (1, x2) ,  (6.2)

where one now has to integrate over two three-dimensional hypersurfaces which in-
clude the points x3 and x4. As in Exercise 6.1, (6.2) can be specialized to the case of
two space-like hypersurfaces, i.e. to an integration over d>x, at a fixed time coordi-
nate f,.

If the two particles do not interact, the wave function simply is given by a product

WYy (1, X2) = Ya (1) 5 (x2) 6.3)
so that (6.2) factorizes into two integrals of the form (6.1) if one sets
§0P (x3, x43 X1, %2) = ISR (3, X1) iSE (x4, x2) - (6.4)

Going beyond this trivial case we have to consider what happens if the two particles
interact electromagnetically. In perturbation theory (expanding in powers of the cou-
pling constant ¢) the first correction to (6.4) can be found easily,! it is given by the
one photon exchange diagram

3 4 3

= + 5 6 + ... (6.5)

1 2 1

The bubble denoted by S represents the full two-particle propagator whereas the un-
connected fermion lines represent the free two-particle propagator S given in (6.4).
Using the Feynman rules we can translate (6.5) into the formula

§9P(x3, x43 x1, X2) = 1SE (x3, X1) 1SR (x4, x2)
4 4. -qa s b
+ [ dtasatugisgan. xs) isp s x0)

X [(—iea) YD (x5, x6) (—iep)y ] 1S (x5, 1) 182 (x6, x2)
o (6.6)

Note that in this and the following equations there are two independent spinor in-
dices. For example the 4 x 4 matrix V;il gets multiplied by the matrices Sf (x3, x5) and
S4(xs,x1), whereas y? is multiplied by S&(xa, x¢) and SZ(xe, x2). The two-particle
propagator therefore has the character of a 16 x 16 matrix. In (6.5) and (6.6) we have

! For simplicity we assume that particles a and b are distinguishable, since otherwise exchange graphs
would appear. The case of a particle interacting with its antiparticle will be considered in Exercise 6.2.
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written down only the first term of an infinite series. The result of the infinite series
can be represented in terms of a “black box” by a function K (x3, x4; x1, x2) which is
called the interaction kernel. The exact form of (6.5) then reads

3 4

(6.7)

1 2 T 2 1 2

or, written out explicitly,
S (x3, x43 x1, X2) = 1S (x3, x1) iSE (x4, X2)
+ / d*xs d*xe d*x; d*xg iSE(x3, x5) 1S5 (x4, x6)

x K (x5, x61 %7, x8) iSf (x7, x1) 187 (xs., x2) . (6.8)
We have not gained much by doing this since K is an extremely complicated function.
Only in first-order perturbation theory does the kernel become very simple, that is,
according to (6.6)

K§P (xs.x61x7,x8) = (—iea) vl iDf " (x5,x6) (—iep)y) 8*(xs —x7) 8*(x6 — x5) . (6.9)

@ (b) © @

©) ® (e

The complete function K is a sum over infinitely many graphs of arbitrarily high or-
der. Some examples are shown in Fig. 6.2. To go beyond perturbation theory one can
apply some cunning and combine at least a certain subset of the terms contributing to
the infinite sum K. To that end we define the notion of a reducible interaction kernel.
It is characterized by the fact that it can be split into two unconnected parts by cutting
two fermion lines. Correspondingly a kernel is called irreducible if it is so densely
interwoven that such a dissection is not possible.> Examples of reducible and irre-
ducible graphs are shown in Fig. 6.3. In Fig. 6.2 only graphs d, f, and h are reducible.
We shall denote the sum of all irreducible contributions to K as the irreducible inter-
action kernel K .

It is obvious that each reducible graph can be described by joining together several
irreducible graphs from the set which contributes to the kernel K. But this can be

K =

2 The cut has to be applied in the “horizontal” direction. The graph (a) to (c) in Fig. 6.2 thus are not
reducible.

Fig. 6.2. A few typical
graphs contributing to the
perturbation series for the
interaction kernel K

(a)

(b)

Fig. 6.3. Examples for a re-
ducible (a) and an irreducible
(b) third-order interaction
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obtained by a simple modification of (6.7):

3 4
3 4 3 4 —
ST% (6
= + 7 8 (6.10)
S
1 2 1 2
1 2

or, written out explicitly
S (x3, x43 x1, X2) = 1S (x3, %1) iSE (x4, X2)
+ / d*xs d*xe d*x7 d*xg iS%(x3, x5) iS5 (x4, X6)
xfab(xS,xg;x7,xg)S”b(x7,xg;xl,xz) . 6.11)

In this equation the complete kernel K has been replaced by the irreducible kernel K,
but in return for that we have also replaced two independent one-particle propagators
by the complete two-particle propagator. The fact that (6.10) is equivalent to (6.7)
becomes immediately clear if one solves (6.10) iteratively, i.e. if one repeatedly inserts
the left-hand side of (6.10) into the right-hand side:

+o. 6.12)

Therefore the iteration of (6.10) ensures that all possible combinations of irreducible
Feynman graphs are combined and in this way one gets the complete sum K from K.

The irreducible kernel K contains an infinite number of Feynman graphs as well
and cannot be calculated exactly. Nevertheless, compared to (6.7), (6.10) has a deci-
sive advantage: looking at (6.12) one sees that the solution automatically contains an
infinite series of interaction, even if K itself is calculated within perturbation theory
at low order! As we have discussed at the beginning of this section the inclusion of an
infinite number of interactions is necessary if one is interested in bound systems.

For many practical purposes one restricts oneself to the lowest order of the irre-
ducible kernel K (Fig. 6.2a), i.e. to the one-photon exchange

—ab
K" (x5, x6; x7, x8) ~ K& (x5, x6; X7, X3) (6.13)

given in (6.9). This prescription is called the ladder approximation. This name sug-
gests itself if we look at the iterated equation (6.12):

oy %M%:;;ygh_ 614

In this approximation a Lorentz frame can be found in which only one photon is
exchanged at a given time, but this process can be repeated an arbitrary number of
times. Nevertheless, one has to be aware that there is a multitude of possible graphs.
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Within the ladder approximation one considers only a very special class of them owing
to the restriction of K, even though this class contains an infinite number of graphs.
The quality of this approximation can only be proved by its success.

We want to remark that in principle one should not use the free Feynman propa-
gators Sg when calculating (6.11). Instead one should use “dressed” propagators that
contain the interaction with their own photon field to all orders (cf. Chap. 5). Then
one has taken into account all self-interaction graphs in (6.10). In the same way one
should use the exact photon propagators and vertex functions when calculating K . The
renormalization problems related to that will not be discussed here.

In order to get an equation for the two-particle wave function we insert (6.11)
into (6.2):

Yap(x3,%4) = /dcr(X1)dcr(Xz)iSS(x3,X1)iS§(x4,X2) #(x1) #(x2)Yap (x1,x2)
+ /da (x1)do (x) [d*xsd*xed*x7d*xs iSE(x3,x5) iSlF’ (x4,x6)
X?ub(XSa)%;x7»x8)Sab(x7»x8;xl’x2)¢(xl)’/i(x2)1pab(xlax2) ,

(6.15)

or, if we abbreviate the first term by ¢4p(x3, x4), insert (6.2) in the second term and
rename some indices,

Yap (X1, X2) = Pap(x1, X2) + / d*x3 d*xg d*xs d*xe iSE (x1, x5) 12 (x2, X6)

—ab
x K (x5, x6; X3, X4) Wb (X3, X4) . (6.16)

This is the Bethe—Salpeter equation.> 1t is a complicated inhomogeneous integral
equation of the Fredholm type. Its mathematical structure is the price we have to pay
in order to go beyond perturbation theory.

dap(x1, x2) 1s the free two-particle wave function. If one is interested in bound
states, i.e. localized states, ¢, (x1, x2) drops out of (6.16) and the integral equation
becomes homogeneous (see the supplementary remarks at the end of this section). The
Bethe—Salpeter equation (6.16) can also be written in another form if one multiplies
with the free Dirac operators (1Y — m,) and (iY, — mp) on the left-hand side. Since
the one-particle propagators obey the relations

(Y1 — ma)SE(x1, x5) = 8*(x1 — x5)

(Y2 — mp) Sp(x2, x6) = 8% (x2 — x6) 6.17)
it follows that

iY1 —ma)(i¥Y2 — mp)PYap(x1, x2)

—ab
=—/d4X3d4X4 K (x1, %23 %3, X2) Vap (X3, x4) . (6.18)

In this form the Bethe—Salpeter equation is an integro-differential equation (in eight
variables). For practical purposes there is another useful form of this equation, ob-
tained by transforming it into momentum space.

3 H.A. Bethe and E.E. Salpeter: Phys. Rev. 82, 309 (1951) and 84, 1232 (1951).
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If we define the wave function in momentum space as

Xab (1. p2) = f d*xp dxg e PrEIFP2R) gy (e xo) (6.19)

(2m)*

then the Fourier transform of (6.18) reads

/ dxy dhxy PP YL ) (Y = mp) s (61, x2)
2m)*

1 . _
T2 fd4x1 d*xad*xsdxy 61(p1'x1+p2'x2)1(ab(x1 L X2 X3, X4)Wap (X3, X4) .

(6.20)

On the left-hand side we integrate by parts so that the gradient operators act on the
exponential function, and on the right-hand side we insert two delta functions 84(x§ —
x3), 8*(x, — x4):

1 .
2n)? /d4xl d*x; [(—i% —mg)(—i¥2 — mp) el(”"x‘”z'm] Vab (X1, x2)
1
=_ ) / d*xp dxo dtas dhxg d*ad d*a 6% () — x3) 8% (xf — xa)
T
% ei(Pl-x1+P2'xz)F“b(xl’ X2; X3, X4) K”ab(xé, xﬁ/‘) ) 6.21)

Using the integral representation of the delta function,
1 N
84y —x3) = —/d4 1elPraTx) 6.22
@ =) = [ d'i (6.22)

one can express the right-hand side of (6.21) as a product of momentum-space wave
functions and the interaction kernel in momentum space:

—ab
K (p1, p2: p3, pa)

i(pr- X — DrXa— Da-xa) AD
/d4xld4x2d4x3d4x4el([’1 X1+paXa—p3-X3—paxa) (x1,x2; X3, X4) .

NCEE
(6.23)
The Bethe—Salpeter equation in momentum space then reads
(#1 — ma) (P2 — mp) Xab(p1, P2)
=- / d*pid*py B (pr. pas i o) X (1. D) - (6.24)

When treating a two-particle system it is always advantageous to transform to absolute
and relative coordinates. For simplicity we assume that both particles have the same
mass m = m, = myp, and we define

1
P=pi+p , pzi(m—pz), (6.25)
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or

1 1
p1:§P+p , pzzaP—p. (6.26)

. . . . —ab .
Since the interaction described by the kernel K “” must conserve momentum, i.e. p; +
p2 = p} + pb, one can make the ansatz

—ab —ab
K" (p1, p2; P}, ph) =84 P — PHYK " (p, p's P) . (6.27)

Using (6.26) and (6.27), (6.24) then reads
1 a a 1 b b
EP +p—m EP — ¢’ —m | xar(p, P)
a / , /
—_ / d4p’ a*p’ (Py> pp)

fab(
a(p'. P')

p. 0 PN P — P xap(p', P))  (6.28)

or
1 a a 1 b b
EP +p—m EF —p° —m| xa(p, P)
=— / &K (0. p's P) xan (P P) (6.29)

since the Jacobian determinant for the transformation of the volume element in (6.27)
is equal to one. In (6.29) P plays only the role of a parameter. One can look at a wave
function with a given value K of the “center-of-mass momentum”

Xab(p, P) =8%(P — K) xap(p) - (6.30)

Integrating (6.29) over P and defining p’ = p + k, one gets the final result
1 a a 1 b b
EK +p —m EK — P —m) Xab(p)
=—/d4k?“b(p,p+k; K) xab(p +K) . (6.31)

This integral equation has discrete eigensolutions for K and — in principle — it al-
lows us to determine the spectrum of a bound system of two fermions. The binding
energy Ep can be read off from the eigenvalue K in the “center-of-mass system”
defined by p; + p, = 0, where it takes the form

K=Q2m—Eg,0) . (6.32)

Unfortunately the interaction kernel fab is very complicated and cannot be written
down in a closed form. But even if one restricts oneself to the simplest case of the
ladder approximation (6.13), the structure of (6.31) is still so complicated that one will
not succeed in finding exact solutions. Only a simplified problem, the binding of two
spin-0 particles with a scalar interaction,* can be solved completely. It turns out that

4 G.C. Wick: Phys. Rev. 96, 1124 (1954); R.E. Cutkosky, ibid. p. 1135.
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the Bethe—Salpeter equation is beset with a number of serious difficulties (unphysical
states, wrong limit m/m, — 00, etc.). For problems within the framework of QED,
especially those concerning the spectrum of positronium, perturbative approximation
techniques are adequate (however, the ladder approximation does not suffice, one must
take into account also the graph from Fig. 6.2e). Furthermore the numerical solution
of the Bethe—Salpeter equation is an important tool for calculating bound states in the
realm of elementary particle physics (quark—antiquark systems, i.e. mesons).’

Supplement. In the following we want to justify our assertion that the free solution
dap(x1, x2) of the Bethe—Salpeter equation drops out if one studies bound states. The
argument is based on the energy and momentum balance.

For the integration limits o(xi) and U(xé) of the initial value integral (6.15) we
choose space-like hypersurfaces with #{ = #, =1 in the distant past:

Pab(x1,%2) = / dx] / d3x 188 (xr; x4, 1) iSP (2 x5, 1)

X VE V8 Wab(xh. 13 x5, 1) (6.33)
Because of #; > ¢ and #, > ¢ only that part of the Feynman propagator contributes
which propagates forward in time, namely (cf. Problem 2.1)
iSp (x/, x) —> / d3p%A+(p)e—iP'<X’—X> . (6.34)
The two-particle wave function v,; with equal time argument ¢ should have the fol-
lowing form:
Vap (e, 13 xh, 1) = K0T K- CLH/2 50 r oy (6.35)

Here the first factor describes the time development with the total energy K¢, whereas
the second factor describes the motion of the center of mass with momentum K.
)(a;,(x’1 — x’2) is the wave function of the relative motion of the bound state.

Ko and K have to satisfy the usual dispersion relation

Kg _ K2 — ]‘42 , (6.36)

i.e. seen from the outside, with respect to the center-of-mass motion, the bound sys-
tem behaves like a single particle. However, its mass M is reduced by the binding
energy Ep (the mass defect):

M=2m—Ep . (6.37)

Now we insert (6.34) and (6.35) into (6.33)

m i _ B -
. , — 1—t e+
Gap(x1 xz)—/d3xi d3xé/d3p’ /A+(p’)e ipg(n=1) gHip'-(x1=x})

x /d3p %A.,_(p) e—iPo(ta—1) o Fip-(x2—x))

—iKot giK-(x}+x})/2

x e V& V8 xab(x) —x5) . (6.38)

5 An extensive bibliography on the Bethe—Salpeter equation and its applications can be found in:
N. Nakanishi: Prog. Theor. Phys. Suppl. 95, 78 (1988).
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Next it is useful to transform this to center-of-mass coordinates and relative coordi-
nates:

/ / 1 / /
X=x,—Xx; |, X:E(xlntxz) , (6.39a)
or
/ 1 ! 1
xXi1=X+-x , x=X--x. (6.39b)
2 2
This yields

m il
¢ab(X1,X2)=/d3p/EA+(P')e P

x / &p % Ay (p)e P2l PotPo=K0! (07 )3 53 (K — p — p')

x / Brel 2@ yayby oy (6.40)
Therefore, the relation
K=p +p/ (6.41a)

must hold. On the other hand (6.40) leads to an analogous condition for K. This is
because ¢, is only independent of the arbitrary choice of the starting time ¢ if the
oscillating factor vanishes,

Ko=po+ p6 . (6.41b)

For a somewhat more rigorous derivation of this argument one could take the average
over some time interval, in order to eliminate strongly oscillating contributions, e.g.
by the prescription

T
Gap(x1,x2) = lim /dl‘... .
T——o0
2T

Using (6.41) the dispersion relation (6.36) takes the form
(po+pp) —(p+p)V =M,
or

2m* +2popy —2p-p' =M*

e g = p g = L (am? - %) (642)

This equation cannot be satisfied if there is a mass defect due to binding, M? < (2m)?,
for the following reasons. For p = p’ = 0 the left-hand side is larger than the right-
hand side, and this also remains true for finite momenta (where p || p’ is the most
favourable case), since v/ (1 +x2) (1 + y2) — xy > 1, which can be verified immedi-
ately by taking the square of this expression. Thus we have proved that the inhomo-
geneous term of the Bethe—Salpeter equation, ¢, from (6.33), vanishes for bound
states.
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Fig. 6.4. A four-dimensional
space—time volume V with sur-

face S

EXERCISE ]
6.1 Solution of the Initial-Value Problem for Fermions

Problem. Using Gauss’ theorem in four dimensions determine the wave function
¥ (x) at points x within a space—time volume V provided that its value is known on
aclosed surface S, see Fig. 6.4. Derive an analogous relation also for the adjoint spinor

Y (x).

Solution. Gauss’ theorem in four dimensions takes the form

4 OFu

d*x —=(x) = | do(x) F,(x)n*(x) . (1)

0xy,
14 S

Here F, is a vector field and n*(x) is the exterior normal on the surface element

do (x). We choose the function F),(x") =iSg (x — x")y,. ¥ (x"). Then the divergence

entering the volume integral is given by

0 . / /
7 (iSr (x = )nvr (x)

X

=

9 0
_ (iax;L Sp (x — x/)) Y () + Sk (x — X))y (iaxL ‘W))

d
(ia — Sk (x —x/)> Y (x) +mSg (x —x") ¥ (x")
X

<«

ad
Sp(x —x") inBT +m | &) . (2)
m

Here we have made use of the fact that i (x) fulfills the free Dirac equation. The
expression in square brackets reduces to a delta function, since the equation

0
(iyﬂ— - m) Sp(x —x') =8 (x —x) 3)
0xy,
defining the Feynman propagator is equivalent to

<«

d
Sk (x —x') iVﬂa—/ +m | ==8x—-x), )
o

which can be shown using the momentum space representation (2.19). Therefore the
left-hand side of (1) becomes

/ ity O oy / ah (=0t = X)) w )
BxLL J
%4
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if x € V. The right-hand side of (1) becomes

/dff(x/) F;L(x/)n“(x/)=i/d0(x/) Sk (x = x)yunt (Y () (6)

S N

with the result

Y(x)= —i/dU(X’) Sk (x =Y (x') @)

N

This result can be specialized by choosing a four-dimensional volume V delimited by
two flat hypersurfaces at constant times, e.g. #; and t, see Fig. 6.5. The side faces
are assumed to lie infinitely far away, so that the volume V comprises the whole
three-dimensional space but only a restricted time interval. The normal vectors are
n1=(—1,0) and ny = (1, 0). Then (7) takes the form

v =i / &' S (x — yoy () — i / &' S (x — xyop () | ®)

I 15}

witht) <t <.

ey
—>
3
N

Y

[ =
-
~

S

N

L 4
H

ol
—

ni

If the wave function has only components with positive (negative) frequencies, then
it follows from the properties of the propagator (see (2.25, 2.26)) that only the integral
at the time #1 (#) contributes so (8) is in agreement with the result of Exercise 2.4.
Therefore (7), which solves the boundary-value problem for a spinor field, is the co-
variant generalization of the former result of Chap. 2.

The calculation for the adjoint spinor ¥ (x) proceeds in an analogous fashion. We
now choose the vector field as F, (x") = —iyr (x")y,, Sp(x’ — x). Using the Dirac equa-
tion for the adjoint spinor

- d
¥ (x) <im Py m) =0 ©)
I

and (3) the left-hand side of (1) can be reduced to —1(x). Thus in analogy to (7) the
adjoint spinor satisfies

&(X)=i/dG(X’)tﬁ(X')'/i(x’) Sp(x" = x) . (10)

Exercise 6.1

Fig. 6.5. A special choice
for the space—time volume
bounded by flat hypersurfaces
at constant times #; and 1)



340

6. Two-Particle Systems

EXERCISE |
6.2 The Bethe—Salpeter Equation for Positronium

Problem. Until now we have assumed that the interacting particles a and b are not
related to each other. What will change in the case of a particle—antiparticle system
such as positronium (eTe™)? Derive the Bethe—Salpeter equation in momentum space
(6.31) considering the interaction kernel K in lowest order.

Solution. The electron—positron system can be treated in very much the same way
as the electron—electron problem. In the expansion in terms of Feynman graphs the
direction of the arrow of one fermion is inverted. As we have already discussed in con-
nection with Bhabha scattering (Sect. 3.4) the exchange graph describes the process
of virtual pair annihilation.

:@ﬁ—H+H+:{:+-“

Constructing the corresponding two-particle wave function we take into account the
antiparticle character of the positron by choosing an adjoint spinor (incoming elec-
tron <> outgoing positron). For the case of no interaction this means

Vo (41, %2) = Y (1) Yo (x2) )

Without interaction the explicit form of the electron spinor would be a plane wave
V¥ (x1) = u(p,s)e”"P*1_ In the same way the positron spinor would be given by
V(x) =v(p',s") etP2_ In accordance with the Feynman rules the incoming elec-
tron is thus described by u(p, s) and the incoming positron by v(p’, s”). The propaga-
tion of an adjoint spinor was derived in Exercise 6.1, (10):

1/7(X)=i/dG(X')1p(x/)'/i(X’) Sk (', x) 3)

For the two-particle wave function this means

Yo (X3, X4) =/dU(X1)d0(X2)Suavr(X3,X4;X1,X2)

X fop (X1 here (x2) Yo (X1, X2) 4)

Note the reversed order of the primed and unprimed indices of the matrices 7. This
becomes clear by writing 1.,/ (x1) ¥/ (x1, X2) #h/¢ (x2) and is related to the reversed
order of 7 in (6.1) and ¥4 in (3), respectively. The two-particle propagator reads as
follows:

Spove (X3, X4; X1, X2)

. . 4 4 A 4.
= —iSpuy (X3, X1) 1SFro (X2, x4) — [dx5d " xed " x7d " xg 1SRy (X3, X5)

X 1Spse (X6, X4)K 1y grvier (X5, X63 X7, X8)1SRyy (X7, X1)1SFr 7 (X2, Xg) - )
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Equation (5) differs from (6.8) only by the “reversed” Feynman propagators for the
positron. This shows up especially in the exchanged primed and unprimed indices of
the matrices Sg,/,, (x7, x1) and Sg;;/(x2, xg) for electrons and positrons, respectively.
This has the same origin as the change of the positions of the indices in both matrices s
in (4). Here one must observe carefully the ordering of S, #, and ¥ in (6.1) and (3).
The positron propagators always have “exchanged” indices.

Now one can again introduce an irreducible interaction kernel K and iterate (5).

S;Lavr(x3»x4;xl,x2)
=—iS§ is d*xsd*xed*x7d*xgisS
= —iSpuv (X3, X1) 1SFro (X2, X4) + [d xsd xed " x7d " x81SF, 0 (X3, X5)
X 1Sps7o (X6, x4)K/L/(7/U/‘L’/(x57 X6; X7, X8) Sy /v (X7, X8; X1, X2) . (6)

Inserting this into (4) yields the integral form of the Bethe—Salpeter equation

I/I/LU (x1,x2) = d)uo (x1,x2) + / d4)C3 d4)C4 d4x5 d4x6

X 18Fuu (X1, X5)18Fg o (X6, X2) K jy7ver (X5, X6 5 X3, Xa) Yoo (X3, X4)

)

For bound states (i.e. localized states) the free solution ¢, (x1, x2) can again be omit-
ted.
In order to get an integro-differential equation like (6.18) we make use of

(Y1 — M)y Sropr (X1, x5) = 8*(x1 — X5) 8,00 (8a)
and
(iV2 + m)ro Skorr (X6, X2) = —8%(x2 — X6) 800 - (8b)

Equation (8b) can be derived immediately from the integral representation of the Feyn-
man propagator in momentum space. Applying the Dirac operators from (8) to (7) and
renaming some indices yields

iy, — m)uu’ (Y2 +m)gio I/IM’G’(xlv X2)

= f d*x3 d*xa K povr (61, X25 X3, X4) Yrur (13, X4) 9)

in analogy to (6.18).
This result can be transformed into momentum space, too. Again defining the in-
teracting kernel as

K jove(P1, P23 p3, pa) = / d*xy d*xp d*xy dhaxg

1
(@m)®

x PP PP (s, xg) (10)

Exercise 6.2
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Fig. 6.6. The lowest-order di-
rect and exchange graphs.
The fermion lines are “ampu-
tated”, i.e. they do not enter
the expression for the integral
kernel K

we can directly use the previous calculation with the result
1 1
EP"‘Fﬁ_m Ep_ﬁ"f_m X;uo’(P’P)
mp oo
=/d4p/?;wvr(l7, P/; P) Xur(p/7 P). an

This equation differs from (6.29) only by the second Dirac operator and the plus sign
in the interaction term.

I3 o I o
! '
2 2} z Y =
z1 z2 z1 z2
v T v T

In order to write down the kernel K in lowest order of the perturbation series in e
the contributions from direct scattering and virtual annihilation must be taken into ac-
count. The corresponding Feynman graphs of Fig. 6.6 can be translated into formulae:

—0

K 50 (P1, P25 DS D))
_ 1
T @)

fd4x1 d4x2 d4xi d4xé el(Prx1+p2x2—p] 'xi—Pé'xé)(_ie)z
x (v iDrap (1, 12) v, 8% 1 — x)) 8% (2 = xp)

— ¥, iDpap (x1, x]) v5, 8 (x1 — x2) 8% (x] — xé))

= )¢ /d4x1d4x2 eil(Pl*Pi)‘xl+(P2*P§)~le(_ie)2ygvyfjgiDFaﬁ(xl7x2)

/d4x1d4xiei[(p1+p2)'xl_(P,1+P§>'xi](—ie)2yl‘jg vE iDpgp(x1, X)) .

12)

- )8

In the first integral we now substitute ¥ = x; — x2, v = x| + x2 and in the second
U=xy— xi, v=2x1 + xi. After ordering the terms in the exponent we find that the
integration over v breaks down and yields a delta function of 4-momentum conserva-
tion. The integration over u yields the Fourier transform of the photon propagator. The
result is

—0 (—ie)? .
K yove(P1, P21 Pl Py =84(P — P') Ty v, v iDrag(p — )
4 NGy
—84P - P v, v iDrap(P) (13)

Q@m)*
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with Exercise 6.2
P=pi+p , P'=pi+p),
1 / 1 !/ /
PZE(PI—PZ) , P =§(P1_P2)
or

2

(2 )4

—ie?
v, vE, Drap(p — p)) + Vvl Deap(P) . (14)

(2 )4

—0
K, o0 (p, p's P)=

As in (6.30) we now separate off the center-of-mass momentum P. After integrating
over P in analogy to (6.31) one gets the Bethe—Salpeter equation for the electron—
positron system in the ladder approximation:

1 1
“K+p—m “K—p+m)  xwo(p) =[Vair + Vamni) x(P)]
2 MM/ 2 oo H

(15)
with the direct interaction
[VdirX(p)]M (; ) V,w)’m/d P Deap(p — P') x0r (P) (16a)
and the annihilation interaction
iez o B 4 7 /
[Vamni x ()], = Gory? Vit Vi DR (K) | &5 02 (P) (16b)
In the Feynman gauge the photon propagator is
4 g
Drap(q) = ———2 a7
and the interaction terms take the form
Vair x (p) = 47T3 / > ,)2 v x(P)ve (18a)
i62 o 4/ /
Vami x(P) ==7—5 25 v* [ d'p Tr{vax(p)] . (18b)

where we have not written out the Dirac indices. The direct term (18a) has exactly the
same form as for a system of two particles of different kinds with opposite charges,
ep = —egy, (cf. (5) in Example 6.3). The annihilation interaction enters with the same
power of e, but nevertheless it is much weaker since the denominator is very large,
namely K2 ~ (2m)? for weakly bound systems. In practice one therefore first solves
(15) without the annihilation interaction and then treats (18b) as a perturbation.

Supplement. One can bring the Bethe—Salpeter equation (15) into a form that is sym-
metric with respect to particles and antiparticles by using the charge conjugation trans-
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formation. The charge conjugated wave function reads®

Ye=CyT =Croyp™ . (19)
The transformation matrix C satisfies the condition

CyrC "t =—ynt (20)
and furthermore

CT=C'=C"'1'=-C. Q21

We apply the charge conjugation matrix C on the right index of the two-particle wave
function x and introduce a transformed wave function :

T/f,w(P) = Coo’Xua’(p) (22)

or in compact notation

v(p)=x(p)CT . (23)

In turn we can use (21) and get

x(P) =y CH =y C . (24)

This transformation is inserted into (15) and the equation is multiplied by C~! from
the right-hand side. Because of (20) only the relative sign between momentum and
mass terms in the Dirac operator is changed. After some manipulation one gets

K K
(7 +1¢—m>1 (3—#5—”1)21#(1?)

iez d4p/ o ,
=13 G=p)2 (¥*); )2 ¥ ()

ie? 1

S 4nd K2

yee [ [nvene] (25)

EXAMPLE |

6.3 The Nonretarded Limit of the Bethe—Salpeter Equation

We continue to study the Bethe—Salpeter equation in the form (6.31) within the
ladder approximation and introduce an approximation in which it takes the form of
a simple Dirac equation with an interaction potential.

6 See W. Greiner: Relativistic Quantum Mechanics — Wave Equations, 3rd ed. (Springer, Berlin,
Heidelberg, 2000), Chap. 12.
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To this end we first have to determine the interaction kernel Eab (p, p’; P) in mo-
mentum space. In the ladder approximation (6.9) according to (6.23) one essentially
has to take the Fourier transform of the photon propagator Dg(x — x'):

—ab
Ky (p1, p2i P}, D)

. ’ / !’ !
— S d4x1 d4x2 d4xi d4x§ el(P1-X1+p2-xa—py X =py-x3)
(2m)

x (—ieq) (—iep) y)'y 2 iDE(xy — x2)8% (x1 — x{) 8% (x2 — x5) . (1)
Transforming to the new variables u = x; — x3 and v = x1 + x yields

(—ieq) (—iep) , 4

—ab
Ko (p1. p2i pl, ph) = veyl 8*[(p1+ p2) — (p] + PY)]

2m)*
PR 1 1 / /
X 1Dg E(m —p2)— E(pl - P2) (2
or, according to (6.27),
—ab ,. _ —legep ) N b
Ky (p,p P)= ) YiDr (P =Py - (€)

In Feynman gauge, which we have used so far, the momentum-space representation
of the photon propagator reads

4 gt
q>+ie

Dy’ (q) = f d*x e DEY(x) = — “)

Thus in momentum space the Bethe—Salpeter equation (6.31) in the ladder approxi-
mation takes the form

1 a a 1 b b
<§K +y —m) (56( - —m) Xab (D)

=i d @ DY (k) P k 5
—leaeb/myﬂ v K v, xab(p+k) . (5)

The integration kernel in (5) is still too complicated for practical purposes. The prob-
lem can be simplified if one neglects the frequency dependence, i.e. if one replaces

DI (ko,k) — D(0,k) . (©6)

As we shall examine further in Example 6.4 this means that one neglects the retarda-
tion of the interaction. If we multiply (5) by yé’ , we get

A ieqep
Fran() = Gty [ vyl DE Ot -+0 )

with the abbreviation

. 1 1
F=y (EyﬁK“JrVﬁp“—m) Y0 (EVfKU—VfPV—m> : ®)

Example 6.3
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In the center-of-mass system characterized by p; + p, = 0 the vector K representing
the total momentum is purely time-like, that is

K =0Qm—Eg,0)=(E,0) , 9

so that we get

N 1 1
F(p)=<§E—0ta~P—/3am-l-Po) <§E+ab'P_ﬂbm—P0)

1 . 1 N
= <§E — Hy(p) +po> <§E — Hp(p) — po) , (10)
with the free Dirac Hamiltonians
Hy(p)=aq-p+pam (11a)
Hy(p)=—ay - p+ Bpm . (11b)

Using the approximation (6) it is possible to separate the frequency integration. We
define a new wave function that depends only on the spatial components of the mo-
mentum vector:

¢ab(P)=fdP0 Xab(Po, P) - 12)

After performing the ko integration on the right-hand side of (7) we thus get the ap-
proximate result

F L k 13
(P)Xab(l?)—? WVQVMVQVU e (0,k)¢pup(p +k) , (13)

or, written in a shorthand notation,

F(p)xan(p) =T (p) . (14)

To make use of this equation one must integrate over the variable pg on the left-hand
side of (13) according to (12). To this end we invert the operator F (p), i.e. we bring
it to the right-hand side. This can be done by the following trick: introduce projec-
tion operators for the components of the wave function with positive and negative
frequency, namely

Ai([’)=w with n=a,b , (15)

20(p)

where w(p) = ++/m? + p?. Because of I:I,%(p) = w?*(p) one can verify right away
that the operators (15) fulfill the usual rules for orthogonal projection operators:

(A =A% | AnA" =0 , AL+ A" =1". (16)
Furthermore there is the important relation

A,(p) AL (p) = A%(p)H.(p) = o (p)AlL(p) . (17)
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After applying the projection operator (15) the Hamiltonians in (10) can thus be re-
placed by the frequency w (times the unit matrix):

A% (p)AL(P)F () xan(p)

1 1 N R
= (EE Folp)+ Po) (EE Folp) - Po) LPVAL(P) xab(P) (18)
where all of the four combinations of signs are admitted. The Bethe—Salpeter equation
(14) then becomes a system of four projected equations:

1 1 . .
(EEqu(p) +P0) <5E¢w(p) - Po) x++(p) = AL AS(p)T(p) , (19)

with the projected wave functions

x++(p) = AL(P) AL (D) xab(P) - (20)

In a completely analogous way one defines the projected wave functions ¢+ 4 (p) =

‘i(p)Aﬁ’IE (p)dap(p) by integrating over pg (cf. (12)). Making use of (17) the operator
on the left-hand side of (13) has been replaced by a simple number, which can be
brought to the right-hand side by division. Thus it is also possible to eliminate the
frequency variable pg on the left-hand side of (19) by integrating according to (12),
ie.

d++(p) = / dpox++(p)

1 1 ~ ~
—[d AL . @D
/ P EFom+p SEFom —po =

To make (21) unique we have to determine how to treat the poles when integrating
over po. In this context we remember the rule that we have already used frequently,
which states that the condition of causality can be fulfilled by giving the particle mass
a small negative imaginary part, i.e. m — m — ig, and consequently also w(p) —
w(p) — 8. This means that

1 1
= d I , (22
¢++(p) (/ Do %E:Fw(p)—i—po:I:iS %Eqiw(p)—pozti(S) T+(p) , (22)

where

Ies(p) = A4 (p) AL ()T (p) .

The po integration can be performed using the theorem of residues, where the inte-
gration path is closed by a half circle in the upper or lower half plane. This is possible
because the integrand falls off like 1/|pg|* for large po and therefore does not con-
tribute to the integral. The integrand has two poles at

1 .
P0=§E:Fw(P)i15 , (23a)

1 .
po=—3E£o(p)Fis . (23b)

Example 6.3
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As we have already emphasized, both signs in (22) can be chosen independently. If
both signs of § in (23a) and (23b) are equal, then both poles are in the same half plane.
Since one can close the integration path in the other half plane, where the integrand is
regular, the theorem of residues yields

¢+ (P)=¢—+(p)=0. (24)

In the opposite case one gets

o0

1 1 27

/dz . S 25)
z—aFid z+b+tid a+b

—00

and therefore

2mi

$++(p) =—mr++(17) s (26a)
o= —T 1 _(p (26b)
T e

Owing to (24) and (26) the complete wave function ¢ (p) = ¢4+ +P4— + 4 +P_—
then obeys the integral equation

(Aii(p) | A__(p)
=2 r . 27
¢(p) m(Zw_E toateg TP (€2))
We eliminate the denominators in (26) and subtract the resulting equations:
(E =20(p))¢++(p) + (E +20(p))p——(p)
= —27i(Iy 4 (p) = I —(p)) - (28)

According to (17) the frequency w(p) can be replaced by the Hamiltonians H,. To do
this in a symmetric fashion we identify

In the last step the contributions from the mixed projection operators /ift/ili have
vanished since, because of (16), one can replace H, by o and then use (24). If we
now define a mixed projection operator

A(p) = As1(p) — A__(p) = A2 A8.(p) — A A% (p) , (29)
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then the right-hand side of (28) simply becomes —Zni/i( p) I'(p). Equation (28) then
becomes the Bethe—Salpeter equation in the nonretarded approximation:’

(E — Hy(p) — Hy(p))$(p) = —27iA(p) I'(p) , (30)

where in the ladder approximation I"(p) is given by the right-hand side of (13).
Equation (30) can also be brought into a more familiar form if one assumes that the
solutions with negative energy can be neglected, i.e. if one makes the approximation

Alp) - 1 (31)

in (30). Equation (30) will now be transformed into coordinate space according to

d? .
o= | ST o) (32)
i.e. using I"(p) defined in (13), (14)
43 . . A
Gy € (= Aup) = () 9(p)
d? : d3k ;
= €a€b/ (27[1)]3 e—lp-rf (27[)3 ‘}/61)/5]/(;7]/5) D{:L (0, k)¢(p +k) s (33)

or, with (32),

(£ = AuV) = B,(V)) ()

&Gk
= (eaeb oS elkr ygyl’fyobyf Dg" (0, k)>¢(r)

=Ur)¢(r) . (34)

To arrive at this result the integration variable p was shifted to p + k in (33). Equa-
tion (34) has the same form as the ordinary Dirac equation with an effective interaction
potential U (r). In order to calculate this potential it is advantageous to use the pho-
ton propagator in the Coulomb gauge (cf. Chap. 4, (4.13-4.15)). In this gauge Dgo
depends only on the spatial components k, so that here the approximation (6) (ne-
glecting the frequency dependence) has a less drastic effect than in the commonly
used Feynman gauge of (4). Thus we insert

D o —47 (k'K 5 dr (KK 5 358)
A Y DL (LS Y a
’ k2 N1k ) k2 k2 )
4
DX(k) =+ — , 35b
F (k) =+ e (35b)
DY (k) = DI(k) =0 . (35¢)

The interaction potential then reads

U A / d3k ik 1 (o kay-k N N 1 36)
=eqepdm | —— ——— 0, — .
] @) TTEANTE AR

7 E.E. Salpeter: Phys. Rev. 87, 328 (1952).

Example 6.3
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One of the Fourier integrals we need,

d3k ik-r 1
°c 1 , 37
Q2n)? k1?2 4nr

is the familiar Coulomb potential. The other one can be derived from this with a few
tricks. Using Vg (1/]k|?) = —2k/|k|* we write

[ Pk @b k) Gk, k
1= [ Gt e =¥ [ e ("W)

i $k oy, 1
5@ Vo) [ S5k v o (38)

or, after partial integration,

&3k . 1
_——(a V,)/( b Vke‘k") —

2m)? |k|

(a V) (b- )/ L 1(ti! Ve)b-r) 1 (39

= — = - . r) — .
’ Qm)d k220 T dnr
On evaluating the gradients we have

11 -r)b-
fo L (@@ o)

47 2r r2

Thus the effective potential reads

(ety -r)(ab'r)> B aar-ab N 1:|

2 r

1
U(r) =eaeb|:_ (aa “0p —
2r

r

=€a€b[l—i<“a'db+w)i| ] 1
r 2r r

This potential is known as the Breit interaction. We shall derive it in an alternative
way in Example 6.4.

EXAMPLE |

6.4 The Breit Interaction

The interaction between two Dirac particles is described covariantly by the exchange
of virtual photons. We will attempt to describe this interaction in a nonrelativistic
approximation by a potential U (r) (which does not depend on the time coordinate).
Of course this should lead to the Coulomb potential in the static limit. In addition we
want to calculate the relativistic corrections up to the order (v/c)>.

We shall proceed as follows. First we shall calculate the S-matrix element for the
one-photon exchange and then we shall examine which potential U (r) yields the same
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result in the desired approximation. As we have discussed in Exercise 3.2 the S-matrix
element for the graph

1 2,
i P
T Yy
(1) 2)
¥ $?

has the form
Spi = _i/d4x f d*y ji7 () De(y —x) j 1 () (1

with the photon propagator Dg and the two transition currents

i = ey y™ ()

—]ﬂRmeWﬂ” , n=12. )
In the second line the time dependence has been separated off, thus defining the tran-
sition frequency w}"l) =FE }") E l.("). The 4-vector index has been omitted for brevity.

If the particles are not distinguishable one must subtract the exchange term in (1).
Inserting (2) and the Fourier representation of the propagator (in Feynman gauge)
into (1) yields

_ —ik-(y—x) . a
4 [ ) lw“i)z, dre™ ) i0We,
sye=ifats fa /(z i e gy et )

The ¢, integration yields a § function. With k = (w, k) we get

—4m/d3 /d3 /dtx/—27r8 w— a)?)) ( ;lz)""”)

) ) d3k e+1k-(y7x)
X X . 4
iR )/(2 o @)

After introducing spherical coordinates we can carry out the integration over the mo-
mentum with residue integration:

Ry kT ) | 2 o Hikr cos b
Q7P @ — K +ie (2n)3/k dkfd°°se"ofd¢" 0 — K +ie
i1 k
=Gy | b (=)
'1% k
:éﬁ;/%ﬁjmfgﬁﬂ (5)

—00

Example 6.4
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The poles are located at k = +(w + i&’sgn(w)). The residue integral (which must be
closed in the upper half plane) thus encircles only one pole yielding
d3k e—ik-r e+i|a)|r
QP K2 +ie  Amr

If one also carries out the integrations over @ and f,, then the S-matrix element reads

(6)

o) (2> 3 3.0, elentE )
Sti —_27”8 @ +a)f, /d /d )’]fl (y)——— x| ]fz (x) . (N

As usual the § function ensures the conservation of energy. Apart from that, the mag-
nitude of S¢; is determined by a coupling between the transition currents ] i1 and ] ()
with a frequency-dependent interaction.

In order to understand this more deeply we go back one step and keep the time
(2)’ —

integration. Using ]w |w

(1) )| y— x‘)

so——if & .2) i)t 3 (wﬂtﬂwf'
pi=—i | &y [ drjg (e & S x| Jf, '(x) . (3)

If we consider a scattering process in which the energy of particle 1 is transferred to

particle 2, then a);) < 0, and |a)(1)| = - so that, with (2), (8) can be cast in the

@i
form

Sy =i / dt / &y j 0% .0 ©)
where

W 0 ) = ly=x)

A 1) =

(¥ 1) = / X Jri (%) x|
3oL
= dx|x |Jf, (x,2—|y—x|) . (10)

Thus (9) implies that the transition current j](cz)( y) interacts with the electromagnetic

field that was emitted by the current j fi )(x) of the other particle at an earlier time,
where the time difference is given by |y — x| = |y — x|/c. Therefore (10) is just the
retarded potential. The frequency-dependent factor in (7) is thus responsible for the
retardation due to the finite propagation velocity of the interaction. For small particle
velocities (v/c <« 1) we are therefore justified in replacing the exponential by the
lowest-order terms of its Taylor expansion:

eilwfil~|y—~'€\/c 1

y—xI  |y— xl

i| = — ol | (11)
— —|wyi —Xx| .
/l 2C2 wfl y

In the following we will write out the powers of the velocity of light ¢ explicitly. The
approximated S-matrix element reads

Sfiz—znia( (f1)+wﬂ eleQ/d3 /d3

ellosil1y—x]

T v (P )

w(z)(y)w(l)(x)y(l) )
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~ —27i6 (0] + o)) elez/d3 /d3

2
Xy )T(y)wj(‘l)T(x) (10)1(2) _a® .a@)

1 i
x <|— il Sy —x|) v v @) (12)

y—x| c

In (12) only the terms of lowest order in v/c are to be taken into account. Since ce is
the velocity operator in the Dirac theory the consistent approximation is

1 |a) | 1
Dq2 1 2 LWfi
<:ﬂ.( )]l()—ot()ot( )> <—| |+1 c 2a)fl|y x|>

a.g®

101@
~ T +E]l(l)1(2)|wfi|_

2 1@
Wy x|14V1 13
ly—x| 2¢2 -f'|y | (13)

up to the order 1/c2. If this is inserted into (12) the contribution of the term of or-
der 1/c obviously vanishes owing to the orthogonality of the wave functions 1/1(")

and wi("). The last quadratic correction term in (13) looks somewhat unpleasant, since
it contains wy; and thus depends on the initial and final states. Here one can take
advantage of a commutator trick. The wave functions are assumed to be stationary
eigenstates of a Hamiltonian, so that

AVx)y @) =E" vy V) |

AV @)y ) = BV vl ) (14)

and analogously the equation involving H® (x). Therefore, one can replace in (13)

each energy by the corresponding Hamiltonian, if one makes sure that it acts immedi-

ately on the wave function. With a)}li) —wi) one gets

1 1 2 2
—ohlx =yl =(E" — E") (EP - EP) 1x — y)
—x— y HVAD _ A0 _ 4O
— 1:1(2)|x _y|1:1(1) + [:1(1)[_}(2)|x —

=[AD. (A%, 1x -] . (15)

Thus one has to evaluate the double commutator of the distance function |x — y| with
the Hamiltonians of the two particles. These Hamiltonians are of the form

AD =ca® - p +Vmic? + AL (x) | (16)
where only the momentum operator does not commutate with |[x — y|. I:Iext here de-

notes the interaction with a possibly present (stationary) external potential, which does
not change the following considerations. Using [p, f(x)] = —iV f(x) we get

[AD. A2, 1x — yl]] =D =iV [«® - =iVl - 1] - a17)

Example 6.4
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The differentiation of |x — y| = />, (xx — vx)? does not present any difficulties and

leads to

1 2 1 2
[ﬁm{QQJx—ﬂﬂzc{d“%ﬂ)_M)%x—wa”-@—yq. as)

Ix — y| lx —y|3

Obviously the third term in (13) and the first term in (18) can be combined. The final
result reads

&Tz—an(;?+wf)ewa/@x@nguymyﬁ@)

{E(Uﬂfz) a.q@ 4 @D.n) @?-n)

=yl 20x — y| }W?wafkw, (19)

with the direction vector n = (x — y)/|x — y|. Equation (19) can be interpreted in such
a way that the particles scatter at each other via a (nonretarded) effective interaction
U(x — y), namely

Spi = —27id (o %H—?)/@ /&
<P v oUE - v v @) (20)

The effective interaction operator has the form

ete  erey aM.a® 4+ (@W.n) (@?-n)
=yl 2 x — I
=Uc(x—y)+Us(x—y) . 1)

Ux—y) =

As expected the first term is the Coulomb potential between the particles. Additionally
one gets a correction term Up, quadratic in the velocity, which is known as the Breit
interaction. It is interesting to note that (21) agrees with the retarded interaction of
two classical particles if one replaces the Dirac matrices by the classical velocity
a® — v;/c.

If one makes the nonrelativistic approximation also for the wave functions lpl.("),
(21) can be reduced to a sum of contributions that one recognizes as spin—orbit and
spin—spin interactions. For further information see e.g. H.A. Bethe and E.E. Salpeter:
Quantum Mechanics of One- and Two-Electron Atoms (Springer, Berlin, 1957), and
Example 6.5.

The Breit interaction is very useful for the calculation of energy shifts in many-
particle systems and in positronium (where one also has to take into account the Feyn-
man graph for virtual pair annihilation). However, one must keep in mind that (21) is
only an approximation. Its use is strictly justified only in perturbation theory. If one
simply includes the potential U in the Dirac equation as an interaction potential, this
can lead to wrong results. In particular one has to avoid the mixing of solutions with
positive and negative energies, which can be done by the introduction of projection
operators.®

8 J. Sucher: Phys. Rev. A22, 348 (1980).
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EXAMPLE |

6.5 Nonrelativistic Reduction of the Two-Body Equation Applied to Positronium

We have learnt earlier in this chapter that a two-fermion system within QED has a for-
mally exact description in terms of the Bethe—Salpeter equation. One has to construct
a4 x 4 = 16-component two-body wave function and a two-body propagator Sgb. For
an exact description one would need to know the interaction kernel K7, which is for-
mally represented by an infinite sum over all possible Feynman graphs. In practice,
however, this is too demanding and the Bethe—Salpeter equation can be applied only
in a simplified form, i.e. the ladder approximation. In this example we will use the
ladder approximation to sketch the derivation of a nonrelativistic Hamiltonian for the
positronium system, which is one of the cornerstones of QED.

Although we shall start from the full two-body problem, it is reasonable to reduce
the corresponding 16-component equation to those components which are largest in
the nonrelativistic limit. This both helps in practical calculations and leads to an equa-
tion that has a clear physical interpretation. The justification for this procedure, of
course, rests on the fact that positronium is a very weakly bound system. The electron
and positron are localized in orbitals having twice (owing to the reduced mass) the
hydrogen Bohr radius, which is large compared to the Compton wavelength

2 1

roN — > — .

mo T m

The binding energy is of the order a?m, which is very small compared to the rest
mass 2m. In the ordinary single-particle Dirac theory the nonrelativistic approximation
leads from the 4-component Dirac equation to the 2-component Pauli equation. In an
elegant and systematic way this reduction is achieved using the Foldy Wouthuysen
technique.’

The idea of this method is to apply a unitary transformation Ur which eliminates
the “odd” operators O contained in the Hamiltonian. The name odd is given to those
operators which couple the large and small components of the Dirac spinor; typical
examples are the matrices « and y. Correspondingly those operators which are diag-
onal with respect to the large and small components are called “even”, designated by
the letter &. Examples of this class of operators are 1, 8, X. The task then is to con-
struct a unitary operator Ur such that the odd parts of the Hamiltonian are eliminated.
If the original Hamiltonian is written in the form

H=Bm+&+0 , (1)

according to Foldy and Wouthuysen the transformed Hamiltonian reads

FI:ﬁF_lHﬁp
B - 1 B 4
= 6+ —0*+ —[10,8],0] - —0%+... . 2
Bm + +5- +8m2[[ 1,0] e300+ (2)

9 See W. Greiner: Relativistic Quantum Mechanics — Wave Equations, 3rd ed. (Springer, Berlin,
Heidelberg, 2000), Chap. 11.
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This procedure has been generalized by Chraplyvy'® in such a way that it can be
applied to the two-body problem.

The principal idea of the method remains unchanged. However, the Hamiltonian H
now consists of 16 x 16 matrices, which are constructed from direct products of the
4 x 4 one-body Dirac matrices referring to particles 1 and 2. Generalizing the notion
of even and odd operators we now have to distinguish between four cases:

even even operators (§§); e.g. 1, ,3(1), ,3(2), > yO. y?.
even odd operators (£0),e.g. a®, p@;

odd even operators (98),e.g. aV, p(;

odd odd operators (00),e.g. aV . a?®, D . p@,

Here we have used the shorthand notation
eV=a®1 and «P=1Q®« . 3)

The operators of type (§0), (0€), (OO) couple between the 16 components of the
two-body equation, while (£ &) operators are diagonal with respect to large and small
components. Thus if we are able to find a unitary transformation U, that eliminates
the operators (O €&), (60), (QO) then the 16-component equation will decouple into
a set of four independent 4-component equations. One of them will contain the Pauli
approximation to the two-body equation while the remaining three equations describe
the admixture of negative-energy states and can be shown to vanish in the nonrelativis-
tic limit. In analogy to the Foldy Wouthuysen transformation operator Ur, a unitary
operator U1, can also be constructed for the 16-component two-body equation that
decouples the large components to any chosen order in 1/m.
We start from the general two-body Hamiltonian

Hiy = BVm 4+ P ma + (€6) + (§0) + (08) + (00) . 4)

As shown by Chraplyvy in a lengthy calculation, which we will not reproduce here,
the transformed Hamiltonian has the form

Hp= 01}1 HixUnp

ﬂ(l) ﬁ(2)

21’1’!1 2m2

g . B? ) 1
- ——(08)" - == (€0 + — [[(08). (6©)]_. (V€

a7 08~ gz €O + g [108), €8N, ©8)]

: £0), (&€& &0 'B(l)ﬁ(Z) 08), (00 &0
+@[[( ). (EE). (60)]_+7 - —[I(06). (00)]. (€O)],

1 ©)
f 002 . s

In principle H) still acts on a 16-component wave function. However, now it is pos-
sible to separate off a 4-component equation that contains “large components” only.

10.7.V. Chraplyvy: Phys. Rev. 91, 388 (1953) and 92, 1310 (1953).
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In the case of the ordinary single-particle Foldy Wouthuysen transformation this is
achieved by replacing each 4 x 4 Dirac matrix

M:<a b)
¢ d)y

simply by a, which is a 2 x 2 matrix, e.g.

1 0
,3=< ) — L2 .
0 -1 4x4

The analogous replacement in the two-body case reads, e.g.

— Laxs ,

16x16

—> L4x4 .

-1 16x16

Application to the Positronium System. We start from (34), Example 6.3, which was
derived from the Bethe—Salpeter equation

(E ~HY(V) - H® (iV)) P(r)=UrP(r) , ©6)
where U (r) is the Breit interaction defined in (41), Example 6.3. Here

HO = V. p+ O,

H® = —a® . p4 gOm, .
Written out explicitly (6) reads

M. @
ere a/ o
Ho(r)= {a(]) p—a? p+BVm 4+ Pm, + 1% |:IL -

r 2
@D r)@?® .r)
- 1P =ED(r) . (N
2r2
The positronium system is described if we set m| =mo =m, e = —er = e. To apply

the reduction method discussed above we have to identify the various types of even
and odd operators in the Hamiltonian:

62
(&&)=——1,
r

€0)=—a? . p,

©&)=+aV.p,

©0) =+ | g0 @ DE@®-0) | N
2r 2

r

Example 6.5
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Example 6.5 From this the following ingredients entering (5) can be deduced:
(06)* = (€0)*=p* (92)
06)*=(€0)* = p*, (9b)

[[1o8). €&, 8] +[1€0). o1 . €] }
=2¢° [(a(l) +oc(2)) . (:—3 X p) +4JT53(")] , (%)

[[©&). (01, . (EO)],

=_ze2[p72+r<r% p)p—(«V+a®) (5 x ”>]

TaD . a@ 3. ) (@ .r) 8
el ( )5( )__”a(l),a(2)53(,)] O 9d)
L r r 3
and
ar aD . ) (a® . r
©0y = £ [3 -2 .o 4 LT D) e)
2r2 L r?

We insert these expressions into (5) and perform the replacement ) — 1, ? — 1,
etc., as discussed above. The wave function consists of a direct product of two Pauli
spinors. This corresponds to the approximation that both particles are described by the
two upper components of their original bispinor. Thus the generalized Pauli equation
reads

HEMNyo(r) = EYna(r) (10)
where

HlpzauliEHo-l-Hl + Hy + Hz + Hy

and
2 2
e
H0=——+p— ,
room
L
Hi==gs?
H, = e p2+r<r ) + e 7183(r)
T Tom2 |y i3 PP '
3¢2 /r
=25 ) 10%)
T2 (31 P +
2 TeW.g®  36W. gD . 8
H4=_e_ i o _ (o rio r)__n(a(l).a(Z))53(r) EGE))
4m? r3 IS 3

Terms of the order ¢* have been neglected. The various parts of the two-body Pauli
Hamiltonian have an intuitive interpretation. Hy is the nonrelativistic Schrodinger op-
erator (the rest mass has been subtracted from (10)). H; describes the first-order cor-
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rections due to the velocity dependence of the mass. H» contains the classical relativis-
tic correction to the interaction of two charged particles due to the effect of retardation
and the Darwin term due to Zitterbewegung. H3 is the interaction between the total
spin s = s 5@ = %(a(l) + 0 @) and the relative orbital angular momentum of
the particle, L =r x p. Hy is the magnetic dipole interaction between the magnetic
moments of the electron and positron (spin—spin interaction).

With some more thought we come to the conclusion that the Hamiltonian (11) does
not contain the whole truth about the positronium system. We have treated the two
particles as independent objects having opposite charge. Because we are dealing with
a particle antiparticle system, however, the process of virtual pair annihilation also has
to be taken into account. Thus the annihilation interaction introduced in Exercise 6.2
has to be included. We will not go through the steps leading to the nonrelativistic limit
of this interaction but only quote the resulting additional contribution to the Hamil-
tonian:

n 1 2)\ 53
H5=W(3+a()-a( ))3 r) .

Note that this interaction only contributes for states with angular orbital momentum
L =0 (because of the delta function) and total spin S =1 (since oW .6@ =_3for
singlet states).

Including the Hamiltonians Hy to Hs as perturbations to the Hy problem will lead
to the energy levels of positronium!! 4

correct to order a”.
]

6.2 Biographical Notes

SALPETER, Edwin Ernest, American physicist. *3.12.1924 in Vienna. S. studied at Sydney
University (Australia) and at the University of Birmingham where he got his PhD in 1948. He
became research associate and later professor at Cornell University and Director of Cornell’s
Center of Radiophysics and Space Research. S. worked with H. Bethe on few-electron systems
and the quantum mechanical two-body problem (the Bethe—Salpeter equation). S.’s main field
of research has been astrophysics where he worked on nuclear fusion mechanisms in stars, the
structure of collapsed stars, interstellar matter, clusters of galaxies etc.

11 See for example M.A. Stroscio: Phys. Rep. 22, 215 (1975). For the calculation of radiative correc-
tions up to the order «® see G.S. Adkins, R.N. Fell, PM. Mitrikov: Phys. Rev. A65, 042103 (2002).
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Quantum Electrodynamics of Strong Fields 7

Up to now, our considerations in this book have mainly treated the behaviour of elec-
trons (or positrons) under the influence of weak perturbations. In this chapter we want
to deal with phenomena that occur in the presence of strong electromagnetic fields.'

We shall see that a novel “effect of zeroth order” occurs in this case which cannot
be described by perturbation theory as usual: the ground state (the “vacuum”) of the
theory becomes unstable and changes at a certain strength of the potential. At first, we
shall discuss the process qualitatively.

Normally, i.e. in weak fields, the energetically lowest stable state is characterized
by the fact that no (real) particles are present; in the case of QED this means neither
electrons nor positrons. In the absence of an external field the Dirac equation possesses
only continuum solutions with energies E, = :I:,/mgc4 + p?c?. The vacuum state is
determined by the requirement that all positive energy states are empty and all negative
energy states are occupied (see Fig. 7.1).

E)
. empty
- m()Cz ©
0 ——————
- m062 i
. occupied

In Dirac’s hole picture this means that neither free electrons nor free positrons (i.e.
holes in the lower continuum) are present. The formally infinitely large energy and
charge of the “Dirac sea” are unobservable in principle and are “renormalized away”.
Therefore, the physically observable vacuum (without electromagnetic field) is free
of particles and is electrically neutral. We now switch on an external electromagnetic
field A, (x). The approximation of an external field means that A, (x) is assumed to
be given classically and that it is not influenced by the electrons. In reality such a field
is very well represented by that of an atomic nucleus with charge — Ze since its mass is
extremely large compared to the electron mass (my,/me ~ 2000). Macroscopic fields
and coherent electromagnetic radiation can also be described in terms of an external
field.

! Detailed presentations may be found in W. Greiner, B. Miiller, J. Rafelski: Quantum Electrodynam-
ics of Strong Fields (Springer, Berlin, Heidelberg, 1985).

W. Greiner, J. Reinhardt, Quantum Electrodynamics, 361
© Springer-Verlag Berlin Heidelberg 2009

Fig. 7.1. The vacuum of the
Dirac theory in the absence of
an external field
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Fig. 7.2. The spectrum of the
Dirac equation in the presence
of a weak external binding po-
tential

In order to realize the essential effect we consider an electrostatic potential well
Ao (x) of finite extent. If the potential is positive, electrons can be bound in the well.
This means that one or more electronic levels E1, E», ... are lowered into the energy
gap between E = +moc? and E = —mgoc?. The corresponding wave functions are
spatially localized in the region of the potential well. The basic structure of the vacuum
will not be changed, however, because it is still energetically favourable to have the
lowered states unoccupied (Fig. 7.2).

This seems to change if the potential is so strong that £ becomes negative, i.e. if
the binding energy Ep = moc> — E; surpasses the value moc?. By adding one elec-
tron to the system, more energy can be emitted than is contained in the rest mass of
the electron. This leads to the curious phenomenon that according to mass—energy
equivalence the system becomes lighter than it would be without the electron! How-
ever, since charge conservation must be fulfilled rigorously there is no way to produce
a single electron; only electron—positron pairs can be created. The energy threshold
for this is 2moc? and hence a system with empty energy levels remains stable also in
the range —moc? < E; <0 (Fig. 7.3a).

Things change, however, as soon as a state falls below the threshold E = —mgc?.
An electron—positron pair can then be created without the need to expend additional
energy (e.g. from an incoming photon). There is even a surplus which is available
as kinetic energy, namely Eyij, = Ep — 2mpc? = |E1] — moc?. When passing beyond
a certain critical potential strength the following will happen: An et e™ pair is created
spontaneously. The electron is attracted and stays inside the potential well, whereas
the positron is repelled and thus escapes with kinetic energy Eyi, (Fig. 7.3b).

This process may also be interpreted in the following way: as the potential strength
is increased the state E1 “dives into the lower continuum” and merges with it. If it
has been empty previously then the Dirac sea now contains an additional hole which
physically corresponds to a positron. After a certain length of time (we shall calculate
this time more precisely) a new stable ground state is formed: the previously empty (in
the subcritical case) potential well is now filled with one electron or, in other words,
the previously neutral vacuum has decayed into a charged vacuum. Of course, global
charge conservation is not violated by this. The emitted positron carries a positive
unit of charge to infinity, i.e. it escapes from any arbitrarily large but finite volume

,surrounding the potential well.

| @
+ mgoc? ©
——F,
o= — — — — -
2 £
— mpcC :
Z) ®
+ m()C2 b=t
——F,
0— — — — — —
— moc? 4

Fig. 7.3. The vacuum of the
Dirac theory in the case of
a strong external potential.
(a) Subcritical: the vacuum is
neutral. (b) Supercritical:
a positron is emitted sponta-
neously and the vacuum gets
charged

o—

The charge Qyac Which the supercritical vacuum assumes depends on the strength
of the potential, namely on the number of levels E1, E3, ... that have passed below
the threshold —mqc? and are thus submerged. If there is no magnetic field present, all
levels are twofold degenerate (equal energy for both spin orientations s, = +1/2), so
that Qyac Tuns over the values 2e, 4e, . .. with increasing potential strength.

Before we give a quantitative description it is useful to consider qualitatively the
structure of the quantum-mechanical wave functions in the various cases. We are look-
ing for eigensolutions i of the stationary Dirac equation with a scalar electromagnetic
potential Ag(x) such that

(coe - p + Bmoc® + er(x)) V(x) = EY(x) . (7.1)

Here it is essential that the energy E and potential V (x) = eAo(x) occur in the com-
bination E — V(x). This means that the boundaries of the energy gap (which is in
the range between +mqc? and —moc? in the field-free case) are shifted locally by the
potential. This is shown in Fig. 7.4 for the case of an attractive potential well.
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Inside the energy gap is the classically forbidden region, where only exponentially
decaying wave functions are possible. Outside the gap, i.e. for |[E — V| > mqc?, there
are oscillating solutions. Since V (x) is assumed to vanish asymptotically, we obtain
for E > moc? and E < —mqc? oscillating continuum wave functions that extend to
infinity. The effect of the potential well is to deform these wave functions. In ordinary
weak potentials this distortion does not lead to a qualitative change of the character of
the wave function. In Fig. 7.5 two typical wave functions of the upper (a) and lower (b)
continuum are sketched. (The picture is somewhat schematic since strictly we have to
deal with four-component spinor functions.) It is the attractive potential which makes
it possible that there are spatially localized bound wave functions at discrete energies
in the region —moc? < E < +moc? (case (c) in Fig. 7.5). However, if the potential
well is deep enough one (or more) of the bound states can fall below the threshold
—moc?. The wave function then necessarily has to change its character, because it can
no longer decay exponentially but extends to infinity. Its shape is displayed as case (d)
in Fig. 7.5.

|
AN oA - @

+7n002 V-f-Tnoc2
By === = 2 - === = (©)

We can now distinguish three regions: in the interior of the potential well the wave
function resembles that of an ordinary bound state; outside it oscillates as a continuum
wave. Both regions are connected by a zone in which the energy is in the “forbidden”
energy gap.

This situation strongly reminds us of a process familiar from nonrelativistic quan-
tum mechanics, namely the tunnel effect that occurs, for example in « decay or in
solid-state physics. Tunneling is possible whenever a particle must pass through a re-
gion of space without having the classically required energy as, for example shown in
Fig. 7.6 for a potential barrier.

Fig. 7.4. The energy gap of
the Dirac equation in the pres-
ence of an electrostatic poten-
tial well

Fig. 7.5. Schematic represen-
tation of the Dirac wave func-
tions of a deep potential well:
(a) free electron state, (b) free
positron state, (¢) bound elec-
tron state, (d) resonance in the
lower continuum
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Fig. 7.6. Illustration of the
tunnel effect in nonrelativistic
quantum mechanics

\E

V(z)

z

A particle sitting in the potential well is in a “quasi-bound” state. It can tunnel
through the energetically forbidden region of the potential barrier with a certain decay
rate (probability per time). We can now say in full analogy that a hole in the super-
critical bound state tunnels through the energy gap between the upper and the lower
continuum in order to escape as a positron.

It is well known that the decay rate in a tunnel process decreases exponentially
with the width and height of the barrier to be passed (the “Gamow factor”). This is
also valid for the decay of the neutral vacuum. This explains why spontaneous pair
production is not observed in macroscopic electrostatic fields. Potential differences of
several megavolts can be easily produced but typically they extend over a range of
meters which makes the pair production rate extremely small. A rough estimate tells
us that pair production becomes considerable if the potential AV = eA A changes by
the value of the rest-mass moc> over a characteristic length scale which is set by the
Compton wavelength of the electron X = i/ mqc. Because of E = —V Ay this leads to
a critical field strength of the order of magnitude of

AAg moc? _ m(z)c3 _ 1511 keV _

Eer ~ - = = =
T Ax eh/moc eh e 386 fm

\Y%
1.3 x 1010— . (7.2)
cm

‘We shall encounter this critical field strength once again in Sect. 7.3 where a homo-
geneous electric field will be studied. Field strengths of magnitude E.; occur only
in microscopic systems.”> On the other hand the size of the potential region has to
be large enough that (by the uncertainty relation) localization of the wave function is
possible. There is only one experimentally accessible system in which the decay of
the vacuum may be examined: a heavy atom with very high nuclear charge number Z.

7.1 Strong Fields in Atoms

Nature provides atomic nuclei as an almost ideal source of strong external electric
fields. A nucleus of charge Z and mass number A produces a spherically symmetric
electric potential of the form

—Ze*/r for r>R
Vir)=ZU(@r) = , (7.3)
—(Ze2/R)f(r) for r <R

where the charge radius R of the nucleus is given approximately by

R=12A"3 fm . (7.4)

2 We shall not take up here the matter of possible laser fields of very high intensity.
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If one models the nucleus as a homogeneously charged sphere with a sharp edge,
which is sufficient for most purposes, then the bottom of the potential well is parabolic,
ie.

1 2
fr)= > (3 - %) . (7.5)

As a crude but simple approximation one sometimes uses f (r) = 1, corresponding to
a charged spherical shell. The three cases are shown in Fig. 7.7.

The potential in the interior and the maximum electric field strength (at the nuclear
surface), e.g. for a uranium nucleus (Z =92, A = 238), are very large, namely

Ze? 2
——— ~26.7 MeV >~ 52 mqc

3
|VmaX| = 2R

and
Ze VvV
|Emax|=ﬁ:2.4x 10 C—m:1800ECr .

While these numbers by far exceed the values of 2moc? and E¢ one cannot call the
electric field of a uranium nucleus supercritical. In addition the region of space over
which the field extends has to be large enough to make the localization of a quantum-
mechanical wave function possible. This condition is not met in ordinary atoms. In
contrast to the situation shown in Fig. 7.5 the electronic levels here are not bound very
deeply.

In order to investigate the behaviour of the states the Dirac equation (7.1) has to
be solved for the central potential (7.3). The procedure is described extensively in
Chap. 9 of the volume ROM and we shall only briefly repeat it here.

The angular-momentum operator and the parity operator commute with the Dirac
Hamiltonian Hp =« - p + fmg + V (r) for a potential of the form (7.3). Hence the
wave functions can be classified according to their angular momentum j and parity .
The ansatz for the bispinor wave function is

_l ul(r)XKm(Q)
Vim() =7 (ium)xm(m) ’ (7.6)

with the two-component spherical spinors

Xem ()= (Lhj]m = pe pm)Yim () x4 (7.7)
u==x1/2

where x1/2 = ((1)), X—12= ((1)) k is the eigenvalue of the operator K= (o - L + 1) and
has the value

~(+1) ==(j+3) for j=I+}
1

N4%)

Fig. 7.7. The Coulomb poten-
tial of a point nucleus (solid
line), of a homogeneously
charged sphere (dashed line)
and of a charged spherical shell
(dotted line)
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The Dirac equation (7.1) reduces to a system of two coupled ordinary differential
equations of first order (h=c=1)

d

—up =—£u1+(E+MO—V(r))M2 ; (7.8a)
dr r

d K

—uy=—(E—mo—V(@))ui + —uy . (7.8b)
dr r

For all energies E > mg, E < —my, (7.8) possesses continuum solutions which are
regular at the origin (» = 0) and oscillate asymptotically (r — c0). In the energy gap
—mg < E < mg only at certain discrete energy eigenvalues E,; are solutions found
that fulfill the regularity requirement at »r — 0 and r — oo simultaneously and are
thus normalizable:

o0

fdr (u% +u§) =1. (7.9)

0

The system (7.8) can be solved numerically without difficulty in order to determine
the solutions for arbitrary potentials. For some potentials the solution may also be
found analytically. For this purpose it is useful to rewrite the system (7.8) into a single
differential equation of second order.

A closed solution is obtained in the case of a pure Coulomb potential, V (r) =
—Za/r for all r. It is composed essentially of confluent hypergeometric functions.
The energy eigenvalues satisfy Sommerfeld’s well-known fine-structure formula, see
ROM

Za 2 2
E,i =mg l+< ) , (7.10)
Y |: n— k| +v«? — Z2a2

with the principal quantum number n = 1,2, ... . Obviously this formula is no longer
valid for charges Za > ||, because then the root y = k2 — Z2a? becomes imagi-
nary. This is seen especially clearly for the most deeply bound 1s state (k = —1,n =1)
whose energy is E1; = mg+/1 — (Za)?2. The function E|4(z) breaks off with vertical
tangent dE;/dZ — —oo as Za — 1.

We recognize the reason for this behaviour in the shape of the wave function near
the origin. For r — 0 the Coulomb potential dominates: | V |>> E, m(. By elimination
of uy in the system (7.8) (cf. Exercise 7.1), we get the differential equation for u
(r—0):

7 2,2
Zo) — “)rz =0 . (7.11)

1
i+
r
The regular solution of (7.11) is
uy(r) ~ rVE=Z0? g e (7.12)

The exponent becomes imaginary in the case Z« >| « |. If we construct a real solution
it will oscillate with infinite frequency like sin(y/(Za)? — «2Inr + §). Since such
a singular wave function is not acceptable, there is no solution of the problem of an
electron in a pure Coulomb potential for Za >| « |.3

3 For a resolution of this problem see Example 7.5.
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This is because we did not formulate the problem correctly. In reality the source of
the Coulomb field has finite extension so that the potential V remains finite as given
in (7.3). In this case the singular behaviour (7.12) of the wave function at the origin
does not arise. The energy levels can then be traced continuously beyond the point
Zo=|Kk|.

Solving the Dirac equation with the truncated Coulomb potential (7.3) is more
involved compared to the case of the pure Coulomb potential. A way to do this is
to construct at first separately solutions uil), ug) in the inner region and u&“), u;”) in
the outer region. In each region there are two linearly independent solutions of the
system (7.8) of differential equations of first order. The inner solution is required to be
regular at the origin, r — 0, whereas the outer solution should decay exponentially at
infinity, r — oo. Both solutions have to be matched at a point Ry that can in principle
be chosen arbitrarily. We can do this by making the ratios of the large to the small
component of the wave function equal,

u’ (Ro) _ i (Ro)
ul (Ro)  ul” (Ro)

(7.13)

This condition is not fulfilled in general. The two solutions can be joined continuously
to a total wave function regular at both boundaries only for certain discrete energy
eigenvalues (which can be determined by iteration). In contrast to (7.10) this procedure
normally cannot been done analytically.

EXERCISE |
7.1 The Wave Function at the Diving Point

Problem. The Dirac wave function at the diving point (where the energy eigenvalue
is E = —my) can be determined analytically with relative ease.

a) Write the radial Dirac equation (7.8) as a differential equation of second order
for u;1 by elimination of u,.

b) Show that, in the case of the Coulomb potential V (r) = —Z«/r, at the peculiar
energy E = —my the wave function u; satisfies Bessel’s differential equation, and find
the solution regular at infinity.

Hint: use the substitution ¢ = /8moZar.

¢) Find an equation which determines the critical charge Z, of the 1s state for the
truncated Coulomb potential (V (r) = —Za/R forr < R,V (r) = —Za/r forr > R)
by matching the solutions in the inner and outer regions according to (7.13).

Solution. a) We differentiate the differential equation (7.8a) with respect to r, which
gives

K / / /
—u1—7u1—Vu2+(E+mo—V)u2 . @)
Applying (7.8a) once again we can eliminate u, from this equation,

I K
u1+;u1

=—T—. 2
E+my—V @)

uz
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Exercise 7.1

By use of the second differential equation (7.8b) we eliminate ),
K
ué:—(E—mo—V)u1+7u2 . 3)

The result from (1), (2), and (3) is

u//+ V/ u/
P E4me—v!

kk+1) « v/
E—V):—m?— £
—i—[( ) —mg 2 rE+mo—

V:|M1=0. @

b) At the special energy E = —mq (4) reduces by use of the Coulomb potential
V=—Za/rto

1 2moZ Za)? —«?
r r r
The suggested substitution
Q2 =8moZar 6)
leads to
d 4moZa d
— == (7a)
dr o do
& @moZa)* ([ 1 d  d
—2=¥<———+—2) (7b)
dr 0 odo do
Insertion into (5) and multiplication by 02/(4Za)? leads to
d? 1d 4[(Za)* — k2
N S P (C0 et | B ®)
do*  odo 0
This is just the differential equation obeyed by the modified Bessel functions
1 2
f”+—f/—<l+u—2>f:0. )
o [

This differential equation is solved by the linearly independent solutions K, (¢) and
I1,,(0). The function 1, (o) is to be rejected since it increases exponentially at infinity,
therefore the normalizable solution of the Dirac equation at the critical point reads

i (r) = cKi, (,/SmOZar) , (10)

with a normalising constant ¢ that is of no interest here. The index of the modified
Bessel function (Mc Donald function) is purely imaginary in the case Zo >| « |, being
given by

V=2V (Za)? — k2 . (11)
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The lower component of the wave function follows from (2)

1
Uy = < I:E 8moZar K{U <\/8mOZ(xr> + kK (N/SmOZozr)i| , (12)

Zo

where K/ denotes the derivative of the Bessel function with respect to its argument
and (7a) has been used. Remarkably, the “critical wave function” decays exponentially
as a function of /7 for large values of r, since?

K (2) > /216_2 for z— o0 . (13)
Z

The limit » — 0 is more involved. By use of the (9.6.7), and (6.1.31) of Abramowitz
we get

2
Kin(z) — /,Lsin(uln—quargr(uiv)) . (14)
vsinhmv z

As we have already discussed in connection with (7) this means that the wave function
oscillates like sin(y/(Za)? — k2 Inr +§).

¢) In order to obtain a wave function regular also at the origin the solutions (10),
(12) have to be matched to an inner solution u) at the nuclear radius R. Since the
potential in this region is constant, Vo = —Za/R the free spherical solutions of the
Dirac equation can be taken (RQM, Chap. 9). They are

W) =¢ BrjiBr)

Q) B :
le :C/ Sgnk mﬂr ‘]l’(ﬂr) R (15)

where j; denotes the spherical Bessel function and 8 =,/(E — Vo)? — m%. The order

of the Bessel functionsis{ = —x — 1,1 = —«k fork <0and! =k, =« — 1 fork > 0.
In the special case k = —1 (51,2 states) (15) reads
uY) =csinfr ,
; sin
=B Pr_ cospr) . (16)
E—Vy+mg Br

The matching condition (13) for the inner and outer solutions then has the form

sin BR E—Vo+mog ZaKiy

—— = an
S'ZQR —cos BR B %«/SMQZOKR K! — Kj,
to be evaluated at the energy E = —mgc>. The second factor on the left-hand side can

be approximated by 1 because of | Vi |>> mq. By the same reason g ~| Vj |= Za/R.
Then (17) may be rewritten

%“((Qi) =2(Za) cot(Za) (18)

4 M. Abramowitz, I.A. Stegun: Handbook of Mathematical Functions (Dover), Chap. 9.7.

Exercise 7.1
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Fig. 7.8. Graphical determi-
nation of the critical nuclear
charge for s-states. The solid
(dashed) curve is the left-
(right-) hand side of (18).
The curves intersect at Z¢ =
172,242,324, ...

—2¢
—4)

—6+

-8l

where ¢ = +/8moZaR. This is a transcendental equation for Z. Its solutions are the
critical charges for the states 1sy 2, 2512 etc. Figure 7.8 displays the graphical solution
of (18). To obtain reasonably realistic values of Z. the following assumption was
made for the nuclear radius R as a function of Z:

R=252)'3x1.2fm .

Figure 7.9 displays the result of numerical calculations for the energies of several
bound states as a function of nuclear charge Z. The energy levels descend progres-
sively with increasing Z. The energy of the lowest state (1s,x = —1) becomes nega-
tive when Z > 150. The 1s level finally reaches the value E |5 = —moc2 at a critical

EjlkeV] ﬂ positive energy
500 continuum

- 500

o

— 1000

Fig. 7.9. The lowest bound states of the Dirac equation for atoms with nuclear charge Z. The
Sommerfeld energies of the states with k = —1 (ns1/2) and k¥ = +1 (npy2) break off with
a vertical tangent at Za = 1 (dotted curve). With the finite nuclear radius taken into account all
levels reach the edge of the lower continuum E = —m002 at a corresponding critical charge Z¢;.
The bound states can be followed into the lower continuum as resonances (the energy width is
magnified by a factor of 10)
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charge chr’ 2~ 173. The same happens for the 2 p1 /> state with k = +1 at erpl/z ~ 185,
whereas higher states reach the lower continuum at much larger nuclear charges.

How sure can one be that this picture is not qualitatively changed by radiative QED
corrections which, after all, also will grow with nuclear charge? This problem was in-
vestigated by performing calculations of vacuum polarization and electron self-energy
taking into account the exact wave functions in the nuclear Coulomb potential, cf. the
discussion at the end of Sect. 5.4. In this way the perturbation expansion with respect
to the parameter Z« is summed to all orders. The vacuum polarization correction is
attractive and at the diving point Z = Z; was found® to lead to a shift of the 1s energy
of AE YSP(Zcr) = —10.68 keV. The self-energy correction® is nearly equal in size but
has the opposite sign, AE ISE(ZCI) = +10.99 keV. Thus the total shift in the K-shell
energy due to quantum corrections (of first order in o but exact with respect to Zo)
is only AE5(Z) = 40.31 keV, less than 0.1% of the binding energy. It therefore
seems clear that the transition to a charged vacuum will occur at the critical nuclear
charge Z. = 173.

The large gain in binding energy of the levels having k = +£1 is accompanied by
drastic changes in the wave functions. The radial density 29 () (r) of the 1s wave
function is plotted in Fig. 7.10 for the three nuclear charges Z = 100, 135, and 170.
A scaled representation has been chosen that does already account for the “trivial”
shrinking of the atomic radius like 1/Z. As is well known the non-relativistic 1s

$*(0)%(0)/2%[a5°]
10°
10%
2 -
10!
10°
10! s L
0 50 100 1502
1y \—Z=170 24 1 ]
o=
7 =135 7'11’15/ [an]
Z =100
nonrelativistic |
0 e 1 n
0 1 2 3 rZ[ag]

5 M. Gyulassy: Nucl. Phys. A244, 497 (1975).
6 G. Soff, P. Schliiter, B. Miiller, W. Greiner: Phys. Rev. Lett. 48, 1465 (1982).

Fig. 7.10. The radial electron
density r2y Ty of the ls
state divided by Z as a func-
tion of the radial distance
times Z. The nonrelativistic
density is independent of Z
in this scaled representation.
In contrast, we see that the
Dirac wave functions shrink
strongly in the range Za > 1.
The inset displays the electron
density at the origin scaled
by 73 as a function of Z



372

7. Quantum Electrodynamics of Strong Fields

Fig. 7.11. A state that is dis-
crete in the subcritical case
Z < Zcr becomes distributed
with a certain width over
many neighbouring contin-
uum states in a supercritical
potential Z > Z¢;

hydrogen wave function is of the form

32
ine=2(Z) " et
ap

with Bohr’s radius ag = X, /o = 52918 fm. The corresponding density is independent
of Z in the representation used in Fig. 7.10. We see that the influence of relativistic
effects is still rather small in normal atoms (Z < 100). If one proceeds into the range
Za > 1, the wave function entirely changes its shape and shrinks to a fraction of
its normal extent ag/Z. A total “collapse” of the wave function is avoided only by
the finite nuclear radius R. The strong increase of the electron density at the origin
¥ (0)T(0) as a function of Z can be seen even more distinctly in the inset of Fig. 7.10.
The nonrelativistic Z dependence again has been factored out by scaling with Z 3.
The Dirac 1s wave function increases in density by a factor of about 1000 at large Z
compared to the nonrelativistic value. This effect is even more drastic in the case
of the 2pj/, state which nonrelativistically has a node at » = 0 but whose density
progressively resembles that of the 1s state at large Z. This increase is effected by the
lower component u; of the wave function which normally is small.

The physically most interesting effect occurs if the critical nuclear charge Z; is
surpassed. As we have discussed in the previous section, the bound state “dives” into
the lower continuum of the Dirac equation and two (because of the spin degener-
acy, m = £1/2) positrons can be emitted spontaneously. This shows up mathemat-
ically by the fact that the continuum contains a resonance. The previously bound
state does no longer exist as a discrete eigensolution of the Dirac equation but is
mixed with the continuum. This admixture is concentrated around a mean reso-
nance energy E; in a narrow region with width I". This is shown schematically in
Fig. 7.11.

Z > Zg

¥ v

The figure illustrates how a state that has been discrete in the subcritical poten-
tial (a) is spread over a large number of neighbouring continuum states in the super-
critical case (b). The continuum has been discretized for better illustration in Fig. 7.11.
We achieve this by a trick: we enclose the system into a box and impose a boundary
condition at the surface that is fulfilled only for discrete energy values (which are,
however, very dense in the limit V — 00).

For a quantitative description of the resonance the Dirac equation (7.8) with the
supercritical potential has to be solved for various energy values E in the lower con-
tinuum. An inner solution u?), ug) regular at the origin can again be given similar
to the case of bound states. The outer solution uga), uéa) is not determined uniquely,
however, because the two linearly independent solutions are both bounded at »r — oo
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and thus both are admissible. Therefore the matching condition (7.13) does not give
a restriction for the energy FE, i.e. we obtain a continuum. The condition (7.13)
now determines the asymptotic behaviour of the solution. We will not carry out
explicitly the construction of the continuum solutions here but refer to the litera-
ture.’

One can construct real wave functions whose radial part displays the asymptotic

behaviour (r — o0)

(m)N;(«/E—i—mo cos(pr+A))
uy JTp \—vE—mo sin(pr+A)

for E > mq and

<M1> 1 <«/—E —myg cos(pr + A)) (7.14)

uy - /mp \vW—E +myg sin(pr + A)

for E < mo. Here p = \/E2 —m32, A =8 + 8jog With

2pr b4
8 =y(ln—+1)—— : (7.15)
o || 4

where y = ZaE/ p. 81og is a phase shift growing logarithmically with r. It occurs also
in nonrelativistic quantum mechanics and is due to the long range of the Coulomb po-
tential. §g is the physical phase shift which is determined by the shape of the potential
in the inner region. The wave function (7.14) is normalised “on the energy scale”, that
means

/d3x W () WE(x) =8(E—E) .

Normally the phase shift 6 is a function only slowly varying with energy (its value
is zero at the edge of the continuum, E = £mq). When calculating the wave function
of the lower continuum in the case Z > Z, however, we find that there is an energy
region where the phase shift ¢ suddenly varies strongly. 8¢ rises about a value of &
in a narrow energy range Ey — I < E < E; + I". This is the characteristic signature of
a resonance. Inspection of the space dependence of the corresponding wave function
shows that the probability density at small distances is strongly enhanced compared to
the off-resonance case (| E — E; |> I'). Quantitative values are shown in Fig. 7.12 for
nuclear charge number Z = 184. In the displayed case the 1s resonance has a width
of I' ~0.004 moc? ~ 2 keV. The wave function u in the inner region is enhanced by
a value of 50 corresponding to a factor of 2500 in density.

7 B. Miiller, J. Rafelski, W. Greiner: Nuovo Cim. 18, 551 (1973).
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Fig. 7.12. Resonance en-
hancement of the 51/, lower
continuum wave function
(uy; component) and rise of
phase shift § displayed for
a supercritical nucleus with
Z =184. § is the scattering
phase without resonance

up>
50T uge Z =184
40r R =16fm
30}
20}
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A phase analysis of the continuum enables us to follow the 1s state having turned
into a resonance as a function of Z also in the supercritical case. We already encoun-
tered this result in Fig. 7.9: the state moves even deeper into the continuum and its
width increases rapidly starting from a value I" =0 at Z = Z,. However, I" always
remains very small compared to m in the physically accessible range of Z values.

Since the exact continuum solutions of the Dirac equation are rather inconvenient
it is useful for our physical understanding to have an analytic model of the resonance.
In Example 7.2 we shall present a formalism that yields an easily interpretable closed
expression for the wave function Y.

EXAMPLE |

7.2 Fano’s Formalism for the Description of Resonances

It is a common problem in applications of quantum mechanics that an initially stable
system becomes unstable and can decay if a small perturbation is switched on. Mathe-
matically speaking one starts with a system characterized by a Hamiltonian Hy which
possesses (at least) one discrete and normalisable eigenstate ¢y with energy Ey, i.e.

Ho¢o = Eogo . ey
Furthermore, Hy is assumed to have a continuous spectrum, i.e.
Hoyrp = EvyE 2

for a certain range of energy values. (In the case of spontaneous positron production,
which is of interest here, this range is —oo < E < —mgc?). We require that the wave
functions Vg asymptotically (» — o0) are stationary standing waves. The following
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orthonormality conditions hold:

(dolgo) =1, (3a)
(YEldo) =0, (3b)
(Yp'lYE)=8(E"—E) . (3c)

The continuum thus is normalised “to a delta function”. An additional interaction is
added now, in the form of a perturbation potential V’:

H=Hy+V'. “)

Here it can happen that the discrete state ¢ is “lost” under the influence of the in-
teraction. It amalgamates with the continuum (it is “embedded” into it) which is now
described by the equation

HYp =EVg ®)
again with the normalization
(Wp/|Wg) =8(E'—E) . (6)

If this occurs it will be no longer possible to keep the system in a localised station-
ary state. Physically, the following happens: The previously stable system decays by
emission of one of its constituents (since a continuous spectrum is always related to
a motion to infinity). In a time-dependent description it can actually be shown that the
probability to encounter the state ¢y decreases to zero exponentially in time after the
perturbation V' has been switched on (cf. Exercise 7.4).

From the point of view of quantum mechanical scattering theory the presence of
a previously bound state ¢ manifests as a resonance with its well known signatures:
The scattering cross section grows in the vicinity of the resonance energy, the scatter-
ing phase varies rapidly as a function of E, the density of the wave function |¥g (x)|?
is strongly enhanced at small distances. We now want to examine the properties of
the solution of (5) making use of the solutions of the unperturbed problem (1), (2).
To achieve this we employ a method that was developed by U. Fano for the case of
autoionisation of excited states in atomic physics.®

The new continuum wave function is expanded as

lI’E(x)=a(E)¢o(JC)+/dE’hE'(EWE/(JC) , (7

with unknown functions a(E) and hg/(E) that have to be determined. The integral
extends over the entire range of the continuum. Note: In (7) it was assumed that ¥g is
in that Hilbert space that is spanned by the set {¢q, ¥’} . If the spectrum of Hy does
contain additional (discrete or continuous) parts, these states could also be admixed
by the action of V’. Equation (7) will still be a useful ansatz, however, as long as the
other states are “sufficiently far away” and couple only weakly.

8 U. Fano: Phys. Rev. 124, 1866 (1961). The cases of several bound states or several continua are also
treated here. The application to QED resonances was developed in B. Miiller, J. Rafelski, W. Greiner:
Z. Physik 257, 62 and 183 (1972).

Example 7.2
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Example 7.2

The expansion coefficients are given by
a(E) = (¢o|¥E) , (8a)
hg (E) = (Ve |YE) (8b)

but this does not help us much as long as ¥ is unknown. We now use (5) and project
onto (¢g| and (Y g/|. By use of (3) and (7) the system of equations

(E—EO—AE)a(E)=/dE’ Vg/hE/(E) (9a)
and
(E — E"Yhg/(E) = Vpa(E) +/dE”UE’E“hE”(E) (9b)

is obtained. The abbreviations used are:

Eo+ AE = (¢o|H o)

= (¢o| Holgo) + (¢olV'l¢o) . (10a)
Ve = (VelHlgpo) = (VEeIV |¢o) . (10b)
Ugpr = e |V Ve . (10c)

Ey is the original energy of the bound state of Hy. The expectation value AE of
H — Hp =V’ in this state is equal to the energy shift in first-order perturbation theory.
The matrix element Vg specifies how strongly the bound state couples to the contin-
uum, and Ug/gr describes the mixing among the continuum states. Additionally, there
is the normalization condition (6), namely

a*(E)a(E') + / dE"I%, (E)hpr(E') =8(E — E') . (11)

In total the coupled system of integral equations (9a, 9b) and (11) has to be solved. An
analytic solution may be found if the coupling term Ug/g» in (9b) is neglected,

/dE”UE/EHhEH(E) ~0. (12)

This could in principle be achieved by “prediagonalizing” the continuum ¥ g, which
means by a unitary transformation

XEZ/dE/ Mgg Vg (13)

with suitably chosen coefficients M g/, such that (x g/ | H | x g) becomes diagonal. This
is, however, difficult to perform practically. On the other hand the distortion of the
continuum by Ug/g» does not change the solution of the problem qualitatively so that
we shall use the approximation (12) in the following. In order to solve the system of
(9) and (11) we split the expansion coefficient i g/ (E) into

hp(E) = Cg/(E)a(E) . (14)
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In this way a(FE) is eliminated from (9a) and (9b), i.e.

E—Ey— AE = / dE' Vi Cp/(E) (15a)
and
(E—ECp/(E)=Vg . (15b)

Equation (15b) may be immediately solved formally,

Ve

Cp(E)= .
g (E) &

(16)

Here the question arises how to treat the pole at E = E’. In the treatment of scattering
problems usually such poles are shifted by a small imaginary part into the complex
plane and the requirement of causality is used. Following Fano we want to go a differ-
ent way, however, that is adapted to the chosen boundary conditions (standing waves).
Therefore we replace (16) by

Ve
E/

+g(E)VgS(E-E') , a7

Cr(E)=P

where P means that Cauchy’s principal value is to be taken in the energy integration.
Cp/(E) (17) solves (15b) for any arbitrary function g(E) because of x§(x) = 0. The
unknown function g(E) may now be determined by insertion into (15a),

/|VE’|2 2
E—Ey— AE=P | dE E)V 18
0 f L g(E) V| (18)
or
8(E)= ——[E—Eo— AE - F(E)] , (19)
[VE|
where F(E) is the abbreviation of
Ve ?
F(E)=P | dEl —— . 20
(E) / e (20)

a(E) has to be determined from the normalization condition (11). Remembering (19),
insertion of (17) yields

a*(E)a(E") [1 + / dE" VE, (Pﬁ +g(E)S(E — E”))

1 / ’ " _ _F
x(Pm—i-g(E)S(E —E)) VEf}—s(E E) @h

or

a*(EYa(EN(1+ | dE"|VEr 2P L p !
E E—E'" E —E"

+ g(EN|Ve P + g(E)|VE*P

E—-FE E'—E

+gX(E)VePS(E — EN) =8(E— E') (22)

Example 7.2
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where we have used the following properties of the delta function:

S(E—E")S(E' —E")=8(E — E$(E—E") , (23)
/dE/f(E’)cS(E —E'Y= f(E) . (24)

The product of the two principle-value factors in (22) is troublesome if the poles co-
incide, i.e. E = E’. In Exercise 7.3 we shall show that
1 1
P P
E—E' E —E"

=P : P ! P ! 28(E — E"YS(E' — E” 25
=P\ P~ P ) T 8E - ENS(E —E")  (25)

holds for such an expression. Inserting this into (22) together with definition (20)
yields

a*(E)a(EN[1 - P (F(E) — F(E))

E—FE'
E)VL?P — g(E)|VE|*P
+8(ENVE PP — g (E)VEP——
2 2 / 2 2 N ’
+ 72|\ Vg[?8(E — E') + g*(E)|VE| S(E—E)]_(S(E—E). (26)

We now collect the principal-value terms

Pt () + g@Vel) — (FEY + gV P)]

——p (E—E)=-1,

E—-FE

where (19) has been used for g(E). Obviously all terms without the factor §(E — E’)
cancel out in (26) such that a consistent equation remains:

a*(E)a(E") (2 |Ve + g2 (E)VE?) 8(E — E) =8(E — E) , @7)
or
1 Vel®
la(E)? = =
‘ VeP(2(E)+72) ~ (E— Eo— AE — F(E)) + 72|Vgl?

T (E-E)2+T2%4°
with the abbreviations
rp=2x|Vg, (29a)
E.=Ey+AE+F(E) . (29b)
The expansion coefficient a(E) can be written as
1 Vi

a(E) = = .
VeVE(E)+77 (B~ B2+ I/4

(30a)
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If the matrix element Vg is real we obtain

_ FE/ZTL'
a(E) = \/(E ey ATl (30b)

Because of (14), (17) and (18)

Vi Ve  E—E ,
Pt SN (E - ) 31)
JE—E)?+12/4 - E

holds. This completes the solution of the system of (9a, b) and (11). Let us now con-
sider the structure of the newly constructed continuum wave function ¥g (x) from (7).
Yr is a superposition of unperturbed continuum waves g with maximum weight at
E = E’ as well as of the bound state ¢. The latter is characterized by a wave function
which is localized at a finite distance, e.g. Bohr’s radius, and decays rapidly in the
asymptotic region. The strength of this localized contribution to ¥ (x),

hE/(E) =

I'g/2n

ol WE)|* = la(E)* = ,
(E—E)2+T2/4

(32)

has a maximum at the resonance energy E = E;. (Rigorously this is an implicit equa-
tion, because E; itself depends (weakly) on E through the principal value integral
F(E)! F(E) describes the additional level shift due to the coupling to the contin-
uum.) If one moves away from E; in energy the admixture (32) falls off on a scale
determined by the resonance width I'r. Equation (32) has the shape of a Breit—Wigner
curve characteristic of resonances. The enhancement of the wave function ¥ near the
resonance is displayed schematically in Fig. 7.13 for the case of an attractive potential
well.

The asymptotic behaviour of the wave function ¥g for r — co may be examined
using (7), (30), and (31). For simplicity, we restrict ourselves to the nonrelativistic
case (the Schrodinger equation) with a rapidly decreasing central potential. The un-
perturbed continuum wave ¢ then behaves like

YE@r) — Ngpsin(pr +6g) , (33)

with momentum p = +/2m E and a normalization constant Ng, which is of no interest
here. The information about the effective scattering potential is contained in the phase
shift 8. The new continuum wave function ¥ depends on r like

lIJE(F)ZCZ(E)q)o+/dE/hE/(E)WE'(V)

— a(E) | dE'| P Ve + E- Era(E — EY ) Ngsin(p'r +8g) ,
E—FE Vi
(34)

where we have used the fact that ¢ (r) asymptotically approaches zero. By use of the
identity

Pl—1 ! + ! 35)
x 2\x+ie x-—ie

Example 7.2

JIBE-E|>r

” -

X 7N\
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Fig. 7.13. The wave function
Vg (r) in the vicinity of the
resonance and far away from
it
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ImE'
e—-ip'r
R @
e ©) RcE'
/
cir'r

Fig.7.14. Integration contours
in (36)

the principal-value integral in (34) reads

/ Vi . /
dE'P Ng sin(p'r + §g)

E—E
_ 1 /dE’V N ! + 1
=2 EYE\E—E—ie " E—E+is
% (ei(p’r+5E,) _ e—i(p’r—i—SE/)) . 36)

This integral has simple poles at E' = E =+ ie. It can easily be solved by use of the
theorem of residues if the limits of integration are extended to infinity, see Fig. 7.14.
(This is an approximation since in reality the continuous spectrum is bounded on one
side, e.g. 0 < E’ < oo in the nonrelativistic case or mc? < |E’| < oo for the Dirac
equation.) The integration contour then can be closed by a semicircle at infinity. If the
principal value of the square root in the complex plane is chosen for p’ = +/2mE’,

sgn(Im{p'}) = sgn(Im{E"}) , (37)

then the contour has to be closed in the upper (lower) half plane for the case
elr’r (e“”/’). Two of the four integrals in (36) vanish provided that Vg N is holo-
morphic; the remaining two integrals yield

LR +i(p'r+851)
E’ .

+1 / dE' VN~ = Ty N eior+oe) (38)

4 E'— EFie 2

—0o0
This leads to
/ Vi . /

/dE PE — % Ngrsin(p'r +8g) = —n Vg Ng cos(pr +8g) . 39)

Hence (34) combined with (30a) reads

Wi (r) — a(E)[ — 7w VENE cos(pr +8) + ((E — Er)/ Vi) Ng sin(pr + aE)]

= Ne [— (I'e/2) cos(pr+8g) + (E — Er)sin(pr+8g)]

JE—E)*+T}/4

= Ngsin(pr + 0 + Ag) , (40)

with the phase shift

rg/2
E—E '

Afg = —arctan (41)
The modified continuum wave ¥ (r) thus displays exactly the same asymptotic be-
haviour as ¥ (r) but it is shifted by an angle Ag. As Fig. 7.15 shows, the phase shift
is nearly constant for |E — E¢| > I'r ~ I'g, and has no effect in (40). In the vicin-
ity of E;, however, it “jumps” very rapidly by an angle of 7. This behaviour is well
known from the quantum-mechanical theory of resonant scattering.
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‘ phase Fig. 7.15. The additional
Ag phase shift Ag in the vicinity
of the resonance
T = e e e = — — ——

E, energy E
Finally, we express the expansion coefficients a(E), hg/(E) in terms of the phase
shift. Equation (30b) yields
1 I'e/2
Ve J(E — E)?+ R/

1 tan2 Ag _ sinAg
_JTVE 1+tan2AE_ Vg

a(E)=

42)
and (31) becomes
hp By = SM2Ep Ve Gon E s )
/ = Sin -
E 7Vg  E—E E Ve
sinAg Ve ,
= P —CosAES(E—E) . (43)
nVg E—FE'
EXERCISE ]

7.3 The Product of Two Principal-Value Poles

Problem. Prove the identity

1 1
P P
E—E'" E —E"

=P

1 1
T (P o~ PEo E”) +7%(E-E")S(E'—E"), (D)

which displays the behaviour of the product of two principal-value singularities as
a function of E' — E.

Solution. A formal proof can be easily given by use of the identity

1

x tie

_pl Tins(x) , )
X
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Exercise 7.3 which holds in the limit ¢ — +0. For a proof see (6)—(9) below. The left-hand side
can then be written as

1 ) 1 .
(m +17T6(E — EH)> (m —]7T(S(E/ — EH)>

1 . S(E-E") . S(E'—E")
- — 17T — 1T ;
(E — E” +18)(E’ — E" — 18’) (E/ —E" — 18/) (E —E" +18)

+7%8(E—-E")S(E' - E") . 3)

The relation

1 1 1
P (P — P >
E_E/ E/_E// E_E//
1
= — +iné(E - E’
(=g +imE- )
o L in$(E'—E") — B ins(E-E")) @
E/_E//_ig/ E_E//+i8//

holds for the first term on the right-hand side of the conjecture. The delta function in
the first factor can be omitted, because the second factor vanishes for E = E’,

1 1 1
E—E' +ie (E’—E”—ie’_E—E”—i-is”)
(S E_E// I _ 4
E'—E" —i¢g E—E"+i¢e
(E—E”—i—i&‘”) _ (E/_ E”—is’)
(E—E' +i¢)(E'—E" —i¢')(E — E" +ig")

. S8(E—E") . S(E'—E")
—+ 17T — — 17T — . )
E'— E" —ig E—FE"+i¢

Keeping in mind that ¢, ¢/, ¢” are infinitesimal quantities whose value does not matter,
the first factor can be cancelled in the denominator. Comparison of (5) and (3) proves
the conjecture (1).

It is perhaps helpful to remember the proof of (2), i.e.

1 1
— —im 8(z —z0) . (6)
Z—20+1€ Z—20

It has to be shown that in the limit ¢ — 0

,=/°°dZL>,=[/“*dz+/°° dz] 4G
—oc0 Z—20*t1€ —o0 z0+€ Z—20

—im f(z0) )
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holds. Now, for € — 0 the integration paths,

A Im z A Imz
C
Cl 2 C3
> > and —)——@—)—»
x Re z Rez

are equivalent. Therefore

Iz/dzL).:[/o_ dz—i—/ dz—i—/ dz] f@ @)
¢ Z—20t1€ —00 G Z0-4€ Z—20

The sum of the first and third term in the brackets defines the principal-value integral.

Assuming that the test function f(z) is regular at z = zo the remaining integral over
the semicircle C; yields

/ dz& >~ f(zo0) dz; _! f(zo)%dz;
C z

z—2z0+1€ ¢, Z—zotie 2 —z0 + 1€

1
=5 f(z0) (=271 )

which completes the proof of (11).
Remark: A less formal proof can be given by use of the integral representation of
the principal-value distribution

1ir
P;:% f dusgnue ¥ (10)
—00

The validity of (10) can be shown by performing the limit

. o0
lim~ [ du sgnu e xu—elul
e—0
—00
. 0 400
:]iml _/duue—(ix—a)u+/duue—(1x+£)u
e—02
AR 0
i3 (5 5 ) =i = (11)
= lm = =lim —— =P— .
e>02 \ix—e ix+e e—0x2 + g2 X

The proof of (1) using this representation can be found in the work by U. Fano quoted
at the beginning of Example 7.2.

Exercise 7.3



384

7. Quantum Electrodynamics of Strong Fields

EXERCISE |

7.4 Time-Dependent Decay of the Vacuum

Problem. In order to describe the decay of a supercritical system as a function of
time, we make the following gedanken experiment. The potential strength is increased
suddenly at the time ¢ = O so that the state which previously was bound slightly sub-
critically becomes a resonance in the lower continuum. The subcritical system is re-
stored at ¢+ = T by reducing the potential strength. By use of Fano’s formalism (Ex-
ample 7.2), calculate the final hole probability in the bound state and the spectrum of
the emitted positrons depending on the “diving duration”.

Solution. We use the notation of Example 7.2. The Hamiltonian is now a function of
time, namely

Hy , for t <0
Ht)=1H=Hy+V' , for 0<t<T . (1)
Hy , for t>T

A time-dependent wave function ¥ (¢) has to be constructed in such a way that it
describes a bound hole state ¢ for ¢t < 0. A piecewise ansatz can be made for ¥ (¢) in
the three regions:

poe " 1Eot for t<0
() =1 [dE(E)¥ge 't for 0<t<T . (2
copoe BT 4 [dE c(E)ype BT for t>T

The expansion coefficients ¢(E) or ¢g and c(E) are independent of time since by
assumption the wave functions Wg or g and ¢ are eigenstates of the Hamilto-
nians H or Hp, respectively. Hence they develop freely with a time dependence
exp(—iEt). W(t) is required to be continuous at + = 0 and t+ = 7. This means
that

do = / dE &(E)Wg 3)
and
/ AE 3(EYWpeET = cogo + / dE (B . 4

By projection onto (Wg| or (¢o| and (y¥g|, equations determining the coeffi-
cients ¢(E) and c(E) are obtained using (3a, 3b, 3c) and (8a, 8b) of Exam-
ple 7.2:

C(E) = (WE|¢po) =a™(E) &)
(see (8a) of Example 7.2) and

co= / dE¢(E)a(E)e ET = / dEa*(E)a(E)e ET | (62)

cp = / dE' &(E")hgp(E') e ET = / dE'a*(E"Yhg (ENe E'T (6b)
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Here two Fourier integrals over Fano’s expansion coefficients |a(E) |2 ora*(EYhg(E")
have to be calculated. The integration interval extends from E = —oo to E = —mgc>.
In order to be able to proceed with an analytical calculation we make an approxi-
mation’ and replace the upper limit by E = +oo. The integrals can be solved by
residue integration with the assumption that the matrix element Vg = (W g|V’|¢o) is
an analytic function of energy.

Using Example 7.2, (32) the discrete expansion coefficient follows as

+o00
o= f dE I'e /27 . e iET _ o iET o~ T0T/2 )
(E_ Er)2+FE/4

where I'y = I'e—g, is the width g at the resonance energy E,. Here the integration
path has been closed in the lower half-plane. The relevant quantity is the squared
absolute value of cg,

Py(T) = |e)? =e 10T . (8)

This is the probability of finding a hole in state ¢q after a time 7. It thus decreases
exponentially as determined by the decay width I = I'g,. In order to see how the
positron probability correspondingly builds up with time, the integral (see (6b), (14)
and (21) of Example 7.2 for hg(E’))

+00

Vir|? \% E - E o

C(E)Z/dEl p | E2| 5 (P - E + - r(S(E—E/))e_lET )
(E'—Epn-+T%/4 E'—E Vi

—00

has to be solved using Example 7.2, (30a) and (31). We reformulate the principal-value
term:
V V
p_VE  _ E__
E'—FE FE —FE—ie

—inVgS(E—E') , (10)
which is useful because a pole in the upper half-plane does not contribute. Equation (9)

then reads

+00

c(E) >~ / dE’

—00

|VE’|2 Vi _iE'T
(E' —E)?+T}%/4E —E—ie

% .
+ £ (E—Er—in|VE|2> e iET (11)
(E—E)>+Tg/4

Only the pole at the point E’ = E; — i/2 contributes in the residue integration. The
second term in (11) can be simplified since |Vg |2 = I'e /271 We then obtain

c(E) ~ VE efiET . VE, efiErTefl”oT/2 (12)
 E—E +ilg/2 E—E +ilp/2 '

9 A finite integration interval leads to a nonexponential decay law. In relation to this problem see
L. Fonda et al.: Rep. Progr. Phys. 41, 587 (1978).

Exercise 7.4
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Fig.7.16. The spectra of emit-
ted positrons in the limits of a
large (a) and small (b) time of
supercriticality T

The energy spectrum of the produced positrons is given by the absolute squared of the
expansion coefficient c(E). With the assumption that I'r depends only weakly on E
and can be replaced by Iy we obtain

R

‘1 . ei(E—Er)Te—FOT/2|2 )
dE (E—E)?+T}/4

13)

It can be checked that the norm of the wave function ¥ (¢) is conserved in spite of the
diverse approximations, i.e.

+00

dpP
dE — =1—¢ T =1 Py(T) . 14
/ dE © o(T) (14)
—00
To see this we evaluate the integral
/oodE d_P _ & OOdE 1 —2cos[(E — Er)T]e—I‘;T/z e IoT
o dE 27 J_o (E—E)?+T2/4
1 00 1 —2cos (%)0 e—FoT/2+e—r0T
i ‘ 15
i /*00 ’ 1+x2 5)

where the variable transformation x = 2(E — E}) /I was performed. Employing the
standard integral

[ oS e (16)
oo 14 x2
we find

/oodE d_P _ l (1 . ZG_FOT/ZG_F()T/2 +e—FOT)

o dE =&
=1—-e T =1 - pPyT). 17)

This assures the conservation of probability:

Po(T) + dE— =1 or |co|”+ dE |c(E)|*=1 (18)

o dE oo

for all times T .
Two limiting cases of the spectrum (13) can be discussed, see Fig. 7.16.

dP | dp|
EE LiT>1 4E
LTkl
(@ (b)
—_— Eiin —_— Egn
width Ip width 1/T
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a) IyT > 1: If the ‘diving time’ is large compared to the natural decay time 1/17,
a Breit—Wigner spectrum with line width I results:

P Iy/2m
dE ~ (E—E)2+T3/4

19)

b) I'HT « 1: If the potential is supercritical only during a short time interval T,
then

P [1-¢” ET|T pyr? |:sm(E — Er)T/2:|2 20)

dE 2t (E—E)?  2n | (E—-E)T)2

This is an oscillating function with maximum at E = E; having a width decreasing
with the inverse of 7. The peak height increases quadratically and it contents linearly
in T until saturation is reached at T > 1/15.

The method presented in Example 7.2 can be immediately applied to the case of a su-
percritical atom. The eigenstates of the subcritical Hamiltonian (Z < Z) can be used
as a basis for the expansion of the supercritical wave functions

45 =a(E)¢0+/dE/hE/(E/)IﬁEf . (7.16)

The perturbative potential V' then is of the form
V'=V(Z) =V (Zs) R (Z = ZHU(r) (1.17)

where U (r) depends on the shape of the truncated Coulomb potential according to
(7.3). The bound state “dives” into the continuum with a linear dependence on the
charge excess Z' = Z — Z; because of (29b) and (10a) of Example 7.2. A value of
about Ej; ~ —moc? — Z' x 30 keV is found numerically. The width I" grows about
quadratically with Z" according to (29a), (10b). At small diving energies (near the
threshold), however, it is strongly suppressed owing to the Coulomb repulsion of the
wave function ¥ g in (10b).

In Exercise 7.4 we showed with the help of Fano’s formalism that a hole in the
Is state decays by positron emission if the potential is made supercritical. An expo-
nential decay law holds; (inserting £)

Pig(t) = Pyg(0)e™ "™ (7.18)
The lifetime 7 of the hole is determined by the inverse of the width
t=n/T . (7.19)

Typical decay times are of the order 7 = 107!% s. A stable state is reached after the
positron emission (or if the 1s state had been occupied right from the beginning).
The K shell of the supercritical atom is now filled with two electrons; hence, the new
vacuum state has a double negative charge. The resonance property of the K shell of
a stable supercritical atom could be noticed only in the following situation: in positron
scattering on such an atom a sudden strong increase of the cross section should occur

Exercise 7.4
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at the energy Eifjrn = |E1s| — moc? since the positron can penetrate into the potential
well and stay there for some time.

We still have to demonstrate that the supercritical continuum Wg does in fact con-
tain the charge distribution of the K shell. To this end we calculate the total charge
density p(r, Z) of the lower continuum assuming that all of its states are occupied by
electrons with charge e. This is of course a mathematically undefined and badly diver-
gent quantity. However, we obtain a meaningful expression if we subtract the charge
density of the continuum in the subcritical case from it:

Ap(r)=p(r,Z)—p(r, Zer) =2e (/dE Wi W) — [dE I/fz(r)l/f(r)) )
(7.20)

where the integrals extend from —oo to —moc?. With the wave function (7.16) we get

Ap(r) =2e [( / dE|a(E>|2> $obo + / dE’ ( / dE a*(E)hE/(E)> $ove

+ f dE’ ( / dE a(E)h}}(E)) vl o
+/dE’/dE” (/dE h’fgw(E)hE’(E)> Ve —/dE W;WE] :

(7.21)

The factor 2 takes account of the spin degeneracy. The integrals over the expansion
coefficients (in brackets) can be evaluated approximately with residue integration. As
is calculated in Exercise 7.4 (set T = 0 there!) the following relations hold:

/dE la (E)>=1 , /dEa*(E)hEr(E):O .
Similarly it can be shown that
de Wy (EYhg (E)=8(E'—E") .

Using these relations the incremental charge density is:
Ap(r)=2e<|¢o<r>|2+/dE|¢E(r)|2—[dE|wE<r>|2>

=2e|po(r)]* . (7.22)

The “excess charge” of the supercritical vacuum thus corresponds exactly to a doubly
occupied ls state!

This result has a further very profound interpretation. The virtual particles which
occupy the “empty” states of the Dirac equation are responsible for the effect of vac-
uum polarization. Using tools from quantum field theory it can be argued that the
corresponding charge distribution has the form

pvp(r)=§ D IgnIF =Y Iy (7.23)

n<F p>F
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Here we sum over all states of the spectrum. The “Fermi surface” F denotes the border
between occupied and empty levels. The first sum extends over all states of the “Dirac
sea” with the energy eigenvalues E < —mqc?. A charge e = —|e| is attributed to them
(“occupied by electrons”). The second sum runs over all levels of the upper continuum
and the bound states that evolved from it. These levels are assigned a charge of —e =
le| (“occupied by positrons”). Equation (7.23) takes an average value of both pictures,
thus taking account of the equivalence of electrons and positrons which is required by
charge conjugation symmetry. In the field-free case the two sums cancel. For weak po-
tentials a displacement charge distribution pyp(#) remains but the integral over it still
vanishes. Since the wave functions ¢, are pulled closer to the nucleus by the Coulomb
field and the ¢, are pushed out (7.23) explains the apparently paradoxical sign of the
vacuum-polarization charge cloud encountered in Sect. 5.3, see e.g. Fig. 5.17.

The case is entirely different for Z > Z.,. The 1s state then moves from the second
sum in (7.23) into the first sum. Because of (7.22) pyp in this case equals

pvp(r) = 2e|go(r)|* (7.24)

which means that a real vacuum polarization does occur. This is another way of de-
scribing the charged vacuum.

EXAMPLE |

7.5 The Supercritical Point Charge

As discussed at the beginning of Sect. 7.1 in connection with Sommerfeld’s fine struc-
ture formula, (7.10), the solutions of the Dirac equation for a Coulomb potential break
down if the central charge exceeds the value Z = 137. More specifically, all states for
which the criterion Z« > |«| is fulfilled abruptly vanish from the spectrum of bound
states. The subsequent discussion has made it clear that this behaviour is an artefact
caused by the singular nature of the Coulomb potential which can be remedied by
taking into account the finite spatial extension of the nuclear charge. However, it is
an interesting, if academic, problem to investigate the properties a “supercritical point
charge” in the light of the concept of the charged vacuum. This was worked out by
P. Giirtner et al.'® where a more detailed discussion can be found.

What happens if one starts with a high-Z nucleus of ordinary size and lets its ra-
dius R gradually shrink to zero? It can be easily shown that in this limit all bound
states which satisfy Za > |k | one after the other reach the border of the lower Dirac
continuum, E, = —m and become supercritical. The radius for which this happens
can be deduced from (18) in Exercise 7.1. This equation describes the matching of
interior and exterior solutions of the radial Dirac equation at the nuclear radius R,

assuming an energy eigenvalue E = —m. In the limit of a small nuclear radius, i.e.,
o =+8mZuaR K 1, the asymptotic expression (14) — Exercise 7.1 — for the modified
Bessel function Kj, (p) can be used, leading to the equation (for x = —1)
2 i 1
cot|vin—+argl'(l +iv) |=——2Zacot(Zx) , N
Pl v

10°p. Girtner, U. Heinz, B. Miiller, W. Greiner, Z. Physik. A 300, 143 (1981); W. Greiner, B. Miller,
J. Rafelski: Quantum Electrodynamics of Strong Fields (Springer, Berlin, Heidelberg, 1985), p. 448.
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Example 7.5

Fig. 7.17. Energy eigenvalues
of the Dirac equation for a hy-
pothetical nucleus with charge
Z =150 as a function of the
nuclear radius R

where v = 2/(Za)? — k2. Equation (1) can be solved for the critical nuclear radii R, .
If the charge Z is only slightly supercritical, v < 1, the solution becomes particularly
simple. The argument of the complex gamma function is approximately arg I"(1 +
iv) >~ —yv, where y =~ 0.5772 is Euler’s constant, and one can use arccot (—o0) = nr,
n=1,2,.... This leads to

1

~ e—2mm/v+y) , n=1,2,... 2)
2mZa

n
so that indeed with shrinking nuclear radius an infinite number of sy, states becomes
supercritical. In the approximation employed to derive (2) the detailed form of the
interior solution (r.h.s. of (1)) does not matter, so that the states with both signs of «
(equal total angular momentum j) are degenerate. Note that the successive critical
radii R, form a geometric series and will rapidly become very small if Z« is not
much larger than |«]|.

The full spectrum of bound solutions of the Dirac equation in dependence of the
nuclear radius is depicted in Fig. 7.17, taking the example Z = 150. One observes the
“diving” of the first four states with k = £1 (corresponding to n = 1, 2 in (2)).
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Once a state has entered the lower Dirac continuum as a resonance, its energy
begins to scale as E >~ —const/R (note the doubly logarithmic scale in the figure)
which is quite natural, since R is the only dimensional parameter in the problem,
apart from the electron mass.

The wave functions of these “collapsed” states have a simple structure: outside the
nucleus they oscillate periodically with fixed amplitude on a logarithmic r scale. The
charge density p multiplied by the volume element 7> has the structure

rz,o(r)zcl sin(vln%—l—d))—l—cz . 3)

For deeply bound states the phase ¢ turns out to be independent of the sign of « and
the states ns1,2 and (n + 1) p1/2 have identical density distributions.



7.1 Strong Fields in Atoms

391

1 1815, 212 (¥10°)
QL S
™ 10! 2179, 2Py (107
>
=2
710
(=]
[}
.S
g 10°
S~
-g 2/93/2
[}
/M 10
10° R
107 10® 10° 10* 10® 10% 10" 1 10 10* 10° 10
r [fm]

The numerically calculated electron densities for a nucleus with Z = 150 and
R =107 fm are shown in Fig. 7.18. The regular oscillations describe by (3) are
clearly visible. Because of the logarithmic » scale, nearly the whole charge is lo-
cated in the outermost maximum of the oscillating density distribution p (7). The
electron cloud around a nearly pointlike supercritical nucleus then has a characteristic
onion-shell structure consisting of successive layers containing four electrons each
(degenerate 51,2 and p1 > states with two spin orientations).

The key to understanding the supercritical point nucleus problem lies in the fact
that these concentric electron layers lead to a partial screening of the central nuclear
charge. In contrast to the case of ordinary atoms, this screening cannot be removed; it
is an essential property of the stable ground state of the system, the charged vacuum.

In the point-nucleus limit, R — 0, the screening electron shell shrinks together
with the nucleus to form a singular charge distribution. The outside observer simply
sees a Coulomb-type potential with a central charge Zj,, = 137 >~ 1/a.

Of course, the problem has to be treated self-consistently, i.e., the Dirac wave func-
tion describing electron number i has to take into account the potential generated by
all the other electrons (constituting the charged vacuum) j # i. This problem was
treated by Girtner et al. using the Hartree approximation. Here one solves the Dirac
equation for the set of occupied electron states (i.e. those making up charged vacuum,
E, < —m) under the influence of a screened potential V (r). The potential solves the
Poisson equation

AV =4mo (py + poce) )

where py is the nuclear charge distribution and o that of the vacuum electrons

poce(r) =D palr) . (5)

E,<—m

Retardation, magnetic interactions and the effects of electron exchange are neglected
in this approach. Equation (4) can be solved either by directly integrating the differ-
ential equation or with the help of the Greensfunction of the Laplacian. Taking into

Fig. 7.18. Electron densities
multiplied by r2 of the most
deeply bound states for a hy-
pothetical nucleus with charge
Z = 150 and radius R =
1073 fm
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Example 7.5

Fig. 7.19. The  screened
charge Z.g of a supercritical
nucleus which shrinks to
a point, drawn as a function
of the radius R

account the spherical symmetry of the problem the latter method leads to

Zo 1
V(V):_T+a/d37/—| Poce(r')

r—r'|
- -

Za *© ’ .72 1 /
= +4na dr'r r—pocc(r) > (©6)
0

where r- = min(r, r’). In the region outside the electronic charge distribution this
potential approaches

Za L[ /02 /
V) —— +4dna- dr' r’= poce (r')
r r Jo

_ (Z — Qvac) _ Zefra ' %)

r r

The self-consistent solution of the coupled system of differential equations, which
was obtained by Giértner et al. using a semiclassical approximation, leads to the result
already discussed: as R approaches zero the vacuum charge Qy,c grows until Zegr =
Z — Qyac drops to the value 137 ~ 1/«. This is demonstrated in Fig. 7.19 for the two
cases Z =150 and Z = 180.
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The resolution of the supercritical point-nucleus problem was formulated entirely
within the framework of QED. Of course, at the extremely small length scales in-
volved, additional physics exceeding the validity of quantum electrodynamics will
come into play.

7.2 Strong Fields in Heavy lon Collisions

As we have seen in the previous section the decay of the neutral vacuum in an atom is
expected to occur only if the nuclear charge number exceeds the value of Z. ~ 173.
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Since the stable nuclei found in nature, as well as the superheavy elements produced
synthetically, have much smaller charge numbers the quantum electrodynamics of
strong fields might appear to be a purely academic problem. However, the following
considerations open the possibility of an experimental access to the field. To examine
the effect of a strong field it is not absolutely necessary to maintain the field for an
infinitely long time. The supercritical source of charge only has to be concentrated
for a certain time in a sufficiently small region of space to allow the electron—positron
field to adapt itself to this situation.

A possible experimental way of producing strong fields is given by collisions of
heavy ions. A beam of heavy ions is accelerated to an energy of several MeV per
nucleon and is shot onto a target of an element that also has a high charge number.
The high kinetic energy of the projectile makes it possible to overcome the Coulomb
repulsion and to put both nuclei close together. In the supercritical systems which
are of interest here, the Coulomb barrier which has to be surmounted to put the nu-
clei into contact amounts to an energy of about 6 MeV/nucleon, corresponding to
a projectile velocity of about vjo, = 0.1c. In comparison to this the bound electrons
in the inner shells move with relativistic velocity, ve] & ¢. We can conclude from the
ratio

Vel /Vion > 1 (7.25)

that the electrons in the inner shells will be able to adapt themselves at any time
to the Coulomb field of two nuclei of charge number Z;, Z, at distance R(¢) act-
ing at that moment. If R were constant with time we would have to deal with
a stationary molecule. But since the corresponding electron orbitals can be formed
only temporarily and imperfectly in the collision the system is called a quasi-
molecule.

It is useful for the understanding of this term to consider first the ‘adiabatic ap-
proximation’. For arbitrarily slow nuclear motion R (the extreme limit of (7.25)) the
electron wave functions ¢, would be described by the solution of the stationary two-
center Dirac equation,

Hrep(R)pn = (o - p+ Bmo + Vec(r, R))n = En(R)¢y . (7.26)

Here V1 is the combined Coulomb potential of both nuclei. If we approximate them
to be pointlike then
VAT Zoo
Ir—Ri| |r—Ra|’

Vrc(r,R) = (7.27)
with the distance vectors Ry, R, of the nuclei with respect to the origin and R =
R, — R|. The potential (7.27) is not spherically symmetric. Therefore the angular
momentum operator J does not commute with Htcp and the solutions cannot be
classified by their angular momenta. The only valid quantum numbers are the pro-
jection m of the angular momentum onto the internuclear axis R (since (7.27) has
cylindrical symmetry) and parity in the special case Z; = Z. In contrast to the spher-
ical case (7.6) the partial differential equation (7.26) cannot be separated into a “radial
part” and an “angular part”, i.e. split into three one-dimensional ordinary differential
equations. Therefore the solution of the two-center Dirac equation is possible only
numerically and with great effort.
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Fig. 7.20. The binding ener-
gies of the most deeply bound
states of the quasimolecule
U + Cm plotted as function
of the distance between the
nuclei R. The finite radius
of both nuclei is taken into
account with the dot-dashed
curves

0 100 200 300 400 R[fm]

ElkeV [2p, 120, T ' 1351720 3p1/20 T ) J

381 o= —— p———

o o1/20— | e 2P3/20'y7""2p1 20

31 /20

'281 20—

— 500k

: ] 92U +96Cm
TN s W7 7772777727777 77 77 727277 7277 7771
— 1500181 /20—

We do not want to treat the problem in more detail here but cite only the essen-
tial result. It is contained in the correlation diagram, which depicts the eigenenergies
E, (R) as functions of nuclear distance R. The curves vary continuously between the
limiting cases R — 0 (unified atom) and R — oo (two separate atoms). As an exam-
ple, Fig. 7.20 shows the correlation diagram of the heaviest experimentally accessible
system, uranium + curium with total charge Z = Z| + Z, =92 4+ 96 = 188.

As expected (we already know the limiting case of the unified system) some of
the energy levels drop down steeply when the nuclei are put closely together. For the
lowest state 1so (the Greek letters o, 7, 4, ... denote the magnetic quantum numbers
lm|=1/2,3/2,5/2,...1in the molecular nomenclature) there is a critical distance R
at which the binding energy exceeds the threshold 2moc?. The vacuum becomes un-
stable if the two nuclei approach one another any further, and spontaneous emission of
two positrons (m = £1/2) is possible. The critical distance has the value R, =43 fm
in the considered case (U 4+ Cm). The region in which such a quasi-molecule can be
supercritical is thus rather small, which will turn out to be a serious problem. The mo-
tion R(¢) along the trajectory is strongly accelerated by the mutual Coulomb repulsion
of the nuclei. Hence the colliding nuclei can only approach close enough to cross the
critical distance in a short time interval A¢. The correlation diagram Fig. 7.20 can im-
mediately be translated into a representation of the energies with respect to the time
axis since the function R(¢) is known (it is a Rutherford hyperbola in the force field
F(R)=2Z 1Zoe? / R?). Figure 7.21 shows the result. We can easily estimate that the
“dive” of the 1s level into the Dirac sea lasts only for about

Rer

2 -21
At~ —2~2x107s . (7.28)

Vion

This value is smaller by about two orders of magnitude than the decay time of the
resonance. Hence we can only expect that at most a small fraction of the existing
holes in the 1so state leads to spontaneous positron emission. This process is labeled
by arrow c in Fig. 7.21.
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The fact that the orbital motion R(¢) is rather fast compared to the “typ-

ical length scale” of the superheavy quasi molecule also has another signifi-
cant consequence: the electron wave function does not develop fully adiabati-
cally in the sense described above. An electron (or hole) which was in a cer-
tain molecular eigenstate ¢; at the beginning of the collision can be transferred
with a certain probability into different states ¢y by the “collision dynamics”.
This can lead to the following physical processes as indicated by the arrows in
Fig. 7.21:
(a) hole production in an inner shell by excitation of an electron to a higher state;
(b) hole production by ionization of an electron to the continuum; (d) and (e) induced
positron production by excitation of an electron from the lower continuum to an empty
bound level; () direct pair production.

In all these processes kinetic energy can be transferred from the nuclear motion to
the electrons.

The dynamical production of positrons (d, e, f) superposes with the sponta-
neous decay of the ls resonance (c¢) and cannot be separated from this contri-
bution. The observation of positron emission in heavy ion collisions therefore
does not automatically mean the confirmation of the predicted vacuum decay.
On the other hand, excitations of the kind (a, b) provide a good opportunity
to create holes in the lso level in the incoming phase of the collision which
are then available for positron production. Otherwise one would have to deal
with bare, i.e. fully ionized, atoms which is much more difficult experimen-
tally.

We now want to move (very briefly) to the field of atomic scattering theory and
discuss how the various excitation processes of electrons and positrons in the heavy
ion collision may be calculated.!! Because of the very large nuclear masses it is al-
lowed to treat the scattering in the semiclassical approximation (which we already did
implicitly in the qualitative discussion). Here, the nuclear motion is given classically
as a function of time. The time-dependent two-center Dirac equation is then solved,

0
igl/fi = Hrcp(R(®)) Vi . (7.29)

I See J. Reinhardt, W. Greiner: Heavy ion atomic physics, in Heavy lon Science, Vol. 5, edited by
D.A. Bromley (Plenum, New York, 1984).

Fig. 7.21. The time depen-
dence of the quasi-molecular
energy levels in a supercrit-
ical heavy ion collision. The
arrows denote various excita-
tion processes which lead to
the production of holes and
positrons
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In contrast to (7.26) the Hamiltonian here depends parametrically on time via the
given trajectory R(¢). The index of the wave function ; indicates that it evolves from
a well-defined initial state ¢; in the limit # — —o0. Direct solution of the system of
partial differential equations (7.30) is a very difficult task. The problem becomes more
tractable if the time-dependent wave function is expanded with respect to a complete
set of basis wave functions ¢ chosen as suitably as possible:

Vi)=Y aix(O)pr(R)e 70 (7.30)
k

The sum extends over the entire discrete and continuous spectrum here. y(¢) is an
arbitrary phase factor which can be freely chosen. We assume for simplification that
the basis wave functions ¢y form an orthonormal system,

(xldi) = ur - (7.3D
Inserting the expansion (7.30) into (7.29) leads to
i) (@ +and —ixaang)e ¥ =y aiHrepgre™ (7.32)
l 1
Because of the orthogonality (7.31), projection on (¢ | and multiplication by —i yields
dik=—)_ ai (<¢k % ¢1> — i(¢x| Hrcplér) + ixzakz) e ) (7.33)
l

The contribution of (¢k|gz3k) vanishes because of the normalization (¢ |¢r) = 1 and
(P Pk ) + (Px|px) = 0. The remaining diagonal term [ = k in (7.33) can be eliminated
by the choice of phase

t

() = / ar' (| Hrepldr) (734)

fo
with arbitrary #y; hence

dix = — Zaik <<¢k

Ik

d .
% ‘ ¢l> - i(¢k|HTCD|¢l)> e =) (7.35)

The partial differential equation (7.29) now has been reduced to a set of coupled or-
dinary differential equations. The dimension of this system is infinite, however! With
a suitable choice of the basis ¢y it may be sufficient to include only a few terms in
the expansion to achieve convergence. If the coupling matrix elements in (7.35) are
small, then the a;; vary only a little with time and we can set them to be approximately
constant on the right-hand side. Equation (7.35) then leads to a simple integral over
time and we obtain the well-known formula of time-dependent perturbation theory.

If the condition of adiabaticity (7.25) is fulfilled approximately, it is most
favourable to use quasi-molecular states as the basis, i.e. the solutions of (7.26). The
system of coupled-channel equations then reads

t
ik =—y_ail <¢k o7 ¢1>6Xp[—i/dl/(Et - Ek):| ; (7.36)

Ik b

0
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since the matrix element of the Hamiltonian,

(¢k|Hrepléi) = Exdu (7.37)

vanishes between two orthogonal eigenstates. In order to calculate excitation proba-
bilities, the differential equations of system (7.36) are truncated to a finite number of
channels and are integrated starting from the boundary condition a;; (f — —00) = §jk.
The quantity |a;x(r — +00)|? specifies the probability for an electron to be trans-
ferred from state i to state k in the course of the collision. We now have to take into
account that, in general, several electrons are present. If we neglect the (comparatively
weak) mutual interactions among the electrons, their contributions can be summed up
independently. The number of electrons Ni in a level k which was empty before the
collision is then

N =Y lai(o0) (7.38)

i<F

where the sum extends over all levels occupied before the collision. This is in-
dicated by i < F with F denoting the “Fermi surface” up to which the elec-
tronic levels are filled. The entire lower continuum is also included in this set of
states.

The number of holes Nj in an originally occupied state / can be calculated in a sim-
ilar way leading to the result

Ni=>"laul . (7.39)

i>F

This expression is also valid for the production of positrons (i.e. holes in the lower
continuum).

All atomic excitation processes in heavy ion collisions at incident energies around
the Coulomb barrier can be calculated using the formalism of (7.26), (7.36), (7.38) and
(7.39). It is found that the transition rates are very large. The probability of knocking
an electron out of the K shell in a close collision of two very heavy atoms exceeds
10%. Higher levels become almost fully ionized. Measurements of K-hole production
and of the energy distribution of the ionized electrons (which are called § electrons)
give important insights about the action of the strong field. The predictions of the the-
ory (and thus the concept of the formation of quasi-molecules according to Fig. 7.21,
which is basic to it) have been confirmed to a large degree. In particular we can clearly
conclude from the measurements that in a Coulomb potential with Z« > 1, (1) elec-
tronic binding energies of magnitude mc> and beyond can be reached, and (2) the
wave functions shrink very much, as was shown in Fig. 7.10.

It proves to be very difficult, however, to give evidence about the process of spon-
taneous positron production. To begin with, the formalism has to be extended in order
to describe supercritical collisions, i.e. Z; + Z> > Z¢ and Rpyin < Rer. As we have
seen, the 1s state vanishes out of the bound spectrum beyond the critical point. In-
stead it is hidden as a narrow time-dependent resonance structure in the continuum
states Y. A straightforward solution of (7.36) is thus made almost impossible. This
difficulty can be overcome if we analyse the wave function ¥ at the resonance en-
ergy E; in more detail, see Fig. 7.5d. Besides a localized part at small distances an
oscillating tail with small amplitude extends to infinity. If we cut off this tail, i.e. ar-
tificially forbid tunnelling through the particle—antiparticle gap, it should be possible
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to construct a “1s-like” bound wave function ¢1,. This new state ¢y, is of course not
linearly independent from the states ¥ of the lower continuum. Hence, it must not be
inserted into the basis expansion (7.30) of the time-dependent wave function. Rather,
the bound-state contribution first has to be projected out of the continuum. This is
done using the projection operator

P=1—|¢i)is] . (7.40)

A modified continuum ¢ can then be defined which does not possess the resonance
property any more. ¢ is an eigenstate of the projected Hamiltonian

(E - ﬁHﬁ) |6E) =0 . (7.41)

If we assume orthogonality to the higher electron states ¢, (with E, > —moc?), (7.41)
can be written as

(E — H)|pE) = —(¢15| H|pE)|15) - (7.42)

Instead of Wg the states ¢ and ¢ can now be inserted in the expansion (7.30). This
does not change the formalism in principle, but it has an important consequence: Since
the modified states ¢~>15 and ¢~SE are not exact eigenstates of the Hamiltonian H (7.37)
is no longer valid. Therefore we have to perform the following replacement in the
differential equations (7.36):

(pe|d/0t|p1s) — (Be|d/0t|d1s) +ildE | H 1) - (7.43)

The second matrix element plays exactly the role of Vg in Fano’s formalism,
Example 7.2. It is responsible for the decay of a 1s hole by spontaneous positron
production with a width

iy =27 |(@e|H ) - (7.44)

The first matrix element in (7.43) is effective only if the colliding nuclei are in motion.
It describes the “induced” positron emission.

If the positron emission is calculated using the formalism developed above, the
result, however, is somewhat disappointing. Figure 7.22 shows the predicted distribu-
tion of emitted positrons dP,+/dE,+ as a function of their kinetic energy for central
collisions at 5.9 MeV/nucleon projectile energy.'?

12 . Reinhardt, B. Miiller, W. Greiner: Phys. Rev. A24, 103 (1981).
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Different collision systems (Z = Z1 + Z, = 164,174, 184, 188) are compared.
A striking increase in the positron yield with charge Z is seen. One finds, approxi-
mately

P xZ0 =(Z,+ Z)® . (7.45)

This is clear evidence that the strong combined Coulomb field of the two nuclei is
active here. It must be kept in mind that from a treatment by perturbation theory only
an increase with Z%Z% is to be expected (compare the Feynman graphs of lowest
order for pair production in the collision of two charged particles, Fig. 7.23a). The
result (7.45) stresses the importance of the exchange of very many photons as depicted
symbolically in Fig. 7.23b.

This nonperturbative effect in pair production has been fully confirmed by the re-
sults of experimental groups around P. Kienle, H. Backe, E. Kankeleit and J.S. Green-
berg working at the heavy ion accelerator of the Gesellschaft fiir Schwerionen-
forschung (GSI, Darmstadt).!?

11; A
(Z1 + Zz)a 1l
(Z) + Z2)a
P
N

Z\a Zra

(a)

(Z1 + Z2)ad

| (®

13 H. Backe, L. Handschug, F. Hessberger, E. Kankeleit, L. Richter, F. Weik, R. Willwater, H. Boke-
meyer, P. Vincent, J. Nakayama, J.S. Greenberg: Phys. Rev. Lett. 40, 1443 (1978); C. Kozhuharov,
P. Kienle, E. Berdermann, H. Bokemeyer, J.S. Greenberg, Y. Nakayama, P. Vincent, H. Backe,
L. Handschug, E. Kankeleit: Phys. Rev. Lett. 42, 376 (1979).

Fig. 7.22. The calculated en-
ergy distribution of the posi-
trons emitted in various heavy
ion collisions. The intensity
increases strongly with the
charge of the participating nu-
clei. The predictions shown
in this figure have been fully
confirmed by experiment

Fig. 7.23. Pair production in
the collision of two nuclei:
(a) Feynman graph of lowest
order; (b) exchange of many
photons at large Z. This non-
perturbative way of pair cre-
ation can be interpreted as
a shake-off of the vacuum po-
larization cloud in the colli-
sion of two heavy nuclei
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Fig. 7.24. Positron energy spectra measured in collisions of Th + Ta, Th + Th, and U + Cm
at energies of about 6 MeV per nucleon. The QED predictions (dashed lines) and the experi-
mentally determined background from nuclear pair conversion (dotted lines) add up to the full
lines which are in close agreement with experiment. Figure adapted from K. Sakaguchi (EPOS
collaboration), GSI report 90-05 (1990)

Comparing positron production in various systems of colliding heavy ions, a strong
rise above the background was observed once the combined nuclear charge exceeded
Z1+ Z» 2, 160. The background in these experiments is caused by nuclear pair conver-
sion, i.e., the creation of ete™ pairs in the course of the deexcitation of nuclei, which
are left in excited states after the collision, and is quite well understood. The excess of
measured positrons over this background was found to be in quantitative agreement
with the theoretical predictions from QED based on the quasimolecular picture. This
is demonstrated in Fig. 7.24 where the measured energy spectra of positrons emitted
in three different heavy ion collision systems (Z = 163, 180, and 188) are compared
with the predictions. The QED positrons (dashed lines) clearly begin to dominate as
Z increases. Note that in the figure the curves have been scaled to equal height and
that the spectral shapes have not been corrected for the response function of the detec-
tor.

Besides the strong increase with Z the positron spectra shown in Fig. 7.22 give
no clear evidence of spontaneous pair production. This should not come as a surprise
since due to the short collision time Ar ~ 10~2! s the occurrence of narrow structures
in the emission spectrum would be in conflict with Heisenberg’s uncertainty relation.

The situation would change if there were a mechanism leading to a time delay in
the collision. Such an effect could be imagined to happen if the nuclei have enough
energy to surmount the Coulomb repulsion and touch each other so that the attractive
nuclear force sets in, see Fig. 7.25. Let us suppose that the nuclei “stick together” for
a time 7 and separate again subsequently. Spontaneous positron production should
then be enhanced in supercritical systems. The holes present in the 1s level are emitted
as positrons owing to the decay coupling of (7.43) with a lifetime T = h/I". If the time
delay T is comparable to t, a sharp line will build up in the positron spectrum whose
position is determined by the diving depth of the submerged 1s state. We already
discussed this in Exercise 7.4. Figure 7.26 shows this effect very clearly for various
assumed values of the delay time 7 to 1072’ s in U + U
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However, it is not clear whether this gedanken experiment has a real counterpart
in nature. Although the formation of long-lived nuclear molecules has been observed
in the collision of light nuclei, like 12C 4+ 12(, the existence of such an effect in very
heavy systems is uncertain because of the strong Coulomb repulsion of the nuclei.
Therefore, at present it is unclear whether a direct observation of spontaneous positron
creation in heavy ion collisions is possible.

Some time ago there were indications for the experimental discovery of the effect.
Two groups at GSI reported narrow line structures in the positron spectrum of, for
example, U + Cm collisions. At first, these lines could apparently be explained in
terms of spontaneous positron creation occurring in a small fraction of collisions with
a long time delay. However, this explanation soon ran into conflict with the subsequent
discovery of line structures also in collisions with subcritical charge Z < Z... More
confusion was added by the reported discovery of correlated electron—positron pairs
with sharp energies. This led to a flurry of speculations ranging from new elementary
particles to phase transitions of the QED vacuum. However, in subsequent experiments
with improved detector systems, the earlier observations could not be reproduced.
Now there appears to be consensus that the reported effects were caused by statistical
fluctuations which had not been ruled out judiciously enough.'*

While these studies may have led to a dead end, new experimental developments
promise a fresh look at the problem of supercritical binding and pair creation in strong
fields. This refers to the possibility to study collisions of bare nuclei, which can be
produced when fast ions moving through a thin target foil are stripped of all of their
electrons. Complete stripping only works at ion energies much higher than those of
interest in the present context. Therefore, two techniques have been proposed to cir-
cumvent this problem: either the fast ions may be decelerated again, thus reducing
their velocity in the laboratory frame, or two beams of ions may be brought to col-
lision under an acute angle so that the relative velocity of two ions in their common
center-of-mass frame is small.

14 Today this development is mostly of interest to historians of physics, see A. Franklin: Arch. Hist.
Exact Sci 53, 399 (1998) where further references can be found.

Fig. 7.26. (a) Two heavy ions
are assumed to stick together
for some time 7'. During this
time the Coulomb potential
is supercritical and positrons
can be emitted spontaneously
from the 1s level. (b) A line
builds up in the spectrum of
the emitted positrons with in-
creasing time T’
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Fig. 7.27. (a) Photon—photon
scattering. (b) Delbriick scat-
tering. (c¢) Photon splitting

Collisions of bare nuclei offer the great advantage that no electrons are around that
could block pair production into the bound states. In ordinary collisions the Fermi level
in (7.39) typically lies at F = 350 so that the inner-shell states are ‘“Pauli-blocked”.
Pair production with the electron ending in the lso state is possible only through
multi-step processes in which the bound electron first has to be removed by excitation
or ionization. In contrast, in collisions of bare nuclei, direct bound-free pair production
(“electron capture from the vacuum”) is possible'> and indeed is expected to become
the dominant source of positrons. The positron production rate in such experiments
will be enhanced by up to two orders of magnitude.'®

Since they offer direct access to the quasimolecular 1so level, studying the col-
lisions of bare nuclei or few-electron ions will provide information on supercritical
binding. By precisely measuring the bound-free pair-production rates and their de-
pendence on nuclear charge, energy, impact parameter and final-state distributions it
will be possible to draw conclusions on the quasimolecular energies. Pair produc-
tion is very sensitive to the strong binding force and an agreement between theory
and experiment would confirm the validity of QED of strong fields in a quantitative
way.

7.3 The Effective Lagrangian of the Electromagnetic Field

If we consider the electromagnetic field in isolation, it satisfies the linear Maxwell
equations, and the superposition principle holds. There are no charges in empty space
in the classical theory, and since the photons also do not bear charge, and thus do not
interact among themselves, their field is described by the free noninteracting Lagrange
function (more precisely, the Lagrange density)

Lo= 1 ( 2_ B2) , (7.46)
8
where E and B denote the electric and magnetic field strengths. Since £y depends
quadratically on E and B, it is ensured that the ensuing field equations are linear.
The situation changes, however, when we move to quantum theory. Now the pos-
sibility exists of creating virtual particles, in particular electron—positron pairs, by
a photon. Since they are charged they can interact with further photons (before they
annihilate). In particular two photons can scatter off one another. The correspond-
ing Feynman graph of lowest order is displayed in Fig. 7.27a. In the same way it is
possible to scatter photons off an external electromagnetic field, (cf. Fig. 7.27b). The
crosses denote the external field, which may be provided e.g. by a heavy nucleus of
charge —Ze.
In the construction of these diagrams it has been taken into account that according
to Furry’s theorem (see Exercise 4.1) electron loops with an odd number of photon ver-
tices do not contribute. Hence the process of the scattering of light on light, Fig. 7.27a,

15 Such a process was first observed at the BEVALAC accelerator (Berkeley) in collisions at rela-
tivistic energies: A. Belkacem, H. Gould, B. Feinberg, R. Bossingham, W.E. Meyerhof: Phys. Rev.
Lett. 71, 1514 (1993).

16 . Miiller, Th. deReus, J. Reinhardt, B. Miiller, W. Greiner, G. Soff: Phys. Rev. C37, 1449 (1988).
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is of fourth order; its cross section has to be proportional to a* and thus is so small
that it could not be verified experimentally yet.

The situation is more favourable for the scattering of photons off the electromag-
netic field of a nucleus, Fig. 7.27b. This process, which is known as Delbriick scatter-
ing,!7 scales with (Za)*a? and has been found experimentally'® using high-energy
photons (several MeV). We also mention the “splitting” of a photon into two owing
to the scattering at a nucleus'® (cf. Fig. 7.27c), as another interesting process that has
been observed experimentally.

The vacuum of QED is a polarizable medium owing to virtual processes and ob-
tains novel physical properties. One may try to describe this effect by replacing the
Lagrangian L of the electromagnetic field by an effective Lagrangian Legr. This will
contain corrections in higher orders in E and B and lead to nonlinear field equations.
In the limiting case of a stationary and homogeneous electromagnetic field an “exact”
closed expression can be given for Lefr. This result was found in a pioneering work by
Heisenberg and Euler.>® We shall follow in part a derivation given by Weisskopf.>!

To begin with we recall that there are two Lorentz-invariant quantities that charac-
terize the electromagnetic field, namely

I,=B>—E?,
L=B-E . (7.47)

The effective Lagrangian can thus be expressed as a function of these invariants

Lett(B, E) = Legt (11, )
=Let(B>—E>, B -E) . (7.48)

We remind the reader that the scalars /1 and /> can be obtained by contraction of the
electromagnetic field tensor F,,, which is defined by

FIY — i Y — g FH

0O —-E —-E, —E3
| Ex 0 —B3 B
=|E B 0 B | (7.49)

Es —By B 0

We also introduce the dual-field tensor obtained by contraction of F),, with the com-
pletely antisymetric unit tensor (the Levi—Civita tensor)

1
* RV _ Eé‘MMGFAa =F"(E < B) (7.50)

17 M. Delbriick: Z. Physik 84, 144 (1933); P. Papatzacos and K. Mork: Phys. Rep. 21, 81 (1975).

18 See e.g. S. Kahane and R. Moreh: Phys. Lett. 47B, 351 (1973); P. Rullhusen et al.: Phys. Rev. C27,
559 (1983).

19 G. Jarlskog et al.: Phys. Rev. D8, 3813 (1973).
20 W. Heisenberg and H. Euler: Z. Physik 38, 314 (1936).

21y, Weisskopf: Kgl. Dankse Vid. Selskab., Math.-fys. Medd. XIV, 166 (1936); for a modern treat-
ment see, e.g., W. Dittrich, M. Reuter: Effective Lagrangians in Quantum Electrodynamics (Springer,
Berlin, Heidelberg, 1985).
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0 —-B —B —Bj
B 0 —-Es E>
B, E3 0 —E
Bs —E, E; 0

We may construct two scalars by contraction of these tensors, namely

F*™F,, =2(B* - E* =21 , (7.51a)
FW*F,, =—4B-E=—4I, . (7.51b)

The Lagrange function is gauge invariant because it depends only on the field
strengths. Let us calculate the energy Wy of the vacuum per unit volume as a func-
tion of the field strength. Proceeding quite naively we sum up the energy eigenvalues
epo < —m of all the electrons in the “Dirac sea” to obtain the total energy Eo. From
this value the potential energy Uy in the electric field has to be subtracted. The en-
ergy Eo contains the potential energy Uy of the electrons of the Dirac sea in the exter-
nal field in addition to the pure energy Wy of the vacuum. Since we are interested only
in the pure energy of the vacuum the contribution Uy has to be subtracted from Ej:

Wo=Ey—Uy , Ep= 285,?,) , (7.52)
pPo
Up=)_ / FxyDTeAx)vs,) (1.53)
po

where Ag(x) is the electrostatic potential. Here the sum extends over all momenta p
and all spin directions; only the states with negative energy (—) are taken into account.
Up may be expressed in terms of Eg by a trick. To do this, we make the following
general consideration valid in quantum mechanics.

Let H(A) bea self-adjoint Hamiltonian that depends analytically on a parameter A
and ¥, (A) a normalized eigenfunction

HOW) Y () = (W)Y () (7.54)

The derivative of the energy eigenvalue with respect to the parameter A then obeys

den [ |0H 755
3_)L_ Wna_)LWn ’ ( )

since by differentiation of (7.54) and projection onto (| we get

den [ |0H
3_)»_ Wn ’Ye Wn +<wn

N d
( ~en) gy | )

The last term is zero because of (1//,1|I:1 = (Ynlen.
Now we use this general statement by writing for the potential of a stationary,
homogeneous E field

Ao(x)=—E -x
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and use the field strength as the parameter A. Thus

OH 9Eo
Uy=E- Exy T — vy =F. — 7.56
0 EPU/ Ve SV % (7.56)
and hence
Wo = Eo— Uy = Eg — E - 2EO (7.57)
0= Eo 0o=Eo YR )

This relation serves to switch from the energy to the Lagrange function. The relation-
ship between the energy (Hamiltonian) and the Lagrangian for a system having the
generalized coordinates g; in general reads

s
W:Zqia—q—ﬁ. (7.58)
. l

In electrodynamics the potentials Ag and A play the role of the generalized coordi-
nates g;. Because of the relation E = —A — VAp and B =V x A, there is a depen-
dence on a generalized velocity (g;) in the Lagrangian only in the time derivative of
the vector potential. But differentiation with respect to A is equivalent to differentia-
tion with respect to E. Hence (7.58) can also be written as
oL
W=E - ——-L. (7.59)
oE
Thus we find that the change of the Lagrangian density of the electromagnetic field is
given, up to a sign, by the additional energy density Ey:

Legt=Lo+ L, (7.60a)
with
L'=—ES™ . (7.60b)

In (7.60b) we have indicated that the expression of (7.52) still has to be renormalized.
In particular the energy of the vacuum in the absence of the electromagnetic field has
to be subtracted, because it cannot be observed.

In order to calculate Ey we restrict ourselves for the beginning to the case of a pure
magnetic field, E = 0. The energy eigenvalues can be given exactly according to Ex-
ercise 7.7:

64y = —\/m2 +p2+1elBQn+1+0) (7.61)

where n =0, 1,2,... and 0 = £1. The density of states per momentum interval is
le|B/2mdp,/2m; cf. Exercise 7.7. Hence

L' =—Ey
+ood | |B
pz e P 2
= _— E m=+ pz+le|lB2n+1+o0)
_Zo 27 2w nn\/

+00

le| B =
:W/dpz (,/mz+p§+2z\/m2+p§+2|e|3n) . (7.62)
n=l1

—00
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Here we have taken account of the fact that all states are doubly degenerate except
for the level with n =0, 0 = —1. The states with quantum numbers n,o = +1 and
with n — 1, 0 = —1 have the same energy. Only for the state n =0, 0 = —1 can such
a partner not be found.

Obviously (7.62) is highly divergent. As we shall see we can nevertheless split off
a physically meaningful finite expression. To this end we first regularize (7.62) by
introducing a suitably chosen cutoff factor. With the abbreviation

o0
OE / Apey/m? + p2 + 2le| B e~/ PRI (7.63)
0

the regularized equation (7.62) reads

Lo = 'elB ( F O, A)+ZF(n A)) (7.64)

n=1

X is a cutoff parameter with dimension one over energy. The limit A — O should be
taken at the end of the calculation. Physically meaningful quantities must no longer
depend on A then. Hence they have to approach a finite limiting value. Equation (7.64)

may be rewritten using the summation formula of Euler and MacLaurin??
al 1 1 ’
ZF(n,A) = 5F(o, 1)+ 5F(N,A) —l—/dn F(n, )
n=0 0
o By
FEDW, ) = FED0,3) 7.65
3 oy (FEP @2 = FED 0, (7.65)

Here F® (x, A) denotes the k" derivative of the function F(x, 1) with respect to x.
The By, are Bernoulli’s numbers By = 1/6, B4 = —1/30, Bg = 1/42,.... Because
of (7.63), F(n, ) and all its derivatives decay exponentially at large n (for A £ 0) so
that the limit N — oo can be taken in (7.65), leading to the result

e¢]

ZF(n,A): %F(O, A)—i—/dn F(n,\) — Z (gk)‘F(Zk Do, . (7.66)

n=0 0

Hence, (7.64) can be written as

|5’|B T By (2k—1)
L ) = /dn Fn,\) — Z 20! F o,0N ] . (7.67)
0

22 See for example G. Arfken: Mathematical Methods for Physicists (Academic Press, New York,
1970), Chap. 5.9.
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The integral in (7.63) defining the function F(n, A) can be evaluated explicitly. Sub-
stituting x =,/ p2 + a%/a and a® = m? + 2|e| Bn we obtain

o0 o
2
—ha/ P2 +a? 2 X —hax
F(n,k):/dp JpEAate MNP —g /dxie
0 e 1 =1

5 1 2 d2 ef)»ax
=a’ | —) — | dx ——
—a Cl)\.2 4/)62 —1
1
d? d?
= mKo(xa) = azd—zzKo(Z) ) (7.68)

Here Ko(z) is the modified Bessel function of the second kind (the McDonald func-
tion) and we have substituted z = Aa.

The derivative K(/)/ (z) is evaluated by use of recursion relations for the Bessel func-
tions (see I.S. Gradshteyn and .M. Ryzhik: Table of Integrals, Series, and Products,
Academic Press, 1965, no. 8.486). In particular, K(’) =—Kj, K{ =K/z — K>, and
thus

F(n,») = —a* (iKl(xa) — Kz(xa)>
Aa

1
=- (zm @) —z2K2<z>) . (7.69)

In (7.67) we need the derivatives of this function with respect to n. Because of
7z =Aa = iy/m? +2|e|Bn, zdz = A*|e| Bdn, the m" derivative may be written as

d\" m (1 d\"
2) = (A2|e|3) —— . (7.70)
dn zdz
These derivatives lead just to simple modified Bessel functions (see Gradshteyn/
Ryzhik no. 8.486.14):

1 d " v m_v—m
-— ] (K@) =(=D""""Kym(2) . (7.71)
zdz

With z(n = 0) = Am the regularized Lagrangian (7.67) now reads

11 r
L’(A)=—§F/dzz2(l(1(z)—zl(2(z))

Am

|€|B 00 sz ( 1 )()\'2| |B)2k—l
_ T R e
2 | 2
72 @i\ a

x (=D 0m)* Kaoox(m) — (hm)> =2 K3_o(0om)] (7.72)

Let us now consider the structure of this expression. It is a power series in even powers
of the field strength B multiplied by the elementary charge e,

L'() = Co() + C2(0)(eB)* + Y Co 0)(eB)* . (7.73)
k=2
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It turns out that the first two coefficients, Co(A) and C (1), diverge if the cutoff pa-
rameter A approaches 0. The higher coefficients Cy4, Cg, . .., however, are finite (see
below): The divergence of Cp(A) follows from

o
11 2 1
Co(r) = 33 dz z7(K1(z) — zK2(2)) = O )= (7.74)
Am
because the integral converges at the lower bound. The term which is quadratic in the
field strength results from (7.72):

1 B

W) =-—= (Ko(um) — AmK1(hm)) . (7.75)

The asymptotic behaviour of the Bessel function for z — 0 is

Kn(z) = (m—D12"" 127" for m>0,

Ko(z) > —1In(z) . (7.76)

Hence C»(A) diverges logarithmically as a function of the cutoff parameter A
11
Ca(A) — o7 In(Am) . (7.77)

It has been clear from the beginning that divergence problems of this kind had to
occur. The energies of all states of the lower continuum were summed up in the
ansatz (7.72, 7.53). The constant Cy is just the “total energy of the Dirac sea” and
as such is not observable. This identification may be verified formally by converting
the expression for Cy into a three-dimensional momentum integral. The substitutions
pi =2le|Bn and d>p; = p,dp,dy in cylindrical coordinates lead to

e|B [
Co(h) = —Z/an(n,x)
T

0

elB . [

_eB _W

= /dnfdpz/m2+p§+2|e|3ne hn/m2+p2+2leBn
0 0

00 00 2
1 de / —hy/m24p2+p?
=2ﬂ—2/dpz/dmm/5 m2+P3+Pie PPy
—00 0 0
d’p 2 4 p2 a—hia/m>+p?
= | Gy 2/ m?+ p2e . (1.78)

This is just the regularized expression for the negative of the energy of the lower
continuum in the absence of an external field. Thus we have to subtract Cy in (7.73) in
order to obtain a meaningful expression. Furthermore the term C»e® B> has exactly the
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form of the free Lagrangian (7.46) so that we can group the terms in the following way:
Letr = Lo+ L' — Co
= Lo+ Ca(eB)* + [L' — Co — Ca(eB)?]

=—(1-8xC By n
- 2%) o+ > Con(eB)" . (7.79)
n=2

Hence the free Lagrangian is multiplied by a constant (1 — 87¢>C3). Once again, the
presence of such a factor cannot be observed physically. Since it is effective in all
experiments, the constant factor only leads to a redefinition of the field strength and
the charge. We can formally define a renormalized elementary charge by

eR= — (7.80)
V1 —8me2Cy
and the corresponding renormalized field strength by
Br=— B=+1-87e2C, B . (7.81)

€R

The Lagrangian of the magnetic field expressed in terms of these quantities reads

1 o0
Letr = 3 Bﬁ + 2; Con(erBR)™" = Lor + Lg - (7.82)
—

This expression has the “correct” limit at small field strengths. Thus we may con-
sider Br and eR to be the physically observable quantities. In the following we shall
omit the index R for brevity.

The renormalized correction £’ to the Lagrangian then reads, because of (7.76)
(using K_ (2) = Kn(2)),

o]

1 By 1/, %
L=——1 ——(A B)
72 xli%;(zk)m el

x [ )2 Koo Gom) = ()= Koi—3.Gom) |

Lo o B wea, oo, 2 %3 —2k+2
=_;}%;@A (eB)* (am)* =% 2k — 3)12%K73 (am)

_ = B2k1232k 4—dk op _ 3)1

__Pz(zk)!E(e )TmT 2k = 3)
k=2

au T2k —2)

20! (7.83)

1 o0
=53 Z(2eB)2kBka
k=2

It is usual to express this result in terms of an integral representation. To this end we
write the gamma function as

o0

I'(z)= / dpe ! (7.84)
0
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and obtain
& 17
e — L N 01018 Btk /d —n, 23
8712];( le1B)* Byam* ™ s [ dne™n
= 0
o
1 ) el o 2% le| B\ !
=——le|B dp — Y =By | —— . 7.85
o3lelBm / 15 ;(M 2k< — (7.85)
; Z

Careful inspection of the series in this expression reveals that it is identical to the
Taylor expansion of the hyperbolic cotangent function,

2k

coth(x) = —+ +Z® 21 (7.86)

Introducing the dimensionless field strength
B=—=-—8B, 7.87
Be = m2 (7.87)
with the critical magnetic field

m?>  m?c3

By=-—= = 4.4 x 10" Gauss = 4.4 x 10° Tesla
lel lelh

we get as the final result in compact form

-1

4 @
. . 1 /.12

E’(E:O,B):;—2/dn:—3<—3ncoth(3n)+l+§(Bn) ) . (7.88)

0

The investigation is more difficult for general electromagnetic fields, because we can-
not find an expression analogous to (7.61). However, the case of a constant pure elec-
tric field (B = 0) can be reduced to (7.88) by a trick. To do this we note that the result
may be expressed as a function of the two invariants B> — E* and B - E according
to (7.48). Thus one immediately sees that

L(E,B=0)=L'(I, =0— E>, L=0)

=L'(I, = (GE)*, L=0)

=L'(E=0,B=iE) . (7.89)
Hence one can use the solution for the pure magnetic field and replace B by iE!
Because coth(ix) = —icot(x), this leads to
oo
, m* e[ - - 1/~ \2
L(E,B=0)="_ [anS— —Encot(En) S (En) , (7.90)
82 n3 3
0
with the reduced electric field strength
~ E le|
E=—=—F. (7.91)
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For the sake of completeness we also quote without proof the extension to the case of
constant parallel electric and magnetic fields. This is sufficient for a unique expansion
of £’ in the invariants I; and I; (7.47). The required calculation is quite lengthy; we
refer to the cited original publications. The result reads

e_r/

4 %
m
L'(B||E) = fdn e

0
X I:—En cot (En) B coth([?n) +1- % (Ez — 32) n2:| , (7.92)

which obviously contains (7.88) and (7.90) as limiting cases. Lo + L' is the effective
Lagrangian of the electromagnetic field which dates back to Heisenberg and Euler
(1936). A formally more satisfying derivation based on the “proper time method” was
given later by Schwinger.>3

We now examine some consequences of (7.92). First, let us consider the limiting
case of weak fields, i.e. E < 1, B < 1. A Taylor expansion corresponding to (7.86)
up to the third term yields

[o/0]
41
8m—4—fdnne n E4+B4+5E2 )
0
1 et 2 2\2 2
= (B —E) +T(E-B)?| . (7.93)

By the way, this result is valid in every frame of reference, because it has been ex-
pressed in terms of the invariants /1 and /. Amongst other things, we conclude from
(7.93) that there are no nonlinear corrections for plane wave since both invariants then
vanish.

For the limiting case of strong magnetic fields, i.e. B > 1, we will be satisfied
with a rough estimate in logarithmic approximation. With the substitution v = B,
(7.88) can be written as

o0 ~
4R2 —1/B _
,m B e 11— tcoth(r)
L = = /dt " (3 + 2 . (7.94)
0

For v < 1 the integrand is attenuated by the expresswn in parentheses (because
cotht =1/t +1/3—13/45+...) and for large T > B by the exponential factor. Thus
it is a reasonable approximation to replace the integration bounds by these values and
further neglect the variation of the second term in parentheses and of exp(—r / E) in
this range. Then we obtain

= ——In(B) . (7.95)

23 J. Schwinger: Phys. Rev. 82, 664 (1951).
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If we compare this to the free Lagrangian Lo, we see that the nonlinear effects always
stay small in QED,

L e*  le|B

—=—In— . 7.96

Lo 3m m? (7.96)
In order to have £ = L one would have to reach entirely unrealistic field strengths
with the order of magnitude

B = B,/ =E560 B, . (7.97)
Of course, this is due to the small electromagnetic coupling constant.

Finally we are led to the most interesting result by considering the Lagrangian of
strong electric fields. At first the result (7.90) is not well defined, because the cotangent
has poles on the real axis. The integral for the energy density,

o0 ~
472 t/E
m*E e 1
Ey= dr Teot(t) — 14 =72 , 7.98
08n2/13<() 3) (7.98)
Im 2 can be given a value by choosing a contour in the complex t plane. If the poles are

O O,
I = 27 3r Rez

Fig. 7.28. The deformed inte-
gration contour to be chosen
in (7.98)

circumvented in the upper half plane, see Fig. 7.28, the energy obtains a negative
imaginary part (the sign will become clear later). We calculate its magnitude by taking
half of the negative residuum at each pole:

1 o
Im{Eo)} = —52niZRes|r:nﬁ
n=1

1 mAE2 e—nn/é

= ——2mi
27 g2 2 ()3 (n)

252 X
CET S~ el

= —1—::
83 n?
n=1

(7.99)

In order to understand this result we recall that complex energies characterize the
decay of a quantum-mechanical state. In fact the probability of a time-dependent state
(1)) =e (@) is

P(t)={(®(0)|@(1)=eEEV p|p) = MED (7.100)

In our context this means that the vacuum state, which originally is free of particles,
decays spontaneously in a strong electric field by creation of electron—positron pairs.
The particle creation rate per unit volume and time is

w=2Im(L)

1 eER\?> mc? /me\3 K 1 am?c3
_ me” (me ~exp— , 7.101
473 <m263> h ( n ) ;,ﬂ exP( " |e|Eh> (7.101)

1 1
time volume

where the constants /2 and ¢ have been written out explicitly this time.
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It is very remarkable that the result (7.101) has an essential singularity in the limit
e — 0. Thus pair creation in a strong field is a nonperturbative effect which cannot
be calculated by a series expansion in the coupling constant.

Finally one has to keep in mind that (7.101) was calculated with the assumption
that no real particles are present. When the field strength E becomes large, this is no
longer justified and the back reaction of the created pairs on the electric field would
have to be taken into account by a self-consistent ansatz.>*

At the beginning of this chapter we gave an intuitive interpretation of pair creation
in an electric field: in the vacuum continuously short-living “virtual” e*e™ pairs are
created and annihilated again by quantum fluctuations. These pairs can be separated
spatially by the external electric field and converted into real particles by expenditure
of energy. For this to become possible the potential energy has to vary by an amount
AV = |e|EAl > 2mc? in the range of about one Compton wavelength, Al >~ h/mc
which leads to the value of the critical field strength.

A more quantitative interpretation results from Dirac’s hole picture. Figure 7.29
shows the space dependence of the potential energy V (x) = e Ex as well as the corre-
sponding energy gap of the Dirac equation between mc? + V (x) and —mc? + V (x). In
full analogy to Fig. 7.5 pair creation results from the tunnelling of an electron from the
“Dirac sea” through this classically forbidden zone. The probability for such a tunnel
process is described by a penetration factor (the “Gamow factor”) given by

Xy

P:exp(—%/q(x)dx) R (7.102)

X—

with the imaginary momentum

qg(x) = \/mzc2 — (W —eEx)%/c? . (7.103)

/fz | Dirac sea

24 A complete solution of this problem is still lacking, see Y. Kluger, J.M. Eisenberg, B. Svetitsky,
F. Cooper, E. Mottola, Phys. Rev. D45, 4659 (1992).

Fig. 7.29. ete™ pair creation
in a constant electric field can
be visualized as a tunneling
process through the mass gap
of the Dirac equation
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x4+ denotes the classical turning points where g(x+) =0, W is the energy. We find

X4
2
P ~exp —h—f\/m2c4—(W—eEx)2dx
c
X—

hc |e|E

¢ mm’c (7.104)
= X — . .
P\ eEn

+1
2 1
=exp ———mzc4/\/1 —u?du
-1

This is exactly the exponential factor in (7.99) (for the one-pair term, n = 1)!

EXERCISE |
7.6 An Alternative Derivation of the Effective Lagrangian

Problem. The effective Lagrangian of the electromagnetic field in the form (7.88) of
Sect. 7.3 may also be derived with less mathematical effort. In a first step differentiate
(7.62) twice with respect to the parameter m> and sum up the series using the integral

representation
o
1 —m?y
0

and integrate the resulting function twice over m>. Finally a renormalization has to be
performed.

Solution. The following expression has to be calculated:

o
le| B >
! — — 2 2 2 2
L'(E=0,B)= )2 Z/dpZ (,/m +pz+2 El\/m + p? +2|e|Bn) .2

0 =

We formally treat this expression as if it were convergent, ignoring the need for a reg-
ularization prescription. Double differentiation by m? leads to

a2z’
A(H) = (dm2)2
o
- |e|321/dpz Ly ! I
@720 (24 p2)T 2Dt (m2+2le|Bn+ p2)?

The p, integral now is convergent and simply yields

o8]

fdp 1 _ Pz
z 3/2
IRV Ly

o]

_ 4
0 s at’
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and hence

Ay =18 1+2§: ! )
872 \m? n=1m2+2|e|Bn '

The integral representation (1) leads to

B
A(H) = ';'T / dn( ' +2Ze_(’" +2€|Bn>ﬂ>

0 n=1

B[ -
= ——';LQ /dne—mzn (2Ze—2€|3"" - 1) : (6)
n=0

0

The sum over n here is just a geometrical series! It can be summed in closed form to
yield

o
le| B " 2
A(H)Z_W dnem" 1_6——2|€\BW)_1
0

o0

le| B —m2 1 4 e~ 2lelBn
=——— [dpe™" N ———

82 1 — e—2lelBn

0

o0

e
=) /dn le| By coth(|e|Bn) . 7

8n

0

Twofold integration over the variable m? yields
1
L=~ [ dyge™™ " e|Bn coth(le|Bn) + C2 + Cim? . (8)
n

The integration constants C1, C» can in principle be arbitrary functions of B but they
must not depend on m?2. This is a very strong restriction. From dimensional consider-
ations the Lagrange density £’ may depend only on the dimensionless ratio B/ Bc;. In
more precise terms the functional dependence on B and m should read

L/(B.m)=m* f(B/Be) =m* (%f)

(mc)3 2y (LBl ©)
=(—) mc ——= -

h m? 3

The constants /2 and ¢ have been inserted explicitly in the last step. This demon-
strates that the factor m* indeed bears the correct dimension of the Lagrangian density,

namely energy per volume. Taking into account (9) the integration constants in (7) can
only have the form

2|6’|B

Ci=Cim*— . C=Cje’B* . (10
m

Exercise 7.6
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Exercise 7.6

The effective Lagrangian is connected to £’ as follows (cf. (7.79)):
Eeffzﬁo-i-ﬁ/—Co:E()R-i-Ei{. (11)

L’ contains ill-defined contributions proportional to (eB)? and (¢ B)?. The finite renor-
malized Lagrangian Ly, is obtained from £ by

Lp=L —Cp . (12)

Here the constants Co, C, C; have to be chosen such that the power series expansion
of Ly with respect to the field strength B does not contain terms of the order < 2.
To achieve this we have to choose the integration constant C; = (. Furthermore the
renormalization condition leads to

o
Co= —glzm“/dn’ en,3 (13a)
and
o
Cy = #ezBZ%O/dn/ en, , (13b)

because x coth(x) = 141/3x2+- - -, with the substitution of variables 1’ = m?7. Since
we did not introduce a regularization prescription, these are divergent integrals.
Hence the renormalized effective Lagrangian of the electromagnetic field reads

4 7 -7’

/ __m_ /e n../ n../\ _ _l D/ 2
= K (Bn coth(Bn) 1 3(3;7)) , (14)
0

with B = B/Be; = |e|B/m?. This result is identical to (7.88).

EXERCISE |
7.7 The Solution of the Dirac Equation in a Homogeneous Magnetic Field

Problem. Show that the energy of a Dirac particle in a homogeneous magnetic field
B = Be, is given by the expression

Epr = :l:\/m2 +p2+lelBQn+1—0) .

p, is the momentum in the z direction and o = %1 is the projection of the spin. Use
the Dirac equation for the bispinor ¢ = (‘;) and reduce the problem to the differential
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equation of the harmonic oscillator by elimination of x. Show that the density of states
per momentum interval in the volume V =1 is given by

dN  le|B

dp. — @m)2

Solution. According to in RQM, Chap. 2, the Dirac equation in two-component no-
tation reads (h=1)

a A
ia¢=a~(p—eA)x +eAogp +mo ,

.0 N
i x=0- (p—eA)p+eAoyx —my . (D

The stationary solutions for a constant purely magnetic field (A¢p = 0, A independent
of time) are obtained from

(e—m)p=0-(p—eA)y ,
(e+m)x=0-(p—ecA)gp . ()

We multiply the first equation by (¢ + m) and eliminate y,

(& —m’)p=0-(h—eA)o-(p—eA)p . 3)
Next we use the identity

(0d-a)(c-b)=a-b+ic-axb 4)
and the gradient property of the momentum operator p = —iV:

(2 = mDp=[ (b —eAV +i0 - (h— ed) x (p—e)| ¢
—[(p—ea)— ea~B] P
= -sz—ZeA-fJ—i—ezAz—ea-B](p

= p2 + ¢?*B*x? — ¢B(o, + Zxﬁy)] ¢ . (5)

The vector potential was chosen to be A = (0, Bx, 0) in the last transformation, and
V.A=0and B =YV x A have been used. We notice that the right-hand side of (5)
obviously commutes with the components of the momentum operator p, and p,. Con-
sequently the ansatz

Po (x) = PP £ () o (©)
presents itself where y, is the unit spinor. Insertion into (5) immediately yields

d2
(82—m2) fx) = <—@+p§+p§+6232x2—263xpy—63 a> fx) (7

Exercise 7.7
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Exercise 7.7

L.

T Ly

]
L.

Fig. 7.30. Normalization box

which can be written as
d2 2 n2 Py 2 2 2 2
[_@4_63 (x_e_B>]f(x)—(8 —m —pz—i-eBa)f(x). (8)

This is just the Schrodinger equation of the harmonic oscillator in the variable £ =
x — py/eB. The “oscillator energy” is hw = 2|e|B. The eigenvalues thus are A, =
(n+1/2)hw = (2n + 1)|e| B. Hence

e*—m? — p?+eBo=Q2n+1)e|B ,

or

8pU:j:\/m2+p%+|e|B(2n+1+a) . )

This is the relativistic generalization of the Landau levels of a particle in a magnetic
field.

In order to determine the density of states we note that the energy levels (9) are
infinitely degenerate since the momentum p,, does not appear in the formula. In the
classical framework our solution describes helical motion of the electron with freely
chosen momentum components in y and z direction but orbiting around a fixed center,

Dy
-5 10
Xo= "¢ (10)
If we put the particle into a box with dimensions L, Ly, L, (Fig. 7.30), the y and
z motions are quantized by the boundary conditions and the number of states reads
(h=1)

AN—LyA LZA (11)

=g Py oPe
Apy = eBAxg holds because of (10). We sum over the allowed values 0 < xg < Ly
and obtain, as conjectured above,
L L, _lelB

AN = 2|e|BL,—=A

=— V. 12
o b Pz (27)? Pz (12)

EXAMPLE |

7.8 Birefringence of the Vacuum in a Strong Magnetic Field

Because of the presence of quantum fluctuations the QED vacuum behaves like a po-
larizable medium and thus it should come as no surprise that it can exhibit interesting
optical properties. In the presence of a strong electromagnetic field the index of re-
fraction for the propagation of light will depart from unity®® and it will depend on the
polarization of the beam, leading to the phenomenon of optical birefringence.

25 S.L. Adler, Ann. Phys. (N.Y.) 87, 599 (1971); Z. Bialynicka-Birula, 1. Bialynicki-Birula, Phys.
Rev. D2, 2341 (1970).
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This phenomenon can be described by using the effective Lagrangian Legr of the
electromagnetic field, which in the weak-field case is given by (7.93):

1 et

1
fo = g (B = B o et

= [(E2 - B +7(E - B)’] . (1)

Given the Lagrangian Le(E, B) we can make use of the methods of electrody-
namics of continuous media (see W. Greiner: Classical Electrodynamics, Springer,
1998). One introduces the electric displacement field D and the magnetic field
strength H through

D=E+47P and H=B-—4mM ©)

where P and M are the induced electric and magnetic polarization. The fields
D and H can be obtained by differentiation of the Lagrangian (this can be de-
rived from the principle of least action applied to the electromagnetic field, see, e.g.,
V.B. Berestetskii, E.M. Lifshitz, L.P. Pitaevskii: Quantum Electrodynamics, Perga-
mon, Oxford, 1982)

D=4r— , H=—47— . 3)
oE 0B

While in the absence of vacuum polarization, £ = Ly, we simply get D = E and
H = B, the use of L leads to the presence of nonlinear and mixed terms:

D=FE+«[2(E*~ B)E+7(E-B)B] .
H=B+x|2(E*~ B)B-7(E-B)E| . )

with the abbreviation

et

T Usamd

®)

The complicated field problem can be greatly simplified if the equations (4) are
linearized. This is justified for the description of a “weak” electromagnetic wave
(E,, B ) propagating in the presence of a “strong” constant external field (Eq, Bo)

E=Ey+E, , B=By+B, 6)

with the condition £, < Eo, B, < By (but still Ey < E¢ and By < Bc;. For sim-
plicity the following discussion will be specialized to the case of a purely magnetic
field, i.e., Ep = 0. Keeping only linear terms in E ,, B, (4) then becomes

D=E,+«[-2B}E,+7(E, Bo)Bo| .

H=Bo+ B, +«|~2B} Bo—2B}B, —4Bo- B,Bo| . %)
The equation for the magnetic field contains two constant terms, By and —2« B(Z)Bo,
which can be dropped when considering the photon field H . The connection be-

tween D, and E, as well as H , and B, can be interpreted in terms of the constants
of dielectric permittivity € and magnetic permeability . We notice that the fields in

Example 7.8
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Example 7.8

general do not point in the same direction, which implies that the constants € and p
are second-rank tensors. We will denote them by the boldface letters € and u:

D,=¢E, , H,=p'B,. (8)

The Cartesian components of the permittivity and inverse permeability tensors can be
read off from (7):

€ij = 8,‘1' <1 — ZKB(Z)> +7KB(),'B()J‘ ,
ui' = (1 —2KB(2)) — 4k Bo; Bo; - ©)
Thus we have found that in the presence of a magnetic field B (the case of an elec-
trical field is very similar) the vacuum becomes an anisotropic optical medium, quite
similar to a (uniaxial) crystal. To describe the propagation of light in such a medium

we have to solve the source-free Maxwell equations

%B,=—-VxE,,

V.-B,=0,
#D,=V xH,
V-D,=0, (10)

taking the “material equations” (8) into account. For the fields E, and B, we make
the ansatz of a plane wave

Ep(x, t) — Ee—i(wt—k-x) ,

B,(x,1)=Be @~k (1)
so that the Maxwell equations become

wB=kx E ,
k-B=0,
weE =—k x (ﬂ_lB) s

k-(eE)=0. 12)

Without restricting generality we take the z axis as the direction of the magnetic field,
By = Bpes. The tensors (9) then are diagonal:

6j=diag(1+a,1+a,1+b) , M;jl =diag(1+a,1+a,1+c) (13)
with the small parameters a = —2B§/c, b= SBSK, c= —6Bg/<. For simplicity in the

following we assume that the light wave moves perpendicular to the magnetic field,
e.g., along the x axis, k = ke|. Then the components of the Maxwell equations (12)
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wBy = —kE; , wB3 =kE; ,
B =0 ,
wen ks = kM3_31 By |, weEsz= kuz_zl B> ,
Ei=0. (14)

We observe that the wave is still transverse, E, B | k. Insertion of B, and B3 from the
first equation into the third equation leads to two decoupled equations for the electric
field strength:

k2
(E - 622M33> E>,=0,

k2
(—2 - 633#22) E3=0. (3)
w

Depending on which of the two bracket factors vanishes there are two nontrivial solu-
tions of these equations.

(a) Perpendicular polarization: E 1 By
Here k2 /a)2 = eppu33 and E3 = 0. With (13) the dispersion relation of the photon
reads

k 1
nlsa=m=\/(l+a)/(l+6)21“1‘5(0_6)
2a ( By 2
=1+2B}=1+-—(-—) . 16
TP =1 5, <Bcr> (10)
The field strength vectors are
E={0,E,0} , B ={0,0,n, E} a7
as depicted in Fig. 7.31a.
(@) zI | (b) ZA I
B, AB
y Y y Y
Bp Ep EP
> »—>
k X k X
B,

Fig. 7.31. The vectors of the
electric and magnetic photon
field for the perpendicular (a)
and parallel (b) polarization
modes
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Fig. 7.32. The birefringence
of the vacuum induces an el-
liptical polarization of light

(b) Parallel polarization: E || By
In this case k2 /a)2 = €33422 and E> = 0. The index of refraction is

k 1
= — = e =\/(1+b)/(1+61)21+§(b—a)

14 Lep2=14 2% (Bo ’ (18)
= —K = —_— —_— .
270 907 \ Ber
The field strength vectors are
E ={0,0, E} , B:{O, —n”E,O} , (19)

see Fig. 7.31b.

Collecting these results, we have found that the index of refraction is larger than
one; thus in the presence of an external magnetic field light moves with a (slightly)
reduced speed.?® Comparing (16) and (18) we observe that the light wave moves at
a slower speed if its polarization is parallel to the By field, n > n . Such a polariza-
tion dependence of the index of refraction is encountered also in crystalline media and
leads to the phenomenon of birefringence. To study the observable consequences we
consider a light wave described by a superposition of the two eigenmodes considered
above:

E(x,t)=E (cos Oeje @k Lsinge, e_i(“’t_k”x))> . (20)

At x = 0 this represents a wave with linear polarization, with a polarization vector
tilted by an angle 6 with respect to the direction of By. Moving along the direction of
propagation, however, the two eigenmodes develop a phase difference because k) #
k.. Defining ¢ = ot — kL with k = (kj + k1)/2 and 6 = (1/2)(k) — kL)L the real
part of the electric field at the position x = L becomes

ReE(x,t)=E (C059 cos(¢p — &) e + sin6 cos(¢ + 6) eL) . 21
This is the parametric representation (parameter ¢) of a tilted ellipse, see Fig. 7.32.

A somewhat lengthy but elementary calculation reveals that the angle x of the major

z N

v

26 There is no dispersion, i.e., the relation between wave number and frequency is linear. We should
keep in mind, however, that we are working in a low-frequency approximation. The use of the Euler—
Heisenberg Lagrangian is only appropriate if the variation of the electromagnetic field in space and
time can be neglected. This is well justified for macroscopic By fields and also for optical light waves,
since here A = 27/ k is much larger than the Compton wavelength of the electron, which sets the scale
for vacuum polarization.
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axis with respect to B satisfies
tan(2x) = cos(2§) tan(26) , (22)

and for small § is nearly unchanged, x ~ 6. The degree of elliptical polarization ac-
quired by the light ray is described by the ellipticity parameter v, which is defined
as the ratio between the major and the minor axis of the ellipse minus one. For the
squared ellipticity one finds

> 1—/1—sin%(28)sin?(26)

= . (23)
1+ /1 —sin?(28) sin(26)

For § « 1 this expression simplifies to
. 1 .

Y~ §sin(20) = E(k” — k1)L sin(26)
L A 24)
=n—An,

A

taking 0 = /4 for maximum effect. Thus the ellipticity is determined by the ratio be-
tween path length L and wavelength A = 277/ k and by the difference of the refractive
indices

o By 2
An=nj—n;=—(—] . 25
n n|| nj 30 < cr) ( )

which for laboratory magnetic fields is an exceedingly small number. Taking
Bo =10 T, the highest static magnetic field strength presently attainable, we find
with Ber = 4.4 x 107 T the value An =4 x 10722

In spite of the tiny magnitude of the effect, experiments are under way to measure
the birefringence of the vacuum. A laser beam is reflected back and forth between two
highly polished mirrors (forming a Perot—Fabry interferometer) so that the effective
path length the light travels in the magnetic field is drastically increased, e.g., from
1 m to about 100 km. According to (24) for A = 1000 nm the expected ellipticity then
is of the order ¥ ~ 10710, As a static effect this is still too small to be measured, but
it helps to make the problem time dependent. In the PVLAS experiment®’ at Legnaro
(Italy) a large superconducting magnet is rotated along a vertical axis, which produces
a periodically oscillating B field. By looking at the appropriate Fourier components
of the ellipticity the birefringence signal can be filtered out, using a heterodyne tech-
nique. It is hoped that in this way An can be measured with such a high accuracy that
even radiative corrections to (25), which are of the relative order «, can be measured.
Up to now the required accuracy has not been reached.?®

27 D. Bakalov et al.: Hyperfine Interactions 114, 103 (1998).
28 B, Zavattini: Phys. Rev. D77, 032006 (2008).

Example 7.8
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7.4 Biographical Notes

DELBRUCK, Max, German—American physicist and biologist. *4.9.1906 in Berlin, 19.3.1981
in Pasadena. D. studied physics in Tiibingen, Berlin, and Géttingen (1926-29) and was a post-
doctoral fellow at Copenhagen with Niels Bohr. Beginning in 1932 he was at the Kaiser Wilhelm
Institute for Chemistry in Berlin, working as a theoretician with L. Meitner and O. Hahn. At
this time he published a short addendum to an experimental paper on the coherent scattering of
hard y rays where he pointed out the possible interaction of photons with the vacuum polariza-
tion charge induced by a nucleus. The existence of this effect was demonstrated much later and
it was called Delbriick scattering by H. Bethe. In 1938 D. left theoretical physics and turned
to biology. He worked on genetics and bacterial viruses at Caltech where he became professor
of biology in 1947, after having been on the faculty of Vanderbilt University (Nashville) for
several years. D. made fundamental contributions to the mechanisms of genetic recombination
and to fields of bacterial and virus genetics in general. In 1969 he received the Nobel prize for
medicine (with S. Luria and A. Hershey).

EULER, Hans, German physicist. *6.10.1909 in Meran, 123.6.1941. E. studied physics at the
Universities of Gottingen, Frankfurt and Leipzig. In 1935 he obtained his PhD under the direc-
tion of W. Heisenberg. E. stayed a close collaborator of Heisenberg until 1940 when he joined
the German air force. The airplane in which he served as a meteorological observer was shot
down in 1941. In his PhD thesis E. calculated the QED process of scattering light by light.
Subsequently he worked on the theory of high-energy cosmic ray collisions.

WEISSKOPF, Viktor Frederick, American physicist. *19.9.1908 in Vienna, 121.4.2002 in
Newton, Mass.. W. studied physics at the Universities of Vienna and Gottingen where he re-
ceived his PhD in 1931. W. worked at the Universities of Berlin, Copenhagen, Cambridge,
Zurich (1933-36) and at the University at Rochester. Since 1946 he was professor of physics at
the Massachusetts Institute of Technology (Cambridge). From 1961 to 1965 he served as direc-
tor general of CERN. In 1934 W. formulated a relativistically covariant quantum field theory of
bosons (with W. Pauli) and in 1936 introduced concepts which led to renormalization theory.
He also contributed to nuclear physics where he introduced the concept of temperature to de-
scribe excited states (1937) and introduced the optical model for nuclear reactions (1950, with
H. Feshbach). Besides his role in research W. also served as president of the American Physi-
cal Society and was an activist for nuclear disarmament. In 1956 W. received the Max Planck
Medal of the German Physical Society.



Quantum Electrodynamics
of Spinless Bosons

All considerations in this book so far have dealt with electrons (or muons) and their an-
tiparticles, i.e. particles with spin 1/2, which are described by the Dirac equation. The
theory of quantum electrodynamics describes the interaction of these particles with
each other and with the photon field in a very satisfying way. In principle, nothing
prevents us from trying to construct a similar theory also for other kinds of parti-
cles. The simplest case is scalar (or pseudoscalar) bosons, which have spin 0. In the
following we want to develop the theory of the electromagnetic interaction of these
particles, which is also known as “scalar electrodynamics”. We can take over many
ingredients of the theory from Chapters 2 and 3 either directly or with only marginal
modifications.

In contrast to the case of spinor electrodynamics, however, the importance of this
theory is limited, because there are no elementary charged scalar particles in nature.
The best candidates for this role are the pseudoscalar mesons, especially 7 and K.
They are unstable and decay by virtue of weak interaction. For example, most of the
charged pions decay through the channel

= pEF v,

with a lifetime of about 2.6 x 1078 s. Since this lifetime is very long on a natural
time-scale, the pion can be considered stable with good approximation. The follow-
ing problem is more basic: Unlike elementary leptons (e, i, T), which are point-like
particles, pions have an internal structure. As is well known, they are now regarded
as being composed of two quarks with spin 1/2. In Quantum Mechanics — Symme-
tries by W. Greiner and B. Miiller we discussed this fact extensively. Since these are
subject to the strong interaction, there are massive effects of vacuum polarization, and
the physically observed pion is a complex “cloud” of virtual particles. Even if one
considers only the interaction with the electromagnetic field, one must not neglect
this inner structure. Obviously scalar electrodynamics is completely inadequate for
describing the coupling of mesons among each other, because this is dominated by the
strong interaction. Nevertheless, in spite of the limited applicability it is very instruc-
tive to transfer the theory of quantum electrodynamics from the spinor to the scalar
case.

W. Greiner, J. Reinhardt, Quantum Electrodynamics, 425
© Springer-Verlag Berlin Heidelberg 2009



426

8. Quantum Electrodynamics of Spinless Bosons

8.1 The Klein—-Gordon Equation

First, let us recall some properties of the relativistic wave equation for spin-0 par-

ticles.! The wave function ¢ (x) for free scalar particles obeys the Klein-Gordon
equation
(aﬂau +m3)¢(x)=o. 8.1)

The related current-density vector is”

jp. = ie(¢*au¢ - ¢8u¢*)
—ie¢ .0 . (8.2)

which satisfies the continuity equation. In contrast to the Dirac case, here the charge-
density jo can adopt both signs. The complete system of solutions of (8.1) consists of
two classes of plane waves with positive and negative eigenfrequencies and momenta,

PSP (x) = N e 1 Ep=px) (8.3)
and

957 (x) = N e Er =P (8.3b)
where

Ep=+/mj+ p> . (8.4)

The normalization can be determined via the total charge Q = f d3x Jjo(x, 1), which is
a conserved quantity. The charge of the solutions with positive frequency is fixed to the
value Q = +e, whereas we require Q = —e for the solutions with negative frequency.
Thus, in general, a Klein—-Gordon equation describes a superposition of particle and
antiparticle contributions with positive and negative charges, e.g. 7~ and 7™ mesons.
(Neutral scalar particles will not be considered here.) Later on we shall return to the
physical interpretation of these contributions.
In the case of the continuum normalization “to a § function” one has to choose

| 1
Np = W B (85)

and the orthonormality relationsfor the plane waves reads

f $x o5 () 19005 (1) =48 (p' — p) (8.62)
<~
f dx g7 () 1009 5P (1) =0 (8.6b)

I See W. Greiner: Relativistic Quantum Mechanics — Wave Equations, 3rd ed. (Springer, Berlin,
Heidelberg, 2000), Chap. 1.

2 Here we use a notation which is a bit different from that used in Relativistic Quantum Mechanics.
There the analog of (8.2) contains an additional factor 1/2m, which is compensated by a different
normalization of the wave function.
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In general, (8.2) defines a modified “scalar product” (¢|¢1) in the following way:

(P2191) 1=/d3x $5(x) igoqﬁl(X) , (8.7)

for which the positivity condition (¢|¢) > 0 is no longer valid.
The interaction with the electromagnetic field is introduced as usual by the minimal
coupling prescription

Du— Pu—eA, .

The Klein—Gordon equation in the presence of an electromagnetic field then reads
[(ﬁ“ — eA") (fy — eAy) —mg]d)(x) —0 (8.8)
or
[aﬂau + mg] d(x) = —Vo(x) . (8.9)
Here we have formally introduced the potential operator V. Explicitly it is given by
Vo =ie (9, A" +A“8M)¢—e2A“AM¢ . (8.10)

As the Klein—Gordon equation is of second order in the coordinates, the coupling
term in (8.9) has a quite complicated structure: It contains gradients d,, and moreover
is nonlinear in A, because of the quadratic last term.

In addition the current density of the scalar field is modified by the presence of an
electromagnetic potential, namely

Ju=ie¢* 3, — 27 A" P . (8.11)

Equation (8.9) will be used to calculate the scattering of a scalar particle at a given
potential A, . Our experience with spinor QED suggests the development of a pertur-
bation theory based on the use of the propagator of the free Klein—Gordon equation.

8.2 The Feynman Propagator for Scalar Particles

In complete analogy to our considerations in Chap. 2 for the Dirac equation we define
a propagator Ag(x’ — x) that solves the Klein-Gordon equation with a point-like unit
source:

(a’“a;t +mg) ARG —x) = =84 —x) (8.12)

The choice of the minus sign of the source term on the right-hand side is natural since
the interaction term in (8.9) also has a negative sign. A solution of this differential
equation can be obtained, as usual, by Fourier transformation

dp 1
Ap(x’ —x =/—e—1"“ R 8.13a
F( ) (27_[)4 p2_m6+i£ ( )
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i.e., in momentum space,

1
Ar(p) = i m% T (8.13b)
In this we have again used the Stiickelberg—Feynman prescription for circumventing
the poles at p? = m%. We shall soon convince ourselves that this means that the wave
functions with positive frequency +E, propagate forward in time, while those with
negative frequency —E, propagate backward in time. The relation to the spin-1/2
Feynman propagator Sp is very simple, namely

Sp(x" — x) = (iy, 8" — mo) Ap(x’ — x) . (8.14)

In order to investigate the action of the propagator on a wave function we first express
Ap(x" — x) as a sum over the complete set of solutions (8.3). For this purpose the
po-integration in (8.13) is performed with the help of the theorem of residues, in the
course of which the contour for ¢’ > ¢ (' <t) is to be closed in the lower (upper)
half-plane. This calculation proceeds exactly like that at the beginning of the second
chapter for the Feynman propagator of Dirac particles, and one obtains

Ep dpo e iPot’=n
Ar( — x) = / 9P _gip-n / dro ¢ 7
2m) 21 p§— EIZ7 +ie

. d3p eip-(x’—x)

— i £ ou — e B D Lo —+ +iEp(t’—t)] .
i Cny  2E, [ ( )e +6( )e
(8.15)
Using (8.3) this can be written as
Ap(x' —x) =0 —1) / & p o5 (el (x)
—i0@ —1) / Fpeli? (@Nei* () | (8.16)

where we have substituted p — — p in the second integral.
Now we consider a general wave function ¢ (x) composed of contributions with
positive and negative frequency,

$(x) = / & papplt (x) + / Epbpes () =P )+ (x) (8.17)

and apply the propagator Ap(x’ — x). To make use of the modified scalar product (8.7)

the operator 19 is sandwiched between the propagator and the wave function

/ SxAp(x’ —x) 1(50¢(x)
=i / &p (@(z’ — gy () f & 5 () 106 ()

+O@—1) 5 () / P ol (x) 130¢(x)> ) (8.18)
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If now ¢ (x) is decomposed into components according to (8.17), then the orthonor-
malization relations (8.6a,b) can be applied. As we had conjectured, the result is

/d3x Ap(x’ —x) igoqb(x): —i0F — )P &) +iO@¢ — )T . (8.19)

This result is completely analogous to (2.25) and (2.26) of Chap. 2, which were de-
rived for Dirac spinors.

8.3 The Scattering of Spin-0 Bosons

Along the lines of Chap. 3 we can also treat scattering processes of spin-0 bosons with
the help of the propagator. Let us represent Ar(x’ — x) by a dashed line between x
and x’. In Fig. 8.1a, for example, a free boson runs from the point (x, #) to the point
(x’,1") with ¢/ > ¢. It is a particle with positive energy and thus charge Q = +e.
For the sake of simplicity we shall speak of a pion (that is to say w~ because of the
convention e = —|e|). Under the influence of the perturbation potential V the particle
can be scattered at (x1, 71) (Fig. 8.1b). It can also be scattered several times Fig. 8.1c.
However, in the latter case the propagator Ag(x; — x1) also permits the time ordering
ty < t1, which means that the w~ propagates backward in time from x; to x, as in
Fig. 8.2a. But physically a particle 7 ~, that is emitted backward in time at the point x;
renders the same effect as if an antiparticle 7+ were absorbed. Hence one can also
draw the Feynman graph in the form of Fig. 8.2b so that particles with both signs of
charge that all propagate forward in time occur. In this language the process in Fig. 8.2
then means that a 7~ comes in and then at the point (x>, ) a 7t pair is created;
later on, the w1 annihilates with the incoming 7~ at (x1, #1), whereas the other 7~
keeps propagating into the future.

4
y 3
N
|
AN

= x
W 7w

This stands in complete analogy to the case of spinor electrodynamics; one just has
to change the names 7T and eT. Nevertheless, there is one difference: As the bosons
do not obey Pauli’s exclusion principle, one cannot use Dirac’s hole picture; it does
not make sense to interpret the 71 as a vacancy in a sea of 7~ particles whose other
states are completely occupied.

Therefore, without having recourse to this auxiliary concept, we formulate Feyn-
man’s interpretation as a postulate for all particles (both bosons and fermions): The
emission (absorption) of a particle with 4-momentum p" is physically equivalent to
the absorption (emission) of an antiparticle with 4-momentum — p*.

Now we give a quantitative formulation of these considerations and calculate the
S matrix for scattering processes. For this purpose the Klein—-Gordon equation (8.9)
for a wave function ¢ (x) with the perturbation “potential” V(x) given by (8.10) is to
be solved. Using the Feynman propagator from (8.12) we get

’ (a)

¢ (x) =9(x) + / d*y AR(x = V(PO (8.20)
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Fig.8.1. Free propagation and
scattering of a boson

Fig.8.2. A 7~ running back-
ward in time isa 7+
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where ¢(x) stands for a free wave satisfying (9,0 + m(z))(p(x) = 0. In the case of

particle scattering p; — p y the wave function ¢ must satisfy the boundary condition

¢(x, 1) —> (pl(,j) (x,t) for t = —oo. The S matrix results from a projection on the final

state gol(;) (x,t) fort — +o0:

S = tim_ (7016, )

= lim d3xg0§f;)*(x,t)i80¢pi(x,t). (8.21)

t——+00

With the representation (8.16) of the Feynman propagator and (8.20) we get for this
expression

<~ A
Sfi = lim f P (x.1) 190 <<pp,. (x.1) + f d*y ARG =)V ey, (y))

<>
= lim [ &« <p§;>*(x,r)iao<p,,,.(x,z)

11— o0
. 3 (+) e
+t£rgo/d X, *(x,1)1dg
x / dty & p (=)0 — 1y)e5P (x, NES* IV (1), ()

- 3y oD% 5 o
= lim [ dx g, " (x, 1) 1d0¢," (x, 1)

. 3 3., (%) i g () 40 (D
~ijim [d p( J (x)) Jatv e P 0i0n 0

=+8%(ps—p)
(8.22)

which leads to
Sri=8%pp—pp) —i / d'y o OV 0y () (823)

because of the orthonormalization relation (8.6) for plane waves.
Whenever we are concerned with scattering of antiparticles p; — p ¢, we let a par-
ticle with negative 4-momentum — p y propagate backward into the past and project at

t — —ooon goﬁ,l._)(x, 1):
- i (=)
Spi=—1im (g5 @)1y, ()

=— lim | &x {7 *(x. 1) idog,, (x.1) . (8.24)

——00

where the minus sign is only a convention. Here it becomes clear that — from a purely
calculational point of view — the antiparticle enters the interaction region with mo-
mentum p ; and leaves with momentum p;. So we obtain

S50 =80y = 20 =1 [ d5 0l 0Ty, ) (8.25)

Pair annihilation and pair creation can be calculated in a completely analogous way.
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The expressions (8.23) and (8.25) together with the integral equation (8.20) for
¢ (y) again suggest a perturbation expansion. For this one proceeds in an iterative way:
in the nth step of the iteration one inserts the expression for the wave function ¢ into
the right-hand side of (8.20) in order to calculate the (n 4 1)th approximation ¢”'+1 .
For particle scattering the (formal) perturbation series

oo
Spi=y 8% (8.26a)
n=1
oo
= Z/d“x - ./d4x 1(0;,4;)*(36,!)
n=1
X (=D V @iApGon = xn-)(—DV @-1) ... 057 (1) (8.26b)

is obtained. However, here an important difference to the analogous formula of the
spin-1/2 theory arises. Whereas there the expansion (8.26a) had the form of a power
series in the charge e, here this is no longer the case: every term S%) contains a mix-
ture of powers between " and . If one wants to keep an expansion in the coupling
strength e, which is the reasonable way to do perturbation theory, the various contri-
butions have to be rearranged and grouped together. The reason for this can be found
in the form of the interaction potential V from (8.10), which contains both a linear
term ¢ A and a quadratic term e2 A2,

This feature of V also has an important consequence whenever the terms of the per-
turbation series are represented by Feynman graphs. In scalar electrodynamics there
are two kinds of photon vertex, as represented in Fig. 8.3. According to the four-leg
vertex (Fig. 8.3b) (also known as the “seagull vertex” because of its shape) the boson
can absorb and/or emit two photons simultaneously. Hence in contrast to spinor QED
there is now a richer “zoology” of Feynman graphs contributing to a given process.
However, the two-photon vertex contains the factor ¢2; so if a calculation in lowest or-
der suffices, its contribution can, circumstances permitting, be left out (for an example
where this is not true see Exercise 8.2!).

Let us now investigate which mathematical factors are assigned to the vertices when
evaluating Feynman graphs. For this purpose we construct an S-matrix element of first
order (according to the expansion (8.26)):

Sy = f dhx o @ DV e )

[ d% 1
) @n)} J2E2E;

=50+ s (8.27)

eHPr (0 At A d") +ie g AP AT [T

The contribution that is linear in e can be simplified by a partial integration:

1 . )
S(la) = /d4x elpf'xe(aﬂ'Au + A/Aaﬂ)e_lp"'x

fi 7 J2E f2E; (27)3
B 1
~ J2E2E;(2n)3

= [(—ie)(p? +p! )]

/ d'x e[ ~(ip}) + (<ip}) | AuCoe P

1
WAM(P}‘ = Di) - (8.28)

=

7
el \‘
. N
- Di (b) pr

Fig. 8.3. The two vertices of
the coupling between photon
and spin-0 boson
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Fig. 8.4. The graphs of sec-
ond order for pair annihila-
tion (b) and (d) have the same
value

In the second line a surface integral at infinity, arising from the divergence
1 (elPr=PX A, (x)), was dropped. Therefore the one-photon vertex in Fig. 8.3a is
assigned a factor —ie( p? + pl” ) This expression plays the same role as the factor
—iey* at the electron—photon-vertex. In addition the S-matrix element contains a fac-
tor originating from the normalization of the plane waves and the Fourier-transformed
electromagnetic potential A, (g) at a momentum transfer ¢ = p s — p;. The quadratic
coupling in (8.27) leads to

gUb) _

s 1
pio = (ieguw) J2E ;2E; 27)3

The Fourier transform of the product of vector potentials can be changed into a con-
volution integral in momentum space:

/ d*x e PFmP)Y AR () AV (x) . (8.29)

1 d*k
V2E2E;27)3 ) (2m)*

One has to be careful with the interpretation of (8.29) and (8.30) because at this vertex
there are two separate photons to be emitted/absorbed. Thus the A* field contains two
parts, let us call them A#(1) and A*(2), and if one takes the square, only the mixed
terms are to be considered:

At (g —k)A" (k) . (8.30)

S}lib) — (ingMv)

AP A, = (AR(1) 4+ A% (2)) (A (1) + AL (2))

— A*(DA Q)+ AF DAL (D) =24"(DALQ) , (8.31)

because a single photon cannot interact twice. This reasoning leads to an additional
factor of 2. So one has to assign a factor 2ie2g,w to the rwo-photon vertex from
Fig. 8.3b. It is multiplied with the familiar normalization factor and with the prod-
uct of the two photon fields.

The necessity for the additional factor 2 becomes even more obvious if one draws
all possible Feynman graphs for a process of second order in e, e.g. in the case of
pair annihilation. As one can see in Fig. 8.4, two photons are emitted. Since these
are indistinguishable Bose particles, the final state is to be symmetrized. In the case
of Fig. 8.4a with two separated emissions this leads to the exchange graph Fig. 8.4c.
Also in the case of a two-photon vertex the two photons can be related in different
ways. But as the exchange graph Fig. 8.4d has the same structure as Fig. 8.4b, it is
simply accounted for by doubling the vertex factor to a value of 2ie? 8uv-

1 2 1 2 1 2 1 2

RPN S T ol
/ \ 7\ / \ / \

4 | 4 X X 1 X

£
/@ \ / ) \ ! (© \ /@ \
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Nevertheless, this rule, which can be generalized to arbitrary processes, has one
exception: graphs that contain a closed photon loop as in Fig. 8.5. Here a symmetriza-
tion has to be performed, too, which yields a factor 2. But if one uses 2i62gw for both
vertices, one will have double counted. Thus, to correct this, every closed photon loop
has to be multiplied by the factor 1/2.

The electromagnetic field A, in (8.27) can also have the transition current j7; of
a spin-0 boson as a source:

Al (x) = / d*y Dp(x = »)jf () - (8.32)

Again here two terms of order e and e? occur in the transition current according to
(8.11), which corresponds to the graphs in Fig. 8.3. This must be so, because the
result has to be symmetric under the exchange of absorption and emission of virtual
photons.

Except for the modified vertex factors and propagators, all further steps in the cal-
culation of cross sections proceed as in Chap. 3. Compared with the spin-1/2 theory,
the calculations are considerably simplified, because we no longer have to sum over
particle polarizations, and we do not need the algebra of y matrices.

Let us now consider the case of the scattering of a (structureless) pion at a time-
independent external Coulomb potential. According to Sect. 3.1 the cross section is
given by

2 v 43
do = L I5silmVdipy (8.33)
Jn T Qm)3
The S-matrix element in first order was already given in (8.27). For the Fourier-
transformed Coulomb potential we have

—Ze —Ze4drn

Aug) = f d*x e ——g,0= 2775(Q0)W8u0 : (8.34)

x|

If one uses a normalization of one particle per box with a finite volume V instead
of 8.5),i.e. N, =1/,/2E,V, the incoming (particle) current is given by

. s 1 . 1 p, v
Jin=—05DiVelP =_12E5V(21p)=VFZ =Vl : (8.35)

Fig. 8.5. Symmetrization for
a graph with a closed photon
loop



434 8. Quantum Electrodynamics of Spinless Bosons

With the usual replacement (2718(Ef — El-))2 — T 2né(Ey — E;) the cross section

reads
2 3
V1 E E; —Ze4 Vd
do = —— (—ie)MZTL’(S(Ef —E) 627T P;‘
lvi| T /2Ef2E,-V2 lq| 2m)
422 4 d3 .
= j Pf S(Ef —E;) . (8.36)
lq1* vl

Thus we are led to the differential cross section for scattering into the solid angle
element d§2:

d 2d 47%0*  4Z%0’E?
o :/ |psl=dipyl o o 837)
a2,

S(Ef — E) =
|vi T gt lg1*

With the momentum transfer |¢ 2= 4|p|2 sin? 0/2, cf. (3.38), we can rewrite (8.37) as
a function of the scattering angle 6 in the center-of-mass system:
do Z%a?

= . 8.38
d2;  4|p|*v?sin*6/2 ©39

Comparing this result with that of Sect. 3.1 one notices that the cross section for
electron scattering contains an additional factor (1 — 82 sin”#/2). This discrepancy is
caused by the magnetic moment of the spin-1/2 particle; in the limit of low velocities
both results agree since then the magnetic interaction is negligible.

In Exercises 8.1 and 8.2 two more processes, Compton scattering and pair produc-
tion, will be calculated.

8.4 The Feynman Rules of Scalar Electrodynamics

The rules for calculating cross sections, which were compiled in Chap. 4, are to be
extended in the following way, if spin-0 bosons are involved.

The cross section is calculated according to (4.3). The normalization factor for
incoming or outcoming bosons is

Ni=1.

This corresponds to the normalization /T/(2E; V) of the external boson lines (nor-
malization to one particle in a box with volume V). To calculate the invariant ampli-
tude My; of a process the corresponding Feynman diagrams have to be drawn and
translated into algebraic expressions with the help of the following set of rules.

The Feynman Rules for Spin-0 Particles

1. The external lines

a) incoming boson -~
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_.
‘ -
b) outcoming boson -
are assigned a factor 1.
2. Every internal boson line is assigned a factor
) i P
IAF(P)Zﬁ . — —p — —o
p°—my+1e
3. The vertices are described by the factors
a) one-photon vertex: —ie(p;L +pu) —_ > — £f_.d., —
P p
b
b) two-photon vertex: 2iezg,w . — _,M_> —
P 4
/7
N k ,
4. Every closed photon loop is assigned a factor 1/2. @
b 3
’ N

5. There are no extra factors —1.

Rule 5 is evident because the changing of boson lines always yields a factor +1 ac-
cording to Bose statistics.

EXERCISE

8.1 Compton Scattering at Bosons

Problem. Calculate the cross section for photon scattering at spin-0 bosons in lowest
order, in analogy to Sect. 3.7. Check the gauge invariance of the scattering amplitude.

Solution. In lowest order (e?) there are three different graphs, which have to be added
coherently, see Fig. 8.6. The invariant amplitude can be easily constructed according
to the Feynman rules:

M = (—ie)(ps + py + k)" e, (k' )R (p; + k)

x (—ie)(pi + pi + k) ey (k, 1) (1a)

M) = (—ie)(ps + py — )" eu(k, Vidr(ps — k)

x (—ie)(pi + pi — k)!ej (K, 1)) (1b)

M) =2ie’ gV e (k' W)ey (k. 3) . (lc)
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Fig. 8.6. The three second-
order Feynman diagrams for
Compton scattering on a spin-
less boson
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The complete invariant amplitude can be written as
Myi =g (k', ") TH &, (k, 1) . ()

Here the Compton tensor T*”(p;, py, k, k) has been introduced. It has the form

X I\ . v
i [(2p 7K 2pi+F) 3

Qpi—k)"Qpy—k)’ Py
(pi+hk)? —m}

(pr—k)?—m3

Let us first check the gauge invariance of this expression. As explained in Sect. 3.6,
the value of the amplitude must not change when the potential is re-gauged, €, (k) —
€y (k) +ky,A(k), i.e.

TWh, =0 , k" =0 . )
Now we rewrite the denominators in (3):

(pi +5)? —mi=p} +2k-pi+ 1> —mg =2k pi +k* (5a)
(pr =k’ —mg=ps—2k-ps+k* —mi=—=2k-py+k* . (5b)
Hence we find that

Qps+k)*Q2pi - k+k?)
(pi+h)2—m}

2pi =k Q2py - k—k?
T’“’kvz—iez|: @pi k)" Cpy )—2/4

(py—k)?—mg

=—ie*[2ps + K — 2pi — k)" —2k"]

=—ie2(ps +k — pi — k)" =0 . (©)
In the same way one can prove the second part of (4). Obviously the two-photon vertex
is indispensable for satisfying the condition of gauge invariance in a given order e” of

the perturbation series.
According to the rules of Chap. 4 the cross section now reads

(47[)2 404 / 2 d3pf d3k/
do = —————(27)"§ k'—pi —k)|M ¢ , (7
o PN R .k)Z—O( )8 (pr+k —pi—k) My 2E,(27) 2/ 21 @)

where o’ = |k’| is the photon energy. The somewhat tedious integration over the final
momenta p s and k" was performed in Sect. 3.7, (3.249), with the result

/ Lor K sk iy = ) f a0y @)
2E; 20 77 PR = ome ) 2w
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Thus the differential cross section is

do 1 1 ? M2
A2 |pi k| 2mo 2w

9

In the laboratory system, where the particle is initially at rest, we have p; = (myg, 0)
and therefore p; -k = mow. In order to calculate | M z; |2 we now choose, as in Sect. 3.7,
the following special gauge:
st (k,A) = (0, e, (k, k)) with ek,A)- k=0, (10a)
stk )y = (O, eﬂ(k’,k’)) with ek’ M) - k'=0 . (10b)

Because of the transversality of this gauge all terms with € - k and €’ - k¥’ vanish, and (2)
is simplified to

2¢™ - pr2e-p;i 2™ -pi2€-py
My; = —ie? pPf pi + Pi Pr _ 2¢* €
2mow —2moyw’

= —2ie*e*(k',\) ek, D) . (1)

With the help of the gauge (10) the first two terms could be dropped, because € - p; =
(0,¢€) - (mp,0) =0and € - p; = (0, €) - (mp, 0) = 0. Thus the Compton scattering of
spin-0 bosons is completely described just by the graph (c)! The cross section from (9)
reads

do et w”?

=2 =S e W) ek ) 12
TR m3w2|€( )&k, 1) (12)

If one does not observe the polarization of the photons, one has to average over A and
to sum over A". According to Sect. 3.7, (3.286) we have

(1+cos?6) , (13)

S

1
S le" W X ek, |7 =

AN

where 6 is the angle between k and k’. The unpolarized Compton cross section then
becomes

do,unpol 1 ) w/Z )
ko/ = E 0 E(l -+ cos 9) s (14)

with the classical electromagnetic radius of the particle o = e?/moc?. This result
is a bit simpler than that obtained for Compton scattering at spin-1/2 particles. The
Klein—Nishina formula of Sect. 3.7 is recovered by replacing

/
1+00529—><£+2/—1>+00529 (15)
0w

in (14). In the limit of low photon energies where o’ >~ w the cross section thus is
independent of the spin of the particle.

Exercise 8.1
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DP1 — D2

Fig. 8.7. The lowest-order
graph for the electromag-
netic annihilation of an elec-
tron—positron pair into a pair
of spinless charged bosons

EXERCISE ]
8.2 The Electro-Production of Pion Pairs

Problem. Calculate the cross section for the process et +e~ =T 4+ 77, in the
course of which an electron—positron pair annihilates into a virtual photon, which then
decays into a pair of charged pions. The cross section was measured in accelerator ex-
periments and has a maximum of o =~ 1.4 x 10739 ¢cm? at the energy Eo; = 770 MeV
(i.e. E =385 MeV for particles and antiparticles if they collide with equal energy).
Compare this with the theoretical result.

Solution. Inlowest order the graph of Fig. 8.7 has to be calculated, where p; and p;
denote the 4-momenta of the incoming electron and positron and pj (p5) those of
the = (™). According to Chap. 4 the cross section is given by

1
do = 2mo)*2r)* 8*(p1 + p2 — pi — Ph)IM i
4,/(p1 - p2)* —my
d3p! d3p)

ZE/ (27‘[)3 2E} (27'[)3 ' M

Now we proceed with the calculation in the center-of-mass system (which is identi-
cal with the laboratory system in experiments with storage-ring colliders) so that we
have

PIZ(E’P) ’ P2:(E, _P) ’ (23)
=(E,p) , py=(E,—p). (2b)

The flux factor is

Jp1-p? = my = (B> + p?) — m} =2E|p| . 3)

For the calculation of the invariant matrix element M y; we employ the Feynman rules
for scalar and spinor particles:

My; = —(~ie)(py — p3) ,iDE" (p1 + p2)U(p2, s2)(—ieyy)u(p1, s1)
= 16247” U(p2, s2)(#] — #2)u(pi.s1) “4)
(p1+ p2)?

With the total momentum
g=p1+p2=QRE,0) 3)

the differential cross section, averaged over the initial spins s and 52, now reads

~

e
22E3|p| (p1+p2— P —1h) —

5182

_

_ 2
x [0(p2, 2) (i — #5)u(p1, s1)|"d* p; d° p)
A md
q* 2E3|p|

8*(p1+ p2—py — ph) S&pi dph . (6)
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The calculation of the spin sum
1 T 2
=7 Z [v(p2. 52) (P — #5)u(pr.s1)] )
5152

is simplified if one rewrites

U(pa. 52) (F) — #y)u(pi.s1)
= U(p2.s2) [(#] + 15) — 25| u(p1. s1)
= 0(p2. 2) (P1 + p2)u(p1, s1) — 20(p2, s2) pou(pr, s1) - )]
The first term of the sum vanishes because of
pru(pr, s1) =mou(pi, s1) ,
U(p2, $2)p2 = —mov(p2, 52) -

According to the rules from Chap. 3 the spin sum can be rewritten as a trace:

S=Y " (@p1, s)#rv(p2,52)) (V(p2, ) poulpr, s1))

S1852

_Tr<ﬁ2 ﬂz—i—moyémﬂLmo) . ©

2m 2myg

The evaluation of this trace according to the rules from Chap. 3 yields

5= 2(Tr¢2m2m m3Tr )

1 I / 2 2272
=W<2P1 Py P2+ Py — Mypi 'P2—m0Mo> ) (10)
0
where my is the rest mass of the electron and My that of the pion. So in the center-
of-mass system we obtain with (2) and the mass-shell constraints E2 = |p|? —}—mo,

E*=|p'| +M?
2 2 2( 2 2 21,2
S=m—(2)[2(E +p-p)(E = p- ) - MY(E® +1pP) — m3 M3
2 2
=S [’ - w07 (1)
mo
With that the total cross section (6) reads
et 37 ¢4 2
0= 4E3|p|/ pidpys (p1+p2—pi — Pz)[E 1P~ (p- p)]
_ 72 A ’ ’
q_4E3|p| / |p'I"d|p’|d¢p'dcos0'6(RQE —2E")
x (B2~ 1pP1p cos?e) . (12)

The & function describing energy conservation can be rewritten as

SQE — 2E)—%%5(| 1= ,/EZ—M§>. (13)

Exercise 8.2
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Exercise 8.2

Providing the threshold condition E > Mg is met (12) becomes

+1
et 1 1 E 4
2 ~—-|p'|

0=—F—7—21
q* E*lpl " 2|p/|

dcosé’ (E2 — |p|? cos? 9’)

4 73
we* |p'| 2
= (ZEZ——|p|2>
q* E<|p| 3

2 1.3 2

E 1m

Zﬂﬂ_ 1+--27) . (14)
34> E3 |p|

As the electron mass my is negligible compared with the incident energy E, the exact

result (14) can be simplified to

T ()[2 ’3/3
12E2

2
— a3
~ 1% g3 , 15
el (15)

where 8/ = | p’|/E is the velocity of the pions.

In order to calculate the value of o at the given energy E = 385 MeV, we have to
insert the appropriate powers of & and ¢ into (15). Obviously one has to multiply by
h2c? ~ (197 MeV-fm)? so that & gets the dimension of an area:

ra’p?
12E?
_m-0.932%. 1972
T 1213773852

R*c?

o =
fm*>=3x 10732 cm? , (16)

with the pion velocity g’ = \/E? — M7 /E ~0.932. So the measured cross section for
pion pairs is much greater than what the result (14) predicts, almost by a factor 50.

It is evident that the assumption of structureless particles that interact only by virtue
of the electromagnetic field is not justified. The reason for the large cross section at
the given energy is that the virtual photon is first converted into a p° meson with the
same quantum numbers (spin 1, negative parity), which then can decay into pions or
take part in other processes involving the strong interaction. This property of virtual
photons is described by the “vector dominance” model. The “resonance energy” is
equal to the mass of this particle, which amounts to M, =770 MeV for the vector
meson p°. In fact, a whole family of shortliving mesons was observed as resonances
in the cross section for eTe™ annihilation. The purely electromagnetic production
mechanism for pions only plays the role of a background process.
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In this appendix we collect a number of bibliographic references for the interested
reader who either wants to learn more about Quantum Electrodynamics or is interested
in the imbedding of QED in the more general framework of Quantum Field Theory.

1. Books which contain details on the formulation of QED and the calculation of
various processes:

e A. Akhiezer and V.B. Berestetskii: Quantum Electrodynamics (Interscience,
New York, 1965)

e J.M. Jauch and F. Rohrlich: The Theory of Photons and Electrons (Springer, New
York, Heidelberg, Berlin, 1976)

e G. Killen: Quantum Electrodynamics (Springer, Berlin, 1972)

e [. Bialynicki-Birula and Z. Bialynicka-Birula: Quantum Electrodynamics (Perg-
amon, Oxford, 1975)

e V.B. Berestetskii, E.M. Lifshitz, and L.P. Pitaevskii: Relativistic Quantum The-
ory (Pergamon, Oxford, 1971)

e PW. Milonni: The Quantum Vacuum — An Introduction to Quantum Electrody-
namics (Academic Press, San Diego, 1994)

2. Two books covering topics related to QED with strong external fields:

e W. Greiner, B. Miiller, J. Rafelski: Quantum Electrodynamics of Strong Fields
(Springer, Berlin, 1985)

e VL. Ginzburg (ed.): Issues in Intense-Field Quantum Electrodynamics (Nova
Science, Commack, New York, 1987)

3. The most recent information on the status of QED experiments contrasted with the-
ory has to be extracted from original research papers and from review articles pub-
lished in conference proceedings. In addition the following book provides a good
overview:

e T. Kinoshita (ed.): Quantum Electrodynamics (World Scientific, Singapore,
1990)

4. An old but still useful collection of reprints of many of the basic original papers
related to QED:

e J. Schwinger (ed.): Quantum Electrodynamics (Dover, New York, 1958)
5. An account of the history of QED:

e S.S. Schweber: QED and the Men Who Made It (Princeton University Press,
Princeton, 1994)
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6. Classical textbooks on Quantum Field Theory, in chronological order:

e N.N. Bogoliubov and D.V. Shirkov: Introduction to the Theory of Quantized
Fields (Interscience, New York, 1959)

e S.S. Schweber: An Introduction to Relativistic Quantum Field Theory (Harper &

Row, New York, 1962)

J.D. Bjorken and S.D. Drell: Relativistic Quantum Mechanics, and Relativistic

Quantum Fields (McGraw-Hill, New York, 1964)

D. Lurié: Particles and Fields (Interscience, New York, 1968)

C. Itzykson, J.-B. Zuber: Quantum Field Theory (McGraw-Hill, New York,

1980)

e S. Weinberg: Quantum Theory of Fields I-1II (Cambridge University Press,
Cambridge, 1995 ff.)

7. Some further references on quantum fields and gauge theories, which emphasize
the path integral formulation:

e L.H. Ryder: Quantum Field Theory (Cambridge University Press, Cambridge,
1985)

e D. Bailin and A. Love: Introduction to Gauge Field Theory (Adam Hilger, Bris-
tol, Boston, 1986)

e R.J. Rivers: Path Integral Methods in Quantum Field Theory (Cambridge Uni-
versity Press, Cambridge, 1987)

e S. Pokorski: Gauge Field Theories (Cambridge University Press, Cambridge,
1987)
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