
PRECAUTIONARY
POLITICS

PRINCIPLE AND

PRACTICE IN

CONFRONTING

ENVIRONMENTAL RISK

KERRY H. WHITESIDE“This is a terrific book. The prose is clear and straightfor-
ward, the breadth of coverage impressive and informative.
Perhaps Whiteside’s most notable achievement is that, in
a concise manuscript, he provides both an accessible
introduction to the politics of ‘precaution’ and a normative
argument that is developed with subtlety and sophistica-
tion. It has the potential to make a real impact.”

John M. Meyer, Department of Government and Politics,
Humboldt State University

“What a concept—— a book on environmental ethics that is
actually useful for policymakers and activists. This nour-
ishing book satisfies a hunger for big ideas, fuel for the
essential environmental work that we must do for the sake
of future generations. Precautionary Politics reaches
deep, but its readership should stretch far and wide.”

Carolyn Raffensperger, Executive Director, Science and
Environmental Health Network

“This book clearly, cogently, and in meticulous fashion
demonstrates how to build a common vernacular between
the United States and the European Union around the pre-
cautionary principle. In so doing, it provides a forceful
indictment of those authors who have largely dismissed the
concept in favor of risk-benefit analysis. This makes it an
original and welcome addition to the literature.”

Jan Mazurek, Director, Energy & Environment Project,
Progressive Policy Institute

The precautionary principle—which holds that action to address threats of serious or irreversible environmental harm
should be taken even in the absence of scientific certainty—has been accepted as a key feature of environmental law
throughout the European Union. In the United States, however, it is still widely unknown, and much of what has been
written on the topic takes a negative view. Precautionary Politics provides a comprehensive analysis of the precautionary
principle—its origins and development, its meaning and rationale, its theoretical context, and its policy implications.
Kerry Whiteside looks at the application of the principle (and the controversies it has stirred) and compares European
and American attitudes toward it and toward environmental regulation in general.

Too often, Whiteside argues, American critics of the precautionary principle pay insufficient attention to how the principle
has been debated, refined, and elaborated elsewhere. Precautionary Politics fills this gap. Whiteside demonstrates the
different responses of Europe and the United States, first by describing the controversy over genetically modified crops,
and then by using this example throughout the book to illustrate application of the precautionary principle in
different contexts. He contrasts the European view that new types of risk require specially adapted modes of regulation
with the American method of science-based risk assessment, and argues that despite Bush administration opposition,
U.S.–European convergence on precaution is possible. Finally, he looks at the ways in which participatory innovation can
help produce environmentally positive results. Whiteside’s systematic defense of the precautionary principle will be an
important resource for students, scholars, activists, and policymakers and is particularly suitable for classroom use.

Kerry H. Whiteside is Clair R. McCollough Professor of Government at Franklin & Marshall College. He is the author of
Divided Natures: French Contributions to Political Ecology (MIT Press, 2002).

Urban and Industrial Environments series

PRECAUTIONARY POLITICS
PRINCIPLE AND PRACTICE IN CONFRONTING ENVIRONMENTAL RISK

KERRY H. WHITESIDE

environment /political science /sociology

PRECAUTIONARY POLITICS
W

HITESIDE

THE MIT PRESS MASSACHUSETTS INSTITUTE OF TECHNOLOGY CAMBRIDGE, MASSACHUSETTS 02142 HTTP://MITPRESS.MIT.EDU

0-262-73179-7 978-0-262-73179-9

Whiteside_pb.qxd 8/25/06 3:51 PM Page 1



Precautionary Politics



Urban and Industrial Environments
Series editor: Robert Gottlieb, Henry R. Luce Professor of Urban
and Environmental Policy, Occidental College

For a complete list of books published in this series, please see the back
of the book.



Precautionary Politics
Principle and Practice in Confronting
Environmental Risk

Kerry H. Whiteside

The MIT Press
Cambridge, Massachusetts
London, England



© 2006 Massachusetts Institute of Technology

All rights reserved. No part of this book may be reproduced in any form by any
electronic or mechanical means (including photocopying, recording, or informa-
tion storage and retrieval) without permission in writing from the publisher.

MIT Press books may be purchased at special quantity discounts for business or
sales promotional use. For information, please e-mail <special_sales@mitpress.mit
.edu> or write to Special Sales Department, The MIT Press, 55 Hayward Street,
Cambridge, MA 02142.

This book was set in Sabon by Graphic Composition, Inc. Printed on recycled paper
and bound in the United States of America.

Library of Congress Cataloging-in-Publication Data

Whiteside, Kerry H., 1953–
Precautionary politics : principle and practice in confronting environmental risk /

Kerry H. Whiteside
p. cm. — (Urban and industrial environments)

Includes bibliographical references and index.
ISBN-13: 978-0-262-23255-5 (alk. paper)—978-0-262-73179-9 (pbk. : alk. paper)
ISBN-10: 0-262-23255-3 (alk. paper)—0-262-73179-7 (pbk. : alk. paper)
1. Environmental risk assessment. 2. Precautionary principle. 3. Political partici-

pation. I. Title. II. Series.
GE145.W47 2006
363.7—dc22

2006044939

10 9 8 7 6 5 4 3 2 1



Contents

Introduction vii

1 Precaution at Work: The Case of Agricultural Biotechnology 1

2 Debating Precaution 29

3 Comparing Precaution in the United States and Europe 61

4 Precautionary Theory: Science, Uncertainty, and 
Political Authority 89

5 Precaution and Democratic Deliberation 117

Conclusion: Precaution and Environmental Social Learning 145

Notes 155
References 161
Index 179





Introduction

In 1996, a new trade dispute began to roil relations between the United
States and Europe. Civil disobedience and popular demonstrations erupted
across Europe to a degree unseen since the United States proposed to mod-
ernize the North Atlantic Treaty Organization’s (NATO) nuclear weapons
systems in the early 1980s. This new controversy provoked concerned
statements by presidents and prime ministers. There were urgent meetings
between the top trade representatives of both continents and intervention
by some of the highest courts in Europe. Frustrated with the lack of pro-
gress in resolving the dispute, the Bush administration decided in 2003 to
challenge the European position before a supranational body, the World
Trade Organization.

Oddly, the controversy involved something that could hardly seem more
trifling. At issue was the fate of a soybean.

How could a humble legume—a crop mainly used to feed cows and
pigs—fuel widespread public demonstrations and tense political confron-
tations? The answer is: this was no ordinary soybean. It was a transgenic
soybean, a product of genetic engineering. And it ran into the precaution-
ary principle.

One measure of the significance of that principle is this: precaution has
held in check the commercial interests of the largest economic power in the
world. Europe blocked the importation of transgenic crops, at least until
it could develop new regulations consistent with the precautionary prin-
ciple. Moreover, for the first time in an era of rapid technological innova-
tion, not just a single product, but an entire, newly developed mode of
production has had to endure delays in its global commercialization. Those
delays were justified not because the technology had been proven harmful
but because uncertainties about its potential for harm had not yet been



adequately investigated. Those are unprecedented effects in the history of
environmental regulation.

The precautionary principle is most widely known through its formula-
tion in the Rio Declaration on Environment and Development of 1992.
The declaration holds that “where there are threats of serious or irre-
versible damage, the lack of full scientific certainty shall not be used as a
reason for postponing cost-effective measures to prevent environmental
degradation.”1 The principle in this form—the form I shall be referencing
throughout this book—stands in opposition to a regulatory posture that
justifies action only in cases where the scientific proof of harm is well de-
veloped and the benefits of regulation demonstrably outweigh the costs.2

“At its core lies the intuitively simple idea that decisionmakers should act
in advance of scientific certainty to protect the environment (and with 
it, the well-being of future generations) from incurring harm” (O’Riordan
and Jordan 1999, 23). The precautionary principle applies especially in sit-
uations of environmental risk where by the time unambiguous scientific ev-
idence of a serious problem becomes available, the danger may already
have materialized and perhaps become irreversible. A strategy of anticipa-
tory preventive action is necessary to avoid a disastrous outcome.

The precautionary principle was enshrined as a key feature of environ-
mental law throughout the European Union (EU) in the same year as 
the Rio Declaration. Other treaties making reference to it now include the
United Nations Framework Convention on Climate Change of 1992, the
1996 Protocol to the Convention on the Prevention of Marine Pollution by
Dumping of Wastes and Other Matter, and the 2000 Cartagena Protocol
on Biosafety (Sadeleer 1999; LaFranchi 2005, 683–687). By some esti-
mates, “precaution is emerging as a guiding norm in international envi-
ronmental law on a global level” (Centre for International Sustainable
Development Law 2002). Another threshold of significance was crossed in
February 2005. France inscribed the precautionary principle in its consti-
tution, alongside the 1789 Declaration of the Rights of Man and of the
Citizen. The steady advance of the precautionary principle stems from a
growing awareness of the seriousness of humanity’s environmental pre-
dicament and the limits of our understanding of how to manage the risks
flowing from it. Decisions relating to such matters as the dissemination of
new biotechnologies, nuclear waste disposal, and greenhouse effect miti-
gation, to name only a few, fall within its scope.
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This book is a study of the precautionary principle—its meaning, ration-
ale, and policy implications along with the controversies it has provoked.3

It is also an argument in favor of it, particularly in its “deliberative” form.
The ideas here are addressed in the first instance to readers in the United

States. Here, the precautionary principle is not widely appreciated. While
in Europe the precautionary principle has become a household word, on
U.S. soil the occasional academic article defending it seldom finds an echo
among the general public. The rare book-length essays about it in English
have been mainly negative (Sunstein 2005; Goklany 2001). Too often,
however, U.S. critics pay insufficient attention to how the principle has
been debated, refined, and elaborated, particularly in Europe. In part that
is because the very concepts of risk assessment are handled differently on
the two sides of the Atlantic (Jasanoff 2000). The U.S. idiom of “science-
based” risk regulation and cost-benefit analysis tends to be quantitative,
driven by marginalist economic reasoning, and can be unabashedly techno-
cratic in its political implications. Europeans find more place for history,
sociology, and philosophy in their analyses. More so than Americans, Euro-
pean policymakers approach environmental affairs speaking a language 
of “duty,” “care,” and “democratic participation.” Finding a common lan-
guage with which to discuss environmental protection is urgent, precisely
because of what is at stake in precautionary action. As defended here, the
precautionary principle targets environmental problems with potential
global consequences. Only concerted international action stands a chance
of avoiding them. Therefore, finding the principled grounds of consensus
is vital, especially among the most powerful economic blocs in the world.

The precautionary principle is a particularly intriguing case of interna-
tional consensus building because the reasoning supporting it proceeds not
just from knowledge but equally from doubt. More commonly, consensus
building is a matter of bringing people together by getting them to recog-
nize some relatively well-established truth about a state of affairs. “High
deficits weaken currencies,” so members of the EU agree on the need to con-
trol deficits before adopting the euro. “Genocide is occurring in Bosnia,” so
NATO members could (belatedly) be brought to see the need to intervene.
In contrast, a precautionary attitude arises when we are forced to acknowl-
edge that we are making decisions with potentially serious consequences,
but at the time our knowledge about whether those consequences will
actually occur is quite limited. The precautionary principle concentrates
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attention on the uncertainties and ambiguities that emerge at the interface
between humanity and nature. It fashions policy out of skepticism.

To a greater degree than Europeans, Americans have trouble entertain-
ing such skepticism. In my previous work (Whiteside 2002), Divided Na-
tures, I argued that English-speaking environmental thought tends to
assume that a well-defined “nature” is the proper object of environmental
concern. While there are major controversies within English-speaking en-
vironmental thought over whether our reasons for valuing “natural” enti-
ties are essentially human-centered or not, all sides tend to agree that there
is a nature there to value. This shared assumption, I maintained, diverts at-
tention from one of the most vexing features environmental debate: often
there is substantial uncertainty over the very identity of nature. Scientists
disagree over whether certain types of environmental deterioration are
really occurring. Even if the occurrence of a certain troubling phenomenon
is not in question, its extent is. Or there is uncertainty about whether the
phenomenon is part of a “natural cycle” or is humanly caused. Contro-
versies surrounding global warming, the dangers of growing genetically
modified crops (often called genetically modified organisms, or GMOs),
and the possible associations between cancer and exposure to industrial
chemicals all have this structure. Not just valuing nature but even knowing
what it is, is in question.

One of the best reasons for Americans to pay closer attention to Euro-
pean ecological thought is that it better captures this dimension of our en-
vironmental predicament. Where nature’s identity becomes uncertain,
environmental concern takes the form of exposing the origins of those un-
certainties, laying bare their questionable implications for the distribution
of power in society and cultivating a multivalent, skeptical attitude in the
face of overconfident assertions of the human “mastery” of nature.

What fascinates me about the precautionary principle (and the reason
that this work follows—dare I say it?—“naturally” on my earlier study) is
that I see it as the clearest concrete manifestation of that alternative way of
framing environmental concern. The precautionary principle problema-
tizes both humanity and nature. It is a public recognition of the fact that
what we call nature is not simply “there.” Rather, its identity emerges grad-
ually and often confusedly. Diverse research programs, innovative forms of
environmental monitoring, social protests, demographic tracking, and po-
litical regulation all play roles in solidifying the sense that an environmen-
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tal problem even exists. The precautionary principle represents a reasoned
effort to take account of the complexity of the processes—social as well as
scientific—through which environmental problems become known and
hence become subject to regulation. In the five chapters that follow, I pre-
sent the precautionary principle from a series of vantage points, each of
which draws out the practical and philosophical dimensions of this way
of viewing environmental risk.

I begin by recounting the controversy over GMOs. I chose this issue as
my main case study not because GMOs are known to be dangerous but pre-
cisely because they are not. One way to justify precaution would be to start
from examples where significant harms have already occurred and then
show how precautionary action might have prevented them (European
Environment Agency 2001). This book takes a somewhat different path.
Since the hallmark of the precautionary principle is that it calls for action
under conditions of uncertainty, it makes sense to confront the reader with
a case that is still open. The question regarding GMOs is, Faced with dis-
pute and doubt about their potential harmfulness, what do we do? The
United States and Europe have offered very different responses to that
question. Where U.S. regulators quickly convinced themselves of the safety
of transgenic crops and consequently allowed them to be grown on a mas-
sive scale, Europeans saw many areas of insufficient testing and potential
danger. Greater precaution meant reinforcing multidisciplinary research,
implementing traceability and monitoring requirements, and organizing
new modes of democratic consultation.

Europeans have been particularly troubled by the possibility of slowly de-
veloping, large-scale damage to human health and/or the self-replenishing
properties of ecosystems. These very properties make for risks that are dif-
ficult to perceive and calculate, particularly in their early stages. Europe’s
precautionary politics is grounded in a conviction that humanity faces new
types of risk, requiring specially adapted modes of regulation. Chapter 2
explores this conviction by contrasting it with the assumptions underlying
science-based risk assessment of the sort favored in the United States. Pre-
senting this contrast in the form of arguments, pro and con, between pro-
ponents and opponents of the precautionary principle allows me to probe
the strengths and weaknesses on both sides. As a proponent myself, I main-
tain that precaution should be understood as a demand for better science
and more self-conscious political judgments about how to select appropri-
ate policies from a graduated scale of potential precautionary measures.
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Such nuance too easily gets lost in the climate of increasing polarization
between the United States and Europe of recent years. Since the 1980s, U.S.
presidents have routinely championed deregulation and so-called free
trade—or what Europeans sometimes pejoratively label liberalism. The
Bush administration’s systematic opposition to any talk of precaution—
discussed in chapter 3—makes the prospects of an international consensus
on environmental protection seem remote. Yet I show that historically, U.S.
regulators have been more precautionary than recent politics suggests. At
the same time, Europeans are responding to some U.S. concerns by becom-
ing more careful about how they operationalize precaution. Convergence
is possible. The larger question that remains is whether the precautionary
principle necessarily modifies the liberal philosophy embodied in existing
international trade regimes.

If precaution challenges something so fundamental as contemporary
understandings of liberal social relations, a closer examination of its philo-
sophical premises is warranted. Chapter 4 evaluates two competing theories
of precaution. Hans Jonas’s “principle of responsibility” (1984) fore-
shadows the precautionary principle in arguing that humanity faces new
ethical responsibilities toward future generations because modern tech-
nologies have the unprecedented potential to destroy life. This philosophy
emphasizes the special competence of scientists to manage this situation.
Coming from the opposite pole, Bruno Latour sees precaution as part 
of a larger project of “bringing the sciences into democracy.” (1999b) His
version highlights social contingencies and factual uncertainties in the de-
velopment of scientific research. I conclude that Jonas’s thinking better ex-
presses the ethical attractiveness of the precautionary principle. But Latour
makes a useful contribution by emphasizing why there are so many uncer-
tainties in scientific understandings of environmental phenomena and sug-
gesting that wider deliberative practices are necessary to help societies
respond to them.

A deliberative interpretation of the precautionary principle is the topic
of chapter 5. I explore the relationship between precaution and expanded
citizen participation in regulatory processes. My contention is that pre-
caution should be regarded less as a matter of a priori democratic ethics
than of achieving environmentally positive results. I look at three ways that
participatory innovations can contribute to such consequences. Then, in
conclusion, I argue that the precautionary principle is best conceived as an
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instance of social learning on a world scale. In the last couple of centuries,
there has been increasing international recognition of the value of democ-
racy and human rights—probably because they help humanity better
adapt to social complexity and the intensified need for social cooperation.
Likewise, the precautionary principle expresses an increasingly broad ac-
knowledgment that our advancing—but incomplete—understanding of
humanity’s impact on the environment requires new rules of behavior that
will be respected by all. For the first time, progress consists in recognizing
our inability to master the world. The precautionary principle is a key eth-
ical expression of that recognition.
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1
Precaution at Work: The Case of
Agricultural Biotechnology

In October and November 1996, freighters delivering the first shipments
of transgenic soybeans from the United States docked in European ports.
Greenpeace mobilized quickly. Activists chained themselves to lock gates
and cranes in Liverpool. They beamed spotlights on cargo ships entering
Hamburg. They prevented dockworkers from unloading cargo in Antwerp.
Their goal was to draw attention to the fact that unlabeled GMOs were
about to enter the European food distribution system. The media picked
up the story. There were articles about Frankenfoods: the monstrous, un-
controllable products of science run amok. Some reporters drew parallels
between GMOs and the failure of regulatory authorities to protect the
public against mad cow disease—a terrible brain-destroying disorder
caused in humans by eating beef from cattle fed on reprocessed sheep tis-
sue (Joly et al. 2000, 30–31). “Warning: Mad Soybeans” ran a headline in
a French newpaper (Alerte 1996).

In spite of the protests, the EU calmly followed its established proce-
dures and took the next step in the ongoing process of authorizing trans-
genic crops. In December 1996, its scientific committees gave the green
light to member states wishing to make genetically modified (GM) corn
available for consumption and cultivation in Europe. The crisis deepened.
On January 27, 1997, Greenpeace-led activists protested in front of multi-
national food company offices across Europe. Some EU member states,
notably Austria and Italy, refused to allow any GMO imports. France sus-
pended imports of GMO products until it could review and revise its reg-
ulatory legislation.

Still the controversy refused to die down. In November 1997, the French
government announced a new, more cautious policy—but one that still
allowed the importation and cultivation of GMOs. Greenpeace and other



environmental organizations then brought suit before one of France’s high-
est courts, the Council of State. They charged that the government’s policy
violated the precautionary principle, which France had adopted in 1995 
to conform to EU mandates. In September 1998, the council agreed. As a
“precautionary action,” it quashed the government’s authorization to grow
GM corn and remitted the controversy to EU authorities. For the next three
years, the EU instituted a virtual moratorium on GMOs as it struggled to
define more precautionary regulations for marketing them. Requirements
for GMO labeling and monitoring for environmental effects were finally
incorporated in an EU directive in March 2001.

This chapter is a case study of the application of the precautionary prin-
ciple. The advantage of starting from a case study is that it exposes some
of the real-world complexity involved in judgments about environmental
protection. Later chapters will take up more abstract arguments about
such matters as the difference between precautionary politics and science-
based risk regulation or the relative merits of competing ethical justifica-
tions for precaution. But before deciding which of those positions is more
convincing, it is important to observe how regulatory politics works in
practice. Shifting definitions, political maneuvering, and suppressed ques-
tions are all part of the messy reality of a regulatory system. Those practi-
cal shortcomings can, at times, justify new approaches.

By contrasting how the United States and Europe have chosen to regu-
late transgenic crops, I show how the precautionary principle can reshape
public policy. The example of GMO regulation illustrates what conditions
trigger the use of the principle, how it is put into operation, and why it has
such powerful political effects. It also provides a first indication of the prin-
ciple’s chances of continuing its development as an international norm of
environmental risk regulation—one capable of eliciting cooperation be-
tween countries in the face of new types of global environmental risk.

GMOs: Their Nature and Potential

Genes carry the information that organisms use to grow, survive, and re-
produce. If a tulip is yellow or red, it is because of information encoded by
genes on its chromosomes. If a plant produces a poison to discourage a po-
tential predator, it is because one or several genes contain “instructions”
for the manufacture of the toxin in question.
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Since genetically based traits can make organisms more or less useful to
human beings, people have been engaged in a sort of biotechnology ever
since the first plants and animals were domesticated some ten thousand
years ago. Selecting and crossbreeding particularly robust plants or healthy
animals alters the genetic composition of the chosen species. Genetic ma-
nipulation by these methods, however, is slow, imprecise, and limited to
traits available within the species. It is slow because people must raise gen-
eration after generation of the target species in order to select for the desired
trait. It is imprecise because in the process of crossbreeding, thousands of
genes are transferred, not just the particular gene desired. Undesirable traits
originating from the nontargeted transfer may then make the crossbred or-
ganism much less useful for human purposes. As Harvard biologist Richard
Lewontin (2001, 81) explains, “If one attempts to introduce disease-
resistance into an especially high-yielding variety of wheat by crossing that
variety with one that has the disease resistance but not the high yield, the
result will be a variety with improved resistance but lower yield.” Finally,
crossbreeding techniques are limited because they depend on the mode of
reproduction of the species in question, whether asexual (as in bacteria) or
sexual (as in most plants and animals). This means that the only genes (and
hence the only traits) that could be selected for were ones already present
in other individuals of the same species (or in a few cases, very close rela-
tives). Gene transfers were not possible between individuals or species that
did not interbreed (Reiss and Straughan 1996, 4–5).

What is revolutionary about genetic engineering is that it radically over-
comes these limitations. Suppose a plant breeder wants to develop a yel-
low tomato. With recombinant DNA technology, as Jane Rissler and
Margaret Mellon (1996, 9–10) note, “any organism—even a butterfly or
a daffodil—[can be] a source of the yellow trait . . . [as long as] the gene
that determines yellow color has been identified and isolated.”1 The pos-
sible combinations are startling. In order to promote the ability of potatoes
to resist certain bacteria, genetic engineers have managed to insert chicken
genes into them; scientists have created bacteria that manufacture human
insulin; and researchers have added flounder genes to tomatoes to increase
the fruit’s ability to resist cold.

Genetic engineering refers to processes by which scientists extract DNA
corresponding to a particular gene from one organism—bacteria, plant or
animal—and transplant it into the cells of a target organism (usually of a
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different species). Genetic engineering seeks to make traits from the donor
species appear in the recipient species. Because donor genes get incorpo-
rated in the genome of the recipient, the new trait is then passed along to
subsequent generations.

The potential uses of genetic engineering are so diverse that it is difficult
to characterize this technology in general terms. It seems that almost any
desirable trait that one can imagine might be added to some organism. A
few examples, grouped in broad categories, may suffice to give an idea of
the scope of the possible benefits.

• Added convenience: Fruits and vegetables can be made so that they have
a longer shelf life, and are less susceptible to damage from handling and
shipment.

• Enhanced nutrition: Plants can be engineered to increase their protein or
vitamin content. The most famous example is so-called yellow rice—trans-
genic rice designed to remedy vitamin A deficiency in populations that con-
sume little meat.

• Pharmaceutical uses: GM corn has been made to synthesize the blood
anticoagulant produced naturally by leeches. Human growth hormone 
is now manufactured by transgenic bacteria. U.S. researchers have investi-
gated GM bananas that could carry a deactivated form of cholera protein
in order to convey resistance to cholera.

• Adaptation to challenging environmental conditions: Crop plants can be
modified so that yields are higher and so that they are more resistant to ad-
verse environmental conditions. Scientists in North Africa are working on
drought-resistant date palms. Cereals that can tolerate salinity stress and
soil acidity are in the works.

• Reduced environmental impact: To protect the environment from pol-
luting practices associated with modern intensive agriculture, crops can be
modified to contain their own pesticides or to need less fertilizer. Trees
grown for paper pulp can be remade so that less chlorine is needed in the
paper-production process. GM plants can manufacture raw materials for
biodegradable plastics.

• Environmental cleanup: Transgenic organisms are even envisioned that
will help remedy existing environmental problems. It may be possible to
take heavy metals out of industrially contaminated soils by planting pota-
toes that have been genetically modified to absorb specific poisons.
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Any regulatory proposal—like the precautionary principle—that might
slow down or stop the development of GMOs must take these potential
benefits into account. GMO proponents argue that it is absurd to oppose
GMOs on environmental safety grounds without considering that trans-
genic crops might offer humankind’s best hope of combining high agricul-
tural production (to feed this planet’s burgeoning population) with the
reduced use of polluting pesticides and fertilizers (Goklany 2001, 51–52;
Miller and Conko 2000, 100–101).

On the other hand, those who are more GMO skeptical point out not
only that there are potential dangers but also that most of the much-
vaunted benefits are still largely hypothetical. It turns out that many de-
sired genetic modifications are, in practice, more difficult to realize than
thought at first (Rissler and Mellon 1996, 14). At any rate, by 2004, hardly
any of the more exotic applications have been commercialized. Just two
engineered traits account for over 90 percent of the worldwide biotech
crop acreage (International Service 2004). The most common form of ge-
netic modification makes crops resistant to a broad-spectrum herbicide like
Monsanto’s Roundup. Farmers can then control weeds in their fields by
spreading the herbicide over their entire crop. The other agriculturally fa-
vored use of gene splicing involves creating plants that manufacture their
own pesticide. A gene from the soil bacterium Bacillus thuringiensis (Bt)
can make crops manufacture in their tissues a substance that while harm-
less to humans, kills certain insect predators.

Is Anything Wrong with GMOs? Reasons for Precaution

Many people have immediate ethical reactions against “tampering with
nature” in the brazen way practiced by genetic engineers.2 That is why
headlines about Frankenfoods caused so much stir in Europe. Still, no one
should underestimate the complexity of morally evaluating GMOs. Our
moral intuitions about why it matters that something is natural may not be
very coherent. Arguments that GMOs are unnatural quickly run up against
the reply that all crops subject to widespread cultivation have been selec-
tively bred for many generations, if not millennia. Traditional breeding
techniques have thus profoundly altered their genome relative to that of
their “wild” ancestors. Yet no one objects to such techniques on principle.
Nor can natural be equated with healthful, since many wild plants contain
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toxins that are dangerous to human beings. Surely the case for or against
GMOs turns significantly on questions regarding their safety and utility—
empirical matters about which our ethical intuitions give little reliable
guidance.

But as regards empirical studies of transgenic crops, there is a complica-
tion that has to be recognized from the start: even prominent scientists
disagree about the risks involved. Award-winning geneticist Louis-Marie
Houdebine (2000, 154) insists, for example, that “the GMOs that have
been proposed [for commercialization] have easily undergone tests for tox-
icity and allergenicity, without raising the slightest concern.” In the United
States, a prestigious panel of the National Academy of Sciences (1987,
n.p.) did not hesitate to declare that “no evidence based on laboratory ob-
servations indicates that unique hazards attend the transfer of genes be-
tween unrelated organisms.” On the other hand, well-known French plant
biologist and ecological activist Jean-Marie Pelt (2000, 78) raises question
after question about the long-term effects of GMOs in order finally to ask
whether anyone has really evaluated the global consequences: whether
GMOs may modify the course of natural evolution; whether they will
cause the emergence of new pathogenic agents for plants and animals.
Barry Commoner (2002), one of the leading scientific ecologists in the
United States, challenges the “central dogma” on which molecular biolo-
gists ground the practice of genetic engineering: the premise that “an or-
ganism’s genome—its full complement of DNA genes—should fully
account for its characteristic assemblage of inherited traits.” If, as he be-
lieves, gene expression depends on additional factors in the chromosome’s
cellular environment, then “alternative splicing of the bacterial [Bt] gene
might give rise to multiple variants of the intended protein . . . with un-
predictable effects on ecosystems and human health.” Uncertainty and
scientific controversy loom large in any discussion of GMO safety.

So what are, or might be, the dangers? Even before considering any spe-
cific risks, one should note three factors that when combined, make genet-
ically engineered crops into likely candidates for precautionary treatment.

The first factor is their sheer novelty. The first successful instance of ge-
netic engineering took place in 1971, when biochemist Paul Berg combined
genetic material from a bacteria plasmid and a monkey virus. It is not an
exaggeration to say that until then, in the entire three-billion-year history
of the evolution of life on this planet, genes were recombined almost ex-
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clusively by the slow, species-bound processes of asexual and sexual re-
production, with the survivability of the resulting traits determined by trial
and error in the harsh conditions of natural selection.3 In 1971, however,
Berg broke the species barrier. He opened the door to creating new organ-
isms out of widely separated species, and doing so in the space not of years
or generations, as in traditional plant breeding, but a few weeks. Molecu-
lar biologists marched through this door in 1973 by introducing DNA
from a toad into an E. coli bacterium. By 1978, the transgenic manufac-
ture of human insulin was accomplished. The first GM plants for agricul-
tural use were developed in 1983. In 1994, the first such plant—the Flav’r
Sav’r tomato—went on sale in California. Later that year, a virus-resistant
squash was also approved, followed soon thereafter by insecticide potatoes
(Rissler and Mellon 1996, 11). In the case of this agricultural biotechnol-
ogy, it took just twenty-two years to move from the creation of life-forms
without biological precedent to a set of banal commercial products that
with little fanfare, settled into supermarket bins in the United States.

The contrast with the regulatory approach to pharmaceuticals could
hardly be more striking. Even where decades of research and experience
make the biological mechanisms affected by new drugs reasonably well un-
derstood, each and every new drug molecule is subjected to so much test-
ing on animals and humans that it takes, on average, fifteen years to move
from its discovery to its commercialization. For GMOs, the time frame be-
tween the invention of a new life-form and experiments with it is a matter
of months, and few animal tests are carried out (Lepage and Guery 2001,
33–34). The precautionary question that arises from the newness of GMOs
is, Can the broad range of potential health and environmental effects of
such unprecedented creations be well understood in so short a time?

Second, the fabrication of GMOs is an imprecise art. Bits of DNA
clipped from one organism are transferred into another, often by a bac-
terium or virus, sometimes simply by being shot into cells with a special
air-gun. Even if the transgene is integrated into the cell (which frequently
it is not), exactly where it ends up on the recipient’s genome is anybody’s
guess. Sometimes the process produces the desired traits in the recipient
species; often it fails. Even when experiments succeed in transferring a par-
ticular trait, the resulting organism sometimes behaves surprisingly. Trans-
genic plants have been known to express the desired trait, only to revert to
their original form in a growing season or two. This phenomenon, known
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as gene silencing, is still poorly understood. Gilles Seralini (2000, 18, 20),
a professor of molecular biology at the University of Caen, explains the
source of much uncertainty:

We understand neither the detailed structure of the DNA of highly evolved organ-
isms that will be genetically modified, nor a fortiori their complicated functioning.
Among plants and higher organisms, only a relatively small number of individ-
uals, within a small number of species, have had their hereditary legacy deci-
phered. . . . We are intervening in the genome of living beings without having a
global, and precise, vision of their structures and functioning.

Seralini (80) worries that genetic engineers too often embrace a simplistic
view of cellular operations: one function and one protein correspond to one
gene. That is why it is possible to hope that by moving a gene from one or-
ganism to another, the desirable trait taken from the donor organism will
appear in the recipient. In reality, it is usually not so simple. Many traits ap-
parently require the interaction of multiple genes as well as other factors in
their cellular environment. Even the National Academy of Sciences (2000,
61), when reviewing the U.S. regulations concerning biotech plant foods,
recognized that the “introduction of transgenes into plants typically in-
volves random integration of DNA into the nuclear genome,” with the poten-
tial for “unintended consequences.” Because “unintended” can also imply
“unwanted” and perhaps dangerous, special care seems warranted.

The third factor inducing precaution is that by introducing GM crops,
we are changing the nature of the human food-supply in potentially mas-
sive ways. Again, even without evaluating whether those changes pose
specifiable dangers, it is important to emphasize their seriousness. We are
changing the nature of the food supply. Recombinant DNA technology 
alters the genetic identity of the crops that farmers grow and the foods 
we put on our plates every day (Teitel and Wilson 1999, 1–5). If transgenic
crops hold all the potential that their promoters claim—ease of cultivation,
improved transportability, enhanced nutrition, and so forth—it is likely
that in the space of a decade or two, they will largely displace nontrans-
genic species in world markets. This process is well underway with some
crops. In 2004, biotech soybeans represented 56 percent of the worldwide
soybean acreage—as opposed to none ten years earlier. Twenty-eight per-
cent of the world’s cotton crop was transgenic—up 21 percent from the
preceding year. Moreover, transgenes spread unintentionally as well. It has
proven impossible to keep transgenes from flowing into the environment
beyond the fields where the biotech plants are being grown (Barred from
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Testing 2004; Genes 2004; Les pouvoirs 2001). Pollen carried by insects
and the wind ends up fertilizing other related species. Seeds are moved and
hoarded by animals. Soil bacteria incorporate, replicate, and transfer ge-
netic material. GMOs will not stay put. So it is not only the crops in this
or that field that are being transformed. This technology is destined to al-
ter the course of the evolutionary processes that generated the plant traits
on which human nutrition depends. Because living organisms replicate the
DNA they contain, this diffusion, once begun, continues automatically. It
is likely in many cases to be irreversible.

Are these factors alarming? It has to be said that after ten years of com-
mercial cultivation, no significant damage has been seen. Even GMO-
detractors admit that there are no bodies to point to, that there has been
no biotech Chernobyl. Still, there is something about the newness and
power of this technology that gives one pause. Before we irreversibly alter
the world’s food supply—and the path of evolution in many ecosystems—
isn’t there cause for being especially careful?

Specific Risks of Growing and Consuming Transgenic Crops

Yet it is not just vague unease that triggers precaution. Biologists, food nu-
tritionists, ecologists, and social scientists have raised numerous, more
specific questions about the long-term safety of GMOs in regard to human
health and the environment. There are two broad categories of questions.

First, do transgenic plants cause any adverse health effects in the ani-
mals—especially human animals—who consume them? Although there is
no evidence to date that any commercialized GMO product has hurt any-
one, there is reason for continued vigilance. For the peculiar characteris-
tics of transgenic products create new potential sources of danger. For one
thing, the randomness inherent in the process of gene insertion could cause
unexpected problems. As Lewontin (2001, 82) remarks,

Tomatoes are delicious, but you would be ill-advised to eat the leaves and stems be-
cause they contain toxins. It is not impossible that a genetically engineered tomato
might, by bad luck, start to produce toxins in the fruit. Thus the process of genetic
engineering itself has a unique ability to produce deleterious effects and . . . this
justifies the view that all varieties produced by recombinant DNA technology need
to be specially scrutinized and tested for such effects.

In the same category of unwanted dietary effects are GMOs that provoke
severe allergic reactions in some people. An experimental soybean that was
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genetically engineered to contain a Brazil nut protein (to make it more
nutritious) caused a reaction in people who were allergic to Brazil nuts
(Nordlee et al. 1996). This might be no greater cause for alarm than learn-
ing that peanuts cause a severe allergic reaction in some people. These in-
dividuals learn to take special care to avoid foods containing peanuts and
their derivative products. The difference is that with genetic engineering,
the allergy-provoking gene might end up—unknown to consumers—being
spliced into just about anything: soybeans, corn, squash, or wheat. Peanuts
were never so promiscuous.

Related worries about the ingestion of GM crops come from the use of
antibiotic marker genes in GMOs. In the 1990s, scientists routinely added
a gene for antibiotic resistance to plants with which they were experi-
menting. This facilitated the task of identifying individuals that had inte-
grated the desired transgene. This practice has since been abandoned, out
of fear that the antibiotic resistance gene might be incorporated by other
bacteria, in the intestines of consuming animals or the soil. GMOs might
thus contribute to the growing problem of antibiotic-resistant infections.
In addition, there is some evidence, albeit controversial (but almost all ev-
idence regarding GMOs is controversial to some extent), that certain trans-
genic soybeans are less rich in nutrients associated with protection against
heart disease and breast cancer (Teitel and Wilson 1999, 47–50). Mean-
while, there are concerns that the active molecules in pest-protected GMOs
may mimic certain hormones in humans, with the possibility of effects on
the reproductive system or the growth of cancer cells (Seralini 2000, 85).

The second broad category of safety concerns relates to the environ-
mental effects of GMOs. What are the chances that biotech crops might
adversely affect the ecosystems in which they are located? Again, much de-
pends on the specific genetically engineered traits in question. It is best at
this point to focus on the most widely imparted traits: herbicide resistance
and biopesticide production. Growing herbicide-resistant crops carries
with it the danger of developing “superweeds.” Transgenic crops spread
their pollen to surrounding areas. If they have native relatives among the
wild floras, they can form hybrids—hybrids that become herbicide resist-
ant too (Lewontin 2001, 83). These hybrids then show up in farmers’ fields
and cannot be controlled by the preferred broad-spectrum herbicide.
Moreover, certain transgenic crops like sunflowers and rapeseed them-
selves are capable of becoming weeds in their own right, much as exotic
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plants like kudzu have sometimes invaded ecosystems where they were
transplanted. Some of today’s most pernicious weeds were intentionally in-
troduced as crops or ornamental plants (Rissler and Mellon 1996, 36–40).
At any rate, predicting the potential weediness of a plant is an imperfect
science. There can be a long delay between the first cultivation of a plant
and its becoming a weed—two hundred years in the case of proso millet
(Reiss and Straughan 1996, 147–150). So it is quite possible that some
GMOs will end up being invasive and persistent to an unanticipated degree.
In addition, as herbicides are more widely applied, herbicide-resistant
specimens are likely to emerge by the process of natural selection. In all
these cases, farmers could then no longer count on using a broad-range
herbicide to protect their crops.

In a similar fashion, the widespread use of Bt biopesticide crops may ac-
celerate the evolution of insects resistant to this relatively benign pest-
control agent (Zhao et al. 2005). Meanwhile, beneficial species, such as
“soil-inhabiting insects that degrade plant debris containing the insectici-
dal toxins” from Bt crops may be hurt (Rissler and Mellon 1996, 42). One
famous article reported in the journal Nature (Losey, Rayor, and Carter
1999) demonstrated that Bt pollen can, under certain conditions, kill
monarch butterfly caterpillars. While subsequent studies have minimized
the significance of this finding, they have not necessarily laid to rest its
troubling implication: biopesticides can harm the development of nontar-
get species. As these crops are cultivated in ever more diverse ecological
contexts around the world, the possibility of a more serious, unanticipated
harm increases.

Finally, the spread of transgenic agriculture may have adverse effects
on biodiversity. This is because unlike traditional crossbreeding, genetic
engineers are seeking to give plants traits that increase their survival rate.
Their competitive superiority in resistance to pests and diseases may en-
able them to “replace native species—with the result that the makeup of
the community is altered or local species or subpopulations are driven 
to extinction” (Rissler and Mellon 1996, 41). This possibility is especially
disquieting in relation to effects on centers of crop diversity. These centers
are regions in the world where the ancestor species of today’s crops still ex-
ist. Mexico, for example, harbors relatives of the varieties of corn that are
cultivated at present. When crops are threatened by new environmental
stresses (diseases, pests, and drought tolerance), plant breeders and genetic
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engineers turn to these ancestor species as the source of traits that will
enable crops to fight the threat. The inability to keep biotech crops from
spreading means that natural reserves of biodiversity will gradually be in-
vaded by transgenes. In 2001, scientists discovered that GM corn had al-
ready spread into native corn varieties in fifteen localities Mexico, in spite
of that country’s ban on growing biotech crops (Genetic Modification
2001). Centers of crop diversity are already under great pressure from the
expansion of modern agriculture. GMOs may worsen this trend, as bio-
tech crops replace wild species or as transgenes flow into their populations
(Rissler and Mellon 1996, 113–115).

Regulating Transgenic Crops: The American Way

Given so much uncertainty and this array of potential problems, it seems
wise to take precautions. One thus asks, Are there sufficient safeguards in
place so that problems can be detected and eliminated before they enter the
marketplace? Are GMO producers systematically testing for such poten-
tial problems? Is there a legal structure in place to enforce compliance? If
there were an unexpected problem, could its source be located? Would it
be possible to clear the distribution system of the problematic goods? Are
citizens being given information that would allow them to decide if the
risks involved are ones they want to take? Precaution is a matter of pursu-
ing these questions with a care and thoroughness that is proportional to
the seriousness of the potential dangers. In the United States, GMO regu-
latory policy moved from precautionary to permissive in the space of less
than ten years.

When Berg completed the first successful experiment in gene splicing in
1971, the United States was in a phase of environmental regulatory ac-
tivism. In the same year as the first Earth Day (1970), Congress passed the
National Environmental Policy Act to mandate environmental-impact as-
sessments of major government projects. The Environmental Protection
Agency (EPA) was created in 1971. The Federal Water Pollution Control
Act of 1972 sought to prevent toxic discharges into U.S. waterways. And
there was growing public attention to a widening circle of issues such as
nuclear power safety, resource exhaustion, and species protection. In this
context of environmental concern, Berg took the lead in urging scientists
to explore the possible dangers of genetic engineering. In 1974, under the
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aegis of the National Academy of Sciences, he published a letter calling for
a moratorium on certain types of gene-splicing experiments until the pos-
sible dangers could be better assessed. His efforts culminated in a 1975
meeting at the Asilomar Conference Center in California. The Asilomar
conference issued a preliminary regulatory framework for GM research,
which was then elaborated on in official detail by the National Institutes
of Health (NIH) in 1976. The United States was thus the first state in the
world to regulate recombinant DNA technology. Essentially, the NIH
framework prohibited experiments on especially dangerous (for example,
cancer-producing) organisms, forbade the deliberate release of GMOs into
the environment, and called for devising various types of containment
measures for experiments with less dangerous organisms (Gottweis 1998,
83–99). Grounded in uncertainties rather than known dangers, these reg-
ulations had a distinctly precautionary flavor.

From this relatively stringent start, however, U.S. policy rapidly evolved
in a more permissive direction. There were no GM accidents in the first
years of research, so guidelines were revised in 1978 and 1980. The re-
quirement of registration with the NIH was dropped. In 1982, it became
possible to get authorization for the deliberate release of GMOs into the
environment following a multitiered review process (Gottweis 1998, 101–
102). But these requirements applied only to federally funded research. By
the early 1980s, industry had become seriously interested in the commer-
cial potential of recombinant DNA technology and so had begun doing
much research on its own.

The Reagan administration sought to accelerate this trend by lessening
the regulatory burdens on biotechnology companies. The EPA was, at first,
not entirely in step with this philosophy. In 1984, it announced plans to
regulate biotechnology under existing laws applying to insecticides and
“toxic substances.” The White House intervened to chart a different course.
It convened a special, interagency working group to establish federal pol-
icy. This move allowed the White House to keep the EPA from assuming
predominant regulatory responsibilities in the field of biotech regulation.
It also allowed a framework for biotech regulation to be hammered out in
meetings that were not open to the public (Lynch and Vogel 2000).

Key features of U.S. policy in regard to GMOs were established in the
working group report, The Coordinated Framework for the Regulation of
Biotechnology. First, biotechnology regulation is not under the auspices of
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a single department. Three agencies divide oversight. The U.S. Department
of Agriculture (USDA) is supposed to ensure that GM crops do not harm
traditional agriculture. The USDA’s Animal and Plant Health Inspection
Service regulates transgenic plants only if they are seen as having the po-
tential to do damage. The Food and Drug Administration (FDA) concerns
itself with any possible human health effects of GM food. It examines the
safety of foods, feed additives, and drugs. The EPA evaluates the potential
effects of plants engineered to contain pesticide genes. Implicit in this 
decision to split regulatory responsibilities is the key assumption of U.S.
regulatory policy regarding transgenic crops: genetic modifications per se
entail no special dangers that would justify treating them as a unique cat-
egory (Joly 2000, 53). As the National Research Council (1989; cited in
Jasanoff 1995) subsequently formulated this doctrine, “The product of
genetic modification and selection constitutes the primary basis for deci-
sions . . . and not the process by which the product was obtained.” There
is no cause to regulate a product merely because it was created by the pro-
cess of gene splicing. Special care need be taken only in regard to products
that have potentially troublesome characteristics (for instance, they con-
tained genes from a known allergen, or they had been engineered to pro-
duce a hormone).

At this point, one of the most ironic developments occurred in recent
regulatory history in the United States. At the very time when the Reagan
administration was implementing its deregulatory agenda, the infant bio-
tech industry lobbied the government to get itself regulated. In 1986, ex-
ecutives from the leading biotech company, Monsanto, approached Vice
President George Bush. The New York Times (Redesigning Nature 2001,
p. A1) reported what happened next, and why:

The company wanted its new technology, genetically modified food, to be gov-
erned by rules issued in Washington—and wanted the White House to champion
the idea. “There were no products at the time,” [recalled] Leonard Guarraia, a
former Monsanto executive who attended the Bush meeting. . . . “But we bugged
him for regulation. We told him that we have to be regulated.” Government guide-
lines, the executives reasoned, would reassure a public that was growing skittish
about the safety of this radical new science. In the weeks and months that followed,
the White House complied, working behind the scenes to help Monsanto . . . get
the regulations it wanted. It was an outcome that would be repeated, again and
again, through three administrations. . . . If the company’s strategy demanded reg-
ulations, rules favored by the industry were adopted. And when the company
abruptly decided that it needed to throw off the regulations and speed its foods to
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market, the White House quickly pushed through an unusually generous policy of
self-policing.

At the very end of the (first) Bush administration, when the first biotech
foods were ready to be marketed, Vice President Dan Quayle announced
reforms that declared, in essence, that biotech foods were no different from
other foodstuffs. There was no need for the FDA to review each and every
one of them. Nor were companies required to perform premarket safety
tests on them. Companies were simply invited to seek a voluntary—and
confidential—consultation with the FDA when they were about to launch
a new GM food (Hart 2002, 80). GM food need be labeled as such only 
if it “differs significantly from its conventional counterpart” (FDA 1992).
Except in such cases, there was no reason to keep GM products separate
from conventionally derived ones along the whole chain of food distribu-
tion. Meanwhile, the USDA established criteria for exempting many GM
plants from needing special authorization.4 In 1995, the EPA consulted
with its Scientific Advisory Panel and approved in quick succession Mon-
santo’s applications for a Bt potato, corn and cotton (Hart 2002, 115). It
was essentially this regulatory regime that prevailed right up until the time
when the first GM crops were brought to market in the United States—and
exported to Europe.5

In light of the uncertainties and potential hazards mentioned earlier,
many features of this regulatory regime seem unduly incautious. What de-
ficiencies stand out?

• The United States sought relatively little testing of GMOs, either for the
long-term health effects on the animals that consume them or the adverse
environmental consequences. Biotech companies are not required to run
controlled tests to see if animals eating GM foods suffer any damage to
their health (Hart 2002, 100). Monsanto concluded that their Roundup
Ready soybeans were safe for consumption after studies, none lasting
longer than ten weeks, on a few species of animals (Seralini 2000, 82).
There were no controlled experiments on primates or humans. The field
tests of GMOs have been similarly limited. The sponsors of field tests are
not required to monitor the ecological effects of their crops—and few of
them do (Rissler and Mellon 1996, 123).

• Scientific uncertainties were minimized in the rush to bring GMOs to mar-
ket. Many scientists had, and continue to have, doubts about the adequacy
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of GMO testing. Of particular significance in sustaining uncertainty are
the differences in understandings of nature between different scientific dis-
ciplines. Molecular biologists, who do their work in controlled laboratory
environments, often see more predictability in the objects of their analysis
than do ecologists, who study the interaction of bacteria, plants, animals,
climate, and soil under complex “natural” conditions (Levidow et al. 1997,
477). One way to contain the uncertainties about GMO safety is simply 
to limit the range of scientists invited to evaluate them. So while field trials
of bacteria designed to prevent frost damage to crops were approved by an
NIH committee in 1983, that committee’s confidence was underwritten by
the complete absence of ecologists and botanists from its membership
(Reiss and Straughan 1996, 116). It was conditions such as these that by
1986—just thirteen years after the first transgenic organism had been cre-
ated—allowed Monsanto executives to decide that their products were
completely safe and ready to be brought to market.

• The government offers little in the way of independent evaluation of in-
dustry’s claims about safety. Having found GM food to be “substantially
equivalent” to conventionally grown food, the FDA argues that there is no
need for it carry out an assessment of every GM food product. Under any
circumstances, it lacks the resources to do so. The federal agencies charged
with overseeing agricultural biotechnology generally rely on safety assess-
ment data provided by the parties seeking approval for their product.
(Lewontin 2001, 82). To reach its regulatory decisions, the USDA does not
generate its own experimental data; it has to base its judgment on extrap-
olations from the scientific literature (Rissler and Mellon 1996, 123).

• The whole process of designing regulatory structures was closed to the
public and largely shaped by the very industry that was to be regulated.
The chief accomplishment of this lack of transparency was to get the gov-
ernment to favor the doctrine of “substantial equivalency.” The substan-
tial equivalency doctrine means that consumers never even get to choose
whether to consume GM products or not. GM and non-GM goods will be
mixed because no substantial difference separates them. Yet a poll in 1999
found that 81 percent of the U.S. public would prefer to see GM products
labeled as such (Brave New Farm 1999). This discrepancy between policy
and public judgment is a concern not only from the perspective of con-
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sumer rights but from that of appropriate precaution as well. For policies
allowing the undeclared mixing of GM and non-GM products are pre-
cisely the ones that make it impossible for anyone with suspicions about
GMOs to track their effects. They obliterate the possibility of detecting
early warning signs of health or environmental danger.

• The methods of cultivating GM crops and disseminating products de-
rived from them does not allow for monitoring or recall. This is not how
the U.S. government has proceeded in the case of drugs or food additives.
These products are meticulously labeled, and their distribution is tracked.
Then, when an unanticipated problem arises, it is at least possible to trace
the problem back to its source and remove the dangerous product from
sale. Biotech products in the United States are generally unlabeled and un-
tracked. So, if after a number of years, any of the potential risks to human
health do happen to materialize, it will be extremely difficult to discover
the role of the transgenic product in the risk and then remove the product
from distribution.

• U.S. regulations lack a global dimension. Such as they are, U.S. regula-
tions are designed to protect U.S. consumers and their environment. Thus,
when studies are done of a crop’s potential weediness, for example, it is
tested relative to environmental conditions in the United States. Yet GM
seeds and crops are destined for global distribution. Companies like Car-
gill and Monsanto are multinational, and fully intend to ply their wares in
countries around the world—including regions that are the ancestral cen-
ters of crop diversity. There is no guarantee that plants that can be safely
grown in the United States can with similar safety be grown elsewhere.
Much depends on whether there are sexually compatible plants in the re-
gion. Examples of nonnative species unexpectedly proliferating in a new
environment and outcompeting many native species are in the background
of worries about GMOs as well (Reiss and Straughan 1996, 147–148).
One response might be that it is up to the importing countries to evaluate
any dangers that GMOs might pose to local floras. A persistent problem,
however, is that recipient countries often lack the resources to undertake
their own risk assessments. So the global market in biotech crops has been
launched, with few safeguards against unwanted, irreversible, and perhaps
global effects on biodiversity (Rissler and Mellon 1996, 111–119).
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Regulating Transgenic Crops: European Experiences

In the 1970s, Europeans roughly followed the lead of the United States 
in the regulation of biotechnology. The European Molecular Biology
Organization had been established in 1963. Its representatives attended
the Asilomar conference and subsequently sought to promote the NIH
guidelines throughout Europe. The rapid relaxation of those guidelines 
in the United States removed most of the pressure to adopt a uniform law
for the European Community as a whole (Gottweis 1998, 107–109.) Thus,
in the 1980s, different European states were free to adopt procedures that
conformed to their own institutional traditions and political priorities.
Two countries, Germany and France, played especially powerful roles in
moving Europe toward increasingly precautionary forms of biotechnology
regulation.

Before the GMO crisis broke out in 1996, the French state was closely
involved in promoting agricultural biotechnology. From the 1970s on, it
worked closely with the agrofood industry to accelerate research on re-
combinant DNA technology. Unusually, it gave industry substantial space
for self-regulation. By the mid-1990s, France led Europe in deliberate-
release field trials of GMOs and accounted for the majority of requests for
commercial applications of GMOs in the EU (Cheveigné, Boy, and Galloux
2000, 31–32). In this period, the media rarely took notice of GMO exper-
imentation in France. Indeed, in 1994, the Swiss biotechnology firm No-
vartis deliberately chose France as the market in which it would introduce
GMOs into Europe, precisely because it was pleased to find a government
supportive of biotechnology and a public seemingly prepared to accept
the new products without qualms (Marris and Joly 1999, 102). This is im-
portant to remember in light of later events. When France took the lead in
resisting GMO imports into Europe in 1998 and 1999, disgruntled U.S.
politicians accused it of using “protectionist” policies to shield its agri-
cultural sector against more technologically advanced forms of farming.
But in fact, the French government had long hoped not to protect tradi-
tional agriculture but to modernize it, and hence to keep France competi-
tive in this lucrative field of international commerce. Indeed, what sparked
the 1996 crisis was not France’s rejection of GMOs but rather its having
pushed the European Commission to give final authorization for market-
ing a form of Bt corn that also contained an antibiotic marker.6
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Still, unlike the United States, at no point did the French assume that
GMOs should be handled in the same regulatory framework as traditional
crops and foods. The French government’s whole structure of regulation
rested on the supposition that the process of genetic modification, not just
its products, deserved scrutiny. Its regulatory front line for GMOs was
established in 1986 when the Commission for Biomolecular Engineering
(CGB) was constituted. Until 1992, consulting this commission before de-
liberately releasing any GMO was optional; nevertheless, GMO develop-
ers always sought its advice (Commissariat Général du Plan 2001, 48). The
CGB examines the health risks that a plant might cause (for example, tox-
icity for people or animals); it compares the nutritional value of a GMO
to traditional varieties of a plant; it assesses the probability of cross-species
breeding. Then it delivers a consensual finding to the National Assembly
(Dossier de l’Environnement 1996). A second expert body, the Commis-
sion for Genetic Engineering (CGG), examines the scientific procedures
used in producing a transgenic organism and then classifies the organism
according to the degree of risk that it might pose to human health or the
environment. This classification determines whether experiments with
GMOs must be done in more or less confined spaces (Ministère de l’Écon-
omie 2000). With the French public demonstrating no particular concerns
about plant biotechnology in the 1980s, these regulatory bodies were able
to make decisions in the absence of almost any citizen input (Cheveigné,
Boy, and Galloux 2000, 173).

In Germany, genetic engineering has long been more controversial. As a
result, German laws moved in a more precautionary direction many years
before the controversy of 1996. Germany is usually acknowledged as the
birthplace of the European version of the precautionary principle. Its
origins in the Vorsorgeprinzip in the 1970s will be discussed further in chap-
ter 3. What is important in the present context is that in the 1980s, the newly
influential Green Party was able to seize on established standards favoring
preventive action in environmental protection and use them to create pres-
sure for the careful regulation of all GMOs.

These efforts (and those of many other organizations) bore fruit in the
1990 Act for the Regulation of Questions of Genetic Engineering. This law
covered all phases of work with GMOs, from the laboratory to production,
transportation, and disposal. It defined safety levels for different types of
transgenic organisms. Different safety levels then required different levels
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of confinement and, in most cases, public hearings before commercializa-
tion could begin. Risk assessment responsibilities were assigned to the
Central Commission for Biological Security (ZKBS). The ZKBS included
not only experts—among them, two ecologists—but also “social” repre-
sentatives from organized labor, business, and environmental protection
organizations. It had to evaluate every deliberate release of GMOs, includ-
ing the experimenters’ methods for monitoring the effects of the GMOs
and their emergency plans (Gottweis 1998, 266–293).

The German law served as a model for subsequent European Commu-
nity legislation on plant biotechnology (Cheveigné, Boy, and Galloux
2000, 31, 52). In view of the imminent commercialization of GMOs, the
European Community had to find a consensual position among a group of
nations, some of which were far more sensitive to agricultural biotech-
nology than others. Denmark and Holland, like Germany, were already
cautious; the United Kingdom was somewhat supportive, as long as pro-
cedures were “transparent” (Hermitte and Noiville 1993, 401). The com-
promise position was established in Deliberate Release Directive 90/220,
issued in April 1990. It combined a uniform requirement that GMOs, as
such, undergo risk assessment before release into the environment, with an
allowance for national variation in the mode of assessment. As David Vo-
gel (2001, 7) explains:

Applicants who wanted to conduct field tests of GMOs were required to apply and
submit an environmental risk assessment to the “competent authority” of the
country where testing will occur. [The directive] further required another applica-
tion to each Member State to market genetically modified products and granted
each Member State the right to object to such marketing within their borders. Un-
der Article 16, any EU member state may “provisionally restrict or prohibit” the
use or sale of a product if it has justifiable reason to suspect that an approved prod-
uct poses a “risk to human health or the environment.”

In order to harmonize the assessments of the (then) fifteen members of the
European Community, a procedure was accepted whereby a country de-
siring European Community authorization would have to submit its as-
sessments for comments, requests for additional information, and possible
objections (Commissariat Général du Plan 2001, 52).

As the German case shows, European nations made decisions about how
to structure biotechnology regulation in the context of an overarching
commitment to precaution (Vogel 2001, 7; Commissariat Général du Plan
2001, 51). Indeed, in 1992, the European Community incorporated the pre-
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cautionary principle into its most general statement of the means by which
it intended to achieve a “high level of environmental protection.”7 This
statement governed the efforts of member states to adjust their national-level
biotechnology regulations in light of European Community–level direc-
tives. European states recognized an obligation to evaluate this powerful
new technology with an eye to anticipating and avoiding possible adverse
consequences.

How could this obligation be fulfilled in relation to such a new technol-
ogy? From the start, European states applied general lessons learned from
twentieth-century experiences with roughly analogous issues. Experience
taught that biodiversity can be harmed when nonnative species spread in-
vasively in new environments. As novel organisms, GMOs might have sim-
ilar, unpredicted tendencies. Experience with persistent organic chemicals
suggested that any lasting substance introduced into ecosystems might end
up affecting even distantly removed organisms. That lesson counsels pre-
caution with transgenic crops because they are persistent in a more active
sense: they are self-reproducing. Experience with pesticides, asbestos, and
nuclear radiation showed that there may be long latency periods before the
damage to human health and the environment become apparent. Trans-
genic crops, too, might have unforeseen long-term consequences on living
things that consumed them every day. Certainly this could not be ruled out,
given the poor understanding of the conditions of gene implantation, gene
expression, and plans to create organisms with pharmaceutical properties.

Europe’s precautionary view of transgenic crops is epitomized in its com-
mitment to regulate not individual products, but everything that comes
from a process of genetic engineering. This commitment signals an aware-
ness that regulators are dealing with an incompletely understood technol-
ogy that is destined to become part of large-scale ecological processes. The
novelty of these creations and the complexity of the environmental cir-
cumstances in which they will be used mean that questions about their
safety are surrounded with significant uncertainties. That is why European
states created systems for categorizing GMOs according to their degree of
possible environmental danger and included diverse forms of expertise in
arriving at those evaluations. All GMOs had to be assessed before they
could be brought to market.

Even though this regulatory apparatus had a precautionary orientation,
it still did not satisfy many European citizens. Italy, Luxembourg, and
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Austria refused to allow trade in the genetically engineered corn that the EU
had officially authorized. In France, civil disobedients repeatedly uprooted
transgenic plants from experimental plots. Then at a European Council
meeting in June 1999, France, along with Denmark, Greece, Italy, and
Luxemburg, got the European Union to adopt a virtual moratorium on all
new authorizations of GMOs for deliberate release (Europe Information
Service 2000). Subsequent events and debates suggested that several im-
portant features of precautionary policy were still missing.

First, precautionary concerns prompted greater attention to the compo-
sition and rules of functioning for regulatory bodies. Although Euro-
peans—unlike Americans—had set up specialized regulatory panels to
examine the safety of all GMOs, they did not necessarily take measures 
to ensure that these bodies operated independently of the preestablished
interests of the state or industry. France’s CGB, for example, originally had
a much more elitist composition than Germany’s ZKBS. The French com-
mittee was heavily weighted toward scientists. Observers noted that the
few nonscientists rarely commented on the committee’s decisions (Dossier
de l’environnement 1996). An internal ethic led committee members to
seek a consensus around the assumption that its purpose was to encourage
the development of biotechnology in France (Joly et al. 2000, 29). So one
reform was to enlarge and recompose the CGB so that the consensual as-
sumption would not always prevail.8

Links to private interests were recognized as a potential problem as well.
As Marie-Jose Nicoli, president of a French consumer protection organi-
zation, once noted, “In certain areas, the most well-informed scientists be-
long to the private sector. It is hard to find a specialist on GMOs who has
no links with an agrochemical firm” (quoted in Experts 2001). There can
be no question of excluding people with such affiliations, for they are of-
ten precisely the ones with the scientific competence necessary to under-
stand the complicated dossiers involved in GMO evaluation. One thing
that can be done, however, is to require all members to reveal their ties to
the relevant industries in a formal declaration. Another thing is to allow
dissenting members of such bodies to append separate opinions to their
panel’s reports. There is also greater likelihood of there being fruitful dis-
sent if committee membership is widened to include a range of special-
ists—particularly plant biologists and environmental scientists (Roy
2001, 48–49). All of these changes (implemented by the French govern-
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ment in 1998) have a precautionary bearing insofar as they stimulate fur-
ther inquiry and enable external observers to track potential controversies,
even if these have not yet been consecrated by a consensus of experts.

Second, European experience led to enhanced precaution in the form of
seeking greater citizen participation in the regulatory process. In this area,
Denmark has led the way (Joss 1998, 3). Since 1987, the Danes have held
“consensus conferences” around such issues as information technology,
transportation policy, and biotechnology. Consensus conferences are care-
fully organized public events in which citizens question scientists about the
stakes in some matter of scientific/technological controversy and then is-
sue a policy-oriented report on their conclusions. Some fifteen other coun-
tries with different political traditions have decided to borrow the Danish
model of consensus conferences. Conferences on biotechnology were held
in 1993 in Holland and in 1994 in the United Kingdom; in 1996, German
citizens panels debated policy responses to climate change (Davidson,
Barns, and Scibeci 1997, 339; Mironesco 1998, 338; Hörning 1999). In
November 1997, as public skepticism about GMOs continued to grow in
France, the French prime minister called for a consensus conference on the
subject. That event, which took place in June 1998, ended up being only
the first in a series of experimental forms of public consultation about reg-
ulatory matters that were usually left to legislators and their scientific ad-
visory panels (Whiteside 2003a).

How new forms of citizen participation can have precautionary effects
is illustrated by the French example. In a public forum, the citizens’ ques-
tions got scientists to admit to uncertainties, or at least disagreements,
about the environmental effects of GMOs (Marris and Joly 1999). Among
the panel’s policy recommendations was a complete ban on the use of an-
tibiotic marker genes.9 Initially, the French government did not follow the
citizens panel’s recommendation (Husset 1999, 114). But by 2000, when
the prime minister was anxious to give his government credit for its popu-
lar consultations, he changed his policy. Today, the addition of antibiotic
marker genes to GMOs is generally agreed to have been a bad idea. These
genes were originally added not to produce any commercially desirable
trait in the crops but just to facilitate scientific experiments with them as
mentioned earlier. The molecular biologists who made this decision—and
the closed risk-assessment bodies that approved it—did so with little ap-
preciation for how genes might move in the environment (Hart 2002, 
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95–96). It is thus significant that a nonexpert citizens panel played a role
in a precautionary turnabout on this part of GMO regulatory policy.

Third, precaution mandated the labeling and traceability of the novel
products. Before 1997, EU regulations—like those in the United States—
pertained only to the premarket testing of GMOs. It was assumed that
once GMO producers and various regulatory authorities concluded prod-
ucts were safe, then they were safe, period. The moratorium that began 
in 1999 stemmed from several countries’ insistence that the EU adopt a
mandatory labeling policy. Labeling requirements are precautionary in the
sense that they take more seriously the possibility of regulatory lapses and
unexpected developments. As noted earlier, labeling seeds and consumer
products as GM is an essential condition for tracing problems, should they
occur, back to their source. It allows people with allergy concerns, for ex-
ample, to choose non-GM products. If some completely unexpected syn-
drome were to develop, it would be possible, as with tainted drugs, to circle
in on the source and withdraw the product.

In January 2000, the EU announced a labeling requirement applying to
foods containing 1 percent or more GM ingredients. The EU’s reforms
were capped off in March 2001 with a new directive to replace the GMO
regulatory policies it had adopted in 1990. Directive 2001/18 included
such measures as follow-up procedures for marketed products along with
a provisional, ten-year authorization for sale, the prohibition of genes for
resistance to antibiotics, and taking account of indirect effects on agricul-
tural practices. For countries like Austria, France, and Italy, writes French
sociologist Alexis Roy (2001, 35), “the process of revising the European
directive constituted . . . an opportunity to orient that reform toward
greater consideration for the precautionary principle . . . and inserting
more of the public’s concerns into the scientific evaluation of risks.”

The Nature of Precaution

There are no simple answers in the field of agricultural biotechnology reg-
ulation. The potential benefits that innovation might bring are so signifi-
cant that banning GMOs permanently is out of the question. At any rate,
the transgenie is out of the bottle, so to speak. Even if some nations wanted
to ban GMOs, the economic advantages that they bring are such that some
other nations would surely continue to grow them. Not only the United
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States but also China is vigorously pursuing biotech agriculture on a mas-
sive scale (Chine 2002). Through environmental processes of dispersion as
well as international commerce, transgenes will spread on an ever-wider
scale. One way or another, we will have to live with them. On the other
hand, recombinant DNA technology has more than enough potential for
harm to human health and the environment that even its staunchest de-
fenders dare not argue for dismantling every regulatory safeguard. If Bt
soybeans turn out to be entirely safe, no one can be certain about the ef-
fects of the next generation of GMOs. Scientists are working on creating
“immunofoods” that manufacture pharmaceuticals—cancer drugs and
growth hormones—for human consumption. Who knows what will hap-
pen when these plants are eaten by soil bacteria, earthworms, insects, field
mice, and so on (Rissler and Mellon 1996, 42–43).

One thing that makes GMO regulation such a useful starting point for
a discussion of the precautionary principle is that it helps us avoid certain
simplistic dichotomies that too often cloud environmental thinking. Much
environmental thought vacillates between anthropocentrism and ecocen-
trism—that is, between grounding environmental concern either in human
interests or in terms of the interests, rights, or well-being of nonhuman en-
tities (Whiteside 2002, 58–65). Both perspectives fall short in helping us
think about how to react to agricultural biotechnology.

Ecocentrists argue in favor of the “moral standing of the nonhuman
world,” claiming that we humans have an obligation “to ensure that it, too,
may unfold in diverse ways” (Eckersley 1992, 26). Often ecocentrists say
that natural things, from individual organisms up through ecosystems, strive
to preserve themselves and flourish on their own terms; they must express
their own nature. Nature consists of self-generating, self-perpetuating,
and self-realizing systems of complexly interacting life-forms (and the 
nonbiotic environment on which they depend). On occasion, this style of
argument is put forth in defense of the precautionary principle itself
(O’Riordan and Jordan 1995, 196; Attfield 2003, 145; Eckersley 1999). A
prevention-oriented conception of environmental protection is necessary,
in this view, precisely because it lets natural entities continue to exist,
rather than making them adapt to human-imposed changes.

Ecocentrism has difficulty capturing the nuances of debate surrounding
genetically engineered organisms. GMOs seem to be the antithesis of na-
ture as ecocentrists understand it. For GMOs have no natural self-identity.
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Human purposes fashion them, right down to their genes. And their un-
natural identity is, allegedly, what makes them dangerous to natural eco-
systems. If pesticide beets might become a noxious weed, for instance, it is
because genetic engineers have given them an advantage unlike any that
has evolved naturally in related plants in the environment surrounding
farmers’ fields. It is hard to see what an ecocentric precautionary principle
could do in relation to transgenic organisms except ban them completely.

Such reasoning runs up against a host of difficulties. An absolute, prin-
cipled objection to GMOs would seem to rule out even highly beneficial
ones that are kept in confinement. Today, most supplies of human insulin
and human growth hormone are synthesized industrially in vats by GM
bacteria (Reiss and Straughan 1996, 99–103). If unnatural is bad, how can
we avoid condemning such products? Furthermore, if we reject GM crops
in the name of protecting the identity of natural things, we are led back,
not to nature, but to some other highly developed form of biotechnology.
Even the most environmentally benign forms of sustainable agriculture are
highly unnatural, in the sense that they require focused human interven-
tion to select plant varieties, keep out pests, and maintain nutrients in the
soil. Whether an agricultural practice is, on balance, desirable or undesir-
able depends on answers to a complex set of questions. These are partly
empirical (Is there really less impact on surrounding ecosystems? Does or-
ganic produce really carry fewer health dangers for consumers?) and partly
ethical (What are our obligations to future generations? Does sustainable
agriculture create a more harmonious way of life in the community?). In
neither case are the questions plausibly settled by referring to a priori in-
tuitions about what is natural.

It might seem that having criticized a self-balancing nature as a standard
of environmental value, we are free to evaluate GMOs strictly in terms of
their benefits and costs for us. Yet this anthropocentric alternative is prob-
lematic too. The difficulty is not that anthropocentrism is inherently
antienvironmental. Any possible harm that might eventually have a nega-
tive impact on human life can count in an anthropocentric evaluation
(Hayward 1998; Barry 1999). Damages to ecosystems on which human
well-being relies, harms to people’s leisure or aesthetic interests, imposed
losses on future generations: all of these belong on the balance sheet. The
problem is that anthropocentrism, just as much as ecocentrism, presup-
poses that we know what nature is and how it behaves. Characteristically,
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an ecologically enlightened anthropocentrist would call for sustainable
agricultural practices by avoiding soil erosion, diminishing the use of pes-
ticides, and so forth. Such practices are grounded in the notion that natu-
ral processes of assimilation and recycling can absorb human impact and
rebound from it, but only to a limited extent. The goal of anthropocentric
environmentalism is to fit a rightly understood nature into the broader
scheme of human interests so that we do not inadvertently diminish na-
ture’s ability to satisfy our preferences.

GMOs challenge this nature as well. Debates about the conditions of
gene expression at the cellular level, gene flow in the environment, aller-
genicity, weediness, and so forth are debates about what nature is. That is,
they raise questions about whether various changes let loose in the world
really will behave in expected ways. Depending on how some GMO actu-
ally behaves in a number of contexts, the bottom line of its balance sheet
may be hugely positive—or hugely negative. Focusing on whether human
interests are the ultimate standard of environmental value obscures even
more fundamental questions: How do we come to know what nature is?
And what are our obligations as we work through the process of trying to
understand it?

Precaution is this uncertainty made self-conscious. As a result, precau-
tion cannot prejudge environmental risks on the grounds that certain
changes are unnatural. Nor can it make decisions about technologies as a
function of their so-called sustainability. Rather, precaution obliges us to
examine and discuss the innumerable linkages through which we come to
know nature. It diversifies the contacts at the interface of nature and hu-
manity. It problematizes and opens to discussion the values that are im-
plicit in the scientific framing of environmental issues.

Europe’s handling of GMOs suggests what this alternative way of think-
ing looks like. Precaution mandates transdisciplinary research. It avoids as-
suming that just one or a few sciences can pose all the right questions in
relation to something that becomes part of the environment at large. When
authorizing new technologies, precaution means first devising strategies
that allow time for experience to accumulate in small-scale settings before
releasing them into the larger world. It then monitors them carefully and
plans for potential emergency situations. Precaution also means rethink-
ing the very notion of the public interest. It causes us to examine the social
values implicit in political systems where elected representatives often defer
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to the advice of experts. Precaution calls for reinforcing the independence
of regulatory bodies and opening risk assessment to new types of demo-
cratic scrutiny. Through precaution, we become more skeptical of knowl-
edge claims about the environment, more reflective about our relationship
with nature, more attentive to the long-term consequences of our way of
life, and perhaps, more receptive to new modes of political participation.

Not unexpectedly, those wide-ranging implications are troubling to
many in government and business, particularly in the United States. In-
stead of the precautionary principle, they advocate science-based risk reg-
ulation in a “cost-benefit state.” Their arguments deserve a hearing—and
a response.
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2
Debating Precaution

In the course of the U.S.-European negotiations over GM crops, Christine
Todd Whitman (then head of the EPA) found the precautionary principle
“concerning” because its premise is that “whatever it is you’re doing, you’ve
got to stop.” Producers might be ordered to halt an allegedly dangerous
activity, not because there was scientific evidence of harm, but simply be-
cause someone feared that there might be. That is not how science should
be used in risk assessment and management. Whitman insisted that “sci-
ence should be at the heart and soul of every decision that you make rela-
tive to protecting human health and the environment” (quoted in Federal
News Service 2001).

It was odd to hear cool, dispassionate science associated with the “heart
and soul” of decision making. It was revealing too. The precautionary
principle at least makes its opponents own up to the fact that in contem-
porary policymaking, “science” is integrated in decision-making processes
in ways that make it much more than a neutral counselor to power. It of-
fers a soul—an arrangement of virtues, and perhaps even a set of ends.
That might be fine, if we know we are choosing these ends and they are the
ones we want. Before deciding, however, we need to acquaint ourselves with
the virtues of science-based risk management. We must ask, When we put
science at the heart of decision making, are we effectively accepting not just
a method of risk evaluation but a particular ethic of risk taking? If so, is that
ethic antiprecautionary? Did Whitman mean to endorse a principle like
this: whatever you are doing, you must be allowed to continue, no matter
how serious the potential consequences, as long as scientific evidence con-
firming the danger remains unavailable, uncertain, or controversial?

Both sides, for and against the precautionary principle, need to confront
the implications of their position. The time has come for genuine debate.



Therefore, be it resolved that the international community should adopt
the precautionary principle as a guiding norm for global environmental
protection.

Ideally, a systematic debate is a clarifying moment. Debate helps sepa-
rate critique from caricature. It can also help reveal the most broadly per-
suasive reasons for one position or another. Several conclusions, I will
argue, emerge from the confrontation of views over the precautionary
principle. First, the principle has a core meaning. It applies most clearly to
a particular category of new risks—ones that are large scale and develop
slowly, often with irreversible consequences. Second, the precautionary
principle is not to be equated with prohibiting the source of the risk. The
precautionary principle calls for a wide range of potential regulatory ac-
tions—actions that can be proportioned to the degree of uncertainty and
gravity associated with the risk. Third, contrasting the precautionary prin-
ciple with science-based regulation is seriously misleading. The history of
GMO regulation suggests a far more complicated situation than a rational,
scientific United States facing off against a fear-driven Europe. Precaution
mandates more science, more investigation. It is also a call for doing sci-
ence differently, with more dialogue between practitioners in disparate dis-
ciplines and more transparency in relation to the nonscientific community.
Does that open the door to irrational or politicized risk-management, as
charged by the opponents of the precautionary principle?

Let the debate begin.

The Case for the Precautionary Principle: Taking Account of New Risks

Why do we need a supplementary dose of precaution in our methods of as-
sessing and managing risk? The short answer is, because existing methods
are inadequate in the face of new environmental risks. The long-term, de-
layed, global dangers created by powerful new technologies can exceed the
ability of current strategies to contain them (Bourg and Schlegel 2001, 48–
51). We need the precautionary principle for special situations in which or-
dinary assumptions about risk management do not hold.

Perhaps the most significant lesson to emerge from the study of ecology
in the twentieth century is that humanity now acts on a scale that affects the
well-being of every life-form on this planet. We have become a “planetary
geological force,” in the words of one of the pioneers of scientific ecology,
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Vladimir Vernadsky (quoted in Deléage 1991, 270). Human activity is
changing the course of many of the complex cycles and processes that sus-
tain life—at least life as we know and desire it. The uncontrolled emissions
of gases like carbon dioxide and methane are modifying the heat-trapping
capacities of the earth’s atmosphere. The potential consequences include
massive alterations in the distribution of plants and animals across the face
of the planet; under some scenarios, vast territories could become unin-
habitable. The leaking of extremely stable chlorine and fluorine com-
pounds (“CFCs”—used as refrigerants, among other things) into the air
appears to degrade the ability of the upper atmosphere to absorb ultravio-
let rays. The higher levels of solar radiation that reach the earth’s surface
are fatal to some organisms and cause skin cancer in humans. Industrial
chemicals are accumulating in the environment across the entire globe. It
seems likely that humans and many others species will suffer disease, early
death, and reproductive dysfunctions as a result. The genetic diversity that
has sustained evolutionary adaptation over the past three billion years is in
serious danger of depletion. By some accounts, pollution and habitat de-
struction are causing species to disappear at a rate comparable only to the
prehistoric mass extinctions brought about by volcanic eruptions and as-
teroid impact. These sadly familiar trends are evidence that we face “new
risks” whose features do not conform to our usual expectations about risk
management. Their newness makes itself felt in four respects.

First, the magnitude of potential damages is unprecedentedly large. In-
deed, the very term magnitude is potentially misleading in describing the
seriousness of these consequences. Magnitude suggests that a figure can be
put on the value of these consequences, and that if we can just reconcile
ourselves to paying a figure of this size, then we have rationally taken ac-
count of their relative importance in the whole scheme of choices we make
in our lives. But human activity is now so powerful that it can damage vastly
beneficial ecological services that nature has furnished freely to every pre-
vious generation. Such services include the purification of air and water,
the recycling of organic waste products, climate regulation, the regenera-
tion of soil fertility, and the evolutionary creation of new species and all
the potentially useful bioactive substances that they produce (Ministère de
l’Écologie et du Développement Durable 2003). Attempts to put a price on
the value of these services require the papering over of many uncertainties
and using so many patently inadequate methods of cost calculation that the
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results are, at best, extremely controversial.1 At worst, they are simply ab-
surd, because many of these ecological services are irreplaceable. While
some effects can be mitigated or substitutes can be found in local situations,
the idea that we can compensate for all of these effects (if only we pay
enough) is a fantasy (Ewald 1997, 111).

Effects on the scale of climate change or the depletion of the ozone layer
confound existing approaches to risk management. In the past, when
people have faced dangers like fire or flooding, they have pooled their risk
by buying insurance. Based on experience with the risk, insurers are able
to calculate premiums and, from their total revenues, make payouts to the
relatively few policyholders who are struck by misfortune. New risks,
however, can be too large or uncertain for insurers to handle (Les risques
orphelins 2001, p. 58). It is notable that while many governments delay
acting to reduce greenhouse gas emissions, the insurance industry is get-
ting increasingly worried about unmanageable liabilities arising from cli-
mate change (Canada Stunned 2003, p. 19).2 Where insurers dare not go,
governments step in. In effect, government regulations—or their absence—
determine the degree of risk that citizens will have to live with. But indi-
vidual nation-states cannot control risks on the scale of the new ones
either. Problems like climate change and ozone depletion are global, and
they are the result of collective action. Protective action by one or a few
states will not suffice to correct them. Precaution stems from a recognition
that there is a general obligation to avoid this sort of problem occurring in
the first place.

Second, damages from new risks can take many years to become evident
and then their effects can last for generations. In dealing with “old” risks,
we have commonly assumed that damages were punctual and that nature
as a whole was essentially unalterable. While persons, property, or even a
small territory might be damaged by risky human activities, nature could
always recover in fairly short order. Injured bodies heal, burned forests re-
grow, animal populations rebound after the hunt, and pollutants are neu-
tralized as they disperse in the air or water. Those expectations have been
modified by the discovery of pathologies that manifest themselves slowly,
occurring through long processes of accumulation and environmental dif-
fusion. Biological and ecological processes like the development of tumors
or desertification can take place on a timescale that spans decades, cen-
turies, or even millennia. A recognition of “new” risks stems from realiz-
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ing that reversing these processes—if they can be reversed at all—takes
similarly long periods. It is now thought that the Montreal Protocol to
phase out the use of chlorofluorocarbons has stopped the further degrada-
tion of the ozone layer. But its restoration will take another fifty or sixty
years. Species loss is an even more dire case. “People may have increased
the rate of global extinctions by as much as one thousand times the ‘natu-
ral’ rate typical of Earth’s long-term history” (United Nations Millennium
Ecosystem Assessment 2005, 12). An exterminated species is gone forever.
The loss is irreversible. If we do not take precautions, we may leave our suc-
cessors with no choice but to manage a world made dangerous and more
frail by our actions.

Third, for many reasons, new environmental risks can be vexingly un-
certain. Sometimes a technology is so novel that there simply has not been
enough time to test its effects in the wide range of circumstances in which
it will be used. GMOs are a prime example. As we have seen, there can be
substantial scientific disagreement about potential risks. In other cases, the
very scale of potential problems and their slowness to materialize greatly
complicates efforts to understand them. Long-term data are lacking or are
of poor quality. In the case of climate change, it is the complexity of inter-
actions between the atmosphere, oceans, and land that make it impossible
to make precise predictions about the rate or extent of climate change that
may occur in the next century (Bourg and Whiteside 2003, 156–157). Nat-
ural systems often have “tipping points” in their capacity to maintain their
equilibrium in the face of environmental change. They appear able to with-
stand changes—until a threshold is crossed that sends them into sudden
decline. It is suspected, for instance, that the climate system behaves in a
nonlinear fashion. Global warming could precipitate abrupt changes in
ocean circulation patterns or the breakup of the Artic ice cap (Brown 2003,
146). Such tipping points often “cannot be forecast by existing science”
(United Nations Millennium Ecosystem Assessment 2005, 15).

Scientific uncertainty is also likely to be a problem when disease results
from repeated, low-level exposure to a pathogen. Where environmental
conditions are suspected of contributing to diseases like cancer and asthma,
so many factors intervene between exposure and pathology that causal
paths are extremely difficult to trace. Uncertainty stems, too, from contro-
versies over the extent to which observed trends can be extrapolated. At
what level of exposure does a poison cease being toxic to human beings?
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In many cases, uncertainties remain in experimental results because toxic-
ity studies use animals such as rats, rabbits, and monkeys whose physi-
ology is not identical to that of humans (Bro-Rasmussen 2003, 94). In
addition, while ecological studies require comparing information gathered
in disciplines ranging from biology to geology to atmospheric chemistry,
the use of different measures and different experimental protocols in each
discipline makes combining data from all of them difficult. While the sci-
entific community can foresee several possible lines of evolution of the
phenomenon, consensus can be elusive (Ewald, Gollier, and Sadeleer 2001,
43). Finally, there can be irreducible indeterminacy in the behavior of com-
plex systems (O’Riordan and Jordan 1995, 199). That is, indeterminacy
results not from inadequacies in our observational methods but from the
chaotic nature of the phenomenon itself.

Recognizing all of these sources of uncertainty changes the status of sci-
ence in the process of risk management. The typical posture in risk man-
agement is to demand scientifically verified evidence of a problem before
regulating it (Hermitte and Noiville 1993, 393). In the types of cases just
mentioned, however, scientific consensus is likely to be slow in coming,
partial, contested, and fallible. Requiring the usual standards of scientific
proof before acting may well let the problem develop to a serious, perhaps
irreversible stage. Moreover, making government inaction the default
whenever there is scientific uncertainty gives the advantage to those who
wish to impose environmental risks on others while avoiding regulatory
oversight. The chemical industry, for example, has a record of generating
consistently low-end estimates of the toxicity of chemical emissions (Gott-
lieb et al. 1995, 179). In cases where uncertainty is exploited in that way,
quantitative risk assessment is not simply grounded in “sound science.” It
becomes a political tool used to promote deregulation. The precautionary
principle, on the other hand, changes the default position: uncertainty be-
comes the ground for additional caution, not for business as usual.

A fourth consideration should be added to this list: some of the most
serious potential environmental risks have characteristics that dull our fac-
ulties of moral evaluation. This greatly weakens our political will to ad-
dress them effectively. Perhaps the most enduring justification for popular
government stems from Aristotle’s (Politics 3:11) observation that the
people can judge policy because they feel its effects most immediately. Such
reasoning has considerable merit in many cases where social interaction
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causes immediate and perceptible dangers. People become indignant when
they see others’ rights violated, or when they witness irresponsible or un-
just behavior. From these moral reactions spring demands for protective
action. Political movements urge legal reform. Manufacturers of defective
products are taken to court. Businesses like the insurance industry arise to
provide compensation for residual risk. But it is often the case that the new
risks systematically fail to trigger moral responses in proportion to their
gravity. Many of these risks are invisible or their effects become manifest
so slowly that our senses barely register them. Unlike a choking air pollu-
tant such as sulphur dioxide, the “greenhouse gas” carbon dioxide is odor-
less and tasteless. At low levels it is not toxic to human beings. So it is not
easy to feel the urgency of reducing emissions of it. Our moral senses are
further dulled when the environmental complexity blurs the lines of re-
sponsibility. Who is to blame when the self-replenishing capacity of an eco-
logical system is surpassed by overuse? No particular commercial fisher is
at fault for the precipitous decline of a fishery. Fishing becomes a problem
only in relation to the aggregate activities of fishing operations and the
ecosystem’s own capacity for self-renewal. So one and the same action—
catching a certain number of fish—may or may not be a problem, depend-
ing on factors outside any individual’s intentions or actions. In the absence
of clearly malicious or negligent activity, the moral inclination of modern,
liberal societies is to let individuals do as they please.

Furthermore, the incentive structures surrounding new risks favor dis-
placing responsibility. Where there are dangers of long-term environmental
damage, today’s decision makers get the benefits, while future generations
pay the costs. It is notoriously difficult to get people to take moral respon-
sibility for situations that are geographically and temporally distant (Dana
2003). Of course, awareness of this human foible is hardly a recent discov-
ery. Long before anyone talked of a precautionary principle, we knew that
all too often, people carelessly create risks for their neighbors, as when a
landlord fails to repair an unsafe electrical system in rented apartments. We
have long known that people underinsure themselves or indulge in short-
term pleasures, such as smoking cigarettes, while underestimating the long-
term risks. Indeed, entire polities behave in similarly negligent ways. Many
Western democracies are having trouble adjusting their social security sys-
tems because today’s voters would rather have money to use for their own
consumption than tax themselves for the benefit of the coming generation.
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Although the moral obtuseness engendered by opportunities for re-
sponsibility shifting is troubling enough in such examples, its seriousness
is multiplied many times over by precautionary situations. The future-
generations problem of global warming applies most seriously not to our
children or perhaps even our grandchildren but to our grandchildrens’ chil-
dren and all their successors. Yet as John Passmore (1974, 91) has shown,
the reasoning supporting modern theories of moral obligation, from utili-
tarianism to rights-based philosophies, seems to lead to the conclusion that
our duties pertain only to our “immediate posterity.” Our sense of re-
sponsibility for much ecological damage is further weakened by the ineffi-
cacy of ordinary perception in tracking down causation. While it was hard
enough to prove the dangers of inhaling secondhand smoke, at least the
pollutants were visible, irritating, and traceable to a particular source. It is
much harder to notice the presence of trace toxics in our food and water
when they remain invisible, cause no apparent damage in the short term,
and reach us through the most circuitous of environmental routes. And one
can easily understand how difficult it is to get citizens of one country to ac-
cept responsibility when their activities damage the environment of other
countries. We don’t even do all that well in relation to our fellow citizens.
Inhabitants of the eastern United States have complained for decades about
pollution originating from coal-fired power plants in the Midwest, with-
out being able to get the midwestern states to solve the problem (Environ-
mental Defense Fund 2004). Policies regulating global risks face even
greater obstacles. These policies cannot even count on feelings of a shared
national destiny and kinship that make citizens care (imperfectly) for mem-
bers of their own community.

To these morally disarming effects, we must add that new technological
risks are often associated with benefits that are prodigious and tangible.
Fossil fuels power most of the material conveniences of industrial civiliza-
tion. Every consideration for the welfare of today’s population seems to
argue for maintaining that stream of advantages. Likewise, whatever the
risks of transgenic agriculture, its promoters promise unparalleled good
consequences: new medicines, less use of pesticides on crops, or the end 
of famine in Africa. It is hard—morally hard—to urge caution in the face of
such claims.

Finally, environmental change often endangers in the first instance “only”
things that according to most strands of Western ethical thought, have no
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moral standing in their own right. Moral significance, as philosophers say,
has traditionally been reserved for human beings (Johnson 1991). Most
people are shocked by the mistreatment of other people and damage to
their property. But reactions are much more confused—sometimes to the
point of indifference—when the damage concerns nonsentient creatures,
plants, ecosystems, and geophysical processes, especially if they are of no
obvious economic utility.

Time and again in the twentieth century, there have been early warning
signs of impending environmental and health problems that could be used
as a basis for precautionary measures. Before there was scientific consen-
sus, before there was a public outcry, “weak signals” of these problems
were detectable (Faucheux and O’Connor 2000). These signals could be
found in the odd scientific report, workplace health problems, and mobi-
lizations by a few NGOs. In some cases, precautionary prevention guided
policy and serious problems were mitigated. In others, timely preventive
action was stalled and serious hazards were allowed to compromise public
health and environmental well-being. The European Environment Agency
(2001) has compiled a study of fourteen such cases. Overfishing caused
the Newfoundland cod fisheries to collapse, in spite of assurances by fish-
eries scientists that careful fishery management had allowed the cod pop-
ulations to rebuild. Nontoxic and nonflammable, chlorofluorocarbons
were chosen for widespread use in aerosols and refrigerators beginning
around 1950. Their ability to degrade the atmospheric ozone was hypoth-
esized in seminal scientific papers in 1974. Later computer models of the
phenomenon were more reassuring; only small long-term reductions of
ozone were foreseen. Concern temporarily abated—until there were direct
scientific observations in 1985 of a growing “ozone hole” over Antarctica.
Only then was an international agreement to phase out CFCs reached.

Most alarmingly, there is global warming. The first scientific reports of
climate change date back to the 1950s. The evidence became increasingly
convincing in the mid-1980s. In 1985, studies of glacial ice cores showed
that the surface temperature of the earth varied directly with the concen-
tration of carbon dioxide in the atmosphere. But it was not until 1997, in
the Kyoto Protocol, that the first international convention to limit green-
house gas emissions was signed. Industrial nations pledged to reduce their
emissions of greenhouse gases by 5.2 percent relative to 1990. President
George W. Bush largely negated the direct value of the protocol by refusing
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to commit the United States—the world’s largest emitter of greenhouse
gases. He pleaded that the scientific evidence of human-caused global
warming was still “uncertain.” Even if the protocol was fully implemented,
however, current estimates predict that it would reduce global warming by
only .28°C or less. Meanwhile, projections of greenhouse gas emissions 
to 2020 show continued growth, not decline (Organisation for Economic
Cooperation and Development 2001, 156–160). A study by the Intergov-
ernmental Panel on Climate Change (2001) foresees an average warming of
1.4°C to 5.8°C (2.5°F to 10.8°F) by 2050. Should the higher estimates ma-
terialize, the consequences will be catastrophic for billions of people. Parts
of the earth will become simply uninhabitable. Oceans will flood coastal
areas. Water supplies will decrease severely in the hottest areas. Extreme
weather events will become more common. Global agricultural productiv-
ity will decline. There will be increased mortality from tropical diseases.

The world enters the twenty-first century more or less aware of un-
precedentedly serious environmental problems, yet largely unable to
generate sustained, concerted action to avoid the potentially serious con-
sequences. Reactions come too late or are on too small a scale to forestall
severe damage.

What is needed, therefore, is to take account of past errors, and draw les-
sons from the successes and failures in anticipatory risk management. The
precautionary principle is this new imperative in its most general form.
Where we face serious, long-term, and uncertain threats, we take special
account of the possible shortcomings of our conventional ways of manag-
ing risk. We realize there is good reason to tilt risk management in favor of
prevention and preservation. The precautionary principle guides us to-
ward new rules and institutions that help us achieve what the more con-
ventional management of risks could not reliably do.

In a sense, we imitate the sailor Ulysses. In book 12 of the Odyssey,
Homer describes how Ulysses knew that his ship would pass the island of
the sirens. He had been warned that their seductive songs would tempt him
to bring his ship close to the rocky shore. If he heard them, his voyage
would end in a fatal shipwreck. Ulysses also understood his own weakness:
if he tried to resist, he would probably fail. Neither his own will nor his
navigational skills—both of which were adequate to more ordinary situa-
tions—would suffice to reach his goal of sailing safely past the island. So
he chose a special, preventive strategy. He had himself tied to the mast,
while his sailors stuffed their ears with wax. It worked. Although he was
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indeed entranced by the sirens’ call, the precautions he had taken allowed
him to avoid disaster. Likewise, the precautionary principle helps us resist
the temptation to believe that every technological risk is worth taking or
that we will be able to repair whatever damage we do to our surroundings.
That temptation is a siren’s song.

Against the Precautionary Principle: The Virtues of Science-Based Risk
Management

Critics of the precautionary principle reply that we already have the tools
that we need to manage the new risks. These tools are summed up in the
expression “science-based risk assessment.” This framework, they say, not
the precautionary principle, provides a rational way of coping with con-
temporary health and environmental risks.

Science-based risk management rests on the belief that there are four es-
sential conditions for rationally assessing and managing risk.

1. Generally, a technology or practice should be regulated only if there is
scientific evidence of its causal connection to an identified problem. Reg-
ulation must not be based on hearsay, speculation, or unfounded fear.

2. Studies of the problem must be objective—influenced as little as pos-
sible by people’s emotions or the preferences of special interests. The
quantification of observations and a reliance on scientific methods of veri-
fication are our best guarantee of objectivity.

3. Risk-management decisions should be cost-effective. We live in a world
of scarce resources. Regulatory efforts devoted to one area necessarily di-
vert resources from others. Rationally allocating social resources requires
giving priority to those regulatory measures that bring the greatest net so-
cial benefits (for example, the largest number of lives saved or cancers pre-
vented) per dollar spent. Thus, a comparative approach must be applied to
the whole range of policy options, not just to the risks or benefits of op-
tions taken in isolation.

4. Ranking options consistently requires measuring them on a common
scale. In rational policymaking, the claim that option A is superior to
option B is not merely a policymaker’s ideological preference or the out-
come of intense lobbying efforts. Establishing priorities requires com-
mensuration. One must devise common measures for goods (money or
life-expectancy gains) so that as much as possible, quantified risks can be
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put on a single, ordinal scale. Then it becomes possible to say that option
A is superior to option B, because A yields a larger quantity of the mea-
sured good than B.

Critics charge that the precautionary principle violates such protocols. 
It does so, first, by opening the regulatory door to unfounded and even
entirely speculative risks. “The mere possibility that use of a particular tech-
nology might kill off the human race is sufficient to prevent that technology
being used or at least to limit its use severely,” complains Julian Morris
(2000a, 6). The underlying logic of precaution, he continues, is not rational
and scientific but theological. According to the famous argument of Blaise
Pascal, the probability that God exists may be small and the “costs” (in
terms of sinful pleasures foregone) of living a Christian life may seem large.
Nonetheless, the potentially infinite benefit (eternal bliss) that one stands
to gain if one has faith necessarily outweighs whatever goods one might
get by leading an ungodly life. It is better to bet on God’s existence, advised
Pascal, than against it. Similarly, proponents of precaution contend that:
the chances of a technology causing a disaster may be small, but the mag-
nitude of the potential catastrophe mandates taking preventive action
now. It is better to act as if the catastrophe might occur than not to take
precautions. Morris’s point is that such an argument is far too easy: pro-
ponents of precaution need only imagine a catastrophic consequence pro-
ceeding from some technology in order to justify draconian regulation. Do
we want to prohibit everything that somebody might regard as dangerous?

Critics worry that the precautionary principle could block a great deal
of desirable technological innovation. John Graham (2002, n.p.) puts pre-
caution to the test with the following thought experiment: “Imagine it is
1850 and a decision is made that any technological innovation cannot be
adopted unless and until it is proven to be completely safe by the propo-
nents of innovation. Under this scenario, what would have happened to
electricity, the internal combustion engine, plastics, pharmaceuticals, the
computer, the Internet, the cellular phone, and so forth?” No inventor
could have guaranteed the safety of those products. Had such innovations
been stalled, however, we would have lost out on inestimable benefits that
we take for granted in today’s society. Nor would we ever have learned how
to control such adverse effects as they turned out to have.

In effect, argues political scientist Aaron Wildavsky (2000), the precau-
tionary principle amounts to adopting a doctrine of “trial without error”
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in place of “trial and error” in risk management. Since it is so difficult to
rule out the possibility of irreversible effects, the only sure way to prevent
a potential catastrophe is to conduct no trials at all. Wildavsky might find
support for this conclusion from experience in certain European countries.
Not only has the commercial cultivation of GM crops been stopped but
even limited, controlled experiments with them are uprooted by anti-
GMO activists. In France in 2004, half of all open-field experiments with
transgenic crops were destroyed by protesters (Le Puy-de-Dôme 2005).
The precautionary principle can be used as a pretext for negating the very
principle of free research (Ewald and Lecourt 2001).

Yet conducting no trials, say precaution’s opponents, denies us the op-
portunity to learn about the phenomenon, correct sources of risk where
they occur, and gain advantages from the improved technology. With re-
spect to chemical regulation, for example, Wildavsky (2000) reminds us
that while mistakes have been made, the chemical industry has gotten use-
ful feedback about the effects of various toxic substances. The awareness
that certain pesticides harmed bees or that some herbicides burned plants
led to research to develop safer substitute products. Only when products
are used extensively do we learn their most significant characteristics and
give people the opportunity to modify them to the best advantage. Indeed,
the most reliable way of reducing risk on the whole may well be to allow
competition, so that innovators who find new ways to reduce risk can bring
their improved products to market (Morris 2000a, 12). When we hear
people voice fears of impending catastophe, we would do well to remember
that this trial-and-error approach has brought people a high degree of
health security. “The United States and other Western democracies have the
healthiest people in the history of the world,” notes Wildavsky (1995, 432).

The problem of overreaction to imagined dangers is only one facet of a
much larger problem in any discussion of rational risk assessment, say pre-
caution’s opponents. Sociologists who study risk perception find that
public attitudes toward risk are rife with unfounded belief, misunder-
standing, contradiction, and ill-conceived solutions. Cass Sunstein (2002)
marshals evidence to demonstrate that people’s risk perceptions correlate
poorly with scientific studies showing which risks are most probable and
have the most serious consequences. People fixate on risks for which there
is a vivid, relatively recent example (for instance, the Three Mile Island 
nuclear accident), or ones that correspond to their “intuitive toxicology”
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(say, a supposition that “artificial” substances are more dangerous than
“natural” ones) or that other people are already talking about. Such social
psychological phenomena disguise the real costs of risk reduction. As a re-
sult, voters end up pushing policymakers to spend vast sums to combat
minor risks, all the while ignoring much more substantial and probable
ones. One study suggests that if regulatory funding were better targeted,
we could save sixty thousand more lives per year—at no additional cost
(Tengs and Graham 1996). In rational policymaking, argue advocates of
science-based risk management, what matters is not that people happen
to fear a catastrophe but that we have evidence showing the probability of
severe consequences and quantifying the number of lives that might be lost
or damaged.

Opponents of the precautionary principle also fear that it will lead to
massive overregulation of private enterprise. It invites new levels of politi-
cization into the risk-assessment process. Officials in agencies like the EPA
or the USDA will determine whether and how all sorts of products can be
marketed. They will not make those decisions in a vacuum. Representa-
tives of industry, trade organizations, and labor unions prowl the halls 
of the regulatory bureaucracy. Interest groups exert enormous pressure to
make sure that policy favors their preferred outcomes. So as the precau-
tionary principle brings yet more decisions under government purview, in-
terest groups will see to it that decisions are shaped as a function of what
benefits or hurts them: profits reduced or increased; jobs lost or protected.
Economic reasoning even tells us to expect individual industries to use the
precautionary principle against each other in order to gain competitive
advantages over rivals. An innovative firm could find its new product line
blocked by a court injunction when a competitor charges that the new
product carries some uncertain, as-yet-unproven risk. Politicians are sure
to join in the free-for-all. On a precautionary pretext, they will attempt to
exclude some products from international commerce. In fact, though, they
will simply be protecting industries important to their constituents.

Precaution’s critics are even more suspicious of pressure groups that cast
themselves as representatives of the public good. When an environmental-
ist organization such as Greenpeace campaigns against GMOs, charge the
critics, it advances a particular and highly contentious political agenda.
“Small numbers of vocal activists [tell us how they] want the rest of us to
live our lives” (Miller and Conko 2001, 38). They want us to live with less
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technology and less commercial activity. In this view, the precautionary
principle is little more than the vehicle of an ideological agenda.

According to those who are precaution skeptical, the best way to avoid
rampant politicization is to adopt science-based risk assessment across the
board. When there are regulatory disputes, all parties should be required
to provide evidence from reputable scientists regarding the extent of the
danger. That evidence should settle the question of whether there is gen-
uine danger or not. The WTO agreement on the Application of Sanitary
and Phytosanitary (SPS) measures shows how trade disputes are rightly
handled. Without dispute-resolution procedures, innumerable cultural and
economic differences between countries are liable to disrupt food trade
(see Echols 1998). Americans have few qualms about eating beef from
cattle raised on growth hormones (90 percent of U.S. beef is produced this
way). Europeans want nothing to do with such meat. The French pride
themselves on making pungent cheeses with unpasteurized milk. The
USDA finds such cheeses unsafe and unfit for import. Allowable levels of
food irradiation (to control insects on tropical fruit) are higher in the
United States than in some European countries. The United States allows
using chlorine compounds in cleaning chicken coops. Europe forbids it.

Does each country then allow products to be imported only if they are
safe according to its own national standards? If so, trade diminishes,
economies slow down, and consumers pay higher prices. In order to keep
different standards from blocking commerce, parties to the SPS accord
agree that their disputes will be settled by the use of “scientific principles”
(Phillips 2001, 40–41). To prohibit trade in a foodstuff, it is no longer suf-
ficient for a country unilaterally to declare it unsafe. That country must
provide convincing scientific evidence of the product’s harmfulness. The
evidence is then reviewed by an external, arbitrating body—the WTO’s
dispute-resolution panel. Europe’s dispute with the United States over
hormone-fed beef showed how this works. The United States objected to
Europe’s import ban. Both sides submitted their evidence. The WTO panel
reviewed the scientific evidence—and ruled that the Europeans’ claims
were unfounded. In fact, the EU’s own scientific report on the safety of
growth hormones discovered no evidence of significant harm. So Europe’s
ban on such products was in violation of the SPS agreement (Majone
2002). Sound science stepped in to correct a “precautionary” policy that
in fact was just the result of politicians catering to irrational consumer
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beliefs (Miller and Conko 2001, 29). Precaution’s critics argue that sound
science is the only alternative to subjective, policitized risk assessment.

The deepest objection to the precautionary principle is methodological:
the precautionary principle focuses on risks in isolation. According to
defenders of science-based risk management, rational policy compares all
the risks and benefits, and chooses the course of action that leads to the best
consequences on the whole. The precautionary principle, in contrast, tells
us to examine a particular product—for example, an environmentally per-
sistent toxic chemical—and decide whether that product might carry too
much risk. If so, its use is banned or greatly restricted. This approach me-
thodically blinds us to the full range of risks that we face. Eliminating one
risk may well increase another or deprive us of benefits that outweigh the
risk itself.

One of the critics’ favorite examples concerns the case of the environ-
mentally persistent pesticide DDT (Sunstein 2005, 51; Wildavsky 1995,
55–80). While its power to control mosquitoes led to dramatic reductions
in mortality from malaria in many tropical countries, concerns about its
cumulative effects on wildlife caused many countries to discontinue its use
in the mid-1960s. Malaria then resurged. Sri Lanka (Ceylon) went from
having fewer than 20 cases of malaria in the last year of spraying (1963) to
2.5 million cases in 1969 (Goklany 2000, 191–192). Now it makes no
sense to ban a product in the name of reducing risk if, in fact, forgoing that
product worsens other risks. What matters in rational policymaking is not
the losses expected in an isolated worst-case scenario. What matters is the
expected overall loss or benefit from a policy (Majone 2002). Surveying
the costs of precautionary action in relation to DDT, global warming, and
GMOs, economist Indur Goklany (2000, 221) concludes that “by slowing
economic growth and/or increasing energy prices, [precautionary] regimes
could, in the final analysis, decrease overall access to food which could
lower health status and increase death and disease in the poorer segments
of society, especially in the developing world.”

According to its defenders, the primary virtue of science-based risk
assessment is that it helps avoid such irrational outcomes. They insist,
however, that the alternative to the precautionary principle is not being
antiprecautionary. It is to be scientific and pragmatic. Once we realize that
the precautionary principle itself can cause harm to public health and the
environment, we see that at the very least, it has to be supplemented with
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other criteria that allow these considerations to be factored into decisions.
Goklany (2001, 89) proposes a framework with “a set of hierarchical cri-
teria that can be used to rank the various threats that are increased or re-
duced by the policy under consideration based on the nature, magnitude,
immediacy, uncertainty and persistence of each threat, and the extent to
which it can be alleviated.” This framework obliges decision makers to
consider all the effects of a policy, giving special emphasis to effects on hu-
man health and mortality.

Thus, critics of the precautionary principle do not rule out precaution-
ary measures entirely. They acknowledge that there may be cases where un-
certainty combined with the magnitude and severity of a risk makes taking
preventive steps the most prudent course of action. What they oppose is the
idea that as a general rule, we should block a technological development or
a social practice that might entail risk until we know it is absolutely safe.

Rebuttal: Antiprecautionary Fallacies

Goklany’s analysis shows how slippery the case against the precautionary
principle can be. Critics often seem to accept the logic of precaution in
some circumstances. Then they immediately attach a host of conditions
and considerations that effectively reject exactly what makes precaution a
special form of risk management.

Goklany (2001, 9) claims to develop a “precautionary framework.” The
first standard he applies in implementing it is “the human mortality crite-
rion”: “the threat of death to any human being, no matter how lowly that
human being may be, outweighs similar threats to members of other
species. . . . In general, other nonmortal threats to human health should
take precedence over threats to the environment.” Effectively, the human
mortality criterion does away with the precautionary principle—and then
attempts to steal its identity. Contrary to Goklany’s insinuation, the pre-
cautionary principle entails no presumption in favor of either the environ-
ment or human mortality. The point of the principle is that the chain of
causation from the environment to deleterious effects on humans is often
long—and plagued with uncertainties.

Giving automatic precedence to consequences for human beings, as
Goklany proposes, is precisely the sort of thought pattern that may lead 
us to take extremely dangerous risks. James Lovelock (1995, 106–107,
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111–112) has argued, for example, that we need to take special care of con-
tinental shelves and coastal wetlands because it is in these regions that mi-
croorganisms recycle elements such as sulphur and iodine in ways that help
life reproduce on a planetary scale. Lovelock warns against turning coastal
areas into monocultural kelp farms that might disrupt these processes. It is
by no means clear that the human mortality criterion would respond to
such concerns. Undoubtedly, some coastal human communities would be
more prosperous if they could farm kelp. It might even be the case that their
prosperity would allow them to save human lives—say, by building hospi-
tals or offering less dangerous occupations to local workers. Weighing hu-
man lives against microorganisms, the human mortality criterion would
then seem to favor coastal farming. It is an open invitation to downplay en-
vironmental concerns whenever an argument can be made that any human
being might be threatened. If Lovelock’s hypothesis is right, however, the
consequences of generalizing such practices could be catastrophic.

Another criterion for a so-called precautionary framework is “immedi-
acy”: “all else being equal, more immediate threats should be given prior-
ity over threats that could occur later” (Goklany 2001, 9). Note the slippery
“all else being equal.” Precautionary situations are by definition those in
which all else is not equal. Long-term threats are often unequal to imme-
diate ones because we are less certain that they will happen. Just because
we are better able to measure some threats now does not mean that future
threats mediated by environmental degradation are necessarily less signif-
icant. But the bigger problem with the immediacy criterion is that it
amounts to a denial of the whole strategy of precaution. The purpose of
the precautionary principle is to help us address threats that are not im-
mediate—ones in which the onset of harms may be delayed for decades. In
democratic systems, immediate threats usually generate their own political
reactions. It is long-term, deferred threats that require new and specialized
attention. Calling the immediacy criterion precautionary is like amending
the popularized Hippocratic injunction (“First, do no harm”) to make it
say, “Do harm only when circumstances call for it.” It is not a minor
amendment. It completely overturns the rationale and obligations of the
principle.

The dodginess of the antiprecautionary position comes through in even
the most meticulously argued case for science-based cost-benefit analysis.
In Risk and Reason, Cass Sunstein (2002) proffers a seemingly modest de-
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fense of science-based cost-benefit analysis in all sorts of risk regulation.
His discussion of discounting future benefits and costs is a good example
of how to defend science-based risk regulation without adopting a direc-
tive as unnuanced as Goklany’s immediacy criterion. Sunstein is aware of
the evidence that in general, people tend to value more highly near-term
benefits and costs than the same outcomes in the longer term.3 This causes
a problem for the environmentally concerned cost-benefit analyst. It sug-
gests that allowing preferences today to dictate policy affecting people’s
future welfare will lead to irrational results: short-term benefits will sys-
tematically outweigh long-term well-being, as if people in the future were
worth less than present-day consumers.

Yet a thoroughgoing defender of cost-benefit analysis—but not Sun-
stein—might actually embrace this implication. For two reasons, it might
make sense to discount future values. First, standard economic theory ex-
plains why today’s money is worth more than tomorrow’s. A dollar today
can be invested and turned to productive use. Even if one were guaranteed
to receive a dollar in one year, it would be worth less than a present dollar
because the present dollar, sensibly invested, will earn additional value in
the course of that year. Conversely, this means that future costs and bene-
fits must be discounted because, dollar for dollar, they are worth less than
near-term costs and benefits. Second, the present is more certain than the
future. Rational people are willing to pay more for goods that are certain.
In fact, risk analysts sometimes combine these reasons into a general ra-
tionale for opposing precautionary action. They contend that investments
in today’s technologies lay the foundation for an environmentally safer fu-
ture (think: GMOs that reduce pesticide usage) and that future people will
be technologically better able to take care of themselves (thanks to our in-
vestments). So we should not assume that costs we leave to them will be as
expensive for them to handle as they would be for us. Today’s uncertain-
ties will generally be resolved in their favor. Appropriately discounted,
long-term policy consequences can therefore be evaluated in cost-benefit
terms. In regard to global warming, for example, Bjorn Lomborg (2001,
318) has adduced an economic analysis of this sort to show that “it will be
far more expensive to cut carbon dioxide emission radically than to pay the
costs of adaptation to the increased temperatures.”

Sunstein (2002, 122–123, 224–228) has doubts about pushing cost-
benefit analysis this far. He is sensitive to the uncertainties of fact that go
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into such calculations. Sunstein denies that all costs and benefits can be
translated into monetary values. He insists on distinguishing between latent
harms that occur in a person’s lifetime (which that person may be in a po-
sition to discount rationally) and harms to future generations. Choosing
discount rates for the value of harm to future generations requires making
assumptions about economic growth that are highly disputable. He ques-
tions the moral status of people’s time preference for the present. At the
same time, Sunstein worries that giving future generations equal moral
standing with the present one could condemn us to intolerable levels of self-
denial. While he favors quantification and consistency wherever possible,
his dialectic ends only by asking that in difficult cases, regulatory agencies
make sure that their choices are “articulated and reasonable” (228). The
modesty of Sunstein’s argument overall consists in claiming only that “cost-
benefit analysis should be seen as a simple pragmatic tool, designed to pro-
mote a better appreciation of the consequences of regulation” (xiv).

If only the argument remained at that level. Then a proponent of pre-
caution might have relatively little to criticize. After all, precaution, too, is
about well-articulated and reasonable choices. But the thrust of Sunstein’s
work is less modest—and less friendly to precaution—than it initially
appears.

Risk and Reason amasses social scientific evidence to demonstrate the
endemic irrationality of public attitudes toward risk. Sunstein finds that
when the public and experts disagree about risks, “experts are generally
right and ordinary people are generally wrong” (55). When he finally comes
to the precautionary principle, Sunstein categorizes it among approaches to
environmental protection that are “unhelpful, sometimes even ludicrous”
(100). In particular, he charges that the principle is self-contradictory: “If
the precautionary principle argues against any action that carries a small
risk of significant harm, then we should be reluctant to spend a lot of money
to reduce risks because those expenditures themselves carry risks. . . . The
precautionary principle, taken for all that it is worth, is literally paralyzing.
It bans every imaginable step, including inaction itself” (104).

One of the most common fallacies in critiques of the precautionary prin-
ciple consists in the following gambit: precautionary situations (where risk
is not well understood) are lumped together with situations where risks are
relatively well understood. Then precaution is made to appear preposter-
ous, because in situations where risk is understood, cost-benefit calcula-
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tions appear rational. This is what happens in Sunstein’s argument. Before
taking up the precautionary principle, his case for the superiority of cost-
benefit analysis cites examples where there are abundant actuarial data:
shark attacks, the risk of skin cancer from sunbathing, and deaths from
motor vehicle accidents. That is all well and good, but it is beside the point
for the precautionary principle. The precautionary principle is precisely
for cases of serious potential danger where risks are poorly understood.
The real question is, What do we do then?

Sunstein has trouble admitting that such cases even exist. Sometimes, 
he seems to suggest, they do. “Where a risk would be very high,” he says
(104), “and when we can reduce or eliminate it with cash, it makes sense
to endorse the precautionary principle” (2002, 109). For once, the pre-
cautionary principle is not so ludicrous after all. In the next breath, this ad-
mission vanishes: “A competent cost-benefit analysis takes good account
of the precautionary principle by asking regulators to attend to low-
probability risks of significant harms. . . . Cost-benefit analysis incorpo-
rates all risks, on all sides of the equation” (104). This assertion, with its
talk of low-probability risks in the assessment equation, effectively denies
the existence of precautionary situations. For the purposes of dismissing
the precautionary principle, Sunstein writes as if all risks were calculable
enough to be subject to cost-benefit analysis.

Then the argument slides around one more time. Sunstein is too envi-
ronmentally sensitive to go along with Wildavsky’s (1995, 433) assump-
tion that species and human societies are generally “resilient” enough to
adapt to new environmental challenges. Sunstein seems to admit that some
ecosystems just might be so vulnerable that human-created shocks could
provoke enormous damages. Now in view of such a possibility, how do we
proceed? Does any special logic prevail? Yes—and no. No, not really: Sun-
stein (2002, 105) suggests that in deciding whether to take special precau-
tions, “everything depends on the facts,” because “resilience is a matter of
degree.” As the European Environment Agency (2001, 169) points out,
however, in precautionary situations we are dealing not with facts but with
“uncertainty,” or even worse, ignorance. We are in a domain of “inevitable
surprises or unpredicted effects. . . . By their nature, complex, cumulative,
synergistic or indirect effects . . . have traditionally been inadequately ad-
dressed in regulatory appraisal.” Sunstein’s recourse to the “facts” is an
attempt to bring precautionary situations back within the ambit of that
traditional model.
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Then again, yes: Sunstein admits that cost-benefit analysis cannot supply
the answers in certain cases. We face hard choices where “political judg-
ment” is necessary (Sunstein 2002, 105). Fine. But on what grounds? What
goes into that judgment? What principles are involved? It cannot be the
principle that public policy should maximize social welfare, because the
quantifying preconditions for applying such a principle are unmet. Nor
can it be the democratic principle that the people should decide. Accord-
ing to Sunstein, ordinary people are too irrational to make good decisions.
And the scientists disagree. So now what? What logic should guide deci-
sion makers? How do they—or we—think about this situation? That is
what the precautionary principle is for.

Perhaps out of a newfound awareness of this gap in his argument Sun-
stein followed up Risk and Reason three years later with an essay focused
on the precautionary principle. While repeating most of reasoning of his
earlier work, he filled in the missing response. “When citizens face cata-
strophic risks to which probabilities cannot be assigned,” he declares, “it
makes sense for them to adopt an Anti-Catastrophe principle.” According
to this principle,

if regulators are operating under conditions of uncertainty, they might well do
best . . . [by] identifying the worst-case scenarios and choosing the approach that
eliminates the worst of these. It follows that if aggressive measures are justified to
reduce the risks associated with global warming, one reason is that those risks are
potentially catastrophic and existing science does not enable us to assign proba-
bilities to the worst-case scenarios. (Sunstein 2005, 109)

As he affirms, this is a “reconstruction” of the precautionary principle.
In comparison to Wildavsky’s wholesale rejection of the precautionary

principle, this is progress. A respected U.S. authority on risk management
explicitly makes room for precaution in his analysis (although, chastely, he
insists on renaming it). Sunstein’s reconstructed precaution endorses ideas
like using “rough, general categories of probability” rather than falsely
precise measures to estimate potential threats; he sees the wisdom in grad-
ually implementing policies rather than proceeding “on the basis of a prin-
ciple of ‘Act, then learn’” (117). These are the sorts of recommendations
that defenders of the precautionary principle routinely make. Sunstein
even agrees that a “weak” form of the precautionary principle, of the sort
adopted at Rio in 1992, is unobjectionable (18, 23, 24).

Yet the ambiguities of his earlier work recur in this one. His reconstruc-
tion surrounds the anticatastrophe principle with so many qualifications
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drawn from science-based risk assessment and cost-benefit analysis that in
the end, the departure from those preferred methods is barely noticeable.
Sunstein (2005, 112) stipulates that decision makers must still weigh the
likely consequences of any proposed anticatastrophe measures (for ex-
ample, increases in unemployment and poverty caused by efforts to limit
greenhouse gas emissions). They must be “closely attentive to the idea of
cost-effectiveness” (115). Sunstein (116) doubts that the irreversibility of
environmental damages constitutes a sufficient reason for precautionary
action. Before action can be justified, he emphasizes, the potential damage
must rise to “a certain level of magnitude.” Then, when deciding whether
an outcome qualifies as catastrophic, “it is appropriate to weigh both prob-
ability and magnitude.” (117)

Again, it is those quantitative measures that are so often lacking in rela-
tion to new risks. Take GMO assessment. It is a powerful indication that
we are not in the domain of traditional risk management when insurers re-
fuse to cover the potential damages from transgenic crops, claiming that
too little is known about their effects for them to calculate coverage (Un-
derwriters 2003). So it would be interesting to know whether Sunstein be-
lieves GMO regulation falls under the anticatastrophe principle or not. It
is peculiar to find him mentioning GMOs only in passing since the con-
troversies surrounding them have done so much to publicize the precau-
tionary principle. Still, Sunstein is not shy about bringing GMOs into his
general argument about public irrationality. He associates fears of them
with a “false belief in the benevolence of nature” (Sunstein 2005, 44–45,
51). He refers to their potential benefits. Nothing he says suggests that he
sees them as potentially dangerous. Sunstein leaves the impression that
there is no reason to regulate GMOs in a precautionary way. Yet at no point
does he review any of the scientific controversies discussed in my first chap-
ter. This is an odd way of proceeding in an argument about relating risks
more consistently to “the facts” as established by experts. Like Goklany,
Sunstein utters the word precaution, but his heart is not in it.

His heart is elsewhere. It is in the defense of a cost-benefit state. Sunstein
(2002, 4–5) lauds “a genuine revolution” that requires governments to
regulate only “after making an effort to quantify and balance both bene-
fits and costs.” This revolution applies to the regulation of “arsenic in the
water and ozone in the air, . . . global warming and . . . genetically modi-
fied food, . . . cellular telephones and airline safety.” That list says it all:
there are no new risks. GM foods and airline safety are on the same plane,
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so to speak. Matters of immense scale, cumulative harm, latent effects, ir-
reversibility, potential interference with critical ecological cycles, troubling
scientific uncertainty, and moral imperceptibility have no essential bearing
on the type of analysis used in risk assessment. All risks fit within a single
framework.

Critics of the precautionary principle are committed to a form of “com-
prehensive rationality”—to methods of risk assessment in which “all im-
portant considerations will have been identified, tabulated, and weighed 
in a manner that leads to the identification of a first-best social outcome”
(Kysar 2004, 8–9). No matter how much Sunstein tries to moderate his
expectations regarding quantitative risk assessment, he cannot resist the
attraction of comprehensive rationality. This is what causes him to waver
so much on precaution. On the one hand, he cannot deny that certain en-
vironmental dangers could have characteristics that cause them to escape
the net of science-based risk management. On the other hand, everything
else in his argument aims to convince readers that cost-benefit analysis 
is superior to any special rule like the precautionary principle. In a cost-
benefit state, the commitment to a methodology seems to take precedence
over the acknowledgment of troubling new realities. In an age of global en-
vironmental risks, that is a luxury we cannot always afford.

A Panoply of Precautionary Measures

There is one other important aspect of the precautionary principle that its
critics shortchange. The critics ignore the extensive work of activists and
scholars devoted to showing the variety of ways that precaution should 
be implemented. Too often critics assume that precaution means either
“Whatever it is you’re doing, you’ve got to stop” (Christine Todd Whit-
man, quoted in Federal News Service 2001) or “Ban every imaginable
step” (Sunstein, 2002, 104). They reduce precaution to prohibition. Now
any principle can be made to appear absurd if it is interpreted reductively
enough. Take the “polluter pays principle,” for example. This principle of
EU law stipulates that those whose activities or behavior contribute to en-
vironmental damage should pay the costs of prevention and repair. That
sounds reasonable enough—and it is. Yet if that principle is interpreted so
strictly that it means people must invariably be charged for every environ-
mental change they cause, in exact proportion to the degree of harm, it is

52 Chapter 2



clearly unreasonable. It would be administratively cumbersome in the ex-
treme, impossibly costly to enforce, broadly destructive of employment,
and corrosive of individual freedom. But the principle is reasonable if it is
understood as mandating laws forbidding various types of environmental
degradation (thereby forcing those who would cause such degradation to
absorb the costs of preventing it); if it allows for pollution permit systems;
if it requires those engaged in environment-transforming activities to an-
ticipate the consequences of their activities for others; and if it includes
narrow exceptions for special hardship cases.

Likewise, precaution should be understood to imply a broad range of
possible measures—measures calibrated to the degree of uncertainty and
the seriousness of the consequences that are feared. The burgeoning liter-
ature on implementing the precautionary principle brings out the follow-
ing types of policies.

• Precaution can mean setting up research programs whose purpose is to
gather further information about the risk and test successive hypotheses
about it (Kourilsky 2002, 57–59; Ewald, Gollier, and Sadeleer 2001, 48–
49). Precisely because a risk is poorly understood, there is reason for soci-
ety to demand more in the way of scientific investigation. The task would
be to widen the range of hypotheses concerning the risk-producing activ-
ity: how it might spread, how its effects would play out in more diverse en-
vironmental circumstances, what its longer-term consequences might be,
what effects it might have on a wider array of organisms, and so forth. Pre-
caution would also go into choosing how experimentation took place: in
confined laboratories or the open air, and with what sorts of safeguards.

• Precaution can mean that long-term environmental and health monitor-
ing should be instituted (European Environment Agency 2001, 170–173).
Precaution suggests continuing vigilance. Monitoring should be “holis-
tic”: “a range of ecosystem variables should be [monitored] and linked to
sustainability indicators that can provide early warnings and feedback”
(Deville and Harding 1997, 50). It is not just a matter of testing a poten-
tially risky process once and, having discovered no grounds for immediate
alarm, treating it as if it were entirely innocuous. If doubts remain, it makes
sense to have labeling and traceability requirements (Kourilsky 2002, 66).
In that way, if unanticipated problems occur later, it remains possible to
investigate whether the monitored activity is responsible. If necessary,
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appropriate remedial actions can then be taken. Giving pride of place to
reversible policies is a hallmark of precautionary action.

• Precaution can mean deliberately orchestrating multidisciplinary ex-
pertise (Harding and Fisher 1999, 290–298). Perceiving environmental
problems, especially in their early stages, requires comparing evidence
gathered in diverse disciplines—biology, ecology, soil chemistry, hydrol-
ogy, and workplace safety studies. Often specialists in such disciplines are
only vaguely aware of each other’s work, and their differing research pro-
tocols may make data comparison difficult. Deliberately multiplying the
types of expertise brought to bear in evaluating complex patterns of health
and environmental consequences as well as organizing networks for cross-
checking information are precautionary measures (Tickner 2003b, 11).
Transdisciplinary problem-solving aims at the early detection of research
blind spots and revealing contestable assumptions.

• Precaution can mean reinforcing the independence of regulatory bodies.
The point is to ensure against government agencies developing a too-cozy
relationship with the industries they oversee such that they end up down-
playing precaution. Reinforced independence can be accomplished by re-
quiring regulators to disclose their financial and research links to the
industries they are regulating, and creating internal ethics committees and
codes to govern remuneration (Ewald, Gollier, Sadeleer 2001, 49). Free-
dom of information requirements, too, can help prevent bias by opening
the regulatory process to public commentary and diversifying the range 
of groups with access to regulators. In public law, precaution can mean
establishing a duty for government agencies, manufacturers, and users 
to make public information about their activities: ongoing experiments,
safety protocols, observed anomalies, accidents, and safety breaches
(O’Brien 2000, 122; Lascoumes 1997, 136; Noiville 2002, 38).

• Precaution can mean systematically favoring environmentally “clean”
technologies. One such approach is called alternatives assessment. As Mary
O’Brien (1999, 208) explains, this approach “consists of publicly examin-
ing a full range of alternatives to a potentially damaging human activity or
social arrangement.” The case for alternatives assessment begins by noting
facile value assumptions, false precision, and unequal power relations that
are often hidden in cost-benefit analyses. Alternatives assessment seeks to
mitigate such biases by obliging decision makers to consider all reasonable
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choices in relation to an activity with environmental effects, not just
whether a proposed activity is “safe enough” or acceptable in cost-benefit
terms. Alternatives assessment requires making special efforts to consider
practices that are likely to have the least adverse impact. The evaluation
process should take seriously the “no action” alternative, asking whether
an activity is simply too dangerous or is unneeded (Tickner, Raffensperger,
and Myers 1999). In a similar vein, precaution is associated with rules
requiring the adoption of “best available control technology” (BAT) to re-
duce environmental degradation (O’Riordan and Jordan 1995, 193; Ap-
plegate 2000, 436–437). Both approaches suggest that where there is a
potential, avoidable risk, precaution gives the advantage to policies that re-
duce the overall impact on the environment (Bodansky 1994, 217).

• Precaution can mean building in larger safety margins, devising backup
safety systems, and putting emergency plans into place.

• Finally, in cases of the most potentially serious and uncertain risks, pre-
caution can mean banning a technology or strictly minimizing its use.
Even in these cases, however, it is not just a matter of “stopping what
you’re doing.” Precaution might require that, and still a product or process
might be phased out with greater or lesser speed. Particularly vulnerable
populations may get precautionary protection first. Or local exceptions to
a precautionary prohibition may be allowed. If precautionary alarms had
been sounded about the pesticide DDT, and yet if a precautionary ban
would have meant that thousands of people would die in certain tropical
countries because no adequate substitute for mosquito control could be
found, then perhaps for those regions, for a time, an exception to a pre-
cautionary ban might be arranged. Making a temporary, localized ex-
ception to the principle does not mean that the principle itself should 
be overturned. Precaution could still dictate that the use of the pesticide be
avoided in every less dire circumstance. It could still dictate that alterna-
tive methods of pest control be favored and that publicly funded research
be oriented in that direction. And precaution could still dictate that where
exceptions are made, their effects be carefully monitored and indiscrimi-
nate usage be prohibited.

All entries except the last one suppose that action in relation to the sus-
pected technology or process goes forward. Precaution is not tantamount
to systematic renunciation, prohibition, stalling, and stonewalling. Far
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from it. Precaution implies research, experimentation, phased introduc-
tion, traceable usage, and redundant safety measures.

Once we see the critics’ own ambiguities and understand the range of
measures available to precautionary policymakers, it is all that much eas-
ier to answer the remaining charges against the precautionary principle.

Does the precautionary principle require decision makers to consider
risks in isolation, without regard to the opportunity costs and adverse con-
sequences of precautionary regulations? Certainly no more than science-
based risk assessment does. Under that regulatory regime, when a given
risk-creating activity is brought forward, risk assessors presume that that
activity must be allowed to proceed unless probable harm can be demon-
strated. It is enough if that activity or technology—in isolation—cannot
be proven dangerous in itself. O’Brien (2000, 81) provides a startling ex-
ample of what this means in practice: “The Federal Insecticide, Fungicide
and Rodenticide Act precludes consideration of alternatives (e.g., that
more benign alternatives exist) when registering a pesticide for sale and use
in the United States. . . . In other words, registration of a carcinogenic pes-
ticide cannot legally be denied on the basis that less murderous pesticides
exist.” Taking each pesticide in isolation, risk assessment cannot consider
the total load of carcinogens in the environment. There is growing suspi-
cion that industrial chemicals have contributed to a cancer explosion in
the last twenty years (Epstein 2002; Belpomme 2003)—even though envi-
ronmental and bodily complexity prevent tracing all the causal pathways
with certainty. So there is substantial reason to create a presumption in fa-
vor of preserving environmental characteristics intact, where reasonable
alternatives to potentially dangerous products exist. A concern for cumu-
lative environmental impacts argues for developing a range of alternatives,
and then ranking them in relation to the degrees and types of environmen-
tal consequences. This is what the precautionary principle calls for—while
science-based risk assessment does not.

Does a principled approach to risk assessment force policymakers into
a regulatory straitjacket, requiring them to ignore real-world complexities
like the difference between likely and unlikely catastrophes or the fact that
regulation itself may have undesirable consequences? Not at all. Theorists
of precaution generally propose graduating precautionary measures from
the least restrictive (further research and monitoring), to moderately re-
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strictive (alternatives assessment, BAT regulations), to the most restrictive
(requiring larger safety margins or outright prohibition) (Deville and
Harding 1997, 25–42). Likewise, the scientific uncertainty of risks could
be put on a scale, running from a simple conjecture, to a well-supported hy-
pothesis backed up by empirical evidence and scientific modeling, to a
proven danger whose existence is accepted by the scientific community.
Then, selecting which measures to use in any particular case can be thought
of as a matter of rough proportionality (Godard 2001b, 97). The greater
the seriousness of the potential risk and the less advanced the state of the
scientific knowledge about it, the further along the scale of measures one
might choose.

Does precaution divert attention from the potentially negative conse-
quences of precaution itself? By no means. If some strict precautionary
measure might itself cause great harm (for instance, banning a pesticide al-
lows a disease to run rampant), there are strong reasons for trying to find
a way to allow the activity to proceed (Deville and Harding 1997, 44). It
may be wise to move back down the scale of precautionary measures a step
or two. A commitment to precaution does not exclude consideration of any
possible consequence of a policy choice. It demands a complex judgment.
What makes this judgment so different from risk assessment is that it takes
place under a general guideline favoring prevention and the search for al-
ternatives to environment-damaging practices rather than arguing for an
“acceptable level” of risk. Moreover, it never forces decision makers to
pretend that they can quantify, make commensurate, and maximize bene-
fits when, in truth, the conditions for such operations are unavailable. Fi-
nally, thinking of precaution as a matter of action along a graduated scale
has the advantage of bringing the elements of judgment out into the open
and making them subject to debate, rather than burying them in method-
ologies understandable only by experts.

Science or Precaution? A Misleading Dichotomy

Critics say that the precautionary principle is antiscientific. To this charge
there are two responses. First, there is good reason to say, with Andrew
Stirling (2000, 91), that precaution can reasonably be perceived as more
scientific than the traditional approach, where alternatives are ignored and
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there is misplaced confidence in the existing state of knowledge. Precaution
favors an “extended science,” with additional transparency in argumenta-
tion, acknowledged uncertainties, and an openness to the ongoing revision
of knowledge. It is also about better science—science that is transdiscipli-
nary and holistic, attentive to ecological complexity; science whose re-
search program retains greater independence from social and economic
pressures (Levins 2003; Harding and Fisher 1999, 293–294; Barrett and
Raffensperger 1999).

Second, there is nothing laudably “scientific” about “science-based risk
management” if it yields false information. The public record abounds
with examples where officials, pointing to scientific data, have given safety
assurances that later turned out to be wrong (European Environment
Agency 2001). How can this happen? Fallaciously, regulators have been
known to interpret the absence of proof of harm as the proof of the absence
of harm. On occasion, the same agency both promotes and regulates an in-
dustry, causing it to err on the side of industrial interests. Sometimes, reg-
ulators are responding to political superiors who have ideological reasons
to pick and choose the evidence on which they rely. At times, the scientific
data used by regulators are shot through with bias because they have been
collected and interpreted almost entirely by the interested parties them-
selves. Or what are called scientific data turn out to be nothing more than
speculative extrapolations based on a computer model. Or a regulatory
agency consults only a narrow range of relevant scientific fields in coming
to its assessment. Claims that risk assessment is science based should not
be accepted at face value. They need to be critically assessed in a broadly
inclusive political process.

It should be recognized, finally, that there is nothing scientific about the
nonprecautionary belief that the earth is always resilient enough to recover
from humanly created disturbances. That is not a testable hypothesis in a
scientific sense. It is a worldview—almost a matter of faith.4 Of course, a
precautionary perspective that sees the world as finite and fragile is not sci-
entific, either. Both sides are gambling that events will bear out their world-
view, without anyone being able to run a controlled experiment to see if
one is right and the other is wrong. The difference is that the precaution-
ary perspective calls for proceeding with special care, imaginatively diver-
sifying the scientific investigations about potential environmental impacts.
Then, if ecosystems begin to show evidence of being as fragile as feared, we
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can still reverse course and return to something close to the situation that
existed before we allowed the risk to spread. In contrast, when non-
precautionary policymakers give the green light to an irreversible course of
action with potential world-altering consequences, we simply have to hope
for the best. How ironic that critics say precautionary reasoning is theo-
logical, when it is nonprecautionary policy that stakes everything on faith.

As one approaches policy debates over environmental risk, it is best to
be aware that the term scientific sometimes serves as little more than a
rhetorical device designed to give certain political preferences the mantle
of rational superiority to alternatives. It is breathtaking to read Washing-
ton policy analysts make a categorical assertion that Europe’s process-
based regulation of GMOs is “unscientific” (Miller and Conko 2000, 89).
The European approach, after all, is backed up by prestigious scientific
committees and renowned scientists. As seen in the previous chapter, there
are good, scientific, empirically grounded reasons to suspect that gene
splicing is inherently susceptible to generating unexpected and potentially
irreversible consequences, both for the organisms produced and the envi-
ronment. The European decision to regulate all organisms created by the
process of genetic engineering may be debatable, but it is not unscientific.
Not so long ago, even U.S. commentators would probably have recognized
this, because the United States has its own precautionary traditions.
Whether its more recent emphasis on science-based risk management puts
it inevitably on a collision course with those working for an international
consensus on the precautionary principle is the topic to which I now turn.
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3
Comparing Precaution in the United States
and Europe

The strikingly different fate of GMOs on the two sides of the Atlantic
seems to rest on starkly contrasting philosophies of risk management.
“Precaution Is for Europeans” (2003) runs a headline in the New York
Times. The implication is: for Europeans—and not for Americans. As “the
conventional wisdom” would have it, “Europe . . . seeks proactively to
regulate risks, while the US opposes the precautionary principle and waits
more circumspectly for evidence of actual harm before regulating”
(Wiener and Rogers 2002, 318). Science-based risk assessment is that cir-
cumspection made into policy.

The conventional wisdom is not entirely wrong, but neither does it tell
the whole story. It is true that since 2001, the administration of George W.
Bush has campaigned consistently against the precautionary principle. Yet
precaution has deeper roots in the United States than is sometimes imag-
ined. By the mid-1970s, U.S. law and legal reasoning incorporated many
defining elements of precautionary reasoning, and applied them across a
range of health and environmental issues. It is even the case that Europeans
have often picked up on this reasoning and reformed their own regulatory
practices as a result. Any assessment of the principle’s prospects as a basis
for consensus in international environmental regulation must take account
of how the logic of precaution evolved in the regulatory environment of the
United States. While the regulatory climate has certainly changed since the
1970s, there is no deep-seated U.S. hostility to the very notion of precau-
tion. Indeed, the principle has made headway here since about 1998.

The conventional wisdom does not tell the whole story on the European
side, either. For it is undeniable that European enthusiasm for the precau-
tionary principle is in part a reaction to the regulatory failures that Euro-
pean countries suffered in the 1980s and 1990s. The scandal surrounding



mad cow disease in particular made people extremely sensitive to the
practices of industrialized agriculture that forced supposedly unnatural vi-
olations of species boundaries. So it may seem that Europe’s current pre-
cautionary stance is more a contingent reaction to recent events than a
result of carefully thought-out policy.

There remains, however, an important element of truth in the conven-
tional wisdom. Since the early 1970s, Europeans have been at the forefront
of efforts to turn precaution into a principle—something that precaution
has never been in U.S. law. Under certain circumstances, precaution can-
not be reduced to a mere policy option or a demand for a higher degree of
risk aversion in general. The European history of the precautionary prin-
ciple shows how precaution acquired special moral significance. The pre-
cautionary principle is not meant to replace science-based risk assessment
across the board but to indicate that risk assessment does have limits—and
when these limits are reached, special obligations ensue. In addition, mak-
ing precaution principled signifies an aspiration to devise an internation-
ally acceptable rule for handling risks falling in that category. Making
precaution more than a preference, though, entails coming to a common
understanding of the scope of its application, situating it in relation to other
social values (such as efficiency), and subjecting the judgments that it in-
vites to tests of fairness, transparency, and consistency.

It is the growing international legitimacy of precaution in this principled
sense that has stirred precaution’s U.S. opponents to active resistance.

How Deep Is the U.S. Opposition to Precaution?

Since coming to office, the administration of George W. Bush has taken the
lead in opposing policies inspired by the precautionary principle. In April
2001, Bush unilaterally withdrew the United States from negotiations on
climate change in the framework of the Kyoto Protocol. The administra-
tion also pushed away any commitment in favor of the Cartagena Protocol
on Biodiversity, of which Articles 10.6 and 11.8 take up the precautionary
principle explicitly.1 This protocol applies to the international use or trans-
fer of GMOs, requiring exporting countries to evaluate their risks and
allowing importing countries to refuse imports even in the “absence of sci-
entific certainty . . . concerning the extent of their unfavorable effects”
(Convention on Biological Diversity 2000). At the Johannesburg summit
in September 2002, U.S. representatives opposed any mention of the pre-
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cautionary principle (Green Fades 2002), just as they had done in the WTO
talks in Doha in November 2001. This antiprecautionary stance finds its
most determined expression in relation to the regulation of and trade in
GMOs. In May 2003, the administration’s foreign trade representative,
Robert Zoellick, announced that the United States was going to take the
EU before the WTO’s dispute resolution body in order to challenge the pre-
cautionary grounds for its GMO regulations.

These positions are not just circumstantial reactions in favor of partic-
ular U.S. interests. They form part of a concerted campaign against the pre-
cautionary principle itself. For Ann Veneman (U.S. secretary of agriculture
from 2001 to 2004) fostering trade depends on “the adoption of science-
based systems, as opposed to opportunistic ones, such as the precaution-
ary principle” (State Department Transcript 2002). Addressing European
ideas directly, John D. Graham (2002), an administrator in the Office of
Information and Regulatory Affairs of the Office of Management and Bud-
get, criticizes an “extreme” policy, according to which “any technological
innovation cannot be adopted unless and until it is proven to be completely
safe by the proponents of the innovation.” Graham concludes that the U.S.
government supports “precautionary approaches to risk management but
we do not recognize any universal precautionary principle. We consider it
to be a mythical concept, perhaps like a unicorn.”

Anyone listening to this drumbeat of criticism can be forgiven for adopt-
ing the conventional wisdom. The United States appears reflexively anti-
precautionary. In fact, arguably, not just this or that administration but the
political culture of the United States itself casts precautionary regulation
in a suspicious light. That most famous nineteenth-century observer of 
U.S. political life, Alexis de Tocqueville ([1835] 1969, 463), noted that the
inhabitants of the New World wanted to see science advance rapidly so
that its practical applications could be turned “immediately” into ways of
“getting wealth more quickly . . . [and] of diminishing the costs of pro-
duction.” The modern predilection for short-term profit exerts constant
pressure against precautionary oversight.

Moreover, the legal framework of administrative decision making as it
has developed in the United States in the twentieth century also works
against precaution. Comparative risk expert Sheila Jasanoff (2000, 72) re-
marks that while Europeans talk of precaution, “risk . . . is the term heav-
ily favored in U.S. legislation and public policy.” Risk, she continues,
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is actuarial in spirit. One can (indeed, one often must) insure oneself against vari-
ous kinds of risks for which actuarial data are available, such as fires, floods . . . or
automobile accidents. When used in environmental decision making, risk retains
the connotation of something that can be clearly defined and quantified, hence
managed. It is a relative concept that risks can always be offset against benefits, and
risk-based laws often explicitly prescribe that the benefits of policy action (which
are, in turn, quantified) should outweigh the risks.

The discourse of risk assessment in the U.S. idiom favors quantification,
commensuration, comparison, and careful measures of efficiency. Typi-
cally, the aim of U.S. health and environmental policy is to manage risk,
not to avoid or hold it to a minimum (Applegate 2000, 435).

Yet as Jasanoff (2003) would be the first to point out, the precautionary
idea actually has well-developed roots in the United States. It is important
to realize this, if only to set the historical record straight. In addition, re-
viewing the role of the United States in developing precautionary standards
helps dispel pessimism about the principle’s prospects as an international
norm of environmental risk regulation that might eventually win U.S.
acceptance.

It is true that the “precautionary principle” has no official status within
U.S. federal law. But that by no means implies a systematic absence of pre-
caution in U.S. approaches to health and environmental regulation. In fact,
knowledgeable European commentators often credit U.S. precedent with
inspiring “precautionary” regulatory reforms in Europe (see Ewald, Gol-
lier, and Sadeleer 2001, 52, 56; Noiville 2003; Kourilsky 2002, 105, 110).
In the past decade, Europeans have followed the lead of the United States
in trying to create more independent regulatory bodies—ones that are less
subject to pressure from politicians and economic interests. Outside of the
United States, regulatory and “promotional functions” are often housed in
the same ministry (Jasanoff 2000, 73). European health and food safety
scandals in the 1980s and 1990s (discussed below) exposed the vulnera-
bilities of such a system. The British parliamentary committee that studied
the mad cow scandal complained of the bias introduced by the political
control of the composition of scientific advisory committees, the pressure
exerted on civil servants, and the reluctance of politicians to make regula-
tory decisions that might damage nationally important industries (Phillips,
Bridgeman, and Ferguson-Smith 2000). To counter such problems, the EU
assembled a new European Food Authority, modeled partly on the USDA.2

Henceforth, risk assessment would flow from “scientific advice . . . based
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on the principle of excellence, independence and transparency,” thus
avoiding “opinions . . . guided by interests other than scientific rigour”
(Lafond 2001, 7). Regulatory institutions must be designed so that risk
evaluators can form judgments based on the evidence before them, not
based on extraneous considerations of the potential economic or political
repercussions of regulation.

Precaution, however, pertains not just to the independent evaluation of
existing evidence. More distinctively, it is a matter of how uncertainties re-
garding evidence are handled. In this respect, too, U.S. regulatory practice
has played a crucial role in the evolution of the precautionary idea.
Whether or not the word precaution is used, one can say that the precau-
tionary idea in risk regulation is at work whenever authorities take early
preventive measures to forestall a potential, irreversible danger, even
though causal links in the chain leading to that danger have not yet been
firmly scientifically established. Such an approach is apparent in the FDA
(2000) report “Precaution in U.S. Food Safety Decisionmaking.” The re-
port emphasizes how “risk assessment procedures include . . . conserva-
tive assumptions about uncertainty”—assumptions requiring more safety
than is proven necessary by scientific studies. It asserts that the FDA may
employ “precaution in risk management” to assure food safety “when the
risk assessment indicates significant uncertainty in the probability of the risk
management options to achieve an acceptable level of risk.” Similarly, the
marketing of pharmaceuticals in the United States is governed by precau-
tionary reasoning (Vogel and Bensedrine 2002, 18). In an approximate
way, the adjective precautionary can be applied to any preventive measure
that builds in a large safety margin, or that leaves administrators with a
space of judgment such that they can take early and effective action, inde-
pendently of their ability to establish a need to do so by reference to au-
thoritative quantitative evidence.

Working from this broad conception of precaution, political scientist
David Vogel (2003) notes that “a precautionary approach underlay Amer-
ican food safety regulation,” insofar as companies were required to “estab-
lish the safety of a process or an additive prior to approval.” The Delaney
Amendment of 1958, which prohibited the marketing of any food product
containing a potentially carcinogenic additive, is often cited as an example
of U.S.-style precaution (Jasanoff 2003, 231; Bodansky 1994, 210; Apple-
gate 2000, 421). Sponsors of food additives are “required to make an
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affirmative showing of safety; if this showing falls short, there is no ap-
proval even if there is no affirmative showing of risk” (FDA 2000, 6). U.S.
tort law holds food processors to standards of “strict liability.” The ab-
sence of actual knowledge of a product’s harmfulness does not constitute
a legal defense in such a regime. Moreover, risk-assessment procedures are
made to include numerous conservative assumptions (for example, uncer-
tainty factors for different sensitivities of population subgroups and incom-
pleteness in the database). These effectively operationalize a precautionary
approach. Where new technologies might cause serious, irreversible dam-
age to substantial human interests, uncertainties in the scientific record are
not allowed to forestall regulatory action.

Similar reasoning crossed over into U.S. federal environmental law de-
cades before it became the norm in Europe. The National Environmental
Protection Act of 1969 clearly articulates the state’s precautionary duties.
To protect future generations, the act requires that “accidental and un-
desirable consequences” of human actions be avoided—not just made
subject to legal penalties if they occur (Applegate 2000, 421). Federal
administrators examine any project that might have an impact on the en-
vironment before it is undertaken. In the Clean Air Act (1970 and 1977),
an “ample margin of safety” is applied to potentially dangerous substances.
The Clean Water Act (1972) mentions the goal of “zero emissions.” These
laws embody a precautionary logic insofar as they require a level of safety
that goes significantly beyond what is justified by scientific evidence alone.
The Endangered Species Act (1973) enjoins federal agencies from under-
taking any “irreversible or irretrievable commitment of resources” that
might foreclose “reasonable and prudent alternative measures” to save a
species (U.S. Code 16, §§1533–1539).

In subsequent decades, U.S. environmental law took a quasiprecaution-
ary turn, especially in regard to regulating sources of toxic chemical pollu-
tants. Like the precautionary principle, the policy of pollution prevention
rests on a recognition that certain sources of environmental risk “are in-
visible and otherwise . . . difficult to detect, and . . . may affect health and
cause environmental damage at trace concentrations, although the degree
of uncertainty [concerning their effects] tends to be very high” (Gottlieb
1995, 19). Regulatory action is deemed justified nonetheless. The Toxic
Substances Control Act (TSCA) of 1976 gave the EPA the authority to re-
quire the phaseout of certain toxic substances as well as to control the
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production, importation, and marketing of chemicals found to pose an
“unreasonable risk” (Mazurek, Gottlieb, and Roque 1995, 61). Where
earlier legislation such as the Clean Water and Clean Air Acts applied to
the release of certain substances, the TSCA moved a step back in the pol-
lution chain, regulating the production of toxics. In a related vein, the Tox-
ics Release inventory was established in 1987. This obliged industries 
to report emissions of 329 specified toxic chemicals, thus enhancing the
opportunities for citizen groups to pressure manufacturers to reduce forms
of pollution that correlate with suspicious patterns of illness in the pop-
ulation. Congress passed the Pollution Prevention Act in 1990. This act
aimed at the source reduction of toxics—that is, at diminishing the
amount of hazardous substances released into the environment (Mazurek,
Gottlieb, and Roque 1995, 73). In all these cases, laws favoring pollution
prevention resemble precaution insofar as they call for anticipatory envi-
ronmental action.

Equally worthy of mention in a history of U.S. precaution are judicial
decisions in which some of the laws mentioned above are given an explic-
itly precautionary reading. Interpreting the Clean Air Act in 1976, a fed-
eral appeals court held that

where a statute is precautionary in nature, the evidence difficult to come by, un-
certain, or conflicting because it is on the frontiers of scientific knowledge, the reg-
ulations designed to protect the public health and the decision that of an expert
administrator, we will not demand rigorous step-by-step proof of cause and effect.
Such proof may be impossible to obtain if the precautionary purpose of the statute
is to be served. (Ethyl Corp. v. EPA 541 F.2d1 [DC Cir.1976])

Likewise, in 1975 a federal appeals court ruled in favor of EPA regulations
on asbestos fibers in mine ore effluent, even though there was as yet no
evidence concerning health hazards from waterborne (as opposed to air-
borne) asbestos. There was “some health risk,” the court wrote, so it was
appropriate to take a “precautionary and preventive measure to protect the
public health.”3 The U.S. Supreme Court read the Endangered Species Act
as aiming at a sort of “institutionalized caution” in respect to development
projects that might lead to irreversible damage to a whole species (Ten-
nessee Valley Authority v. Hill, 437 U.S. 153 [1978]).

Finally, the Great Lakes Water Quality Agreement is one of the clearest
examples of precautionary action in the history of U.S. environmental pol-
icy. This agreement, signed between the United States and Canada, has
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decreed a goal of phasing out all persistent toxics in the Great Lakes eco-
system. The precautionary nature of this goal was acknowledged when the
binational commission charged with overseeing this agreement held in
1992 that persistent toxics must be eliminated “whether or not unassail-
able scientific proof of acute or chronic damage is universally accepted”
(quoted in Tickner, Raffensperger, and Myers 1999).

From the laws and court cases cited above, one can infer three essential
features of precautionary action that are embedded in U.S. law. First, it is
recognized that there are risks for which a strategy of anticipatory action
is more reasonable than after-the-fact liability or cleanup. Second, a strong
case can be made for such anticipatory action where there is a danger of
especially serious and/or irreversible consequences. Finally, in cases of this
sort, the absence of firm, quantitative, scientifically validated evidence re-
garding the danger’s probability of occurrence or the causal mechanisms
involved in producing it does not justify deferring preventive measures.
Precautionary elements like these have been pervasive enough in U.S. reg-
ulatory practice to lead James Cameron (1999, 250)—one of the first to
write on the precautionary principle in English—to assert that “no coun-
try has so fully adopted the essence of the precautionary principle in do-
mestic law as the United States.”

That assertion calls, however, for two important qualifications. First, no
principle actually motivated this series of regulatory approaches. Thus,
while the National Environmental Policy Act seems precautionary—it
mandates forward-looking impact assessments of proposed environmen-
tal alterations—it creates no obligation on anyone’s part to mitigate any
dangers that might be discovered. Nor is the existence of the TSCA evi-
dence of a true commitment to preventing uncertain environmental risks.
The EPA has generally avoided giving the TSCA high priority and has been
deferential to industry’s confidentiality claims (refusals to divulge infor-
mation about production processes on the grounds that they involve com-
mercial secrets). It is reported that in the first fifteen years after the TSCA
was passed, the EPA used its “broad authority to restrict the use of toxic
chemicals . . . against only five substances” (Mazurek, Gottlieb, and Roque
1995, 61). In fact, by 1990 the EPA had considered only 386 chemicals for
testing, out of some 70,000 on the market. This contrasts to the explicitly
precautionary chemicals policy proposed by the EU in 2001. The Regis-
tration, Evaluation, and Authorization of Chemicals system will require
industry to use new safety standards in testing the over 30,000 chemicals
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that have been put on the market since 1981. Not surprisingly, Bush ad-
ministration officials geared up to oppose this policy soon after it was put
forward (EPA, Industry 2002).

So, however cautiously the U.S. government has treated some risks at
some points in recent history, precaution is, at most, “a preference” (Apple-
gate 2000, 439) or an “approach” (Graham 2004) in U.S. law. This means
that from time to time, precautionary logic is persuasive to legislators,
judges, and administrators. It is then applied on a case-by-case basis, with
little concern for consistency in comparable cases and no systematic at-
tempt to justify it. A precautionary approach was evident when Canada
discovered a single mad cow in one of its herds. George W. Bush’s Depart-
ment of Agriculture immediately suspended all beef imports from
Canada—without waiting for scientific studies on the extent of the dan-
ger, and without weighing the risks versus the benefits of the ban (Canada
Stunned 2003). The precautionary approach makes judgment a matter of
official discretion. Discretion means that considerations such as market ef-
ficiency and utilitarian optimization can easily overrule precaution (Apple-
gate 2000, 429). A precautionary approach refuses to acknowledge the
existence of certain risks whose seriousness gives them a different moral
status from those involved in situations of more limited danger.

Second, recent decades have seen persistent efforts to make the U.S. reg-
ulatory regime less precautionary than it was in the 1970s. A 1980 decision
by the U.S. Supreme Court marked a turning point (Jasanoff 2003, 234–
236; Bodansky 1994, 204). The case of Industrial Union Department,
AFL-CIO v. American Petroleum Institute turned on whether the Occu-
pational Safety and Health Administration had to demonstrate a “signifi-
cant risk” before it could regulate a toxic substance (here: benzene) in the
workplace. The Court majority held that regulators had to provide quan-
titative evidence justifying their standards; otherwise, the Court reasoned,
government agencies might choose to regulate any of “thousands” of sus-
pected carcinogens, thus imposing “enormous costs that might produce
little, if any, discernible benefits” (448 U.S. 607 [1980]). The intention was
to limit the right of standard-setting agencies to make qualitative judg-
ments about potential dangers when the evidence was scant or ambiguous.
This decision made quantitative risk assessment essentially obligatory for
all U.S. agencies involved in health regulation. Executive Orders from pres-
idents Reagan, Bush, and Clinton essentially followed suit: all major rules
proposed by federal agencies were to be preceded by a cost-benefit analysis
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and were only supposed to go forward if the benefits exceeded the costs
(Sunstein 2002, 20–21). Congress reduced the scope of the Delaney amend-
ment in 1996 so that it no longer applied to pesticide residues in foods.4

Over the same period, the United States has foresworn the leadership role
that it once played in promoting international environmental agreements
(Paarlberg 1999). That earlier leadership role was evident, for example, in
the phase out of CFCs. The United States prohibited the use of CFCs as
aerosol propellants in 1977—a decade before the links between CFCs and
ozone depletion were well established. Cautious reasoning of that sort has
not been allowed to determine U.S. policy with respect to greenhouse gas
emissions or GMOs.

The absence of an articulated precautionary principle in U.S. law, or in
its political discourse more generally, has made it difficult to mount resist-
ance to these changes—or even to perceive them as a shift in emphasis
within a regulatory regime. U.S. precaution has always been ad hoc and dis-
cretionary. Policy gets shaped through incremental adjustments, the grad-
ual building of precedent, and a pragmatic balancing of competing
considerations. Since there is no principled expectation in favor of precau-
tion, ad hoc, discretionary policies that are non-precautionary in nature
seem consistent with the regulatory regime.

At the same time, however, it cannot be said that recent nonprecaution-
ary developments signal a definitive rejection of precautionary reasoning.
Most of the statutes and judicial decisions mentioned earlier remain on the
books. Precautionary assumptions—ones that deliberately overestimate
the risk from pollution where human and environmental health are con-
cerned—continue to guide risk assessments by the EPA (General Account-
ing Office 2000). There are examples extending from the 1980s all the way
up to the present showing that a precautionary logic continues to have a
place in U.S. regulatory practice (Wiener and Rogers 2002; Jasanoff 2000).
When all of these precedents are taken into account, it is impossible to af-
firm the “conventional wisdom” that pits a precautionary Europe against
a risk-taking United States. 

Is European Precaution Really Principled?

Perhaps, though, a closer look at European risk management would reveal
that its precautionary measures are not really principled either. Compar-
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ing a wide range of perceived dangers, Jonathan Wiener and Michael
Rogers (2002, 322–23) observe:

Europe appears to be more precautionary than the US about such risks as GMOs,
hormones in beef, toxic substances, phthalates, climate change, gun and antitrust/
competition policy. The US appears to be more precautionary than Europe about
such risks as new drug approval, the ban on CFCs in aerosol spray cans and the
ban on supersonic transport to protect the stratospheric ozone layer, nuclear en-
ergy, lead in gasoline, particulate air pollution, highway safety, teenage drinking,
cigarette smoking, mad cow disease in blood donations, potentially violent youths,
“right to know” information disclosure requirements, and missile defences.

That observation leads them to conclude that precaution depends on “the
context of the particular case” and not on some “overarching national reg-
ulatory posture” (342).

Such a conclusion has the merit of reminding us how difficult it is to de-
velop valid, cross-national generalizations about the objects of regulatory
concern. In different countries, perceptions of risk vary considerably and
the range of regulatory response is even wider. Factors that help account
for the international variability of regulatory outcomes are legion. There
are differences in political structure—for example, the presence or absence
of environmental parties in parliaments as well as diverse ways of incor-
porating technical expertise in decision making (Jasanoff 2000, 73). Cul-
turally rooted dispositions in regard to certain products (for instance, a
country’s favorite foods) play a role (Echols 1998). The ease or difficulty
of bringing liability lawsuits affects the felt urgency of regulatory reform.5

The availability or not of judicial review in the countries’ legal traditions
shapes politicians’ willingness to undertake precise regulatory commit-
ments (Wiener and Rogers 2002, 240). The relative power of particular in-
terest groups in different nations’ economies creates varying degrees of
enthusiasm for regulatory measures that might put an important industry
at a competitive disadvantage in international trade.

The factor that seems to play the largest role in determining whether cer-
tain risks become matters of regulatory concern is their ability to remind the
public of a disaster or regulatory failure of recent occurrence. Comparative
risk specialist David Vogel (2003) argues that for both the United States and
Europe, this phenomenon helps explain the emergence of precautionary-
type regulations at different points in time. If Americans demanded more
stringent regulation starting in the late 1960s, it was in the wake of their
exposure to the thalidomide scandal (1962), Rachel Carson’s Silent Spring
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(1962), Ralph Nader’s Unsafe at Any Speed (1965), Love Canal (1977), and
Three Mile Island (1979). Regulatory reforms took place in the 1970s and
1980s and authorities regained the public’s confidence. In the absence of
any major public health crisis in the 1990s, there has been no groundswell
of support for new types of precautionary legislation.

Over approximately the same period, recounts Vogel, Europe went from
a relatively low level of regulatory initiative to a state of high alert. A series
of regulatory scandals and breakdowns in the 1980s and 1990s under-
mined the credibility of health and environmental authorities, leading to
calls for heightened regulatory vigilance. The Chernobyl nuclear accident
spread a radioactive cloud over Europe in 1986. Notoriously (and ludi-
crously) French authorities claimed that meteorologic conditions had
stopped the cloud at the French border. That same year, a major chemical
fire at the Sandoz factory dangerously polluted the Rhine River. Again, 
that same year, the first cases of an entirely new cattle disease were offi-
cially acknowledged in Britain. Nothing did more damage to the reputa-
tion of European regulatory systems than the crisis that grew out of the
spread of mad cow disease.

Bovine spongiform encephalitis (BSE) resembles another brain-wasting
animal disease with which scientists had long been familiar: sheep scrapie.
So it took less than a year to arrive at the hypothesis that the two diseases
were linked. How might cows contract a disease hitherto confined to sheep?
Sheep—including infected ones—were ground and reprocessed into the
feed designed to give extra protein to cattle. Yet, even as scientists grew
more certain that this link explained the disease, numerous questions re-
mained unanswered. What was the specific pathogen involved? What parts
of the cow were infected? Were there risks for human beings in eating in-
fected cows? Ten years passed between the first hypothesis of the cause
of the disease and the British government’s announcement in March 1996
that eating infected beef could indeed cause a similar fatal illness in human
beings—new variant Creutzfeldt-Jakob (NVCJ) disease.

Between 1986 and 1996, the British Ministry of Agriculture repeatedly
used the uncertainties surrounding the disease as a pretext to avoid taking
decisive preventive steps, out of fear that such measures might damage the
British beef industry. In 1987 and 1988, the meat of infected animals
remained on sale for human consumption. Up through 1990, British au-
thorities balked at accepting new slaughtering methods that might mini-
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mize the likelihood of infected organs contaminating meat. In 1990, the
minister of agriculture told the House of Commons that there was “clear
scientific evidence that British beef is perfectly safe” (Hansard quoted in
Zwanenberg and Millstone 2001, 161). Although Britain ceased using ru-
minant protein in ruminant feed in 1988, contaminated feed continued to
be used for nonruminants (for example, pigs and poultry), and Britain con-
tinued to export the feed to other European countries. Cows in whom the
disease might still be incubating continued to be exported through 1989.
BSE thus spread into Europe’s free internal market. Not until 1994 did the
European Commission ban feeding ruminant animals with meat and
bonemeal. Not until 1996, when the British announced evidence that BSE
had caused NVCJ disease in humans, did the commission ban British meat
for commerce in the EU.6

Because NVCJ is a disease with a long incubation period, it is difficult
to predict what the final human cost of these policy errors will be. Esti-
mates of new cases of NVCJ that might occur in the future range between
one hundred and one million (Collinge 1999).

Unsurprisingly, Europe’s regulatory failures stirred cries for reform and
greater caution. GMOs were the first targets of this heightened sensitivity.
The first shipment of transgenic crops to Europe arrived only seven months
after Britain’s devastating announcement that eating infected beef could
induce NVCJ. Small wonder, then, that GMOs were greeted with the label
“mad soybeans.” Scientists insist that mad cow disease and genetic engi-
neering are entirely separate issues (Houdebine 2000, 105–114). But a
series of troubling resemblances caught the public imagination. In both
cases, the drive for intensified, industrialized production determined how
food was being treated, the significance of species boundaries was denied,
and government officials claimed that the scientific evidence was sufficient
to assure the public of the safety of the resulting foodstuffs. That Euro-
peans demanded greater “precaution” in handling GMOs than had been
exercised in relation to British beef thus seems like a perfect example of a
contingent reaction to a policy failure. Like Americans in the 1970s, trau-
matized Europeans wanted enhanced regulatory protection in the 1990s.

Such a reading, however, seriously understates the significance of the
precautionary principle in European thinking. It makes the precautionary
principle appear, once again, as a mere approach. Now we use precaution
(when the public demands it), and now we don’t (once the crisis has past.)
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Yet the European reaction to GMOs in 1996 was not just a crisis response.
Chapter 1 showed how Germany’s precautionary biotechnology policies of
the 1980s became the basis for Europe-wide regulations in the early 1990s.
The EU had adopted the precautionary principle as a founding principle of
community environmental law in 1992, and when GMOs arrived, many
member states were still in the process of transposing the principle into na-
tional law. The continuity of this history demonstrates a consistently deep-
ening commitment, arising out of a set of reflections about the state of the
world. What principled precaution means, and the case for proceeding
in a principled fashion, emerges from three key moments in its European
development.

First, scholars usually trace the European roots of the precautionary
principle to the Vorsorgeprinzip that was written into German environ-
mental law in the 1970s (Ewald, Gollier, and Sadeleer 2001; O’Riordan
and Jordan 1995; Bourg and Schlegel 2001). The precautionary principle
has appeared in German policymaking regarding acid rain and justifica-
tions for energy tax policies designed to reduce the consumption of fossil
fuels (Boehmer-Christiansen 1994, 49). Vorsorge means foresight or an-
ticipation, with overtones of deliberate planning. In one of its earliest ap-
plications, German air-quality legislation called for using state-of-the-art
technologies—rather than proportioning pollution control requirements
to predictable environmental damages. Likewise, lawmakers were advised
that the complexity of the North Sea ecosystem made it too difficult to
trace cause-effect relationships between specific pollutants and environ-
mental damage. Precaution dictated generalized preventive measures, es-
pecially reducing the emissions of hazardous substances at the source by
using the best available technology (von Moltke 1988, 59). By 1984, Vor-
sorge was understood to call for “the early detection of dangers to health
and environment” as well as “acting when conclusively ascertained un-
derstanding by science is not yet available” (Boehmer-Christiansen 1994,
37). “Proof of damage is not required . . . when irreversibility is feared,”
added the authors of the 1984 West German government report on the pro-
tection of air quality.

These ideas resemble those that make up the “precautionary ideal” in
the United States—except that in Germany, Vorsorge immediately had the
force of a moral requirement (Gebot). The Vorsorgeprinzip is not a gov-
ernment command. It serves instead as “a philosophical principle and tool
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of persuasion to justify the setting of ambitious environmental targets”
(Boehmer-Christiansen 1994, 55). Appeals to Vorsorge tend to appear
early in the policymaking process, where its function is persuasive, not
punitive. It creates a normative orientation for policy across a wide range
of issues, such that a foresightful duty of environmental care obtains even
where the scientific evidence of harm is not yet dispositive. Vorsorge favors
the general implementation of “best practice” in relation to a potential en-
vironmental problem, not deciding on what measures to take by balancing
predictable benefits and known costs.

Indeed, Germany added the Vorsorgeprinzip to four other fundamental
principles of environmental policy in 1976 precisely in order to counter-
balance tendencies within the policy process to make economic feasibility
the decisive test of policy desirability. German guidelines speak of an “im-
perative to minimize risks.”7 Minimizing contrasts to optimizing. Opti-
mizing would suggest quantifying as much as possible the costs and
benefits of alternative environmental protection measures, then choosing
the one that brought the greatest net benefits. Minimizing, on the other
hand, foregoes balancing in favor of reducing potentially damaging prac-
tices as much as possible. A precautionary strategy makes sense in cases
where the quantification is undependable, where optimization has a record
of sanctioning lax environmental protection, or where irreversible dam-
ages are possible. It would doubtless be an exaggeration to say that the
Vorsorgeprinzip requires that environmental protection measures be cho-
sen entirely independently of their economic feasibility. Still, it calls for
“doing more than is necessary by other criteria” (von Moltke 1988, 60).

The second source of principled precaution is the thought of philosopher
Hans Jonas, particularly his 1979 book, Das Prinzip Verantwortung (lit-
erally, “the responsibility principle,” but translated as The Imperative of
Responsibility). It is a significant index of the difference between European
and U.S. precaution that European historical accounts almost always men-
tion Jonas’s work while English language treatments usually ignore it.8 I
work to correct that oversight in chapter 4. What is crucial in the present
context is that Jonas presents the issue of preventive environmental action
in terms of a new ethical principle.

A new principle is needed, Jonas argues, because humankind’s techno-
logical power has created an ethical gap. In the past, humanity was effec-
tively part of nature and had to suffer its power. Nature served as a limit to
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our activities and it managed to recover its balance after human interven-
tion. But now our technologies allow us to transform the whole world—
with the potential for life-threatening environmental side effects. Because
of this unprecedented power, our traditional ethics, which were designed
to order relations between people (and not between people and nature) no
longer suffice. A new ethic is needed, Jonas contends, one that emphasizes
not our rights to action but rather our responsibilities toward others,
especially future generations. Uncertainty about the extent of potential
future catastrophes does not exonerate us from responsibility. Should
“uncertainty . . . be our permanent fate,” Jonas (1984, 191) maintains, we
must deduce from that certain “moral consequences.” As Jonas reasons,
when it is a matter of serious, global dangers for which the scientific evi-
dence is too undeveloped to allow us to calculate probabilities, we need
only imagine the possible effects of our choices. The mere possibility of a
consequence disastrous for the future of humanity justifies forbearance
(Jonas 1984, 25–38).

More explicitly than had ever been done before, Jonas made the case that
decision making in relation to potentially catastrophic risks carries with it
moral responsibilities of such weight that only a principle, not pragmatic
balancing, is appropriate. That sort of reasoning has gained wide currency
in Europe. Jonasian echoes are unmistakable in the words of a European
Commission spokesperson, who defends precautionary chemical testing:
“If there is scientific uncertainty as to the nature of a risk . . . , those in
public office charged with protecting the public health . . . have a duty to
respond and not wait until their fears are realized, until the worst is hap-
pening” (Government, Chemical Industry 2003).

The third distinctive feature of European precaution consists in state-led
efforts—ongoing since the late 1990s—to shape a statement of principle
that fits the range of serious risks encountered in technological societies.9

Individually and collectively, European countries have sought to sharpen
the definition of the precautionary principle and structure its implementa-
tion. Their goal has been to enhance its acceptability as a general rule gov-
erning risk management at an international level.

Delimiting the field of the principle’s application has been at the heart of
these efforts. When is precaution called for? The 1987 Ministerial Decla-
ration of the Second International Conference on the North Sea (when pre-
caution made its first explicit appearance in an international treaty) stated
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that a precautionary approach “may require action to control inputs of
[the most dangerous] substances [into the North Sea] even before a causal
link has been established by absolutely clear scientific evidence.” The dec-
laration targeted “polluting emissions of substances that are persistent,
toxic, and liable to bioaccumulate.”10 Precaution was deemed appropriate
in relation to pollutants whose characteristics made them particularly
likely to create long-term problems in a complex, geographically extensive
ecosystem. It was recognized that the complexity of the system and the de-
layed manifestation of consequences made acquiring “absolutely clear sci-
entific evidence” problematic.

Subsequent formulations have not always followed that precedent of ex-
plaining the conditions of precautionary action. The precautionary prin-
ciple was included by name in the 1992 Treaty of the European Union
(Maastricht Treaty). Unfortunately, no further definition was offered.11

The intention, apparently, was the broad one of favoring a preventive
rather than a reactive approach to environmental policy (Weale 1992, 80).
In such a context, precaution can be made to apply to almost anything. In
France since 1995, fear of GMOs along with regulatory failures such as the
spread of mad cow disease and the marketing of chicken containing the no-
torious pollutant dioxin have made the precautionary principle almost a
household word. It is encountered weekly, if not nightly, on newscasts and
in the daily papers. But the meaning of household words can be as untidy
as our households. When the authorities were caught unprepared to handle
the traffic jams of winter vacationers returning to Paris, they were criti-
cized in the name of the precautionary principle; precautionary measures
were urged against a school director suspected of being a Scientologist
(Bourg and Whiteside 2003, 166).

There is a certain logic in such appeals. It is always possible to call for
greater caution in the face of a risk. After some undesired consequence ma-
terializes, one often wishes that preventive measures had been taken ear-
lier. Yet the history of the precautionary principle shows that it was not
conceived simply to codify increased risk aversion across the whole range
of risks. It originated in attempts to deal with environmental problems like
pollution in the North Sea, where ecosystem complexities made it impos-
sible to predict the long-term effects of discharges (Sadeleer 2001a, 549).

Nowhere has the debate over the principle’s appropriate field of appli-
cation been pushed further than in France. In 2002, the French government
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appointed the so-called Coppens Commission to develop language—in-
cluding precautionary language—for a “Charter for the Environment” to
be added to the Constitution. The most divisive issue facing the commis-
sion was whether to make precaution an approach or a principle. Signifi-
cantly, the defenders of principled precaution (the position that prevailed)
argued in terms of its appropriateness in handling “a new category of
risks.” These risks, they explained, “are not accidental, but rather are
gradual or delayed [in manifesting their effects]; they cannot be separated
from accumulative processes that occur over a relatively long period”
(Ministère de l’Écologie et du Développement Durable 2003, 43). The case
for precaution rises to the level of principled action especially for “delayed,
global risks” that are “serious, because they concern ecosystems that con-
dition the reproduction of the conditions of our existence, and irreversible,
because they involve mechanisms and systems marked by great inertia”
(Bourg and Whiteside 2003, 160).

Such reflections help distinguish precaution from general risk aversion
in the face of uncertainty. They call attention to characteristics of environ-
mental systems that in twentieth-century experience, have repeatedly
made conventional, science-based risk assessment underestimate their vul-
nerabilities. These factors include the existence of initially unsuspected
interconnections between phenomena; the systems’ tendency to displace,
preserve, and concentrate chemicals; their inertia; and their susceptibility
to dramatic change once certain thresholds are crossed. Uncertainty
plagues these risks precisely because of the characteristics that make them
so environmentally problematic. While this reasoning follows up on Jonas’s
concern about new risks that flow from our unprecedented power to affect
the global environment, it does not limit itself to situations endangering
the entire future of humanity.

Keeping Precaution Reasonable

One might still object that European statements of principle hardly answer
all of the questions about when precaution is required. Is the potential dis-
appearance of a single species of fish sufficiently “serious” to justify a pre-
cautionary response? (Just any species? The snail darter?) Does every
persistent chemical fall under precautionary suspicion or just the ones for
which there is already some evidence of potential harmfulness? Is an envi-
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ronmental change really “irreversible” if a remedy can be found for its
harmful effects (for example, a medical treatment is discovered that pro-
tects against the cancerogenic effects of long-term exposure to a pollu-
tant)? Precaution’s defenders generally admit that ambiguities remain
regarding how serious potential damages have to be in order to trigger the
precautionary principle, how much scientific evidence is necessary in or-
der to make the existence of a threat plausible, and what measures are ap-
propriate in response (Godard 1997a; Sadeleer 2001b).

No concise statement of principle is going to resolve all cases. The mean-
ing of characteristics such as serious or irreversible will have to be subject
to further legislative and jurisprudential clarifications. In that respect,
however, the precautionary principle is hardly different from any other ori-
enting principle of government action. Committing to “equal opportunity
employment” or “cost-effective” regulation leaves open innumerable de-
tails of definition, scope of application, appropriate forms of measure-
ment, procedures of implementation, and arbitration with competing
values. Open-endedness hardly means that such principles are vacuous—
much less “mythical.”

Moreover, it is possible to adjust precaution in ways that are responsive
to critics’ concerns, without giving up on its principled character. One
such adjustment would bring certain economically inflected criteria into
its definition. The Rio Declaration of 1992, for example, states that pre-
caution means not “postponing cost-effective measures to prevent envi-
ronmental degradation.” France followed this lead in the so-called Barnier
Law (1995). Its version of the precautionary principle holds that “the lack
of certainty . . . must not delay the adoption of effective and proportion-
ate measures that aim to prevent a risk of serious and irreversible damage
to the environment.” In effect, such wording heeds critics who complain
that a principled commitment to precaution is too costly. One reason to
favor a precautionary approach, they might say, is to avoid making admin-
istrators apply precautionary measures to cases where the chances of en-
vironmental damage seem particularly far-fetched or the expense of such
measures will be particularly burdensome. Including the language of
proportionality in the precautionary principle is designed to accommodate
this critique, while preserving the principle’s moral force.

Not all defenders of precaution are happy with a version of the principle
that includes economically inflected criteria. In their seminal article on the
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precautionary principle, James Cameron and Julie Abouchar (1991, 6)
claimed that the Vorsorgeprinzip cannot count as truly precautionary be-
cause German law “marries precaution to economic considerations.” They
argued that such considerations have been used to justify the nonimple-
mentation of precautionary standards.12 Past regulatory failures like
Britain’s mad cow debacle have occurred when administrators failed to
take precautionary measures for fear of hobbling an industry or slowing
the economy. Building a requirement of cost-effectiveness into the pre-
cautionary principle seems to subvert its purpose. That purpose, some
contend, is to articulate a logic distinct from quantitative risk assessment
and normatively superior to it. “Proportionality,” too, contradicts the very
logic of precaution, asserts philosopher Jean-Pierre Dupuy. Precaution
applies where environmental effects are poorly understood. GMOs, for
example, may be innocuous—or they may have as-yet-unforeseen, irre-
versible, negative consequences for the global food supply and the envi-
ronment. What is a proportionate policy in relation to an unknown
danger? Proportional to what? Doesn’t the proportionality of precautions
depend entirely on whether catastrophic consequences occur—which is
precisely what we do not know (Dupuy 2002, 103–104)?

Not necessarily. Legitimate social concerns about cost and proportion-
ality can be taken into account without setting them up to trump precau-
tionary reasoning. In the EU, cost-benefit estimates are allowed to
influence the choice of measures used in precautionary action, but not to
determine whether precautionary action is taken in the first place (Christo-
forou 2003, 249). More generally, cost concerns can be brought into a risk-
management process that is structured as a whole to achieve precautionary
effects. Insofar as figures are available at all, measures of cost-effectiveness,
for example, have a place in deliberations over risk at certain stages in the
evaluation process—not to determine the outcome but to inform the de-
liberators’ judgment. For precautionary reasons discussed earlier, the delib-
erative body should be composed in a way that fosters its independence
from outside economic pressures. Then, independent risk assessors are in
a position to decide how pertinent the cost figures are. Deliberators can
judge that certain figures are persuasive because of the care that went into
gathering them and the soundness of the methodology used in their com-
pilation. In other cases, however, the deliberators may find reasons to dis-
count them. They may ascertain that in this or that case, quantitative
assessments were one-sided, overoptimistic, or simply speculative. They
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may decide to reject them because they discover biases in their sources. At
all events, the figures become part of a precautionary evaluation, not su-
perior to it.

Precaution’s principled status can be further secured by adding rules to
ensure the fairness of its application. Among U.S. critics, accusations that
the precautionary principle is nothing more than a pretext for protection-
ism are common currency (EU Fear-Mongers 2002; Kilama 2003). The un-
folding of the GMO controversy illustrates how such charges undermine
attempts to find a precautionary regulatory consensus at an international
level. On the U.S. side, Republican Senator Jim Talent of Missouri charged
that “there is no reason other than market protection not to permit biotech
product into Europe” (U.S. Takes Aim 2003, A1). George W. Bush has
accused the Europeans of having “blocked all new bio-crops because of
unfounded, unscientific fears” (U.S. Takes Aim 2003, A1).

When encountering such charges, a healthy reaction is to remember that
the word science hardly ensures that a policy is free from commercial fa-
voritism. In what looks like the exact opposite of precautionary politics,
the USDA specifically forbade an American slaughterhouse from testing
for mad cow disease (Barred from Testing 2004). The government claimed
there was “no scientific justification” for such testing. Do not miss the
irony: the government appealed to science to justify not undertaking sci-
entific tests. It was not special concern for consumer health that motivated
this policy. The USDA was responding to pressure from the largest meat-
packing companies. The industry feared that if one distributor could apply
a “BSE-free” label to its beef, consumers would start to question the safety
of any meat that was not so labeled. The companies worried that market
pressure would eventually force all of them to adopt expensive testing pro-
grams. And so in the name of science, the government stepped in. In the
case of GMOs, Europeans sometimes argue that the supposed scientific
grounding for U.S. policy is really only a stratagem used to protect Amer-
ica’s lead in the field of agricultural biotechnology (Whiteside 2003b, 84).
Charges of commercial favoritism can be exchanged all too easily. Each
side impugns the motives of the other, with little attempt to examine the
factual basis of their charges or their consistency. Founded or not, such ac-
cusations inflame emotions and stall effective action.

To allay concerns that precautionary regulation could mask protec-
tionist impulses, the European Commission issued a communication in
February 2000 that spelled out the conditions for a “Recourse to the
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Precautionary Principle.” In addition to requiring proportional measures
and comparative examination of the benefits and burdens of proposed
courses of action, the commission elaborated on two criteria designed to
promote fairness: The criteria of nondiscrimination and coherence.
Nondiscrimination means that “comparable situations are not treated dif-
ferently. . . . Precautionary measures should apply so as to attain an equiv-
alent level of protection, regardless of geographical origin or the nature of
production.” Coherence entails a commitment to ensuring that new pre-
cautionary measures are comparable in type as well as the scope of appli-
cation to measures already taken in equivalent areas where scientific data
are more certain (Commission européenne 2000). The commission’s crite-
ria make explicit what is implicit in the concept of a principle: all parties
who accept a normative rule agree to submit their claims to procedures
of debate that check their accuracy. Arbitrariness is limited by requir-
ing appeals to evidence, testing for consistency, and setting standards for
impartial testimony.13 Missing from the commission’s list, however, are
any requirements of transparency and publicity. I will argue for these in
chapter 5. 

Precaution and Free Trade: Opposing Principles?

Ideas such as those embodied in the European Commission communication
or France’s Environmental Charter attempt to reconcile the precautionary
principle with the practices of liberalized international trade. The question
raised by such efforts is whether the precautionary principle is only a cir-
cumscribed exception to “free trade” or it constitutes a far-reaching,
environmentally inflected reinterpretation of the very conditions of inter-
national commerce. Recurrent, unresolved disputes between Europe and
the United States in the 1990s tip the balance in favor of the latter view.

The precautionary principle emerges at the intersection of two of the
most powerful “globalizing” trends at work in the world today. In the
words of international relations theorist David Held (2002, 60–61), “glob-
alization” refers in one sense to the “growing magnitude of networks and
flows of trade, investment, finance, culture and so on.” In another sense, it
alludes to “the deepening impact of global interactions and processes,” in-
cluding environmental ones. The precautionary principle is clearly a reac-
tion to the second sense of globalization. The number of treaties invoking
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the principle attests to the growing international awareness that ostensibly
local actions such as dumping wastes into the ocean or propagating GM
crops actually affect environmental conditions across vast areas—in some
cases, around the globe. Only concerted action on a global scale can pro-
tect common goods like species diversity and climate stability. At the same
time, the globalization of trade and finance in the 1980s and 1990s means
that to an unprecedented degree, national borders have become permeable
to investment capital, manufacturing, and goods. In the United States,
presidents from Reagan to Clinton championed free trade agreements. In
Europe, the Single European Act of 1986 knitted members of the European
Community into a more integrated trading bloc. At the level of interna-
tional commerce generally, passage from the General Agreement on Trades
and Tariffs to the WTO created a more comprehensive system for moni-
toring the implementation of trade agreements as well as a new system 
of arbitration to resolve disputes. These developments mean that barriers of
all sorts—tariffs, import quotas, arbitrary product specifications used to
prohibit the sale of goods, subsidies to favored industries—have recently
been dismantled in favor of so-called free trade. Trade liberalization is sup-
posed to promote greater efficiency in the use of resources, greater con-
sumer choice, and more rapid economic development.

These two forms of globalization often pull policymakers in opposite di-
rections. Free trade requires that countries open their borders to products
manufactured elsewhere. But then if there is a breakdown in the originat-
ing country’s product-safety system, importing countries may find their
own safety and environmental standards compromised. This is exactly
what happened with the mad cow scandal: infected British beef spread into
Europe’s food distribution system. The solution would seem to be to allow
countries to refuse entry to dangerous products. That solution, however,
raises troubling questions for defenders of free trade. Who determines
what is dangerous? How dangerous? How is “dangerous” distinguished
from “unwanted” (because some domestic constituency is determined to
hang on to its profits or jobs)? Such concerns explain why one so often
hears that environmental and safety measures are a pretext for protection-
ism pure and simple. Furthermore, trade liberalization implies easing the
movement of capital, not just products. Businesses move geographically in
search of conditions most advantageous to production. Under such con-
ditions, governments can be tempted to compete for business by offering
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comparatively lax environmental standards. One solution might be for
environmentally responsible governments to put tariffs on products im-
ported from the laxest countries, if not to ban them entirely. Again, free
trade would suffer.

The point of international environmental agreements is to overcome
these tensions by means of mutually acceptable standards, principles, and
procedures. In the 1960s and 1970s, the European Community worked to
harmonize the national standards of member countries so that concerns
about food additives, pesticides, plant diseases, and so forth would no
longer impede the movement of foodstuffs. In a similar vein, the United Na-
tions set up the Codex Alimentarius Commission to develop international
standards for food safety. In its 1994 SPS agreement, the WTO encouraged
the adoption of these standards for the worldwide food trade and required
any state wishing to restrict imports according to more stringent standards
to demonstrate a scientific basis for doing so (Pollack and Shaffer 2001,
157–160). In principle, one can have both free trade and environmental pro-
tection, provided that all parties to trade submit themselves to a common
set of norms for environmental protection (Victor 2000, 158–160).

The spread of the precautionary principle in international treaties can be
seen in this light. As Steven Bernstein (2002, 3) contends, since the 1980s,
“sustainable development [has become] the dominant conceptual frame-
work for responses to international environmental problems.” Since de-
velopment cannot be sustainable if development-supporting ecosystems
are permanently damaged, such damage must be scrupulously avoided
(Zuindeau 1997, 197). In essence, the precautionary principle, in the elab-
orated form that has gradually taken shape in Europe, is a new, candidate
norm for international agreement. It responds to the question, How shall
competitive nations with divergent trade interests proceed in situations
where there is a possibility that proposed technologies or practices may
cause serious, irreversible damage to people and the environment, and yet
in which scientific uncertainties make it impossible to determine the prob-
ability of such an eventuality? Shall they come to no agreement at all and
therefore each set their own standards? Nonagreement is clearly unsatis-
factory if the actions of some nations impose grave dangers on all. Shall
they then agree to regulate the technology or practice, but only if it fails the
tests of science-based risk assessment? That response, however, overstates
the capabilities of science-based risk assessment to furnish timely and ac-
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curate predictions of impacts in many situations of environmental com-
plexity. The incorporation of the precautionary principle into agreements
like the Rio Declaration and the Treaty on the European Union suggests
the emergence of a growing international consensus that taking precau-
tionary measures is the more reasonable course in such situations. Ac-
cording to this reasoning, the precautionary principle is a component of
“liberal environmentalism.” It is one clause in a much larger, liberal inter-
national settlement. That settlement itself places environmental protection
within a broader set of commitments to preserve state sovereignty over re-
sources, promote free trade and economic growth, and favor market in-
struments (as opposed to direct state regulation) as a means to achieve
environmental ends (Bernstein 2002, 4).

Yet such reasoning itself understates the degree to which the precau-
tionary principle challenges the premises of liberal environmentalism. See-
ing this challenge is crucial to understanding why the United States and
Europe have so often been at loggerheads in recent years. One reason to
think the precautionary principle might be at odds with liberal environ-
mentalism is that liberal arrangements seem incapable of actually prevent-
ing severe ecological problems. Bernstein (2002, 3)—who is not overtly
critical of the liberal environmental settlement—nonetheless notes that it
“may be vastly inadequate to significantly forestall, let alone stop or re-
verse, current trends in greenhouse gas emissions that lead to climate
change.” Now concluding that existing measures may be “vastly inade-
quate” to prevent enormous, long-term damage affecting billions of
people is not a minor criticism of liberal arrangements. It is precisely such
concern that motivates many defenders of the precautionary principle.
They want a new and more stringent standard of environmental care be-
cause the liberal compromise offers insufficient protection against poten-
tial catastrophes. In that case, the precautionary principle is not part of
liberal environmentalism. It becomes a superior norm. When it is rightly
invoked, liberal trade policies must give way.

The philosophical clash between liberal environmentalism and the pre-
cautionary principle is even more strongly highlighted when scientific un-
certainty is taken into account. Nicholas de Sadeleer (2001b, 91) expresses
well just how central science has been to modern concepts of legality and
responsibility:
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Since the beginning of modern times, positive law has been connected with scien-
tific certainty: In order to be allowed to deviate from the principle of the free cir-
culation of goods, national regulations must prove with certainty that a risk is
present; to get damage reparations, the victim must demonstrate the existence of 
a causal link between the damage suffered and the event . . . ; permission to sell a
product or a new technology can only be denied if an alleged risk is proven. This
assumes not only continual recourse to scientific expertise but also that these ex-
perts be able to offer . . . completely reliable answers.

The reliability and universality of scientific understanding are supposed to
cut through the innumerable subjective reasons that individuals and states
use to protect their own interests. Claims based on economic advantage,
prestige considerations, and cultural differences are all tested according to
scientific protocols designed to guarantee objectivity. This is what under-
lies the U.S. government’s position in favor of science-based risk assess-
ment. The United States will agree to restraints on trade, even to its own
disadvantage at times, but only on one condition: there must be good, sci-
entifically established reasons that justify the other party’s policies. But to
the extent that the precautionary principle validates scientific uncertainty
as a reason to restrain trade, it shakes the foundations of international
agreements. Where uncertainty afflicts risk assessment, agreement has to
be reached in a new way. All parties seek out a set of morally grounded
rules and procedures that they recognize as reasonable to adopt in the face
of serious potential harm. Once more, the precautionary principle appears
not to extend the liberal environmental settlement but to challenge it at
its core.

The controversy over GMOs bares yet another stumbling block on the
route toward international consensus. Liberal trade agreements rest on a
distinction between products and the processes used in creating them (Go-
dard 2001a, 55–56). Importing countries may legitimately assess products
for their intrinsic safety and healthfulness. But the WTO generally forbids
countries from erecting import barriers because of objections about the
production processes that created the good. In practice this means that
with few exceptions, importing countries may not refuse products just be-
cause they deem workers in the exporting country to be underpaid or they
condemn the environmental damage the production causes there. The
distinction between products and processes facilitates free trade by disal-
lowing far-reaching, subjective, political judgments that might otherwise
interfere with the exchange of goods.

86 Chapter 3



As the GMO case demonstrates, there can be precautionary reasons to
challenge the product/process distinction. European regulatory systems
subject the process of gene splicing to precautionary scrutiny because of
uncertainties regarding engineers’ abilities to control the traits that are
transferred and understand how these new organisms will behave in the
environment. In order to treat GM crops with precaution, it is necessary to
apply preventive measures along the entire chain of production: from lab-
oratories that develop seeds, to open-air field experiments, to crops and
their surroundings, to separate facilities for transporting and stocking
foodstuffs, to appropriately labeled products that end up on supermarket
shelves. A breakdown at any point in this regulatory chain can give rise to
claims that precaution has not been observed—and therefore that com-
merce in these goods can be legitimately interrupted. The precautionary
principle requires supplying not only regulators but also consumers with
the information they need in order to spot potential anomalies and side
effects at any point in the production process. In effect, the precautionary
principle encourages individuals and states to think of themselves not
only as competitive, self-interest-maximizing consumers (as in the liberal
model) but as citizens whose vigilance protects the common good. In fact,
that orientation toward a citizenship perspective can be considered a
fourth point of conflict between the model of liberal environmentalism and
the precautionary principle. Chapter 5 examines that conflict in detail.

These conflicts go deeper than disagreements over the merits of a few
products or risk-assessment methods. They call into question many com-
monly held “liberal” assumptions about the relationship between free
trade generally and the common well-being, the possibility of discovering
truths that provide objective and politically neutral grounds of consensus,
and the relative importance of consumer and citizenship roles in the indi-
vidual’s life. In other words, the precautionary principle does much more
than ratchet up widely held expectations of how to handle environmental
risk. It raises profound philosophical questions about the very nature of
good governance. Some of these are as old as political theory itself. Others
are startlingly new. These questions merit examination in their own right.
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4
Precautionary Theory: Science, Uncertainty,
and Political Authority

How do we protect ourselves against our own ignorance? That question
has troubled political philosophers ever since Socrates wandered the streets
of Athens and probed the confident assertions of the opinion makers of his
day. He tried to show them that their unexamined views about such mat-
ters as the nature of piety and the value of political rhetoric endangered
their souls and threatened to undermine the very possibility of a good life
in the city as a whole. Much of the subsequent history of Western ethics is
a series of ruminations on and proposed remedies to this all-too-common
predicament of human life: we aspire to virtue and yet frequently descend
into vice.

The precautionary principle responds to a predicament that is just as
dramatic but much less familiar. It aims at long-term, often invisible dan-
gers that prior ages could scarcely have conceived. In the sparsely popu-
lated, technologically undeveloped world that existed before the Industrial
Revolution, who could have predicted that humanity, collectively, would
soon have the power to change the climate by altering the chemical com-
position of the atmosphere, or to alter the distribution of flora and fauna
across the face of the whole planet? In a world populated mainly by peas-
ants, struggling to keep the land productive by tilling in their night soil,
what imaginative leap would it take to conceive of communities that ac-
cept creating nuclear waste so toxic that elementary safety requires se-
questering it from the environment for tens of thousands of years? Who
could have dreamed that people would be able to reconfigure radically the
genetic structure of all life-forms—including themselves?

If our environmental predicament is unprecedented, so too is the politi-
cal theory needed to grasp it. The precautionary principle, in particular, is



not just a guideline added to a long list of risk-management procedures—
as if someone scribbled one more safety-enhancing rule on the “In Case of
Fire” instructions posted on the hotel room door. Its defense involves chal-
lenging assumptions that have guided political thought since its origins in
ancient Greece. The principle highlights two of the most underexamined
questions of modern political thought. First, how can human communi-
ties take responsibility for the biophysical surroundings on which the ex-
istence of life depends? Second, given the democratic aspirations of most
contemporary societies, how much deference does science deserve in the
policymaking process?

In the last few decades, a number of thinkers have begun to tackle these
questions, in the process offering a philosophical grounding for the pre-
cautionary principle. Most noted among them is the German philosopher
Hans Jonas, as discussed in chapter 3. Jonas’s “imperative of responsibil-
ity” describes a future-oriented attitude of care and caution with respect
to a nature endangered by humankind’s technological power. The most dis-
tinctive competing line of justification for the precautionary principle is of-
fered by the French sociologist of science Bruno Latour. A comparison of
the ideas of these two thinkers demonstrates that Jonas is the closer to in-
spiring today’s defenders of the precautionary principle. Latour nonethe-
less does the signal service of suggesting how to think about precaution
without deferring entirely to scientific authority.

A Unique Predicament

Why does the precautionary principle need special philosophical justifi-
cation? It’s just common sense, one might think. “Better safe than sorry.”
“An ounce of prevention is worth a pound of cure.” Isn’t the precautionary
principle just a dressed-up version of homely advice that has been around
for ages?

One should beware reducing precaution to folk wisdom. Precautionary
situations fit poorly into established patterns of thought. Even the thinkers
who are most highly reputed for their reflections on overcoming social dis-
order and injustice made assumptions that obscure the nature of today’s
environmental problems.

• Traditionally, political theory has aimed at problems with substantial
temporal immediacy. Theorists addressed themselves to members of a
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(potential) community who had much to gain or lose in the short term, de-
pending on whether they organized themselves according to the vision
of an improved political-social order that the theorist proposed. Niccolò
Machiavelli’s prince was supposed to deliver the Italians from the humilia-
tion and depredations of foreign invaders. Obedience to Thomas Hobbes’s
sovereign promised relief from civil war. But experience with environmen-
tal problems such DDT pollution, dioxin, and radioactive waste disposal
shows that processes of bioaccumulation occur over decades before even-
tually causing cancer or reproductive failures. We take these risks care-
lessly in part because they involve a displacement toward the future of the
hardship, expense, or sense of loss that they may eventually cause. Our en-
vironmental predicament necessitates a newly prospective orientation—
one that systematically searches out future effects of changes that we
introduce into the environment and that requires preventive action on the
part of many who will never feel the consequences of their efforts.

• Traditionally, theorists of popular government have argued that the
people, even if they are not “wise,” know when they are in distress. Al-
though they lack the cobbler’s technical knowledge of how to make good
shoes, ordinary people know when the shoe pinches, as Aristotle once
pointed out. Yet in regard to environmental problems, individuals do not
easily perceive gradual increases in the incidence of disease or the slow de-
terioration of ecosystems—even when they are victims of them. The per-
ception of environmental problems often requires scientific mediation. At
the same time, we cannot afford to let science simply dictate our choices.
In part this is because of uncertainties in scientific observation. It is also
because nonenvironmental values continue to deserve consideration. Civil
liberties and democratic participation, for example, are not to be auto-
matically overridden because of the perception of environmental risks. So
our environmental predicament necessitates reconceiving the relationship
between popular participation, scientific advice, and political decision
making.

• Traditionally, political theorists have idealized geographically limited
polities. Political unity has been for people sharing a language, a religion,
or a culture. Or it has been hypothesized as the result of a “social contract”
that brings a finite number of individuals under a set of common laws and
institutions. Ethics were designed primarily to order relations between
“neighbors” (Jonas 1984, 4–5). Distant peoples were hardly a matter of
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ethical concern. The idea that there are problems whose scale demands
worldwide cooperation, however, is quite recent. Our environmental
predicament necessitates inventing principles and institutions of unprece-
dented scope: ones in which citizens of every nation can see their interests
served.

• Traditionally, Western ethics has reserved moral concern for beings who
are rational, and who can, as members of the community, participate in
formulating its rules and knowingly obey them (Ferry 1995, 3–18). Cor-
respondingly, antisocial behavior usually involves deliberately or negli-
gently imposing some tangible harm on another person. Yet important
environmental “evils” do not fit that model. Global warming and some
types of pollution (for example, fertilizer runoff causing algal blooms in
estuaries) become problems only through processes of accumulation or in
synergistic combination with other environmental factors. No one seems
directly or individually responsible. Moreover, if causing or allowing a
species to disappear is considered an evil, it seems that environmental
issues concern not just the human good but the good of nonhuman crea-
tures. So environmental concern seems to call forth a new ethics to take
account of new, complex conditions of responsibility.

• Traditionally, “nature” has stood for a fixed, immutable order external
to humans and subject to their will in limited ways. To philosophers of an-
tiquity, nature appeared as a set of repetitive cycles against whose back-
ground human communities attempted to build their more lasting
structures (Arendt 1959, 84–85). In modern philosophy, altering nature,
especially taking away its ability to do harm to human interests, has been
a more prominent theme. Most famously, René Descartes looked forward
to an era when scientific knowledge would make humankind the “master
and possessor” of the earth. In a related perspective, Francis Bacon imag-
ined a utopia in which science and technology allowed society finally to
control factors like weather and the productivity of plants. For Karl Marx,
revolutionary improvements in technology and social organization were
on course to end “the reign of necessity” in human affairs. But these mod-
ern ideas presume, too, that nature has a constancy that no human inter-
vention can fundamentally change. Scientific studies in the past century
have brought to the fore probable limits in the self-replenishability of many
ecosystems. At the same time, scientists have often had to admit the un-
certainty of their findings, as if to confess that they could not see nature as
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objectively as once had been thought. Under such conditions, a more un-
certain, more fragile nature obliges us to reconceive the role of scientific
expertise in promoting social progress.

Of course, these sources of perplexity do not mean that every idea from
past political theories must now be tossed in the trash bin of history. Since
the 1960s, the literature of environmental political theory has burgeoned.
In it, theorists typically draw on traditional concepts of justice, rights, and
representation, while attempting to extend or modify their meaning by ap-
plying them to a new context. The problem is that conceptual tools devised
centuries ago to regulate problems within human communities apply im-
perfectly—sometimes very imperfectly—to problems that arise at the in-
terface of humanity and nature. Often, our inherited political vocabulary
rests on notions of human agency that implicitly deny the moral seriousness
of the very problems that environmentalists wish to decry. Words can fail to
translate what is radically new in the sources of environmental concern.

This is the case with one of the most frequently cited traditional concepts
in the literature on precaution. A number of authors have proposed Aris-
totle’s notion of phronesis (variously translated as prudence, practical
wisdom, or intelligence) as a precursor of precaution (Ewald, Gollier, and
Sadeleer 2001, 43; Bourg and Schlegel 2001, 146). Phronesis, says Aris-
totle (Nicomachean Ethics 1143b25), is the “science of what is just, fine
and good for a human being.” Like precaution, phronesis involves apply-
ing intelligence to complex situations, refusing both to let things take their
course or to allow immediate emotional reactions to dictate the path of ac-
tion. In the words of one commentator, phronesis is a “disposition to de-
liberate well . . . so as to attain the best, ultimate and most comprehensive
ends open to man” (Sullivan 1977, 83). It seeks the “right proportion” and
aims especially at preserving the conditions of collective well-being (De-
lannoi 2000, 12–13). Crucially for those drawn to parallels between pru-
dence and precaution, Aristotelian phronesis requires skill in gathering
empirical knowledge and experience in making judgments about it. Pru-
dent action has to be calibrated intelligently to the circumstances. Faced
with danger, the prudent person, says Aristotle, avoids both cringing fear
and brash heroics. The courageous “mean” praised by Aristotle consists in
conduct that allows people to protect themselves and others from danger,
when all factors are taken into account. Some circumstances require more
boldness, and others require more caution.
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According to those who link precaution and phronesis, the modern de-
valuation of prudence set the stage for nonprecautionary approaches to
technological risk. The ancestor of science-based risk assessment, says Gil
Delannoi (2000, 12), is “the Cartesian and Baconian project . . . [which]
brought about the idea of unlimited progress based on science and tech-
nology. . . . Technical progress would . . . be certain to limit the risks in-
herent in the human condition.” Hobbes carried this attitude into political
philosophy proper. He explicitly relegated prudence to the rank of a de-
rivative and inferior form of knowledge. In its place, he set up the ideal of
a positive science of human nature. Methodical application of scientific
analysis would bring greater certainty to human affairs than the ancients
had ever known. Peace and material betterment for all would be the result.

Periodically, a philosophical voice has sounded a note of caution in the
face of such confident forecasts. In the eighteenth century, Giambattista
Vico expressed his unease with the modern mind. That mind uses mathe-
matized science and logical rigor to attain a supposedly determinate, uni-
versal knowledge of causes and effects (Pons 1995). But, he warned, the
human world is shot through with contingency; social interaction gener-
ates causes too numerous to be sorted out scientifically. Against science
Vico pitted “baroque prudence.” Through prudence, intelligence recog-
nizes the limits of its own penchant for systematization and methodically
controlled experience (Salomon 1999, 11). And that, one might argue, is
exactly the function of the precautionary principle.

Nonetheless, this parallel between prudence and precaution must not 
be taken too far. Aristotelian prudence relates primarily to the way one
handles one’s own emotions and impulses in concrete situations. Prudence
is a form of intelligence that integrates ordinary experience extraordinar-
ily well; it is highly practiced in making judgments that help prevent a life
ruined by vices like cowardice or gluttony. It is oriented inward. Precau-
tion, in contrast, essentially aims to prevent harmful effects on ecosystems
and distant others. It is bound up with situations that might hardly engage
the emotions at all, were it not for scientifically grounded anticipations of
danger. So precaution starts from the methodical, specialized knowledge
that Vico saw as diametrically opposed to prudence. Equally distinctive is
the fact that precaution responds to uncertainties in that specialized knowl-
edge. Precaution gets its meaning in relation to the fantastic power that
technoscience has given us over the world, and in its inability to predict 
or remedy all of its effects. Prudence, in contrast, concerns the judicious
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handling of “the recurrent, typical situations of private and public life.” It
is not a matter of “remote planning” (Jonas 1984, 5). So even if the pre-
cautionary principle can be said to owe something to the spirit of pru-
dence, the unprecedented problematic to which it is addressed nonetheless
demands novel efforts at philosophical comprehension.

Jonas: Philosopher of Precaution

The precautionary principle lacks a “true philosophical pedigree,” sighs
Latour (2000a, 339). If that observation is close to the mark, it still slights
the role of one famous philosopher: Jonas and his 1979 work, Das Prinzip
Verantwortung. But Jonas’s thought has had a peculiar fate. Most who
mention Jonas’s influence hasten to distance themselves from his ideas. In
fact, however, Jonas’s reasoning is more crucial to the precautionary prin-
ciple’s philosophical pedigree than many want to admit.

For Jonas, a new human predicament took shape in the twentieth cen-
tury. The “unintended dynamics of technical civilization” and its “expo-
nential acceleration” now confronts us with “the apocalypse of the ‘too
much,’ with exhaustion, pollution, and desolation of the planet” (Jonas
1984, 202). The effects of modern technology are cumulative and so, in
their most serious manifestations, endanger future generations (7). These
dangers do not, though, generally prompt communities to make timely self-
regulating responses. Quite the contrary: “Experience has taught us that
developments set in motion by technological acts with short-term aims
tend to make themselves independent, that is, to gather their own com-
pulsive dynamics and automotive momentum by which they become not
only . . . irreversible, but also forward-pushing” (32). Technological
change is self-propelling. This situation is all the more disconcerting be-
cause the very scale of changes unleashed by our technologies makes their
effects far surpass our predictive knowledge. If our technologies are so
powerful that they can cause massive, irreversible effects, and if, once in-
troduced, they tend to develop their own, barely controllable dynamic,
then, deduces Jonas, we have a heightened duty of “vigilance over the be-
ginnings” of those technologies. Only at the beginning do we have a chance
of affecting the course of change.

Transgenic crops offer a fine example of how a new technology becomes
subject to “compulsive dynamics.” The claims about their potential to im-
prove agricultural practices notwithstanding, transgenic crops are not like
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a new technique of crop rotation or organic farming. Producing a trans-
genic plant requires an enormous investment in research and development.
Companies that develop GMOs expect a solid return on that investment.
To that end, they have to insist on patenting their products. This means that
farmers using these products must sign contracts not to reuse the seeds
from year to year, as has been the traditional practice (Teitel and Wilson
1999, 76). Legal compulsion thus underwrites the new agricultural bio-
technology. Moreover, today’s GMOs are designed to be integrated with
other products (like the herbicide Roundup) commercialized by the same
company that developed them (Lepage and Guery 2001, 27). Farmers
growing these GMOs are not just purchasing a seed; they are buying a crop-
management system. Essentially, the current generation of GMOs is de-
signed to serve the model of large-scale, industrialized monoculture
(Seralini 2000, 97). This is true, even as multinational biotech firms pene-
trate markets around the world and persuade foreign aid organizations to
spread GMO cultivation in lesser developed countries (Brunel 2002, 29).
To the extent that the GMO crop-management system lowers the costs of
production, competitors find themselves at a disadvantage and are even-
tually forced to adopt this model as well. Meanwhile, lobbyists for biotech
companies find partners in the halls of government. The industry shapes
its own regulatory environment. The U.S. decision not to test GMOs with
anything like the care applied to new medicines was essential to launching
these products. With a low profit margin, the economic viability of these
crops requires shielding them from lengthy, expensive testing (Seralini
2000, 88–89). Regulation is conceived from the start as much a matter of
public relations as of public safety. Politicians have been happy to do what
is necessary to favor biotechnology, as they see electoral advantage in cre-
ating jobs in a new industry and boosting their country’s exports.

In the space of a couple of decades, these compulsive dynamics are set
to transform world agriculture. This process is taking its course with re-
markably little oversight or reflection, at least outside of Europe. Politics
as usual and economics as usual dictate the conditions under which this
powerful technology is applied. Surely Jonas (1984, 19) is right to remind
us, however, that “[the questions raised by the philanthropic gift of science]
must be dealt with ethically and by principle and not merely by the pres-
sure of interests.”

What principle? Jonas (37) proposes the imperative of responsibility:
“Never must the existence or the essence of man as a whole be made a stake
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in the hazards of action.” This, he says, is an “unqualified command.” In
cases where it applies, “caution becomes the core of moral action” (38). If
a choice carries some “apocalyptic potential,” even small, then we must
give that possibility much greater weight in our reasoning (34). Jonas labels
his reasoning a “heuristic of fear.” Fear arises not because we are actually
in the threatening situation but because we can summon it imaginatively
for morally salutary purposes. Fear pertains especially to the conditions
that future generations will have to endure. It is not so much fear for one’s
own lot as for the well-being of others. It is an altruistic fear (Larrère and
Larrère 1997, 244).

It is the political application of this moral reasoning that has cost Jonas
so much influence among defenders of the precautionary principle. In the
course of an argument pitting his “imperative of responsibility” against “the
principle of hope,” as set forth by the utopian Marxist Ernst Bloch, Jonas
ends up arguing that protecting future generations will probably require an
authoritarian form of government. The problem, he alleges, is that people
in democratic societies are addicted to the pleasures of mass consumption.
They are therefore most unlikely to impose on themselves the necessary dis-
cipline (Jonas 1984, 149). “Only a maximum of politically imposed social
discipline,” Jonas (142) maintains, “can ensure the subordination of pres-
ent advantage to the long-term exigencies of the future.” It will require great
power to put the brakes on the compulsive dynamic of technological pro-
gress. So “the coming severity of a politics of responsible abnegation,
[makes] democracy (in which the interests of the day necessarily hold the
stage) . . . at least temporarily unsuited. . . . [O]ur present comparative
weighing is, reluctantly, between different forms of ‘tyranny’” (151).

Jonas never fills in the details of what he means by a responsible tyranny.
He seems to have in mind a regime in which a political elite consults scien-
tific advisers about nature’s objective limits and the technologies that
threaten to exceed them. It would then be up to that elite to impose the nec-
essary social discipline. Jonas thus joins a handful of ecoauthoritarians who
believe that the logic of our environmental predicament leads unavoidably
to solutions involving concentrated power, an increased reliance on expert-
ise, and coercion (see Barry 1999, 194–202; Dryzek 1997, 31–33).

This conclusion has drawn intense fire (Larrère and Larrère 1997, 244;
Godard 2000, 139–140; Lecourt 1990, 169–170; Bourg and Schlegel
2001, 167; Ferry 1995, 76–78; Bourg 1996, 57–78). Jonas’s conclusion is
a philosopher’s deduction—and not necessarily a convincing one. His
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pessimism about people’s willingness to support precautionary measures
derives from no actual studies of people’s responses to environmental risk.
Since 1979, when Jonas published The Imperative of Responsibility, social
theorists such as Ulrich Beck (discussed in chapter 5) and Anthony Gid-
dens have studied the emergence of a “risk society” that provides an atti-
tudinal foundation for a democratized form of precautionary politics. The
precautionary principle is open to a much more democratic interpretation
than anything Jonas envisaged. Nor does Jonas bother to cite any examples
of tyrannies that have lived up to their ideals. Although he acknowledges
the shortcomings of authoritarian regimes, he still must be criticized for
underestimating their irrationalities. He imagines benevolent dictators
dosing out only environmentally necessary constraints. He is not overly
worried about the record of corruption that goes with the concentration
of power without accountability. His authority would apparently decide,
without popular consultation, what level of consumption constitutes 
a “tolerable subsistence for the world’s population” (Jonas 1984, 187).
Jonas seems untroubled by the potential for terrible abuse of this degree of
political authority. Legally defining “subsistence” would mean having the
power of life and death over populations on the most massive scale. In the
Soviet Union in the 1930s and China in the 1950s, undemocratic leaders
wielded such power with horrific effect, at the cost of tens of millions of
human lives.

One must also suppose that Jonas’s regime would have to implement a
surveillance system to ensure that mandated constraints were obeyed. Re-
search would have to be controlled, industry prevented from commercial-
izing forbidden products, and consumers prohibited from engaging in
environmentally damaging behavior. Dissidence that challenged the elite’s
judgment could hardly be encouraged. In the absence of checks and bal-
ances as well as critical challenges, this system would likely cut decision
makers off from accurate information about the environment rather than
guarantee their access to it. It is worth remembering how Soviet planners
constantly received information from below indicating that industries were
meeting their production quotas, when in fact the economy was in severe
disarray. Jonas’s prescriptions are based on one of the most fundamental
errors one can make in social theory: he compares how real, existing dem-
ocratic regimes do work (very imperfectly) with how an ideal, completely
untested, regime should work. Compared with the record of actual au-
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thoritarian regimes, however, democracies—with all their flaws—show
unmistakable advantages.

Whatever his errors, Jonas offers no general ideological defense of tyran-
nical regimes. His conclusions are based entirely on an estimate of its sup-
posedly greater ability to avert environmental catastrophe—an estimate
that is, in principle, empirical. A showing to the contrary would be suffi-
cient to reverse his judgment, as is evident from his clearly stated prefer-
ence for democratic liberties (Jonas 1984, 149). It is also hard to deny that,
if certain dynamics intrinsic to democratic societies—unquenchable mass
consumption, a penchant for endless debate, and a vulnerability to pres-
sure group politics—made them unable actually to avert a global-scale
catastrophe, that failure would weigh heavily in an assessment of the mer-
its of such a regime in today’s world. Rather than dismiss Jonas because of
his authoritarian conclusions, we do better to examine the philosophical
presuppositions that underlie them. Identifying and criticizing those pre-
suppositions helps open paths to alternative ways of framing precaution-
ary ideas.

Jonas’s argument is driven in an authoritarian direction by his under-
standing of the nature of nature. This is true on two levels. On one level,
Jonas argues that it is from nature itself that we must deduce our moral
responsibility to protect nature. Our environmental predicament origi-
nates partly, he charges, from wrongly seeing nature as composed only of
purposeless matter. We see oceans just as immense sinks, trees as fortu-
itously accessible mines of fiber, and animals as instinct-driven products of
a mechanistic process of evolution. These things have no intrinsic goals, so
they have no claim on our moral concern. They are just things. We may use
them as we please. But, objects Jonas (1984, 74), “nature evinces at least
one determinate purpose—life itself.” Nature consists of interrelated,
goal-directed processes of all sorts: birds building nests for the purpose of
sheltering their young, cats hunting mice for the purpose of stilling their
hunger, and bees and flowers coexisting symbiotically for the purpose of
their mutual nourishment and reproduction. For Jonas (69–70), it is as if
nature itself wanted things to come forth, exist, develop, and become
richer and more varied. This coming forth solicits our moral concern. We
already have experience with this sort of moral reaction. When we see the
coming forth of an infant, we understand naturally our responsibility for
helping this fragile being to live. Likewise, Jonas (90) reasons, we must
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respond to the purposes inherent in all of nature’s life-giving processes by
taking care of them, by acting on their behalf.

This way of framing nature contributes to Jonas’s authoritarian conclu-
sions by setting up a strict hierarchy of values: nature’s goals take prece-
dence over objectives set by mere human will. Nature has authority over
humanity. In fact, Jonas’s model for this authority is one of the oldest in the
history of political thought: the authority of parents over their children
(98). Jonas chooses this model not only because it helps us understand a
“natural” feeling of responsibility but also because it fits the nonreciprocal
character that responsibility must take in regard to nature. Nature, like chil-
dren, can neither articulate its needs nor discern those of others. Just as par-
ents rule children for their own good, so people must govern nature. Much
modern political theory, in contrast, rejects paternalism as a model of gov-
ernance. Most famously, in his Two Treatises of Government, John Locke
contended that paternal rule, applied to competent adults, is fatal to liberty.
It dispenses with the need to consult the governed about their views. It
encourages arbitrary, indeed tyrannical, behavior on the part of rulers.
Moderns usually argue that responsibility is created between equals by
exchanging promises: promises between entrepreneurs create the responsi-
bility to fulfill business contracts, and promises between citizens and their
political representatives create reciprocal responsibilities of obedience and
good governance. But nature cannot make promises in this way. So if we
have responsibilities to it, a noncontractual model of obligation appears
necessary. Jonas’s argument for purpose in nature leads him to a paternal-
istic model of governance, in spite of its antidemocratic implications.

On a second level, it is the facticity of nature that underwrites Jonas’s
political conclusions. Jonas assumes that comprehending our ecological
crisis, and designing measures to deal with it, is essentially a matter for
technical experts. When Jonas (6) warns of “the critical vulnerability of
nature to man’s technological intervention,” he formulates his lessons in
terms of an external, objective reality. Although he concedes that this real-
ity is impossible to grasp in its totality, he believes those trained in the nat-
ural sciences are in the best position to discover the limits of its capacity to
endure technologically inflicted damage. It is they who have brought forth
the “fairly recent and upsetting discovery” that the “countless and delicate
balances” of “spaceship Earth” can be disrupted by human activity (188).
Jonas (189) expects “the chemist, the geologist, the meteorologist,” along
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with various policy experts, to pool their knowledge in order to constitute
a “global environmental science” that will indicate “how much [human in-
tervention] nature can stand.” In regard to their views, “the philosopher
has nothing to say, only to listen.” For the population at large, that posture
of listening becomes simply obeying. The natural sciences are hard for
most people to understand, and anyway, the public is disinclined to limit
its ecologically destructive practices voluntarily. So again, ecoauthoritari-
anism follows neatly from Jonas’s reasoning about the nature of nature.

Latour and Democratizing Science: Precaution without Nature?

What if Jonas’s view of nature were incorrect? What if nature never had the
facticity he attributes to it? What if nature were, instead, the product of
complex interrelations always involving far-reaching networks of humans
and things not human? What if the ethical pull that we feel from nature
came not from nature-in-itself but from the fact that nature has always
been something that took shape in relation to human values and activities?
Questions such as these raise the possibility of grounding the precaution-
ary principle in a philosophy that unlike Jonas’s, is highly receptive to dem-
ocratic concerns. Such a philosophy is proposed by Latour. According to
the authors of one widely read study of the precautionary principle, Latour
is “the philosopher who has best expressed the political situation that has
given rise to the precautionary principle” (Ewald, Gollier, and Sadeleer
2001, 42; see also Godard 2001b, 96; Joly et al. 2000, 171).

Latour maintains that the precautionary principle flows from a revised
understanding of what constitutes “rational” action in relation to science-
based areas of public policy. The now-outdated “positivist” version of such
action went like this: “The experts are brought together, the relevant infor-
mation gathered, the issues aired, then action follows as a direct result. . . .
Once the decision has been made, vigilance is no longer necessary, except
in the details of its application” (Latour 2000a, 341). The new situation
comes from the realization that experts do not agree and that the decision
to take risks is essentially a political one. “Henceforth, public life must get
used to cohabiting, not with scientists who settle controversies through the
indisputable certainty of their views, but with researchers characterized
precisely by the uncertainty and controversial nature of their provisional re-
sults” (Latour 2000b). Unable to predict all the effects of the processes it
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lets loose into the environment, contemporary science has, in effect, turned
the world into a laboratory. Still, it is a laboratory that we all inhabit. The
products of science affect the quality of life in a “common world.” As such,
its “experiments” must be exposed to wider debate. Thus “what the pre-
cautionary principle clamors for loud and clear is that, by breaking the link
between expert knowledge and action, we finally unleash the forces of in-
quiry that will allow us to maximize vigilance, puzzlement, and risk-taking
all at once, in regard to questions that heretofore had been withdrawn from
discussion” (Latour 2000a, 346). The precautionary principle incites us to
debate about what risks we really want to take and under what conditions.
For Latour, the precautionary principle is essentially a means of bringing
science in line with democracy. Its function is to make the polity more alert
and open up discussion concerning the effects of technological innovation.

Latour’s provocative formulations call forth numerous questions. Is he
trying to justify the political regulation of every facet of scientific research
and technological innovation? Is he saying that scientific understandings
of the world are no better than the views of ordinary people? If so, isn’t
that a dangerously antiprecautionary position (since most early warnings
about possible environmental threats come from scientific studies)? If not,
just what is the meaning of “breaking the link between expert knowledge
and action”—and what makes such a proposal precautionary? Finding an-
swers to these questions requires delving into Latour’s version of the “re-
ality of science studies.”

Since the early 1980s, Latour has been prolifically publishing works in
the sociology of science that subvert widely held beliefs about the ability
of science to discover objective nature (Whiteside 2002, 127–140). The re-
ality of science, argues Latour, is that it does not consist simply of a vast
corps of impartial observers using rigorous methods of empirical inquiry
and verification to establish the truth about how nature operates. In fact,
science is and always has been a highly political process. Political, in this
context, means that scientists use techniques of persuasion—rhetorical
appeals and deliberately staged demonstrations—to win the consent of key
actors who will help them make their hypotheses credible. They assemble
networks of like-minded scientists, resources, interest groups, and highly
contrived experiments that together, give their views the solidity of fact.

For example, Latour describes how Frédéric Joliot in the 1930s sought
to demonstrate the feasibility of controlled fission in a nuclear reactor. The
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success of his efforts depended on far more than inducing neutrons to split
uranium isotopes. Joliot needed the interested support of a mining com-
pany to supply him with radioactive ore; he relied on the advice of a col-
league who understood the advantages of “heavy water” in moderating
nuclear reactions. In the tense political environment just before the out-
break of World War II, Joliot drew support from the French minister of
armaments to get access to a quantity of Norwegian-produced heavy wa-
ter. Nuclear reactions thus became bound up with projects for national
defense. Latour (1999a, 89–90) concludes this story with the following
startling meditation:

Having gained his laboratory, [Joliot] had to go and negotiate with the neutrons
themselves. Was it one thing to persuade a minister to provide a stock of graphite,
and quite another to persuade a neutron to slow down enough to hit a uranium
atom so as to provide three more neutrons? Yes and no. For Joliot, it wasn’t very
different. In the morning he dealt with the neutrons and in the afternoon he dealt
with the minister. The more time passed, the more these two problems became one:
if too many neutrons escaped from the copper vessel and lowered the output of
the reaction, the minister might lose patience. For Joliot, containing the minister
and the neutrons in the same project, keeping them acting and keeping them un-
der discipline, were not really distinct tasks. He needed them both.

On this view, science does not offer privileged access to the truth. It is
riddled with contingencies. The minister’s impatience becomes a factor in
the process of discovery. Science does not constitute a realm of knowledge
distinct from and superior to every less methodical form of inquiry. Its ac-
complishments are inseparable from such factors as commercial interests,
the personal convictions of scientists, and international rivalries. Latour’s
reality of science studies involve following all the entanglements of people
and things that go into producing generally accepted claims about how na-
ture operates. In so doing, he claims to dissolve the distinction between na-
ture and society. When that distinction collapses, so too do claims that the
polity should defer to experts whose knowledge of nature makes them
uniquely competent to help society progress.

The distinction between nature and society, Latour (1991, 20) at first ar-
gued, is an artifact of “the modern constitution.” In force essentially since
the seventeenth century, the modern constitution creates a strict distinc-
tion between scientific and political representation. Political representa-
tion is grounded in the will of the people and originates in a social contract.
Scientific representation designates the process by which scientists speak
for things. Scientists describe their properties and their interrelations. The
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modern constitution exists in the form of a tacit commitment that runs
through the institutions of modern societies: politicians do not poke their
noses into laboratories and decide what is, or is not, true about nature; and
scientists, qua scientists, have no privileged access to the will of the people
and so cannot decide what goals the polity should pursue (Latour 1991,
43). While that constitution never accurately described what took place in
the world, Latour contends, moderns’ belief in it accelerated scientific re-
search by giving scientists a free hand to pursue their experiments—what-
ever the consequences.

By the late twentieth century, however, something had exposed the mod-
ern constitution to view and made it outdated. With the help of engineers
and entrepreneurs, science had unleashed ever greater numbers of “hy-
brids” into the world. Hybrids are phenomena like climate change, GM
plants, or endangered species whose movements are tracked by satellite.
Partly the result of human action, and partly of matter and processes that
transcend human control, hybrids cannot be classified as strictly natural or
social. The hypothesis of Latour’s, We Have Never Been Modern, is that
hybrid phenomena have now become so prolific that we can no longer treat
them as marginal (1991, 180; also 1994, 103). Their undeniable and some-
times troubling existence now obliges us to abandon the modern constitu-
tion. A nonmodern constitution would acknowledge the complicated
processes by which humans and nonhumans are entangled, and would
subject hybrids to political scrutiny. The germs of Latour’s view of the pre-
cautionary principle are already implicit in this analysis insofar as he as-
sociates precaution with new institutions aiming to end the conceptual
separation of scientific and political decision making. In 1991, Latour pro-
posed a “parliament of things” in which all those who make up the net-
works constituting hybrids have an opportunity to debate their desirability.
Still, Latour had not yet adopted the language of precaution. Latour (1991,
194) suggested only that more democracy might slow down “the mad pro-
liferation of hybrids.”

His subsequent works have pushed the philosophical quarrel over nature
and society from modernity back into antiquity. Simultaneously, he has
come to see our inability to grasp our environmental predicament in even
more deeply political terms. It is not just the chance separation of nature
and society that prevents us from perceiving the processes associating hu-
mans and nonhumans. It is a distrust of democracy itself. In Pandora’s Hope,
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Latour (1999a, 13) argues that at least since Plato wrote in the fourth cen-
tury BCE, philosophers have emphasized the objectivity of nature (and the
special rationality of those disciplined enough to grasp it) because they
have seen only one frightening alternative: “mob rule.” Philosophers assert
that without some objective measure of truth, everything becomes subjec-
tive. The opinion of “the crowd” then counts as much as the views of the
expert. And since the crowd is ignorant and always more numerous, it is
to be feared that “if reason does not rule, then mere force will take over”
(Latour 1999a, 10). Today’s critics of the precautionary principle brandish
the same threat. They warn that the precautionary principle invites “polit-
ical” technology assessments rather than “rational” ones; they worry that
regulators will respond to the crowd’s passions rather than to what experts
know about nature. For Latour, these charges are part of a rhetorical strat-
agem that has nothing to do with trying to understand the entanglements
through which science really produces its knowledge claims. It has every-
thing to do with elites who wish to protect their positions as the sole ar-
biters of the truth about nature.

Once this ruse is exposed for what it is, the path is cleared to philoso-
phize, finally, about how much more extensive networks of people and
things can be brought systematically into the processes that decide the
composition of their common world. In The Politics of Nature, Latour de-
scribes new political forms that would “bring the sciences into democ-
racy.” He sketches out the responsibilities of two legislative bodies whose
function, together, is to give humans and nonhumans adequate represen-
tation. The balanced roles of these houses constitute a new way of con-
ceiving the separation of powers (Latour 1999b, 242). The upper house
would be responsible for “taking account” of what exists. It is a place for
debate about how to detect phenomena and make them visible. While pro-
voking inquiry concerning the appearance of unexpected phenomena, it
searches out “reliable witnesses” and “credible spokesmen” (Latour 1999b,
158). Many of these would be scientists, certainly, but they might also be
members of consumer associations or wildlife protection groups, and so
forth. In effect, the upper house considers who should serve on a “jury”
that will examine how the phenomena in question affect other constituents
of the polity. The lower house would see to the orderly arranging of the
polity as a whole. Its central question is, Can we live together?—where
“we” is people and all the nonhuman phenomena with which they become
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entangled. Debates in the lower house project scenarios of what the com-
mon world may be like as its constituents change. The crucial role of politi-
cians, says Latour (1999b, 198), is to keep alive “a certain sense of danger
originating from the things excluded” by the existing order. It is the busi-
ness of the lower house, then, to establish hierarchies and priorities. Hier-
archy implies that in some cases, the house will decide that certain hybrids
may be too troublesome to allow into the common world. These will be de-
clared “enemies” and then expelled (Latour 1999b, 239).

Latour will add: none of this is to say that scientific understandings of
nature will simply become a matter of voting or that judgments about en-
vironmental risks will be reduced to electoral machinations. Science retains
its specificity. Its ingenious, meticulously arranged experiments create more
extensive and intensive connections with things than people have in ordi-
nary experience (Latour 1999a, 97). Experimental results, mathematized
and reduced to complex formulas, show how “mute” things answer our
questions (Latour 2000c, 115–116). Scientists make things speak to us.
They give them a voice that we can hear in our assemblies. What they do
not do, however, is establish certainties that might legitimate making their
understanding of environmental risks override judgments made in a more
inclusive political process.

Latour’s way of conceiving the process of constituting a common world
prevents anyone from claiming certainty as the grounds for taking action.
What characterizes political ecology as such is that “it slips from certain-
ties about the production of risk-less objects (based on a clear separation
of things and people) to uncertainty over the relationships whose unex-
pected consequences threaten to disrupt” the community’s plans (Latour
1999b, 41). Decades of controversy over whether global warming is oc-
curring and whether, if so, it is humanly caused, have given us the spectacle
of innumerable experts contradicting each other. Various interests
groups—indeed, whole nations—take positions on the question as a func-
tion of whether it will help or hinder the interests of their members. At no
point is the question resolved by the discovery of what nature really is, de-
finitively. “Ecological crises,” asserts Latour (1999b, 35), “appear . . . as
crises of objectivity.” In Latour’s proposed parliament of things, this anal-
ysis of the crisis is institutionalized. The existence of dangers is deliberately
subjected to debate from every quarter. Based on this view, “political ecol-
ogy does not seek to protect nature. On the contrary, it seeks to take charge
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of a even larger diversity of entities and destinies, in a more complete and
more intermixed way” (Latour 1999b, 37).

This “taking charge” is Latour’s interpretation of the precautionary
principle. That is, the precautionary principle is not one particular rule or
even an overarching directive to guide risk-management policy. Precaution
signifies a wholesale rethinking of institutions such that our “risky at-
tachments” to things become a matter of general debate and legislation.
For Latour (2000a, 343), “the precautionary principle has no other mean-
ing than to welcome, finally, issues with a scientific basis into democracy.”

No less than Jonas, then, Latour believes that the instability of nature in
relation to our newfound technological powers challenges premises that
have guided philosophical inquiry since the earliest days of Western
thought. A new philosophy of nature is in order. But in Latour’s case, it
would be better to say: this is a new philosophy without “nature” (Latour
1999b, 42). For our predicament, as Latour sees it, is not that our socially
produced technologies make us run up against the limits of nature’s ca-
pacity for self-renewal. It is that our very concepts of nature and society
make us unable to perceive the complex, political processes by which
things are brought into the world. This failure of perception then derails
thinking about which of our creations we really want to live with. Precau-
tion, in contrast, takes shape in a reorganized community that decides
democratically, after extensive and regularized efforts at exploration and
experimentation, how various associations of human and nonhumans can
live together on one earth (Latour 1999b, 68).

Precaution = Uncertainty + Fear

Current environmental controversies show that Latour captures some fea-
tures of precautionary reasoning missed by Jonas. First, Latour allows us
to call into question virtually any human-nonhuman interaction that
causes unease in the community. If today some communities worry about
the environmental effects of GMOs or the dying away of local forests, it is
not necessarily because these phenomena presage a global catastrophe. Yet
that is what it takes to trigger Jonas’s imperative of responsibility: a disas-
ter that threatens all human life as such. Imagining catastrophe on that
scale actually creates too restrictive a version of precaution. There are
hardly any real-world situations to which this test applies. Why does Jonas
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set the bar so high? Probably because in the Kantian ethical tradition (in
which Jonas is steeped), “moral” action is guided by absolute, uncondi-
tional principles. The moral good differs from the instrumental good by
excluding trade-offs and consequentialist calculations. Murder is wrong
not because it leads to bad consequences (which, after all, may or may not
occur) but because it is wrong period. At the same time, as a critic of Im-
manuel Kant, Jonas is a consequentialist. Unlike Kant, Jonas would not
say: let justice be done though the world may perish. For Jonas, the im-
perative of responsibility is precisely to prevent that terrible consequence.
Yet consequentialism is usually thought to allow for considerable moral
flexibility. So how can Jonas both hold to an absolute moral principle and
be a consequentialist? His ingenious solution is to imagine a catastrophe
that ends human life. This way of framing the argument automatically pre-
cludes any thought of taking the risk in order to gain compensating bene-
fits. The worst-case scenario means there would be no one left to enjoy
those benefits. Thus the case for unwavering adherence to principle is made.
But it is made in such a way that it almost never applies. No critic of trans-
genic crops goes so far as to predict the apocalypse.

Latour’s notion that we are constituting a common world is suggestive
of a much broader array of precautionary concerns. Opponents of GMOs
worry about the possible spread of “superweeds” and the loss of biodi-
versity, while GMO defenders tout the advantages of reducing pesticide
use, increasing crop yields, and developing plants with special nutritional
properties. Over both sides of the debate hover scientific uncertainties that
may never be fully resolved. We simply cannot know all of the conditions
under which GMOs will be cultivated across the world. We cannot predict
with certainty how pollen carried far from its source may interact with
thousands of species of soil bacteria and plants. “No one knows what an
environment can do,” insists Latour (1999b, 261). In addition, whether or
not unanticipated effects will get reported and their causal connections
validated depends on an enormous number of social and political factors.
Coming to know that there is something to worry about is a complicated
social process that cannot be taken for granted. What precaution calls for
is not a moral rule à la Jonas—one that prescribes our obligations in ad-
vance of an inquiry—but as Latour suggests, monitoring, experimentation,
procedures, and democratic debate.

There is also something seductive in Latour’s contention that political
ecology cannot be about “protecting nature”—as if nature had some clear
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identity to begin with. Arguments that we should “return to nature” al-
ways end up idealizing an environmental condition dissimilar from the
present state, but by no means free of human influence. Certainly this is the
case with every example involving agriculture. Every form of agriculture
requires “artificial,” humanized conditions, not “natural” ones. Latour’s
philosophy might therefore help us avoid fruitless debates about which
practices are natural (and therefore presumptively better) and which are
artificial. What we are really asking in relation to GMOs, for example, is
not, Are they natural? It is, Are we willing to take the risk of living with
them, once we have faced up to as many of their advantages, potential dan-
gers, and social repercussions as possible, even if there are uncertainties
surrounding all the evidence we hear?

There is a question that must be asked regarding Latour’s philosophy as
well. Are there any limits at all to what humanity may decide to do to its
environment? At times Latour seems so open to experimentation that the
very notion of precaution disappears.1 Here is one of Latour’s (1999b, 262)
conclusions: “No one has gotten from nature the right to decide the rela-
tive importance and hierarchy of the entities that make up the common
world at a particular moment. No one knows, but all can carry out exper-
iments—on the condition that they accept taking the path of trials, while
obeying procedures that really avoid shortcuts.” Whether that conclusion
differs at all from a nonprecautionary position according to which we
should just proceed by trial and error depends on what is meant by the
“path of trials.” Are those trials necessarily any more rigorous than those
used in conventional risk assessment? It is hard to tell. When Latour takes
up the problem of experimenting with GMOs, he does not emphasize the
potential dangers that have motivated precautionary measures. Instead, he
brings out how little we know about how genes will actually spread in the
environment. Since we don’t know, he concludes, we must experiment (La-
tour, Schwartz, and Charvolin 1991, 28–31, 43–54). Latour (2000a, 346)
accepts the fact that such experiments effectively turn the world we inhabit
into a laboratory. Precaution, as he sees it, is no barrier to that develop-
ment. The precautionary principle is a “protocol” for proper laboratory
procedures.

Important values are lost in this way of framing precaution. First, there
is no way to express a desire not to live in a laboratory. That, however, is
sometimes what people most want to say in their democratic deliberations.
During a public debate on GMO field trials held in France in 2002, the
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most strongly voiced concern was the participants’ opposition to the idea
that scientists had the right to turn traditionally social areas—fields and
undeveloped land that were considered part of a community’s heritage—
into laboratory-like venues where genes might spread hither and yon in
ways no one could predict (Babusiaux et al. 2002, 16, 19). In the words
of the president of France’s Commission for Sustainable Development:
“Even if GMOs manage to show all the good characteristics that have been
promised, it will still be the case that the land has been transformed into
an immense field for experimentation” (Testart 2001). The risks that
people foresee concern not only their own health or livelihoods (which are
often dependent on thriving local ecosystems). They also concern un-
wanted changes in the boundaries between what is considered of collective
significance and what is subject to private manipulation. Latour’s project
of bringing the sciences into democracy might actually cut out some of the
key concerns that emerge in democratic debate.

That is a paradoxical result to encounter in a philosophy that expresses
so much confidence in the judgment of laypeople. It also indicates that La-
tour, unlike Jonas, does not take up the challenge of attuning political
decision making to long-term environmental problems. Latour (1999a,
251) has a reply to those who distrust the people’s judgment, especially in
regard to the technical matters of environmental policy: “The demos is en-
dowed with all the morality and all the reflexive knowledge it needs in
order to behave itself.” The people have skills, knacks, and pragmatic un-
derstandings—all that it needs to “brew itself toward a decision” (Latour
1999a, 247; cf. 231). That is more a statement of faith, however, than an
answer to the theoretical predicament described earlier. To cite just one
problem: Latour’s populist formulations shed no new light on how to cre-
ate institutions that take better account of the good of future generations.
Even if the people are endowed with the wisdom to protect their own wel-
fare, they have too often shown themselves shortsighted in regard to the
welfare of those who come after them. Hunters and fishers gradually de-
stroy entire species; car drivers add greenhouse gases to the atmosphere
every day. The precautionary principle, as derived from Jonas, attempts to
remedy failures of vision by newly emphasizing long-term moral responsi-
bilities. Latour’s parliament of things, on the other hand, only widens the
representation of people and things, here and now. As such, there is noth-
ing uniquely precautionary about its procedures.
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There is a second and even more significant cost of accepting Latour’s
perspective. He is much less clear than Jonas about why taking precaution
is necessary. Jonas says that we must take special precautions because we
do not want to cause widespread death and ecosystem collapse in the fu-
ture, or take the risk of destroying the conditions of a truly human life.
There are apocalyptic dangers to fear. That is a high threshold for precau-
tion, and many ambiguities remain about what Jonas means by a truly hu-
man life. It is nonetheless certain that important things are at stake. Thus,
one understands why sacrifices might be justified to protect them. Now La-
tour too says we should be careful. We should follow protocols and avoid
shortcuts. But why? What is at stake? What is endangered? Latour is not
one to dwell on apocalyptic dangers; in fact, he seems downright skeptical
of them (see Latour 1999b, 255). He writes occasionally of dangers and
risks, without specifying what they might be. He says that the parliament
may eventually declare something an enemy of the common world, but
never explains the grounds on which such a judgment might be made.2 Yet
it is not just because a technology may introduce widespread change or un-
familiar combinations of things into our world that we take special pre-
cautions. It is because there are reasons to expect palpable harm to things
human beings care deeply about: life, health, freedom, property, and aes-
thetic values. Latour’s discussion tends to sweeten the case for precaution
by omitting its potentially bitter emotional grounds. At any rate, he does
not see any particularly novel moral aspect to the choices we must make
(other than the fact that a wider range of actors should participate in the
decision making).

These comparisons between Jonas and Latour suggest that the German
thinker actually has the better grasp of the predicament that underlies the
precautionary principle. The fundamental logic for precaution is this: the
fear of serious consequences, combined with uncertainty about the condi-
tions under which they might materialize, creates a moral obligation to
take precautions. Precaution is found at the intersection of uncertainty and
the risk of immense harm. This is the essential logic of precaution as
adopted by most other environmental thinkers in the 1990s and afterward.
Such theorists emphasize the need to make precaution principled (Sadeleer
2001a, 553; Ministère de l’Écologie et du Développement Durable 2003,
42–43). They underline our moral responsibility to protect future genera-
tions (Lepage and Guery 2001, 128–129; 137). They justify precaution by
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reference to potential catastrophes so serious that they call into question
the very idea of technological progress (Bourg and Schlegel 2001, 79–81,
123). And they insist that a strategy of avoidance, not mitigation, must be
implemented in regard to potentially irreversible environmental damage
(Dobson 1996, 414). In all these ways, they follow in Jonas’s footsteps—
even if they keep their distance from his authoritarian conclusions.

Imagination and Scientific Study: Precaution as a Learning Process

They might still seek to disassociate themselves from Jonas, however, in
one other respect. Many reject his “heuristic of fear” as too hypothetical
a way to go about justifying precaution. The authors of one general intro-
duction to the precautionary principle develop the relevant contrast.

Jonas’s vision is dominated by the idea that man has an excess of technological
power, which must now be limited. The philosophy of precaution . . . is not so
negative. It is not opposed to economic development. It does not advocate
abstinence. It does not condemn technological power. . . . On the contrary, the phi-
losophy of precaution is in truth an act of faith in science and technology . . . [be-
cause it hopes to make] economic activity progress in the direction of using new,
clean, environmentally-friendly technologies (Ewald, Gollier, and Sadeleer 2001,
35–36).

For Dominique Bourg (1998, 55–57) as well, Jonas’s highly speculative,
fear-based reasoning leads to an “obtuse rejection of all innovation.” The
precautionary principle, contrariwise, leads to “reasonably circumscribed”
measures based on scientific data. These authors emphasize that the pre-
cautionary principle dictates procedures for going forward in situations of
uncertain risk, not for stopping a technology dead in its tracks (see also
Godard 1997a, 60; Bourg and Schlegel 2001, 167–170).

One latter-day Jonasian understands this very well. Philosopher Jean-
Pierre Dupuy rejects the precautionary principle as too dangerous because
of its action orientation. Rather than convincing us to avoid certain dan-
gerous technological choices, the precautionary principle actually rein-
forces the illusion of our times. It encourages us to believe that we can
control technological risks, if only we strengthen our risk-management
procedures with another layer of hypercautious security measures. The
precautionary principle is part and parcel of the logic of mastering tech-
nological dangers, says Dupuy (2002, 103–104). Paradoxically, while de-
fenders of precaution claim to see threats so unprecedented that they defy
our best efforts at rational analysis, they end up demanding that precau-
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tion be made “reasonable” by adding to it requirements of scientific study
and cost proportionality. The principle does nothing to rein in the dynam-
ics of economies governed by market values that accelerate technological
innovation. Yet this, for Dupuy (67), creates the conditions of unplanned,
irreversible environmental damage. The problem is not that we do not
know that there are disasters to come; it is that we do not really believe in
them, according to Dupuy (141). Writing in the aftermath of the Septem-
ber 11 terrorist attacks on the World Trade Center, Dupuy reminds us that
the worst outcomes are often the least anticipated ones, the ones no one
would have thought likely—until they occur. We cannot protect ourselves
by extrapolating forward from existing experience. Where we must really
start, contends Dupuy (50), is by acknowledging that we are powerless to
master our own power. We must instead—as Jonas advocated—project
ourselves imaginatively into a future catastrophe and use that worst-case
scenario to guide us in our present choices (84, 87). If we are to avoid the
worst, we must unambiguously reject certain practices and technological
choices that might provoke a disaster.

Dupuy’s critique, unfortunately, proves too much. The problem with
imagining worst-case scenarios is that at a purely conjectural level, an
apocalypse can be associated with almost anything. Speculatively, a tech-
nology’s catastrophic potential is limited only by the inventiveness of its
detractors. One can imagine, say, some wayward GMO activating a hith-
erto unknown plant gene that causes the world’s rice crop to wither. Mass
famine would ensue. But then, one cannot restrict the pessimist’s game to
GMO opponents. GMO proponents can paint pictures of doom regarding
the failure to exploit the technology’s potential contributions to human
welfare. Without them, they say, famines in the Third World are sure to get
worse. As catastrophic scenarios multiply, they become less and less help-
ful in deciding what risks are worth taking.

Olivier Godard (1997b, 56) emphasizes that precaution calls not for
imagining worst-case scenarios but for testing allegations of potential en-
vironmental dangers scientifically. The precautionary question is not, Who
can imagine the worst outcome associated with this or that technological
choice? The question is, What evidence do we have, what signals are we al-
ready receiving, that suggest a real potential for danger? And then, what
experiments can we undertake, what series of gradual measures of imple-
mentation can we design, that will allow us to confirm or disconfirm the
reality of that danger before it becomes widespread or irreversible?
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In fact, this partially empirical approach is probably closer to Jonas’s in-
tentions than Dupuy’s metaphysics of catastrophe. Jonas certainly believes
that scientific evidence counts in deciding whether an imagined problem
has any grounding in reality. He calls on the philosopher to listen to biol-
ogists, agronomists, chemists, economists, and others. Then Jonas (1984,
189) notes, “Unfortunately [the philosopher] cannot borrow firm results
for his purposes from the present state of the art. All quantitative predic-
tions and extrapolations, even in single disciplines, are at this time still un-
certain, let alone their integration into the ecological whole. . . . Still, for
various lines of progression one can indicate the kind of limits that lie in
the nature of the case.” Applying this way of thinking to the prospects for
generating power by nuclear fusion, he mentions problems of thermal pol-
lution, the biochemical fate of soil and water, and the planetary oxygen
economy. Jonas (190–191) concludes: “So long as we have not attained
certainty of prediction here, and especially in view of the likely irre-
versibility of some of the initiated processes . . . caution is the better part
of bravery and surely a command of responsibility.” His fears do not spring
from pure imagination. They start from some scientifically developed in-
formation about potential problems and the prospects for their technical
mastery.

Two nuances, both building on Jonas’s reflections, help support a better
focused interpretation of the precautionary principle. First, precaution is
a reaction to our partial knowledge of environmental processes. Precau-
tion is the most general norm in a hierarchy of norms that aims to trans-
late environmental learning into policy. If a general stance of precaution is
justified, it is because twentieth-century experience has revealed previously
unsuspected sources of environmental degradation. Avoiding these prob-
lems requires learning our lesson and adapting our social institutions.
Jonas’s own references to cumulative, long-term, and irreversible environ-
mental damages are evidence of these recently learned lessons. At the be-
ginning of the twentieth century, “the assimilative approach” prevailed: it
was widely assumed that the environment could absorb pollution without
harmful effects (Cameron and Abouchar 1991, 2). By the latter half of the
twentieth century, this assumption was severely challenged. It is no acci-
dent that the precautionary principle made its first appearance in an inter-
national treaty when the long-term effects of dumping in the North Sea
began to be apparent. Excess nutrients were causing oxygen depletion and
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massive die-offs of organisms. Fish stocks were disappearing. These effects
were difficult to monitor in the marine environment; partial measures of
protection based on presumably safe levels of emissions were repeatedly
proven wrong by the continued deterioration of the ecosystem (Hallers-
Tjabbes 2003, 334–335). So in the 1987 London Declaration, the North
Sea states adopted the “principle of precautionary action.” This principle
would be engaged whenever “there is reason to assume that certain damage
or harmful effects on the living resources of the sea” could occur—even 
if “a causal link between emissions and effects” could not be established.
More specifically, the signatories aimed at “reducing emissions of sub-
stances that are persistent, toxic and liable to bioaccumulate.”

That use of categories is characteristically precautionary.3 As Joel Tick-
ner (2003a, 272) argues, “When evidence is limited and uncertain, infor-
mation is most appropriately presented in terms of categories of evidence
rather than continuous quantitative estimates of risk.” This is because cat-
egories of evidence open up wider opportunities to evaluate how damage
may occur, even before slowly developing harms become evident. Cate-
gories such as persistent, liable to bioaccumulate, and environmentally
mobile do not themselves describe specific harms that result from an emis-
sion. But they summarize the twentieth-century experience with substances
that turn out to be dangerous to human health and the environment. Even
absent causal linkages proving that a harm will come about, one can an-
ticipate dangers by being attentive to the “biologic plausibility” that a sub-
stance will “cause effects in one or more organic systems in humans (and
not only a specific one or through a specific mechanism)” (Tickner 2003a,
272). Similarly, a transgenic organism can be categorized according to its
potential for weediness. Its ability to propagate itself widely in an ecosys-
tem can be taken as evidence of its ability to disrupt otherwise-stable
species interactions. In each case, categories help span the gap between
partial knowledge of how ecosystems and organisms behave, on the one
hand, and the insufficiency of knowledge, here and now, about specific
harms, on the other. What is present in Jonas’s reflections, and missing
from Latour’s, is the idea that precaution builds on environmental social
learning.

The second nuance is that uncertainty—which is fundamental to every
defense of the precautionary principle—comes in different types and de-
grees. Andrew Stirling distinguishes four gradations.4 “Risk” applies to
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cases where one can foresee all possible outcomes and attribute probabil-
ities to each one. “Uncertainty” describes situations where the range of
possible outcomes is understood, but it is not possible to assess their rela-
tive probabilities. “Ambiguity” is the term in cases where we do not un-
derstand the range of possible outcomes. Finally, where neither a full range
of outcomes nor probabilities is known, “ignorance” prevails. Ignorance,
particularly, calls for precaution because it leaves us open to unhappy sur-
prises. Stirling (2000, 81) insists that “recent examples of major ‘risks’
caused by technologies, such as the loss of atmospheric ozone, chemically
induced endocrine dysfunctions, BSE show that the problem lies not in de-
termining the probabilities of effects but in anticipating the possibilities
themselves. These were surprises.” To be sure, anticipating surprises re-
quires scientific grounding—as Jonas understood. Without a considerable
understanding of atmospheric sciences and inorganic chemistry, who
could even conceive that using highly inert CFCs as aerosol propellants
might cause ozone depletion?

At the same time, the project of anticipating surprises helps recast the
strategy of precaution. For there is a precautionary alternative to spinning
catastrophic scenarios out of pure imagination and metaphysical argu-
ment. Precaution can be a matter of assembling fragmentary, incomplete,
dispersed knowledge and critical perspectives in new ways. It commands
that different sciences, with different methodologies and assumptions, be
brought systematically into contact with one another. It commands, too,
that persons outside the networks of professional scientists be given op-
portunities to question the necessarily partial judgments formed in those
circumscribed milieus. It mandates renewed efforts to expose commercial
interests that disguise themselves as impartial science. It demands opening
up the process of risk assessment to qualitative concerns: the impact of
technologies on cultural integrity, the equitable distribution of goods, and
power relations in society. In a sense, these ideas recall Latour’s proposal
of bringing the sciences into democracy—except that they express an at-
tempt to remain receptive to people’s moral reluctance to embrace un-
bridled experimentalism. More directly, a democratic interpretation of the
precautionary principle suggests how we might build on Jonas’s impera-
tive of responsibility while rejecting its authoritarian leanings.
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5
Precaution and Democratic Deliberation

Here is an irony worth contemplating: today, Jonas’s suspicion of democ-
ratized risk assessment is relayed not by the defenders of the precautionary
principle but by its critics. Cass Sunstein (2002, 4–5) asserts that “the
American regulatory state, and indeed regulatory states all over the globe,
are becoming cost-benefit states”—ones that place “a high premium on
technical expertise and sound science.” Such states take pains to avoid pol-
icy blunders that result from responding to irrational public fears. They
give “a major role . . . to more insulated officials who are in a better posi-
tion to judge whether risks are real” (Sunstein 2005, 126). Sunstein cele-
brates U.S. technocracy.

Elsewhere in the world, calls for a democratic or “deliberative” inter-
pretation of the precautionary principle have become a commonplace of
the literature on the politics of risk. Many of the key precautionary lessons
that emerge in the conclusion of the European Environment Agency report
(2001, 169) on the precautionary principle “relate to the type, quality, pro-
cessing and utilization of information set within the context of a more par-
ticipative and democratic process.” For the most prolific French specialist
on the issue, economist Olivier Godard (2000, 132), the precautionary
principle entails “the development of new forms of interaction between the
public and regulatory authorities, so as gradually to lessen people’s sus-
picion of how expertise is used and to allow a wide deliberation on the 
risk-taking to which the public can consent.” Australian scholars Ronnie
Harding and Elizabeth Fisher (1999) conclude their reader with a call to
make the precautionary principle a “transdisciplinary, deliberative problem-
solving process.” The Wingspread Statement mentions applying the pre-
cautionary principle in ways that are “open, informed and democratic” (in
Raffensperger and Tickner 1999, 354), thereby thrusting the participatory
impulse into North American discussions of environmental risk.



Words like deliberative, participatory, democratic, and discursive signal
a commitment to change the way that risk-regulation decision-making
processes are handled in Western democracies today. Making such proce-
dures more deliberative entails first that they be made broadly inclusive. A
key premise of democratic thinking is that what affects all should be de-
cided by all. Taking this premise into risk regulation means that questions
normally seen as the province of experts and functionaries, lobbyists and
politicians, must somehow be brought before the public at large for com-
ment, debate, and in some cases, resolution. Moreover, champions of de-
liberation contend that democratic debate aims to serve not just the largest
coalition of private interests but rather the public good. Serving the public
good means considering all the ramifications of a policy, for all sectors of
society, for the long as well as the short term. Getting at the public good
requires free debate, in which deliberators try to persuade each other by
the force of the better argument. Values, in this perspective, are seen not
as fixed interests that individuals bring to the deliberation. They are views
enlarged, perhaps even revised and harmonized, by discussion and reflec-
tion so that they respond to the reasonable concerns of fellow citizens
(Sagoff 1988, 40–42). Deliberative democracy, I shall maintain, comple-
ments rather than supplants the competitive processes of pluralist democ-
racy. Much more than pluralists, deliberative democrats are on the lookout
for innovative forums that favor enlarged, participatory thinking.

The case for a deliberative interpretation of the precautionary principle
is not meant to foreshadow some utopian future when the familiar insti-
tutions of pluralist democracies wither away. Representative institutions
and interest-group competition are not only unavoidable in large, inter-
nally diverse nation-states but have some potential precautionary virtues
of their own. But linking precaution to deliberative democracy is intended
to imply that the processes that trigger and implement precautionary mea-
sures should include regularized forms of nonexpert citizen participation
and collective judgment. The objective is to make citizen deliberation a
formal part of the process, just as regulatory bodies systematically include
scientific and economic advisers. If this conception of precaution is to be
convincing, however, the case for it must be made in terms of its efficacy.
That is, the case for a deliberative interpretation of the precautionary prin-
ciple rests on the plausibility of its actually forestalling environmental dan-
gers, not just on the desirability of more democracy in general.
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Lay Participation in Risk Assessment: The Challenge of Precaution

What can nonexperts actually contribute to political processes surround-
ing risk detection and management? Being able to distinguish genuine dan-
gers from alarmist fantasies and rumors of catastrophe is not normally
thought of as the public’s long suit. In fact, if we look even at the Rio for-
mulation of the precautionary principle, its logic seems to lead in direc-
tions that do not favor wide public participation.

The Rio declaration mentions “threats of serious or irreversible dam-
age” to the environment. The first challenge to public consultation is, as
German sociologist Ulrich Beck (1992b, 52–53) puts it, that today’s
“threats to civilization only come to consciousness in scientized thought.
These are the hazards that employ the language of chemical formulas, bi-
ological contexts and medical, diagnostic concepts.” In this context, ordi-
nary perception and common sense are devalued. “The degree, the extent
and the symptoms of people’s endangerment are fundamentally dependent
on external knowledge. . . . Affected parties are becoming incompetent
in matters of their own affliction.” Detecting long-range environmental
risks appears to demand competencies that the public does not have. Im-
plementing the precautionary principle entails more intensive and focused
research programs along with better monitoring of environmental phe-
nomena—not, it would seem, more lay participation.

In the second place, since Rio, the precautionary principle has been the
focus of more and more efforts to give it juridical formulation. It is a rule
that is finding its place in a complex legal order. Increasingly, courts are
called on to give it greater precision, and to relate it to preexisting rules
governing responsibility in case of accidents and the right of citizens to sue
public authorities. Judges are likely to take on the tasks of defining thresh-
olds of risk that justify taking precautions (see Bechmann and Mansuy
2002). They will decide whether certain precautionary measures are too
strict or too lax (Sadeleer 2001b). They may end up attributing respon-
sibility in cases where inadequate precautions were taken (Radé 2000).
Courts will also probably have to sort out how precaution fits with treaties
that open markets to international trade. They will have to reconcile new,
precautionary rules with the long-standing norms of due diligence that
apply in manufacturing and commerce. If the precautionary principle im-
poses new obligations on researchers and manufacturers, the matter of
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deciding who pays for such measures will undoubtedly get disputed in
courts of law.

The “juridification of uncertainty” (Scott and Vos 2002) works against
participatory precaution. Pressure is growing to make the application of
precautionary norms more predictable by screening out the influence of
opinions that do not bear directly on environmental and health concerns.
In the case of GM crops, for instance, some of the hostility that Europeans
feel toward them has to do with protecting jobs on small farms and avoid-
ing dependency on powerful multinational firms (Maréchal 1999). These
sorts of issues are not directly precautionary, and yet it is difficult to get
laypeople to set them aside in their judgments about acceptable risks. The
legitimacy of the precautionary principle will be undermined if it comes to
apply to just any fear that people happen to have in regard to new tech-
nologies. So protecting that legitimacy requires measures to limit the effect
of ordinary citizens’ unfocused social concerns in decision-making pro-
cesses (Scott and Vos 2002, 278, 282–285).

Finally, the precautionary principle cannot be implemented without
some concern for its economic impact (Kourilsky 2002, 60–61). The Rio
declaration mentioned “cost-effective measures”—implying that some
precautionary measures may be too expensive relative to the anticipated
advantages. Heightened regulatory activity is inevitably costly. Precau-
tionary measures may include things like additional research, labeling
requirements, and creating new regulatory agencies. Economists and soci-
ologists of risk will inevitably be called in. They will evaluate comparative
risk levels and the efficiency of chosen regulatory measures. One can an-
ticipate thousands of pages of densely written reports, filled with charts
and equations. Precautionary policymaking is not going to be determined
simply by counting noses—especially when those noses are attached to
heads filled with untutored, unquantified intuitions about whether regu-
lating some new technology is “worth it” or will “cost jobs.” Taking ac-
count of the precautionary principle’s economic impact sits uneasily with
deliberative procedures in which citizens present their concerns directly as
arguments.1

Given these deficiencies of popular opinion relative to risk assessment,
how can so many authors argue that implementing the precautionary prin-
ciple requires popular participation? Broadly speaking, there are two forms
of justification, one based on the preconditions of legitimate decision
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making, and the other based on the positive environmental consequences
to be anticipated from making risk assessment a more deliberative exercise.
The latter justification, I shall contend, is the more fundamental one for
precautionary purposes.

Harding and Fisher (1999, 292) announce the argument based on pre-
conditions: “The first reason [why the application of the precautionary
principle requires a deliberative process] is that in the absence of sufficient
‘facts’ on which to base a decision some other basis for decision-making is
required. . . . The deliberative process is the legitimate basis for decision-
making in a democracy.”2 Now that is not a self-evident conclusion. In the
absence of sufficient facts, one might claim (as defenders of science-based
risk regulation often do) that no public decision at all is required. Or one
might insist on acquiring more facts by accelerating scientific research. An
argument linking uncertainty and deliberation needs to be filled in with
some more extensive social analysis that explains why those alternatives
are inadequate to found legitimate policy. Such an analysis is behind Beck’s
(1995, 17) assertion that there is a “secret elective affinity between the
ecologization and the democratization of society.”

Beck’s influential studies of risk society hold that industrialization has
reached a point where it generates hazards beyond its ability to control. In-
creasingly, the topic of public debate shifts from familiar issues concerning
the distribution of goods in the welfare state to conflicts over the distribu-
tion of “bads” (Beck 1996, 27–29). In a risk society, says Beck (1992b, 21),
citizens perceive “the hidden face of progress”: industrial civilization
forces them to accept new and troubling types of risk. At the same time, he
argues, factors like global economic competition and geographic mobility
accelerate modernity’s process of individualization. Detraditionalized in-
dividuals are simultaneously less inclined to sacrifice their well-being for
collective goals and more determined to protect the quality of their own
lives against potential dangers. In a world of pluralized lifestyles, individ-
uals assert the values of “equality, freedom and self-expression promised
by modernity, against the limitations, the functional imperatives and the
fatalism of progress in industrial society” (Beck 1992b, 232). With in-
creased reflectiveness, they come to challenge scientific assessments of
technological risk. More and more frequently, one hears demands for more
open, public debates about the potential negative consequences of innova-
tion. Beck (1995, 16) foresees a day when “public experiential science . . . ,
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accepted as legitimate knowledge and authorized to make decisions,
would have the function of an ‘open upper house of parliament.’ It would
have to ask ‘How do we wish to live?’ and it would have to hold the an-
swers up as the standard for scientific plans and consequences.” Daniel
Cohn-Bendit (2000) neatly summarizes Beck’s thesis by claiming that “a
society aware of the risks that it runs, a ‘risk society,’ is a society in which
the citizens reject blind confidence in the ‘technicist institutions’ that are
supposed to know the common good better than anyone else.”

Beck’s case for precautionary deliberation starts from a background nor-
mative assumption that in general, legitimate policy derives from the will
of the people. From this assumption, Beck criticizes the way that reliance
on technical expertise is handled in contemporary democratic practice.
Contemporary democracies usually allow for decision-making authority
to be delegated to administrative agencies that solicit expert advice, pro-
vided that those agencies are ultimately responsible to democratically
elected officials, and the scientific advice these officials get consists of
something approaching factual certainty. The latter condition is supposed
to mean that even as officials rely on expert advice, they still adhere to the
people’s will. The experts’ factual information simply helps them carry out
what the public really wants. But Beck emphasizes how, in many cases,
scientific uncertainty is substantial. As a result, there is a legitimacy gap in
the system: we-the-people delegate power to administrators only on the as-
sumption that their function is merely to find the most effective ways to
realize our objectives. Yet the scientific uncertainty means that adminis-
trators are left to make risk decisions without a firm factual foundation
that would constrain their choices. They have decision-making power that
escapes the ethical umbrella of democratic legitimacy. Under such condi-
tions, contends Beck, power rightly reverts to the people. If there are risks
whose magnitude cannot be calculated, it is the people’s right to decide
whether they really want to take them and under what conditions.

This is problematic as a justification for deliberative precaution. Its
agenda is so broad that it risks undermining the specificity of the principle
itself. Yes, the precautionary principle can be seen as a challenge to certain
types of decisions made within the context of “technicist institutions.”
And it does rest on a certain skepticism that science is always adequate to
the task of explaining natural phenomena that potentially generate risks.
But citizens in risk societies worry about far more than health and envi-
ronmental effects. As Beck describes them, citizens are concerned about

122 Chapter 5



job security, the injustice of unequal risk distribution, the loss of leisure
time, and various forms of aesthetic deterioration. Deliberative precau-
tion, on this interpretation, becomes a way of encouraging public debate
about every possible consequence that a technology or social practice
might have. The disadvantage of this interpretation is that it overshadows
the hard-won environmental social learning embodied in the precaution-
ary principle. From its earliest appearance in international treaties, the pre-
cautionary principle has targeted an unusual category of risk: risks that are
serious in the sense of creating widespread, palpable harm to people, prop-
erty, and ecosystems; problems that are long-term and irreversible. The
case for precaution is that faced with the reality of this novel type of risk,
we need new safeguards. Without consensus on the precautionary prin-
ciple, nations delay preventive measures to forestall the risk. Thereby they
impose the risk on everyone. The value of the precautionary principle de-
pends on its ability to provide a new level of protection against such dan-
gers. Its rationale is consequentialist. It looks to the good effects that will
be gotten by adhering to the principle. Legitimacy-based arguments for
deliberative precaution obscure this essential rationale.

Defenders of democratically legitimated risk assessment generally claim
along the way that their proposals will, in fact, help us avoid unwanted
technological risks. The problem is that the defenders move too quickly—
and implausibly—to contend that the lay public has precaution-pertinent
knowledge at its disposal. Consider Beck once again. He argues that the
public awareness of environmental harm is increasing. In reference to en-
vironmental degradation generally, he claims that “the latency phase of
risk threats is coming to an end.” Previously invisible hazards are becom-
ing visible in the form of dying forests, eroded monuments, and sea ani-
mals smeared with oil (Beck 1992b, 55). Such environmental issues have
enough salience to provoke popular alarm and thus automatically moti-
vate democratic forms of engagement. These are not necessarily the sorts
of issues targeted by the precautionary principle, however. Oil spills and
acid rain certainly merit regulatory attention. But they do not fall under the
scope of a principle whose purpose is to justify action in the case of new
technologies or collective practices where harmful effects have not yet been
scientifically demonstrated—much less felt in the general population.

Beck offers a second argument to suggest the competence of laypeople in
risk assessment. He contends that various “cultural sensitivities” can serve
to trigger “political reflexivity” (Beck 1995, 15). In different cultures,
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people have special affection for certain landscapes or products. When
these are perceived to deteriorate, nonscientized views react quickly. For
cultural reasons, Germans care particularly about the health of their
forests, while the French can be especially touchy about biotechnology in-
novations that threaten the distinctiveness of regionally produced foods
(Bureau and Marrette 2000, 176–178). Arguments about cultural sensitiv-
ity do not, however, say anything very systematic about precaution in the
face of new, global risks. Cultural factors can just as well cause environ-
mental insensitivity. Somehow, Americans treasure wilderness areas, but
their love of automobiles seems to overpower their fears of global warming.
French public opinion remains wedded to nuclear power—while the prob-
lems of waste storage go unresolved. Cultural sensitivities seem randomly
distributed and not particularly dependable in terms of evaluating risk.

A better, more focused argument is that since applying the precaution-
ary principle may have far-reaching effects on people’s lives—for example,
the type of transportation they use or the availability of chemicals whose
benefits they desire—their participation in precautionary decision making
is essential (Dormont and Hermitte 1999, 56). Without it, those decisions
will be resented as impositions and perhaps even undermined by noncom-
pliance. This assertion concerns more than legitimacy. It suggests that the
effectiveness of at least some anticipatory policies depends on people’s ac-
ceptance of them. It appeals to the environmental consequences of inclu-
sive political processes. Still, this reasoning does not go very far along the
path of deliberative precaution. It seems to pertain more to the choice of
precautionary measures than to the discovery of instances where precau-
tion should be practiced. It does not yet offer a response to a defender of
cost-benefit analysis who contends that the public acceptance of risk-
reduction measures should be seen as a matter of more effective strategies
of risk communication, not new forms of direct political participation 
(see Sunstein 2002, 264ff.).

The Consequences of Deliberative Precaution

The upshot of this critique of legitimacy-based arguments for deliberative
precaution is this: the case for a deliberative interpretation of the precau-
tionary principle needs to be made on the grounds that broader partici-
pation and deliberation play a crucial role in enhancing the principle’s
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precautionary impact. That is, if there is a case for deliberative precaution,
it must rest on demonstrating that nonexpert understandings can make
some special contribution to the challenge of detecting and reacting to
large-scale, latent, uncertain risks. Deliberation must connect to efficacy—
to an ability in fact to help forestall grave dangers. How is that possible?
Three consequentialist connections between deliberation and precaution-
ary risk reduction are notable.

The first is that deliberation can constitute a stage in risk assessment that
puts a check on the excessively action-oriented worldviews associated with
particular professions and forms of expertise. Arranging risk-assessment
procedures in ways that give greater discursive significance to questions
about this action orientation helps expose potentially dangerous lacunae
and risk-generating enthusiasms in expert views.

Consider the implicit action orientation of several forms of expertise.
Economic studies of environmental problems are action-oriented in the
sense that they are intended to identify and remove potential obstacles to
economic change and development. Thus, if environmentally concerned
citizens object to draining wetlands to build a shopping center, environ-
mental economists will be brought in to evaluate the situation. Part of their
job is to put prices on ecological services (for example, water filtration)
that have no market price. The inclusion of such prices in impact analyses
may or may not tip the balance in favor of conservation measures. What is
not always noticed, however, is that the economic framing of the analysis
has subtly redefined the environmental situation. “Ecological services” be-
come goods made to compete with all other scarce goods in the economy.
Action follows as soon as their value is outweighed by the aggregate value
of other goods. The environmental goods are set to be traded off so that
development can continue. But here’s the rub: multiple, potentially false
assumptions about the world and people’s preferences go into such analy-
ses. Cost projections may depend on rainfall extrapolations that turn out
to be false because of climate change. The economic analysis may fail to
notice that wetlands provide habitat for an endangered species. The tacit
commitment to proceed with building the shopping center as soon as the
benefits outweigh the costs may override a growing public sentiment in
favor of sustainable development for future generations.

Similarly, risk analysis is action-oriented. Beck’s critique shows how
framing social choices in terms of risk is not a neutral description of a
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situation. It is part and parcel of an industrial-utilitarian order bent on fa-
cilitating production and consumption (Beck 1992a: 98; see also O’Brien
2000, 6). If a group opposes a technology or practice as “too risky,” they
will be told that all of the alternatives—including the status quo—carry
risks as well. “A willingness to balance relative costs and benefits is inher-
ent in the very adoption of the concept of ‘risk’ to describe one’s situa-
tion,” notes Langdon Winner (1986, 145). Looking at every choice as a
risk is part and parcel of a worldview bent on maximizing social benefits.
But here’s another rub: some risks are novel, poorly understood, or can
only be “calculated” by using highly controversial assumptions about the
behavior of natural systems and people. Famously, the U.S. Nuclear Reg-
ulatory Commission’s Rasmussen Report of 1975 determined that the
probability of a severe accident at a nuclear power plant was only one in 
a billion per reactor year of operation. And then a reactor at Three Mile
Island melted down four years later, due in large part to an unforeseen
operator error.

Isn’t research in the natural sciences different? Isn’t it the function of the
natural sciences to understand reality, not to change it? Not really. It is
characteristic of the empirical sciences to conceive of nature as an object
of possible technical control. Each hypothesis, each experiment, is designed
with a view to better understanding and controlling natural phenomena.
Knowledge of physical processes, gained by never-ending experimental
research, underwrites great confidence in our ability to manipulate natu-
ral phenomena to our advantage.

In each case, experts bring to bear methods of analysis that on their own
terms, admit no limits to action. Everything has an exchangeable cost, every
action entails risk, and every natural phenomenon can in principle be un-
derstood, and then manipulated, using scientific methods. Their technical
analyses presuppose the desirability of world-changing action. Moreover,
experts suppose that in fairly short order we can acquire the knowledge re-
quired to decide when action can begin. Their action orientation consti-
tutes a tacit commitment to proceed with world-changing measures, even
though they may give a poor representation of certain aspects of reality.

The point, of course, is not that lay opinion understands the probabili-
ties of nuclear accidents better than experts do. The point is that the ex-
perts’ immersion in action-oriented systems is the source of overconfidence
and contestable assumptions. To bring their lapses to light requires expos-
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ing experts to action-questioning notions that come from outside their
frameworks. Such notions are the stuff of laypeople’s nonprofessionalized,
commonsense understandings of the world. Talk of the sacred, integrity,
and inviolable rights is integral to everyday discourse. These concepts re-
sist commensuration and trade-offs. When they are invoked, proposals for
action encounter an obstacle.

Now it would be easy enough to respond that such action-questioning
notions are never absolute. True enough. But their significance is usually
embodied in special institutions and procedures through which action-
oriented claims must pass. When action-oriented proposals run into in-
dividual rights, sacred burial grounds, and the like, their sponsors are
constrained to make detours, answer questions, and face delays. They have
to respond to different thresholds of evidence, convince specially consti-
tuted audiences, and plan for negative outcomes that they would prefer to
downplay. Action must take a more difficult path—a path on which it can
be delayed or even defeated.

Lay conceptions of nature should be understood in this way. They are
not just romanticized or error-laden ideas destined to be replaced by more
technically sophisticated understandings of the social and physical reality.
As the sociologist Denis Duclos (1993, 67) maintains, “It is precisely what
is non-reducible to concepts that suggests what is most ‘natural’ (non-
cultural) in reality.” Nature often corresponds to an intuition that every
technically sophisticated view of reality is not a transparent window onto
reality but a symbolic rendering of it. Behind every way of knowing nature,
there is something more fundamental that is partially grasped by this way
of knowing—and that partly escapes it. There is a real nature behind these
occurrences. But it is a nature not yet revealed by today’s action-oriented
grids of understanding.

What happens when ordinary understandings of nature are overridden
by professionalized ones is well illustrated by how Philippe Kourilsky
(2002, 21–22)—general director of France’s prestigious Pasteur Institute—
analyzes the mad cow crisis: “Part of public opinion is convinced that the
origin of the ‘mad cow’ problem is that industry implemented a feeding
process that was contrary to the laws of nature. However, feeds made from
both animal and vegetable matter have essentially the same composition,
provided that they are well prepared: both are proteins and amino acids—
the universal components of the living world, plants included.” His point
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is that the people’s intuitions about what is natural and unnatural have
nothing to do with whether products really are safe. Biologists know—or
should know—what the real composition of feeds are. The nature they
deal with is composed of building blocks whose characteristics can be an-
alyzed, and whose interactions can be understood and predicted. This
understanding of nature sets up the world to be disassembled and re-
assembled, provided only that scientific creations are well prepared. De-
manding that they be well prepared acknowledges that some procedures
may not prepare things so well. Experiments sometimes will fail to yield
the expected results or will reveal some hitherto unsuspected danger. But
Kourilsky assumes the obstacles to be specifiable on scientific terms. More
hypotheses, more experiments, are in order. Once the obstacles are identi-
fied and controlled, the world-altering action may proceed.

It is now believed that BSE is caused by a nonliving, misfolded protein 
(a “prion”). Up until the mid-1980s, food safety specialists assumed that
feeding cows industrially processed sheep offal, even from sick sheep, posed
no threat to cow or human health. Sheep tissue was, after all, only proteins
and amino acids. That a nonliving, misfolded protein could induce further
misfolding, survive at least some forms of processing, and jump various
species barriers were not possibilities taken seriously by those who believed
they already understood “essentially” the nature of the matter they dealt
with. But here’s yet another rub: they did not understand (Khachatourians
2001, 18–19). The matter that they were dealing with contained previously
unsuspected components with behaviors that contradicted prevailing the-
ory. Reductionist views of what nature is and what nature can do were
partly responsible for imposing a grave risk on a wide population.

The precautionary principle is about avoiding serious damages that arise
precisely out of that unexamined part of reality. An important precau-
tionary function of widened deliberation is to increase the chances of 
non-action-oriented viewpoints being given genuine influence in risk-
management decisions. The objective of a consequentialist, deliberative
precaution is not to substitute popular feeling for expert judgment. It is to
foster the growth of institutions in which experts’ action-oriented con-
cepts can be made responsive to other notions that leave more room for
doubt about human mastery of the world, respect for life’s complicated
patterns, and considerations of wholesomeness and fittingness.
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The precautionary effect of such arrangements is suggested by France’s
experiment with a “citizens’ conference” in 1998. This event arranged for
ordinary citizens and scientists to interact in a public arena, and citizens
to deliberate about a reasonable policy to adopt with respect to transgenic
crops. The event was, by many accounts, surprisingly successful. Scientists
were forced to find a publicly comprehensible language to explain the
stakes in the GMO debate; the citizens did not hesitate to interrupt and
question the experts (Marris and Joly 1999). On occasion, the lay partici-
pants even challenged the experts’ assurances of low risk and rejected as-
sertions that transgenic modifications were essentially the same as natural
genetic variation (La première conférence 1998). Often the scientists had
to admit that the current knowledge about GMOs was insufficient to an-
swer the citizens’ questions. Meanwhile, media coverage amplified the
effect. Adding a deliberative moment to this instance of risk assessment
probably stiffened the government’s resolve to abandon the use of anti-
biotic marker genes and require the labeling of GM foods (Bourg and Boy
2005, 94)—policies that its own expert advisers had not originally favored.

A second consequentialist reason to favor nonexpert public participation
is to help assure that regulatory bodies actually function according to pre-
cautionary standards. Ideally, regulatory bodies are supposed to maintain
their independence from the interested parties that they monitor and po-
tentially discipline. But maintaining such independence is difficult in prac-
tice. The phenomenon of “regulatory capture”—in which regulators
collaborate with and protect the industry they are supposed to oversee—is
well documented in the social science literature on regulation. In some ar-
eas of high technology—this is particularly true in genetic engineering—al-
most all of the top experts have some links with the industry they regulate.
They have had jobs, research grants, and consultative relations with the in-
dustry. Moreover, researchers necessarily become involved in the social val-
ues surrounding their fields of study. Thus, argues Philippe Roqueplo
(1997, 46), “When he intervenes as an expert in a complex policy area, a
scientist always functions, whether he knows it or not, as the advocate of a
certain cause—especially since he believes that the stakes in the decision are
high.” Anyone who reads the popularizing works of scientists engaged in
the debate over GMOs cannot help but be struck by the social vision sur-
rounding the scientific arguments (see Gottweis 1998, 92, 147, 150). Those
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defending the safety of GMOs are not just making a judgment about the
current state of scientific research. They are defending their laboratory’s
right to continue certain lines of experimentation. They are defending a
world in which science contributes to social progress, as they see it.

In addition, the political authorities to which regulators report can eas-
ily end up regarding new technologies more in terms of their impact on
employment or the country’s balance of payment than on environmental
health decades from now. Cases cited in the European Environment Agency
report on the precautionary principle document the problem. The authors
conclude that “one factor in the slow UK response to BSE was that the gov-
ernment regulatory body was responsible first to industry and only second
to consumers. [Likewise, the history of asbestos regulation] provides a
clear example of persistent obstruction and misinformation by vested
interests and of drastic miscalculation in the wider regulatory process”
(European Environment Agency 2001, 179). The problem of regulatory cap-
ture is, of course, a persistent one in modern representative democracies.
There are no miracle solutions. Checks and balances, political oversight,
legal accountability, and freedom of the press all have their place. The sug-
gestion here, however, is that in precautionary situations, where scientific
uncertainty is added to the mix, there is a strong case for opening regula-
tory processes to public scrutiny and organizing deliberative events that
keep the public good—not the narrower perspective of organized interests
and politicians responsive to them—at the forefront of attention.

A good example of this potential contribution comes from a recent re-
port, Public Perceptions of Agricultural Biotechnologies in Europe (Mar-
ris et al. 2001). This sociological study compared what decision-making
leaders thought were the grounds of public distrust of GMOs with what
citizens actually said when they were questioned in discussion groups. The
discrepancies between official expectations and public reasoning were
striking. The leaders attributed public reticence to factors like scientific ig-
norance and an unrealistic desire for “zero risk.” What the researchers
found, however, was that most public concerns had to do with the ade-
quacy of already-existing measures that had been taken to control risks.
The citizens asked:

• Do the regulatory agencies actually have enough power and the funds to
counterbalance the interests of the large firms that want to develop these
products?
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• What contingency plans exist in cases where unanticipated harmful
effects occur?

• Can the rules imposed by the regulatory authorities really be applied
effectively? (Marris et al. 2001, 63–70).

In all of these questions, what we hear is a healthy dose of skepticism re-
garding the real workings of the regulatory authorities. Citizen partici-
pation might help prevent some of the safety-reducing dysfunctions of
regulatory politics. The challenge is to organize public participation and
debate in ways that allow a wider group of stakeholders to interject ques-
tions about the quality and scope of scientific studies used in risk assess-
ment (Levidow and Marris 2001, 355–356). Citizens might also be brought
in to observe the functioning of regulatory bodies. There, they could verify
that established procedures had been followed and, if necessary, question
the good faith with which information had been shared (Godard 2000,
142). In a similar vein, Sanford Lewis (1999, 248) proposes “citizen over-
sight boards” that could be “empaneled to ascertain when available infor-
mation triggers action requirements (e.g., restrictions, bans or phaseouts
of substances or activities.” Such third-party review of regulatory perfor-
mance could help reinforce safety measures. And that is the point of the
precautionary principle.

Third, in some cases, nonexpert knowledge can usefully complete expert
knowledge in regard to understanding the complexity of social practices
that generate risk. That is, democratically inclusive measures built into
procedures for risk detection and management can have a precautionary
effect to the extent that they increase the sensitivity of such procedures. In-
creased sensitivity means an earlier detection of potential problems, before
they spread or become irreversible. It means that assumptions about how
risks are handled can be examined, challenged, and modified by con-
frontation with lay experience. Brian Wynne’s (1996) study of Cumbrian
sheep farmers and environmental radioactivity is illustrative here. He re-
counts how, following the Chernobyl nuclear accident, expert analysis of
the spread of contamination led to restrictions on sheep movements and
sales. Yet the scientific studies on which policies were based overgeneralized
the assumptions about soil composition in the affected area—assumptions
that could be challenged even by farmers with local knowledge.3 Radiation
persisted in ways that contradicted the scientists’ initially confident predic-
tions. Local farmers’ suspicions that some of the radioactivity originated
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from a nearby nuclear power plant forced a reexamination of the data and
a discovery that Chernobyl could account for only 50 percent of the local
contamination. The scientists assumed that sheep farmers could easily
move flocks from the more contaminated hilltop grazing to the less con-
taminated valleys—an option that the farmers themselves knew to be un-
realistic. “The benefit of attending to lay knowledge is its complementary
character, its sometimes firmer grounding in real-world operational condi-
tions” (European Environment Agency 2001, 177).

Pluralism and Participatory Democracy

The idea of widening the debate about technological options and their at-
tendant risks straddles the ideals of deliberative and pluralist democracy.
Deliberative democracy promotes direct citizen participation rather than
representation. It depends on an ethos of seeking the common good, not
just satisfying interests and accepting social compromise. It favors settings
in which the better argument prevails, not mere numbers, economic power,
or brute coercion.

In the United States and across Europe today, democracy is more plural-
ist than deliberative. In a pluralist democracy, people with shared interests
form groups that try to shape policy in their favor by means of electoral
mobilization, lobbying, and legal maneuvering, within the context of rep-
resentative assemblies. As John Dryzek (1997, 100) explains, “Political ra-
tionality [under such conditions] means that all actors have to be mollified,
pretty much in proportion to their ability to create difficulties for govern-
ment officials, irrespective of whether they are motivated by conceptions of
the public interest or more selfish material interests.” Decisions in pluralist
democracies are reached by arranging trade-offs among interest groups,
manipulating—often suppressing or distorting—information, and yielding
to scarcely veiled threats of electoral retaliation or denial of services. Like
sausage making, these methods are not particularly appetizing to watch,
but for most purposes they may yield a palatable enough product.

In relation to precautionary situations, however, their implications are
more disturbing. Short-term electoral advantage comes to the fore in plu-
ralist decision making, not the long-term environmental consequences.
Political mobilization usually occurs around visible problems affecting
clearly identifiable victims, seldom around invisible, slowly accumulating
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dangers. Politicians respond to domestic constituencies, not to people
around the globe who may suffer far more of the consequences of large-
scale ecological disruption. Pluralism bears some direct responsibility for
the nonprecautionary character of contemporary politics.

Nonetheless, even on their own terms, pluralist democracies can be re-
formed so that they combine some aspects of deliberation and precaution-
ary decision making. For instance, they can adopt procedures and practices
that encourage wider rather than narrower participation. Pluralist democ-
racies can create political structures promoting greater foresight, not less.
They can create a legal context that is more rather than less supportive 
of groups willing to challenge business as usual. To the extent that they 
“do more” in each of these ways, pluralist democracies can be made to lean
toward a more deliberative ideal. Consider several such possibilities in
more detail.

One way of doing more is to create a standing parliamentary commis-
sion or some array of permanent advisory bodies whose mission is to en-
gage in prospective analysis of environmental risks and counsel legislators
on how to mitigate them (Mironesco 1998). From 1972 to 1995, the U.S.
Congress received reports on issues like climate change and genetic engi-
neering from the Office of Technology Assessment. This office was a sort
of in-house think tank designed to give Congress a source of unbiased
technical expertise. It sought to clarify the options that the legislators
faced, not to advocate for a particular solution. Inspired partly by this
model, France created the Parliamentary Office for the Evaluation of Sci-
entific and Technological Choices in 1983. Composed of equal numbers of
senators and representatives, this body mainly holds private hearings with
expert advisers. Occasionally, however, it also puts together public hear-
ings, as it did in 1990 concerning the exploitation of natural resources in
the Antarctic (Le Déaut 1999, 159–161). Since such agencies have an ex-
plicitly future-oriented mission, they are capable of making legislators dis-
cuss problems that might occur far beyond the electoral cycles that they
can anticipate during their careers. Also, to the extent that reports and
hearings raise public awareness of looming environmental problems, they
have a quasideliberative function. A more aware public can react, debate,
initiate litigation, and apply pressure to legislators.

A second means of opening pluralist democracy to precautionary delib-
eration is by favoring alternatives assessment over cost-benefit analysis. As
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an action-oriented mode of evaluation, cost-benefit analysis is by its very
nature seeking permission to proceed with some activity, provided that the
potential damages are “acceptable” on balance. Alternatives assessment,
in contrast, is a mode of evaluation whose fundamental principle is that it
is not acceptable to harm humans or nonhumans if there are reasonable al-
ternatives (O’Brien 2000, 6–7). In relation to an activity with environmen-
tal effects, it requires consideration of all reasonable choices, including
especially those likely to have the least adverse impact. An alternatives as-
sessment approach to the industrial and consumer use of chlorine com-
pounds will ask not what level of exposure to such compounds causes only
an “acceptable” level of harm, it will instead seek to demonstrate the exis-
tence of effective alternatives for almost all uses of chlorine. Such an ap-
proach is precautionary because minimizing harm rather than maximizing
social benefits is its watchword. Alternatives assessment also constitutes a
step toward deliberative precaution because with “broadly based public
participation,” “a full range of alternatives is more likely to be considered”
(O’Brien 1999, 210). Discovering alternatives requires ensuring that poli-
cymakers are not exposed to only one side of an issue or hear mainly from
those who have an immediate interest in allowing risky activity to go for-
ward. Alternatives assessment highlights choices, thereby enlarging the
field for democratic processes of change.

In its commitment to opening risk analysis to outside scrutiny and chal-
lenge, alternatives assessment shades over into a third way of making plu-
ralist democracy more deliberative and precautionary. The activities of
NGOs can provoke controversy in ways that make government and busi-
ness elites open risk decisions to wider investigation. Typically, they frame
controversies as matters of collective responsibility (Laraña 2001, 36–37).
Recourse to publicity campaigns, protest, lawsuits, civil disobedience, and
street theater as well as conventional lobbying have made organizations like
Greenpeace and Friends of the Earth redoubtable actors in international
environmental politics. In 1984, a Natural Resources Defense Council staff
member initiated a lawsuit to force the EPA to implement CFC reductions
that it had agreed to in earlier international agreements. This pressure was
one factor in pushing the United States toward the 1987 Montreal Proto-
col phasing out most uses of CFCs (Litfin 1994, 70–71). When Greenpeace
operatives greeted the first transatlantic shipments of GM soybeans with
protests in 1996, they caught public attention more powerfully than had
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any parliamentary debates up to that point. A newly alert public took
matters from there. Protests and a stream of newspaper stories forced gov-
ernments across Europe to reconsider EU decisions on GMO safety. In
countries where electoral rules have allowed Green parties to grow strong-
est, members of parliament carry the sensibility of the environmental
movement directly into legislative politics. In Germany, decades of anti-
nuclear protest culminated in 2002, with the Greens successfully sponsor-
ing a law to phase out nuclear power over twenty years.

Such examples suggest that the existence of a vigorous environmental
civil society promotes precautionary policy (Davidson, Barns, and Scibeci,
1997, 341–342). But their vigor depends in part on a political-legal con-
text that recognizes their potential contributions. One reason that Europe
is now more precautionary than the United States is that European coun-
tries are less reticent about giving public interest and community groups
representation on science and technology advisory boards. The United
States, in contrast, tends to favor more limited participation in science and
technology policymaking. Business leaders, high-ranking military officers,
and expert researchers are especially prominent (Sclove 1995b). We have
seen how Germany’s board overseeing trials of GMOs included members
of labor unions and environmental organizations. Even France, whose re-
publican traditions generally favor a close collaboration between national
political representatives and experts (L’hexagone privilégie 2000; Boy
1999, 621), has come to include representatives of consumer associations,
environmental protection groups, professional agricultural societies, and
unions on its committee (the CGB) that oversees the safety of genetic en-
gineering experiments (Dossier de l’environnement 1996). In such ways,
representative institutions of pluralist democracies can be structured to in-
clude more of civil society.

Furthermore, precaution requires access to information. Effective dis-
closure requirements—ones that are not riddled with loopholes protecting
“trade secrets”—can create more opportunities for preventive interven-
tions, even in a thoroughly pluralist context (Lewis 1999, 246). Becoming
alert to potentially anomalous phenomena requires an awareness that some
change has actually occurred in one’s surroundings. Questioning experts’
assumptions about how risks will be handled in real-world situations (for
example, whether GM seeds will be stored and spread in the ways that manu-
facturers suppose) requires having access to those assumptions: listening
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to them in public hearings or seeing them published. It was scandalous,
objected Jean-Jacques Salomon (1999, 20–22), that the location of exper-
imental sites for GM plants could be kept secret in France.4 If neighbors
are not even aware that transgenic plants are in their vicinity, it is much
more difficult for them to consider the possibility that some marginal
change in their surroundings (say, the diminished vitality of pollinating in-
sects or the spread of a troublesome weed) might be attributable to those
plants. Transparency about risk opens space for debate about unexpected
consequences. That is why, for instance, labeling, traceability, and public
reporting requirements for products carrying potential dangers are pre-
cautionary. Not only do they make it possible to locate and recall products
that turn out to be dangerous. They also enable citizens and NGOs to track
effects independently of government regulators.

If deliberation is about trying to find the common good, not just the
largest coalition of interests, then making it possible for groups to chal-
lenge government and business decisions, based on their own calculations
and toxicological studies, is crucial to the public interest. For example,
waste-disposal contractors who incinerate dioxin-contaminated materials
must report the characteristics of their incinerators and the materials they
propose to burn. Using this information, a Greenpeace scientist was able
to demonstrate that the contractor was allowing more dioxin in its emis-
sions than was permitted; the EPA was forced to admit that the Greenpeace
calculations were correct (O’Brien 2000, 31–33).

Still, no one should overestimate the precautionary significance of in-
corporating deliberative elements into pluralist democracy. Prospective
bodies like the Office of Technology Assessment and as well as the Parlia-
mentary Office for the Evaluation of Scientific and Technological Choices
are all well and good. But their functions are purely advisory. They feed
into a political process whose dynamics are essentially unchanged. When
it comes time to pass new technology and environmental regulations, de-
cisions will still be made by legislators whose political fate is determined
by voters in a small region, under the influence of the usual lobbies and
campaign contributors, in the context of national policies prioritizing eco-
nomic growth and competition. These bodies seldom cause a wholesale
reorientation of policy. They are also politically vulnerable. It is worth re-
membering that in a period of cost cutting and antiregulatory feeling, the
U.S. Congress abolished the Office of Technology Assessment in 1995. As
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for the role of NGOs, Robert Brulle’s study of their importance in relation
to environmental deliberative democracy ends rather pessimistically. Too
often, he concludes, such organizations accept without question the types
of scientific discourse that discourage citizen participation in risk deci-
sions (Brulle 2000). They accept “external funding [that draws them] into
an existing network of economic and political power” (274). And they
develop oligarchic internal structures for their own governance.

Problems of economic bias are endemic to pluralist democracy. But they
are only a part of the problem from a precautionary point of view. Assume
that a level playing field is assured, such that initial disparities in polit-
ical and economic power between groups are not allowed to determine 
the policy outcomes of intergroup bargaining. Even so, many of the
precaution-sapping characteristics of familiar pluralist institutions are left
unquestioned. Elitism aside, competitive, interest-driven politics still has
trouble attending to long-term consequences. It still arbitrates among
technologies and practices presented to it by scientists and economic ac-
tors, rather than attempting to make collective judgments about the de-
sired direction of change. It leaves intact all the motives for competing
groups to use uncertainty as a pretext for delaying measures of environ-
mental protection.

For those attracted to a deliberative ideal, then, there many good reasons
to invent models of risk regulation that go beyond those usually offered in
pluralist democracies.

Participatory Technology Assessment

Numerous models for increased public participation in confronting envi-
ronmental risk are available (see Fiorino 1990). Several are highlighted in
the work of Richard Sclove.5 He imagines ways of getting citizens involved
in processes of technological research, development, and design. For ex-
ample, lay advisory panels could be incorporated into the structures of
organizations that award grants for scientific research (Sclove 1995a, 211).
The aim is to give citizens a say in the direction of technological change
before what Jonas called the compulsive dynamics of innovation set in.
Sclove cites instances of “community-based research.” Ordinary citizens
in Woburn, Massachusetts, collaborated with scientists from Harvard Uni-
versity to do their own epidemiological studies of the effects of toxic wastes
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in their community (Sclove 1995a, 200). In a related example, Sclove men-
tions Dutch experiments with “science shops.” Dutch universities set up
internal research networks to study questions about the effects of science
and technology referred to them by community groups, public interest or-
ganizations, and trade unions (Sclove 1995a, 225). Without lapsing into
wishful thinking about ordinary citizens’ degree of scientific or juridical
sophistication, each of these models suggests how the general public can
play a more active, prevention-oriented role in evaluating risk-generating
practices.

Perhaps the most illuminating model of participatory technology as-
sessment is the consensus conference, noted earlier, which has been used
by about a dozen countries in the last twenty years (Joss 1999, 291). It is
worth going into greater detail on this model, not because it represents the
definitive form of deliberative precaution, but because its carefully de-
signed procedures illuminate with special clarity the breadth of conditions
that make citizen participation reasonable and potentially efficacious.

Consensus conferences originated in Denmark—inspired in part by U.S.
experiences with panels of doctors assembled to evaluate medical practices
(Jorgensen 1995). In 1985, the Danish parliament created a board of tech-
nology to develop new procedures aiming to get citizens involved in as-
sessing technologies like nuclear power and biotechnology. The resulting
model, the consensus conference, is meticulously organized. Fourteen cit-
izens, chosen either randomly or after newspaper solicitation, comprise a
panel. These citizens are given several days of training in the background
issues pertaining to the technology in question. They help choose a group
of experts, who they will question over several days of debate. The aim of
these exchanges is to allow ordinary citizens to help clarify the issues in
technoscientific debates, reveal uncertainties and ambiguities, and bring
scientists into direct contact with citizen concerns (Un débat public 1998).
Finally, the panel puts together a report on the topic and sets out the policy
proposals that it deems justified. These proposals are not politically
dispositive, but members of parliament are expected to take them into
consideration before legislating in reference to the technological option.
Denmark has held consensus conferences on subjects as diverse as plant
biotechnology, food irradiation, and the future of motor transport (An-
derson and Jaeger 1999).

A number of features of consensus conferences are crucial to their count-
ing as a form of deliberative precaution.
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First, the participants of the citizens’ conference have a certain repre-
sentativeness. The panelists are no self-selected group of activists or people
whose representativeness is simply unknown. A polling company selects
the panelists according to criteria designed to assure that participants
come from a cross-section of the population. Some allowance for repre-
sentation in this sense is critical to the panel’s political status. One obvious
obstacle to deliberative precaution is that it is hard to imagine how to get
a large number of people involved in a discussion of the complicated issues
involved in technology assessment. That is why it is more typical for con-
temporary polities to rely on the institutions of representative government
and expert consultation. If, however, there is a distinct case for deliberative
precaution, and if such deliberations rely on the voices of a small number
of citizens, then the Danish solution of seeking a statistically representa-
tive sample of citizens is not a bad one.

Second, the consensus model strives to create the conditions for well-
informed debate. It does so in two ways. First, procedures regulating the
length of presentations and opportunities for cross-questioning help
equalize participatory opportunities. There are no hierarchical relations
(for instance, employer-employee or expert-nonexpert) or power asymme-
tries among the panelists, so the pressure for strategic calculation is mini-
mized. Furthermore, the panelists do not merely voice opinions or rehearse
ideological positions. The participants are given training in the technical
issues before them. There is an educative process involved in which citizens
acquire some basic competence in the policy area through interaction with
experts. In this way, one of the barriers to deliberative precaution—the
need for technical expertise in order to make judgments—is lowered. The
barrier is not eliminated, to be sure, but it is lowered enough that ordinary
citizens can compete with political professionals for access to a key ingre-
dient of legitimate decision making: the best available knowledge on the
subject. In France, a frequent reaction to its 1998 conference on GM 
crops was satisfaction—if not astonishment—that ordinary citizens could
engage so intelligently in a debate on so technical an issue (Callon,
Lascoumes, and Barthe 2001, 158ff.; Le Déaut 2001, 18).

Third, throughout the process of organizing the citizens’ conference,
from training to debate, great emphasis is laid on the neutrality and ob-
jectivity of the people involved and the information considered (Boy,
Donnet-Kamel, and Roqueplo 2000, 783, 784, 790ff.). The panelists re-
ceive information that is assembled in such a way as to alert them to
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controversy and uncertainty. In the French case, for example, the partici-
pants listened to serious critics of GMOs as well as to their defenders. They
had a chance to probe and challenge statements. No one charged that the
participants were subject to compulsion or systematic deception. Through-
out, the conditions of the process encouraged them to reason as concerned
citizens, not just as self-interested consumers, employees, or partisans. De-
liberative assessment ultimately fosters judgments separating believable
information from hearsay and error. This achievement corresponds to the
second objective of consequentialist precaution: helping regulatory bodies
maintain their independence by exposing their reasoning and sources of
information to broader scrutiny.

Fourth, at the conclusion of a conference, the panel renders a finding, in-
cluding policy recommendations. Although representative democracies
provide other opportunities for debate (such as election campaigns, public
hearings, letters to the editor, and protests), these less structured forums
conclude without anyone crafting a document that reduces multiple
opinions to a set of particular proposals. This difference lessens their de-
liberative significance. No nonpartisan, collective judgment takes place.
Outcomes are often ambiguous, in just the way that politicians prefer—
precisely so that they can claim to have listened to the public without any-
one being able to measure their subsequent performance against a set 
list of measures. The Danish model, in contrast, involves participants in a
quasilegislative exercise. The panelists deliberate in view of issuing policy
recommendations. This forces them, and anyone who reads their conclu-
sions, to try to arrive at a balanced judgment of all the stakes involved.

Fifth, consensus conferences are presented in ways designed to stimulate
discussion in the polity as a whole. In Denmark, consensus conference
conclusions are widely publicized. Videos and leaflets are distributed, and
local debates are organized (Sclove and Scammell 1999, 262). The French
consensus conference was held in the building of the lower house of par-
liament. This was no gathering of citizens in the street or a town hall. It
received national media attention. Subsequent experience with forums 
for participatory technology assessment confirms that in the absence of a
legitimizing stage for the deliberations, public interest in them declines
(Whiteside 2003a).

Finally, the citizens’ recommendations become part of the public record
and are delivered to the parliament. Critics can then seize on citizen pro-
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posals that the government ignores and take advantage of their quasilegit-
imacy to press the government to reconsider. In Denmark, surveys show
that members of parliament are interested in consensus conferences—
some even attend. There is evidence that subsequent legislation has been
affected by the citizens’ recommendations (Joss 1998; Sclove and Scam-
mell 1999, 263).

Proposals coming out of consensus conferences have been more precau-
tionary than those generated by the normal regulatory process, without be-
ing far-fetched or utopian. Fears that an irrational public might end up
endorsing simplistic solutions like outright bans on broad categories of
new technologies have not materialized. Germany convened citizen panels
in the early 1990s to discuss how to reduce carbon dioxide emissions. The
citizens’ consensual solution consisted of measures designed to increase
energy efficiency such as decreasing fuel consumption by motor vehicles,
new standards for insulating and heating buildings, and expansion of re-
newable energy sources. Citizens helped identify policies that were not
only economically and technically feasible but would also enjoy broad
popular support (Hörning 1999, 355). The recommendations coming out
of France’s 1998 citizens’ conference on GMOs were quite pragmatic. The
citizens called for a clear labeling and separate handling of GMO-
containing products—but not for a general moratorium on GMOs. They
agreed that in evaluating GMO safety, “it is appropriate to decide on a
case-by-case basis” (cited in Le Déaut 1998, 106). They also suggested sev-
eral modifications of the biotechnology oversight board (CGB), requiring,
for instance, that its members reveal their financial and contractual links
to outside interests. Meanwhile, France was urged to step up its research
efforts, both to develop GMOs and to give it some independence in un-
derstanding how to manage them and evaluate their safety. Similarly mea-
sured ideas emerged from France’s 2002 “public debate” on the field testing
of GMOs. Citizens recommended not forbidding open-air experiments
but allowing them to proceed only if covered by insurance (Babusiaux 
et al. 2002, 30–31).

The importance of the consensus conference model is that it presents a
well-developed example of deliberative precaution, without suggesting
that science can be democratized from one end to the other. Nor does it sup-
pose that the purpose of participatory methods is primarily to oblige deci-
sion makers to deal with diffuse cultural understandings of environmental
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phenomena. Consensus conferences have a more limited function—one
that corresponds to the objectives of consequentialist precaution. Consen-
sus conferences can be convened to debate specific, potentially dangerous
technologies or environmental trends. Especially significant from a pre-
cautionary point of view is that they have the advantage of timeliness. They
can be convened at an early stage in the development of a technology—
even earlier than the moment when an agency such as the Office of Tech-
nology Assessment can issue a report (Sclove and Scammell 1999, 262).
Furthermore, they work at augmenting the public understanding of com-
plex phenomena rather than accepting prejudices about laypeople’s in-
ability to follow scientific debate. They can be structured to give citizens
opportunities to probe the sources of uncertainty in expert testimony.
Consensus conferences stimulate public discussion and encourage society
as a whole to remain alert to weak signals of environmental degradation.

Still, it would be rash to maintain that consensus conferences are the ul-
timate realization of democratized precaution. Such events are necessarily
exceptional. Convened too frequently, they would lose their ability to stim-
ulate broad public discussion. Moreover, for practical reasons, they can fall
short of an ideal of the unimpeded discussion of a risk issue. One observer
of a consensus conference on biotechnology in Great Britain noted how the
introductory speakers framed the event as an opportunity to overcome a
deficit of public understanding—not as an occasion when public repre-
sentatives might expose gaps in expert knowledge (Purdue 1996). Social
movements were treated prejudicially as pressure groups rather than more
neutrally as NGOs. A study of a consensus conference in New Zealand
likewise found that rules designed to guarantee well-informed debate in-
stead ended up turning panelists into passive recipients of expert knowl-
edge (Goven 2002). While various reforms might mitigate some of these
problems, their tenacity probably indicates something important about
the complementarity of deliberative and pluralist models of democracy.6

The type of adversarial confrontation that occurs in the institutions of
pluralist democracy is desirable in its own right. It is not merely a second-
best, pragmatic substitute for a consensus-oriented deliberative ideal.
There are good reasons to have well-organized groups that elaborate their
own ethically charged points of view independently of rules designed to
minimize conflict. The undiluted strength of their passions can be crucial
to uncovering uncomfortable truths that relentlessly “realistic” societies
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prefer to deny. It is desirable for legislators to draw on multiple forms of ex-
pertise, not merely to listen to interest groups and opinionated constituents.
No advocate of deliberative precaution should forget the critical role of
expert groups like the Intergovernmental Panel on Climate Change—not
the general public—in sounding the alarm over global warming.

It is equally true that the clash of adversaries and the consultation of ex-
perts are by themselves inadequate substitutes for the ideal of deliberative
democracy. For if the economic resources available to various competing
groups are grossly unequal, pluralism will tend to validate existing power
structures, not challenge the sources of unwanted risk. Where competing
groups see politics simply as a field of competition for resources, strategic
calculation will take the place of true deliberation about the common good.
If representative institutions depend on scientific experts who under-
estimate the role of social values and general convictions in their testimony
about the behavior of natural phenomena, their advice may illegitimately
rule out alternative policies that would have been safer.

In other words, even where the institutions of pluralist democracy go un-
changed, their legitimacy is inseparable from their ability to live up to con-
sequentialist standards whose features are associated with deliberative
democracy. Pluralism loses its luster if it is seen to foster partiality and the
systematic distortion of knowledge rather than a respect for truth. The case
for competitive, representative politics must in the final analysis rest on its
ability genuinely to secure the long-term welfare of the polity, not just to
pick winners who manage to delay effective policy from one electoral cycle
to the next. Nor will pluralist democracy hold much attraction in the long
run if political competition within nation-states leads them to despoil the
global environment because the most “rational” strategy for “solving” en-
vironmental problems is to displace them onto others. It is only by infus-
ing pluralist democracy with deliberative ideals that we can hope to
mobilize the forces of vigilance, skepticism, and public concern to genuine
precautionary effect.
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Conclusion: Precaution and Environmental
Social Learning

In the first half of the twentieth century, a small set of widely shared as-
sumptions kept environmental issues largely out of the political limelight.
The belief that environmental degradation, when it occurred, was essen-
tially local and that technological advances would permit us to cope with
damages before they became too serious implied that preventive action was
superfluous (deFur 1999, 341). It was thought that the current state of sci-
entific knowledge generally sufficed to indicate when regulation was neces-
sary. Nothing like the precautionary principle seemed remotely necessary
as long as it was assumed that the environment had a virtually inexhaustible
capacity for self-renewal by the processes of assimilation and dispersal.

Soaring rates of economic growth and rapid technological innovation in
the 1950s and 1960s brought with them an awareness that human activity
could have broad, lasting, and unanticipated detrimental effects on the
global environment. The open-air testing of nuclear weapons in the 1950s
was revealed to spread dangerous levels of radioactive pollution through-
out the Northern Hemisphere. Early warnings that greenhouse gas emis-
sions might provoke climate change date from those years as well. In 1962,
Rachel Carson published Silent Spring, tracing the connection between the
wide use of the pesticide DDT and declining avian populations. Even at
low concentrations, this chemical had surprising hormonal effects in birds,
decreasing the thickness of their eggshells. Evidence emerged over the next
twenty years that persistent toxic chemicals such as dioxins and PCBs
spread around the globe and could harm many living creatures, including
humans, at extremely low exposure levels.

Meanwhile, the more obvious, cumulative effects of environmental degra-
dation were also making themselves felt. By the late 1960s, the pollution
was so severe in Lake Erie that few fish could survive there. In Europe in



the 1970s, unanticipated eutrophication and declining fish stocks in the
North Sea as well as the withering of forests in Germany provoked an in-
creasing awareness that existing regulations were based on incomplete sci-
entific understandings of ecosystem dynamics. In Europe and the United
States, collective experiences in managing pesticides, power-plant emis-
sions, and marine pollution suggested that conventional methods of risk
assessment and risk management came up short. Environmental policies
that aimed primarily at pollution control—that is, at managing the waste
products once they had been generated—increasingly showed themselves
inadequate to the task of avoiding serious problems before long-term en-
vironmental damage set in (Gottlieb and Smith 1995, 12).

To make good this regulatory deficiency, precautionary decisions began
to be taken. Their premises first appeared anonymously in health and
environmental regulations in the United States. The principle was finally
given a name in Germany. There, Vorsorge was transformed into a general
rule for achieving heightened environmental protection. In the 1980s and
1990s, the precautionary principle spread throughout Europe. In the last
decade of the twentieth century, nations around the world agreed to use
the principle as the basis for settling cases of international environmental
degradation where the scientific evidence is incomplete or disputed (Trouw-
borst 2000). By the year 2000, the precautionary principle had made its
way into some sixteen international treaties and documents.1

The emergence of the precautionary principle is a classic example of so-
cial learning in environmental affairs. Social learning refers to the process
by which whole communities, not just individuals, draw lessons from their
experiences of success and failure in dealing with challenges, gradually de-
veloping their level of moral insight and practical skill. Societies, like indi-
viduals, are capable of evolving more sophisticated means of cognition and
more rationally defensible rules of social interaction (Habermas 1979,
121–122). The precautionary principle springs from the realization that
existing levels of scientific understanding are not always sufficient to allow
societies to devise effective, timely strategies for environmental protection.
Requiring high levels of scientific proof before acting is in certain cases
an irrational strategy. Reason—drawing its lessons from experience with
long-term, large-scale, cumulative environmental problems—requires pre-
vention rather than after-the-fact reaction. Precaution is a corrective factor
built into our societies’ means of environmental cognition.
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To call precaution rational, moreover, is to assert that it expresses a con-
vincing logic, one that appeals to rational agents generally. No nation alone
will be able to control climate change. None will be able to protect its agri-
culture from a biotechnology experiment gone wrong. In the case of envi-
ronmental dangers that are serious and irreversible, where an insistence on
unchallengeable scientific evidence would delay preventive action past the
point where it could be effective, every nation has an interest in finding just
directing principles around which a large consensus for precautionary
measures could form. The history of the precautionary principle illustrates
how rules of social interaction fall increasingly under expectations that they
be argued from a universal point of view. We settle conflicts by agreeing to
abide by rules that hold all parties equally accountable for their actions. Just
as the international recognition of basic human rights represents an ad-
vance in humanity’s ability to abide by norms of reciprocal accountability,
so the precautionary principle reflects an advance in our collective will to
make our technological power consistent with ecological well-being.

Social learning on this scale is not a smooth march toward the right and
the good. It is a messy, lurching process. The history of human rights since
the eighteenth century confirms this. No one should forget that the United
Nation’s Universal Declaration of Human Rights followed on the Holo-
caust. Progress does occur; universal recognition does grow. But it does
so through crisis, confrontation, backtracking, and the reformulation of
principles.

It is in this light that the Bush administration’s frontal opposition to the
precautionary principle should be seen. That opposition should not be al-
lowed to obscure the advance of precautionary reasoning in the United
States. Surveys in the 1990s found Americans worried by global warming
and inclined to think that their government should take preventive mea-
sures—even before evidence of the danger becomes definitive (Kempton,
Boster, and Hartley 1996, 129). Regarding GMOs, Americans are barely
aware how pervasive they have become on supermarket shelves. But in a
Pew Initiative (2003) survey, 89 percent of the respondents declared that
GM foods should not be authorized for sale until the FDA checks their
safety. Accordingly, the Clinton administration, with its famously acute ear
for public opinion, took nuanced policy positions on precautionary issues.
Even as it challenged Europe’s ban on importing hormone-treated beef,
even as it promoted GMOs, that administration never systematically
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opposed the precautionary principle. It participated in the development of
the Kyoto Protocol on global warming and it finally accepted including the
precautionary principle in the Montreal biosecurity protocol in 2000 (Pol-
lack and Shaffer 2000). Toward the end of his tenure, U.S. Secretary of
Agriculture Dan Glickman significantly softened his position on applying
the precautionary principle to GMOs (Bush’s Conservative Team 2000).
Even under the administration of George W. Bush, U.S. policy on GMOs
has changed—partly as a result of the European unwillingness to import
transgenic crops. In 2004, the USDA announced that henceforth, it will ex-
amine the possible effects of transgenic crops on the environment, human
health, and livestock, not just on plants and insects (USDA to Overhaul
GM Regulations 2004). The United States tacitly concedes that its testing
of GM crops has been too limited. A new, tiered system of regulations in
which some GMOs (those with pharmaceutical or industrial traits) are
held to more stringent standards than others is precautionary in everything
but the name.

Precaution’s name recognition is growing in the United States, too. At
the Wingspread Conference, held in Racine, Wisconsin, in January 1998,
thirty-two participants—academics, activists, politicians, and others 
(including some with direct experience with Germany’s Vorsorgeprinzip)—
put together a declaration calling for implementing the precautionary
principle (Raffensperger and Tickner 1999, 349–355). The Wingspread
statement embroidered on earlier versions of the principle by emphasizing
alternatives assessment and including more democratic structures in envi-
ronmental decision making (Tickner 2003a, 266). This statement is now
regularly referenced in U.S. discussions of precaution. Its conclusions are
relayed nationwide by the Science and Environmental Health Network.2

Perhaps the most powerful evidence indicating precaution’s positive
prospects in the United States is the increasing frequency with which the
principle is being put forth to guide environmental policy—especially at
subfederal governmental levels. As Carolyn Raffensperger and Joel Tick-
ner (1999, 7) report:

On the state level, at least 25 states have established some type of pollution pre-
vention legislation. California passed Proposition 65, which requires companies
and other establishments to label any products that contain substances that could
cause cancer or developmental harm. . . . [The Commonwealth of Massachu-
setts’s] Toxics Use Reduction Act requires firms using certain toxic chemicals to
identify alternatives to reduce or eliminate their use.
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Local governments have followed suit. In June 2003, the city of San Fran-
cisco adopted the precautionary principle across the board in its decision
making. From transportation to health care to energy policies, this ordi-
nance mandates the assessment of available alternatives, using the best sci-
ence available, in order to select the one that “presents the least potential
threat to human health and the City’s natural systems.”3 This duty applies
all the way down to city employees making purchasing decisions about
janitorial equipment and pesticides. Other local governments that have in-
corporated the precautionary principle in at least some of their manage-
ment policies, or are studying doing so, include: Seattle, Washington;
Multnomah County, Oregon; Marin County, California; and the Los An-
geles County Unified School District (Franzen and Fowler 2004). The En-
vironmental Health Alliance, a coalition of 160 groups, has launched a
campaign to change regulations governing the use and disposal of toxic
chemicals. As a result, “local jurisdictions in Massachusetts and Maine . . .
have passed ordinances banning pesticide use in schools unless deemed ab-
solutely essential” (Baker 2003). All of these developments bring to mind
what Sheila Jasanoff (2003, 236) calls the U.S. “precautionary ideal,” in
which precaution is expressed through notions like the duty of care (to
avoid negligence), rationality (to avoid arbitrary decision making), and
accountability.

As one would expect in a conflictual learning process, European formu-
lations of the precautionary principle owe something to the U.S. experi-
ence as well. It should be remembered that Europeans were partly inspired
by the USDA when they created a new European Food Authority. Danish
consensus conferences were originally patterned on a U.S. model for con-
sulting physicians about the best medical practices. Moreover, diplomatic
dustups with the United States played a role in getting the European
Commission to clarify the implications of the precautionary principle.
Europeans now routinely include increased scientific study among the pre-
cautionary measures to be taken in cases of poorly understood environ-
mental risks. In addition, they recognize the need to evaluate the relative
costs of whatever measures are taken. The European Commission’s 2000
statement takes pains to ensure that the precautionary principle is not
applied in ways that are arbitrary or discriminatory. These commitments
respond to U.S. qualms and have drawn (cautious) compliments from 
U.S. observers (Graham 2002; Wiener and Rogers 2002, 343; Pollack and
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Shaffer 2001). In a conflictual learning process, criticisms of the precau-
tionary principle are not simply external to the evolution of the principle
itself. They probe and test its application. As a consequence, the principle
is made more reasonable and acceptable to all parties whose interests are
at stake.

This story of halting social learning says two important things about the
precautionary principle. First, in spite of talk of the precautionary prin-
ciple, there is no perfect statement of the principle already out there, just
waiting to be found. We are not awaiting some green Moses to lace up his
hiking boots, ascend Mount Sinai, and rappel back down with divinely in-
scribed tablets of environmental law. The precautionary principle is a prag-
matically evolving, human principle, born of modern societies’ reflections
on the nature of new risks. Any particular formulation of it is an attempt
to express both as generally and concisely as possible all the considerations
pertinent to an extremely complex risk-management situation. It does
have certain invariant features. It references the potential for harm to per-
sons and the environment, scientific uncertainty about those harms, and
taking anticipatory action. But other considerations like the proportion-
ality and revisability of precautionary measures represent real concerns
about the range of measures that can reasonably be allowed to count as
precautionary.4 It is no wonder that there are many different versions of the
precautionary principle.

Second, it is important to realize—as U.S. critics too rarely do—that 
the precautionary principle will never be just a juridical formula, twenty
or thirty words long. It is a commitment to develop a wide array of pro-
spective procedures, institutions, and social practices, all of which work
together to make societies more responsible in relation to long-term, 
large-scale, uncertain risks. These range from setting up more comprehen-
sive forms of environmental monitoring to shifting the burden of proof in
establishing the safety of a product. They include alternatives assessment
as well as new forms of public involvement in risk-regulation decisions.

This ensemble of implications is what makes it appropriate to say that
the precautionary principle shades off into precautionary politics. Precau-
tion is not just for judges, legislators, or policy analysts. It demands new
linkages between scientists and laypeople, between political represen-
tatives, NGOs, and businesses. The precautionary principle touches the
distribution and legitimation of regulatory power throughout society. It af-
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fects products that are available in the market and how they are presented.
It affects opportunities for citizen consultation. And it affects the alloca-
tion of resources for scientific research and how that research is organized.
Precaution invokes politics in the noble sense of the term—politics under-
stood as a broadly inclusive, deliberatively engaged activity on behalf of
the well-being of the whole community.

This notion of politics is the opposite of that intended by a U.S. official
who grumbled, “The precautionary principle . . . substitutes politics for
science” (Hegwood 2002). In this perspective, politics is a pejorative term.
It signifies decisions dictated by power, not reason. It suggests sordid deal
making, catering to partial interests, bureaucratic interference in the
sphere of personal choice, and shameless electioneering. From this pejora-
tive notion of politics follow all the charges that the precautionary prin-
ciple promotes self-defeating safety regulations and disguises protectionist
trade policies. Critics claim that only with objective science, quantitative
social analysis, and “insulated” decision making can regulatory policy be
lifted above politics.

That claim is illusory. In practice, the critics’ proposals are no less polit-
ical than precautionary regulations. There is politics at work when science-
based policies are shaped behind closed doors by industrial lobbyists, as in
the case of transgenic crop regulations. There is politics when the U.S. Con-
gress mandates research on the consequences of climate change, yet the ex-
ecutive branch fails to follow through with timely studies on the impacts
on agriculture, energy, water resources, and biodiversity (Climate Re-
search Faulted 2005). When regulators expressly forbid testing beef for
mad cow disease, out of fear that one company’s BSE-free labels would
hurt the reputation of the rest of the beef industry, that is politics. There is
politics at work when U.S. administrations press for science-based risk as-
sessment at an international level, knowing that they represent an economy
whose comparative advantage comes from rapid technological innovation
and high levels of energy consumption. And no one should ignore that
cost-benefit analysis has been part of an antiregulatory political agenda
precisely because its cumbersome procedures slow down the regulatory
process (Ward 1999). Science-based risk assessment does not eliminate
politics; it does, however, hide it. That way, decisions can be left to experts,
elites, and powerful interest groups.
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We do well to understand that all risk management is political. Becom-
ing aware of its political character strips away one of the key rhetorical
gambits by which partisans of cost-benefit analysis belittle alternative
ways of thinking about regulatory action. If all risk management is politi-
cal, then the debate over the precautionary principle is not between sci-
ence/knowledge/objectivity, on the one side, and opinion/power/partiality,
on the other. It is between competing interpretations of the past and com-
peting political visions of the future.

To get at this political vision, people owe it to themselves and future gen-
erations to ask a broad question: What should we learn from the successes
and failures of environmental policy in the twentieth century? Is the lesson
that governments have regulated too often? Have governments targeted in-
significant risks while ignoring major ones? Have they lavished too much
money on cleanup and kept consumption levels too low? Or have they
foolishly restrained technological innovation and taken away entrepre-
neurial liberty? Are those really the things that have gone wrong in our
world? If so, then a particular vision of what humanity needs now follows
suit. We need less regulation and less public influence in establishing gov-
ernment priorities, and more commerce, more consumption, and the more
rapid introduction of world-transforming technologies.

This political vision is identical with what German social theorist Jür-
gen Habermas (1987) calls one-sided rationalization. It assumes that the
ultimate role of the modern state is to foster prosperity. Economic growth
requires stimulating investment and consumption. Regulation seeks to sta-
bilize the market economy and, in general, favor capital accumulation. In
economic reasoning and political strategizing, private interests are given
pride of place. At the same time, values that would make society more mul-
tidimensional—values pertaining to a more just distribution of goods,
protecting nature, enhancing people’s capacity for aesthetic appreciation,
and developing active citizens—are given less and less significance. Scien-
tific advising is integrated into this one-sided system. Demands for the
expert evaluation of social choices effectively delegitimate citizen deliber-
ation. This helps insulate the state from public demands, thus abetting its
mission of serving the private interests that are the motor of the economy
(Zeitlin 1980, 27–28).

For environmentalists, that vision is a formula for disaster. The closing
years of the twentieth century saw increasing evidence of looming catas-
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trophe from global warming, the worldwide environmental diffusion of
synthetic organic compounds, and the unprecedented destruction of bio-
diversity. Nonetheless, international efforts to avert catastrophe have been
timid and largely ineffectual (Speth 2004). Understanding what does not
work in the current modes of social organization leads to demands for ad-
justment and adaptation. In the words of Dominique Dron (2000, 113),
“The precautionary principle should be analyzed as the collectivity’s call
for control over its own ends.” That control is precautionary politics.

Politics, as Aristotle taught, concerns how a community organizes itself
to arbitrate among all the activities that take place within it. Politics is dis-
torted when it is subordinated to any of the other practices—economic,
scientific, religious, or expressive—in which its citizens engage. For poli-
tics is what establishes the mutually acceptable terms under which all of
these practices take place, such that they can coexist in ways consistent
with the highest purposes of the whole community. In its deliberative form,
precaution means that the community seeks to make science and technol-
ogy compatible with its highest purposes. Citizens are given an opportu-
nity to reflect on whether they really wish to take the risks that some
experiments will impose on them all. With precaution, society resumes a
measure of control over the purposes of economic growth. Production
must be made compatible with sustainable development by refraining from
causing irreversible environmental harm (Zuindeau 1997, 196–197;
Dobson 1996, 414).

Most important, the precautionary principle reflects the realization that
the whole community now embraces not only fellow citizens in one’s own
nation-state but also people across the globe and their successor genera-
tions. Precautionary politics means that we must take responsibility for
maintaining the robustness of the intricately interconnected ecological sys-
tems that sustain life on this entire planet—even when we are far from un-
derstanding all the conditions that make them thrive. Never before has so
much wisdom been required of humanity’s slowly advancing capacity for
political association.
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Notes

Introduction

1. United Nations Environment Programme (UNEP) 1992. Rio declaration on en-
vironment and development, Principle 15. Declaration made at the United Nations
Conference on Environment and Development, Rio de Janeiro, Brazil, June 14.

2. Sandin (1999) canvases nineteen different versions of the precautionary prin-
ciple. See also various formulations in Godard (1997a, 37–84) and Raffensperger
and Tickner (1999, 256–261).

3. Readers interested less in the underpinnings of the precautionary principle than
in the variety of circumstances in which it can be used should consult Raffen-
sperger and Tickner (1999), Tickner (2003b), O’Riordan and Cameron (1994),
and European Environment Agency (2001).

Chapter 1

1. Mellon is the director of the Union of Concerned Scientists’ agriculture and
biotechnology program; Rissler worked at the Environmental Protection Agency
(EPA) on biotechnology policies and has a PhD in plant pathology from Cornell
University.

2. Here is a not untypical answer from one survey: “I am against [biotechnolo-
gies]. We should leave things as they are. You must not upset nature. It gets its
revenge.” See Cheveigné, Boy, and Galloux (2000, 167–171).

3. The exceptions stem from bacteria or virus-mediated gene flow, mutations, and
selective breeding by humans. None of these remotely approximates the speed or
species-crossing practice of genetic engineering.

4. See Deborah Whitman, “Genetically Modified Foods: Harmful or Helpful,”
<http://www.csa.com/hottopics/gmfood/overview/php>. “A GM plant does not re-
quire a permit if it meets these 6 criteria: 1) the plant is not a noxious weed; 2) the
genetic material introduced into the GM plant is stably integrated into the plant’s
own genome; 3) the function of the introduced gene is known and does not 
cause plant disease; 4) the GM plant is not toxic to non-target organisms; 5) the



introduced gene will not cause the creation of new plant viruses; and 6) the GM
plant cannot contain genetic material from animal or human pathogens (see
<http://www.aphis.usda.gov:80/bbep/bp/7cfr340>).”

5. The Clinton administration was virtually as anxious to foster biotechnology as
its predecessors. Procedures for field testing GMOs and approving bioengineered
foods were simplified, while an EPA proposal for stricter regulation of pesticide-
producing transgenic crops was defeated in Congress. 

6. France’s request had to go through an additional round of expert investigations
after objections from the British government concerning the antibiotic marker. 
See Roy (2001, 17).

7. This language was inserted into Article 130R of the Treaty of Rome (Gosse-
ment 2003, 85).

8. Originally, the CGB was comprised of ten scientists, two representatives of in-
dustry, one lawyer, one representative of consumer interests, and one labor repre-
sentative. In 1996, its composition was enlarged and redistributed. It now includes
eleven scientists/biologists/doctors and eight nonscientists (representatives of con-
sumer associations, environmental protection associations, professional agricul-
tural societies, unions, owners groups, and one lawyer).

9. The panel’s conclusions are published as an annex titled “Conférence de
Citoyens sur l’utilisation des OGM en agriculture et dans l’alimentation” in the
report of the Office parlementaire d’évaluation des choix scientifiques et tech-
nologiques on GMOs. See Le Déaut (1998, 105–117).

Chapter 2

1. For a powerful critique of cost-benefit methods applied to climate change, see
Kysar (2004).

2. That new environmental problems undermine the governmental and insurance
industry methods of risk calculation is an important part of Ulrich Beck’s (1995,
20–26) famous “risk society” thesis.

3. For empirical evidence relating to this preference, see Kirsch, Nijkamp, and
Zimmermann (1988).

4. A belief in the earth’s resilience is a feature of the particular type of environ-
mental discourse that John Dryzek (1997, 58) calls “Promethean.”

Chapter 3

1. For a discussion of the contents of the Cartagena Protocol, see Falkner (2001).

2. The European Food Authority, however, unlike the USDA, cannot issue food
safety regulations; “risk management” remains under the purview of various EU
political bodies.

3. Reserve Mining v. EPA, reversed by 514 F.2d 492 (8th Cir. 1975) (en banc),
cited in Bodansky (1994, 208).
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4. The law’s more general precautionary provisions concerning food additives re-
main in force.

5. In the United States, lawsuits against the asbestos industry began in the early
1960s. They pushed the EPA to regulate asbestos starting in 1976. In France, as-
bestos policy was handled in a much more closed, corporatist fashion up until the
mid-1990s. At that time, a change in the French penal code facilitated bringing
lawsuits. Lawsuits, victims’ associations, and journalists finally forced the issue
into the open, and asbestos was banned at the beginning of 1997. See Vogel and
Bensedrine (2002, 14–17).

6. This paragraph summarizes information found in Dormont and Hermitte
(1999) and European Environment Agency (2001, 157–167).

7. “Die Bundesregierung leitet aus dem Prinzip der Unweltvorsorge das Gebot der
Minimierung von Risiken ab” (Leitlinien der Bundesregierung zur Unwelt-
vorsorge durch Vermeidung and stufenweise Verminderung von Schadstoffen, BT
Drs. 10?5028 [19.09.86] B.II. 1b).

8. On the European side, see Larrère and Larrère (1997, 235ff), Bourg and
Schlegel (2001, 167–168); Callon, Lascoumes, and Barthe (2001, 274); Che-
veigné, Boy, and Galloux (2000, 189); Lepage and Guery (2001, 118–123); Ewald
(1997, 119); Lecourt (1990, 168). Meanwhile, in English, Jonas’s ideas are entirely
absent from seminal essays like Cameron and Abouchar (1991) and O’Riordan
and Jordan (1995). Nor are traces of his work to be found in Goklany (2001) or
Sunstein (2005). Jonas merits just one passing reference in a recent collection of
essays (Tickner 2003b, 297).

9. European law arguably contains some earlier precedents for precaution, but the
formulations are less precise. See Bechmann and Mansuy (2002, 7).

10. Ministerial Declaration, Second International Conference on the Protection of
the North Sea, London, November 24–25, 1987.

11. “Community policy in the environmental domain . . . is founded on the prin-
ciples of precaution and of preventive action” (Article 174, paragraph 2, Treaty of
the European Union).

12. See also Attfield (2003, 145); Lepage and Guery (2001, 109).

13. Nonetheless the communication has critics among both skeptics and defend-
ers of the precautionary principle. Skeptics (Majone 2002; Scott and Vos 2002)
question whether the commission’s criteria are really clear enough to regularize the
implementation of the precautionary principle. They complain of the discretion
that the European Commission retains to decide for itself the right level of protec-
tion for European citizens. They are suspicious of allowing the “public accept-
ability” of products and practices to count in the determination of risk. They
repeat the standard charge that principled precaution ignores the opportunity
costs of stalling technological advance. On the other hand, a consistent defender
of the precautionary principle, Joel Tickner (2000), faults the commission’s com-
munication for making the principle only one tool in risk management rather than
its “overall guide.” A particular failing of the communication is the absence of 
any requirement for alternatives assessment prior to initiating potentially harmful
activities.
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Chapter 4

1. For related criticisms, see Duclos (1993, 194–200); Caillé (2001, 111, 113).

2. With his usual iconoclasm, Latour (2000a, 342) virtually admits this: “I be-
lieve . . . that, in spite of appearances, the precautionary principle has little to do
with risks, danger, or random factors.”

3. One more measure of the remaining distance between the United States and Eu-
rope over precaution is that U.S. courts tend to frown on the use of broad categories
in regulating chemicals. Instead, “substantial evidence” of a particular chemical’s
potential to create an environmental or health hazard must be shown before it can
be regulated. See Applegate (2000, 431).

4. Stirling is a professor at the Science and Technology Policy Research Center at
the University of Sussex.

Chapter 5

1. Defenders of science-based risk assessment generally allow for social scientific
ways of counting public opinion: surveys, polls, economic studies of consumers’
“willingness to pay” for various goods. These methods treat people’s views not as
arguments but as quantifiable objects. In this way, however, they give no recogni-
tion to the fact that some views have more rational force than others or that people
may modify their views as a result of deliberative engagement.

2. Although they mention how “the quality and reliability of knowledge can be
improved through a deliberative process,” most of their reasoning pertains to mat-
ters of legitimacy and trust.

3. For an example of local ecological knowledge affecting an oil pipeline proposal,
see Sclove (1995a, 49).

4. The French government reversed this policy in 2001, under pressure from envi-
ronmental organizations (La justice 2001).

5. Sclove is the executive director of the LoKa Institute, a research and advocacy
organization dedicated to making science and technology development responsive
to democratically decided social and environmental concerns (see <http://www
.loka.org>). Sclove’s argument in Democracy and Technology (1995a) is consid-
erably broader than my case for a consequentialist democratic precaution. He
contends that because technologies structure social relations, citizens must be em-
powered to evaluate them. This argument appeals most often to the prior, legiti-
mating grounds of democratic decision making. In a later essay with Madeleine
Scammell (1999) Sclove relates his ideas more systematically to the precautionary
effects of public involvement in technological decision making.

6. The political significance of consensus conferences could be increased if par-
liament were required to debate the citizens’ conclusions. Instructions to the par-
ticipants could be changed in ways that highlighted their role as questioners, not
merely as learners. More open-ended, less structured forums for public discussion
might be tried. After holding its consensus conference on GM crops, the French
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government then held an “Estates-general on food” and a “public debate” on the
open-air testing of GMOs. These arenas allowed for much larger numbers of citi-
zens to participate and engage in ethical debate. See Whiteside (2003a).

Conclusion

1. See Carolyn Raffensperger’s compilation at <http:// www.biotech-info.net/
treaties_and_agreements.html>.

2. See <http://www.sehn.org/precaution.html>.

3. San Francisco Precautionary Principle Ordinance, section 101. See <http://
temp.sfgov.org/sfenvironment/aboutus/innovative/pp/sfpp.htm>; see also LaFranchi
(2005, 716–720).

4. In the version that France added to its constitution in February 2005 (in Berger
2005, 3), it is specified that the precautionary principle calls for “provisional and
proportionate measures . . . to prevent damage.” These specifications answer crit-
ics who feared that precautionary policies might be invoked to stifle all innovation.
They establish that precaution does not simply stop action; it requires efforts to
calibrate policy more carefully to possible dangers. It also urges the adoption of
measures that can be revised as careful testing and experience confirm or discon-
firm hypotheses about harm.
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