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## Preface

The Colloquium on Structural Information and Communication Complexity (SIROCCO) is an annual meeting focused on the relationship between algorithmic aspects of computing and communication. Over its 14 years of existence, SIROCCO has become an acknowledged forum bringing together specialists interested in the fundamental principles underlying the interplay between information, communication, and computing. SIROCCO covers topics such as distributed computing, high-speed networks, interconnection networks, mobile computing, optical computing, parallel computing, sensor networks, wireless networks, and autonomous robots. Its topics of interest include communication complexity, distributed algorithms and data structures, information dissemination, mobile agent computing, models of communication, network topologies, routing protocols, sense of direction, structural properties, and selfish computing.

SIROCCO 2007 was held in Castiglioncello (LI), Italy, June 5-8, 2007. The previous 13 SIROCCO colloquia took place in Ottawa (1994), Olympia (1995), Siena (1996), Ascona (1997), Amalfi (1998), Lacanau-Océan (1999), L'Aquila (2000), Val de Nuria (2001), Andros (2002), Umeå (2003), Smolenice Castle (2004), Mont Saint-Michel (2005), and Chester (2006).

The 66 contributions submitted to SIROCCO 2007 were subject to a thorough refereeing process, and 23 high-quality submissions were selected for publication. We would like to thank the authors of all the submitted papers. The excellent quality of the final program is also due to the dedicated and careful work of the Program Committee members. Our gratitude extends to them. We also thank the numerous sub-referees for their valuable help.

We had four invited speakers: Hans Bodlaender (Utrecht), Luisa Gargano (Salerno), S. Muthukrishnan (Google), and Alessandro Panconesi (Rome). We thank them for accepting our invitation to share their insights on new developments in their areas of interest.

We would like to express our gratitude to the conference Chair Pierre Fraigniaud (CNRS and Paris) for his enthusiasm and invaluable consultations.

Special thanks go to the local Organizing Team of the Dipartimento di Informatica, Università di Pisa, and in particular to Vincenzo Gervasi.

We acknowledge the use of the EasyChair system (for handling the submission of papers, managing the refereeing process, and generating these proceedings).

We thank the Università di Pisa, and its Dipartimento di Informatica, for their generous support. SIROCCO 2007 was co-located with FUN 2007 and with a meeting of the EU COST 293 action (GRAAL - Graphs and Algorithms in Communication Networks). The two sessions of the invited talks were held
jointly with the GRAAL meeting. We thank the Management Committee of GRAAL, and especially their past and present Chairs Xavier Munoz and Arie Koster, for supporting the idea of this joint event and for their generous support.
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# Fast Distributed Algorithms Via Primal-Dual (Extended Abstract) 

Alessandro Panconesi<br>Informatica, Sapienza University<br>via Salaria 113, 00198 Roma, Italy<br>ale@di.uniroma1.it

When a trick works once, it is a trick.
If it works twice, it is a technique.
If it works three times, it is a method.
Juris Hartmanis

## 1 Introduction

We would like to discuss what seems to be a general methodology to develop fast distributed algorithms for optimization problems on graphs, based on the primal-dual schema. The kind of problems we have in mind are of the following type. We have a synchronous, message-passing network that is to compute a global function of its own topology. Examples of such functions are maximal independent sets, vertex and edge colorings, small dominating sets, vertex covers and so on. Crucially, nodes only know their neighbours and have very little or no global information. In what follows, the only global information allowed will be $n$, the number of nodes in the network (or an upper bound on it). In this setting the running time of a protocol is given by the number of communication rounds needed to compute the output. By the end of the algorithm each node or edge will have decided its final status: its own color, whether or not to be part of the dominating set etc. In many situations of interest the cost of communication is orders of magnitude larger than local computation cost, and the model provides a rough, but quite useful, quantitative framework to develop and analyze interesting algorithms.

The combinatorial objects that we are interested in computing are useful both on theoretical and practical grounds. Small dominating sets for instance are the method of choice to set up the routing infrastructure of ad-hoc networks (the so-called backbone). Edge colorings have been repeatedly used to parallelize data transfers in distributed architectures, and so on. Maximal independent sets on the other hand appear to be a basic building block of many distributed algorithms.

Note the basic challenge here: If a protocol runs for $t$ many rounds, each node will be able to collect information only from nodes at distance $t$. If $t$ is much smaller than the diameter of the network, what we are trying to do is to compute a global function of the entire network, based on local information alone.

Distributed algorithms for graph problems is a very wide and active area. In what follows we do not try to be complete or encyclopaedic. Rather, we focus on the issues
that are immediately relevant to our topic. This means that we will not do a proper job of acknowledging the large and relevant body of brilliant literature that exists, and we offer our apologies in advance for this lack of completeness. The papers we cite and the references therein provide a good entry point for the research areas we will be discussing.

## 2 Distributed Algorithms Via the Primal-Dual Schema

The primal-dual schema is a very powerful methodology to develop efficient algorithms for combinatorial optimization problems. In recent years it has been applied with good success to NP-hard problems for which it yields many sophisticated approximation algorithms with performance guarantee. The main thesis of this talk is that in general a primal-dual algorithm exhibits certain locality properties that make it amenable to a fast, distributed implementation. This point of view is cogently developed in the PhD dissertation [8] which is the basis of the discussion to follow. We shall outline the method by discussing the example of vertex cover. The algorithm we describe is the first example of this general methodology [6]. The algorithm was developed in the dark days when people were interested in PRAM algorithms, but the solution is in fact fully distributed.

As it is well-known, in the vertex cover problem we are given an undirected network and we are to compute a so-called cover, i.e. a set of vertices such that, for every edge at least one of the two endpoints lies in the cover. Among all covers, we are interested in computing one of the smallest possible size. When vertices have positive integer costs we seek a cover of the smallest possible aggregate cost. This problem is NPhard even with unit costs. What we will do is the following: (a) develop a sequential 2-approximated algorithm for it, and then (b) show how to parallelize it efficiently by means of a distributed implementation. Note that there are two separate issues here: to make the process distributed and fast. To do so, one must be able to exploit the inherent parallelism.

We begin by formulating the problem as an integer program (IP):

$$
\begin{array}{lll}
\min & \sum_{v \in V} c(v) \cdot x_{v} & \\
\text { s.t } & x_{v}+x_{u} \geq 1 & \forall e=(u, v) \in E \\
& x_{v} \in\{0,1\} & \forall v \in V \tag{2}
\end{array}
$$

The cover is defined to be the set of all vertices $v$ such that the corresponding binary indicator variable $x_{v}=1$. The set of constraints (1) ensure that it is indeed a cover, for at least one endpoint for every edge must be included in it.

We now let (LP) be the standard LP relaxation obtained from (IP) by replacing the constraints (2) by

$$
\begin{equation*}
x_{v} \geq 0 \quad \forall v \in V \tag{3}
\end{equation*}
$$

In the linear-programming dual of (LP) we associate a variable $\alpha_{e}$ with constraint (11) for every $e \in E$. The linear programming dual (D) of (LP) is then

$$
\begin{array}{rll}
\max & \sum_{e \in E} \alpha_{e} & \\
\text { s.t } & \sum_{e=(u, v) \in E} \alpha_{e} \leq c(v) & \forall v \in V \\
& \alpha_{e} \geq 0 & \forall e \in E \tag{5}
\end{array}
$$

We will build a cover working with the dual variables. Note that we have a constraint of type (4) for every node $v$, denoted as (4) ${ }_{v}$. Consider the following continuous process. We let all the variables $\alpha_{e}$ grow at uniform speed. Sooner or later a constraint of type (4) will be satisfied with equality. If (4) ${ }_{v}$ is the constraint we say that it becomes tight. When (4) ${ }_{v}$ becomes tight we add $v$ to the cover that we are computing. We do this by setting $x_{v}=1$ (initially all primal variables are set to 0 ). Then we freeze the values $\alpha_{e}$ of the edges incident to $v$. The $\alpha$-values of frozen edges stop growing, so that the constraint considered remains tight. The process continues with the remaining edges, until all edges are frozen.

At this point we have a set of vertices $C$ containing all vertices $v$ such that $x_{v}=1$. We want to show that (a) it is a cover and that (b) its size is at most twice the optimum cost. To see why it is a cover, suppose not. But then there is an edge $e=u v$ which is not covered, i.e. $x_{u}=x_{v}=0$. This means that the constraints $4_{u}$ and $[4)_{v}$ corresponding to $u$ and $v$ are not tight and $\alpha_{e}$ can continue to grow, a contradiction.

The cost of $C$ is upper-bounded by twice the cost of the dual solution:

$$
\sum_{v \in V} c(v) x_{v}=\sum_{v \in C} c(v) \leq \sum_{v \in C} \sum_{e=(u, v) \in E} \alpha_{e} \leq 2 \sum_{e \in E} \alpha_{e}
$$

You can think of this chain of inequalities in the following way. At the end of the algorithm we have a value $\alpha_{e}$ for every edge in the network. By doubling each $\alpha_{e}$ we have enough "money" to pay for the cost of vertices we put in $C$. This is true locally: for every $v \in C$, since $v$ is tight, the sum of the $\alpha_{e}$ 's, where $e$ is incident to $v$, is equal to its cost. Since we doubled every $\alpha_{e}$, each edge $e$ has enough cash to pay the cost of both vertices it is incident to. Thus, twice the sum of the $\alpha_{e}$ 's covers the cost of the solution we computed.

That the solution computed is 2 -approximate follows by weak duality. Weak duality states that any dual feasible solution is no more than any primal solution. That is, denoting with $z^{*}$ the optimal value of the primal solution we have

$$
\sum_{e \in E} \alpha_{e} \leq z^{*}
$$

The primal is a relaxation of the original integer program and thus $z^{*} \leq$ opt. The claim follows.

The continuous process above can be easily turned into a discrete one that runs in polynomial-time. The problem is how to make it both distributed and fast. It is apparent
that the algorithm can be simulated by a message-passing mechanism in which the nodes exchange information in order to set the values of the $\alpha$ 's. The technical details are slightly tricky, but the main idea is the following. The $\alpha$ 's are initialized to a small quantum value $q$ and then they are increased by means of synchronous jumps assuming values of the form $(1+\epsilon)^{k} q$. At round $k$ vertices can verify locally if they are tight and exchange information on which variables to freeze. The only complication is that it is unlikley that dual values of the form $(1+\epsilon)^{k} q$ will add up exactly to $c(v)$. The problem is solved by relaxing the notion of tightness. A vertex $v$ is weakly tight if $(1-\epsilon) c(v) \leq \sum_{e=(u, v) \in E} \alpha_{e} \leq c(v)$. The solution consisting of weakly tight vertices will be $2+\epsilon$ approximated, where $\epsilon$ can be as small as we want. Clearly, the smaller the $\epsilon$ the higher the running time.

This algorithm and analysis are some 15 years old. Recently, the method has been brought back to life and applied to problems that are much more complex. The first application concerns vertex cover with capacities. Here, every node $v$ has a budget $b_{v}$ and can cover at most $b_{v}$ many edges. As before we are looking for the cover of smallest cost, where covers must comply with the budget requirements. Note that here we have not only to compute a cover, but also an edge assignment, i.e. we must specify which node covers which edge.

The problem comes in two different flavours. In the so-called soft version, we are allowed to put in the cover multiple copies of the same vertex, provided that we pay for each copy. The primal-dual methodology discussed here can be applied with success to this case. [2] gives an efficient distributed implementation of the sequential algorithm of [5], together with another application of the method to facility location. A much harder problem is the so-called hard version, where only one copy of each vertex is allowed to be considered in the solution. Indeed, this problem cannot be solved quickly in a distributed setting. Consider for instance the case of the ring, where each vertex has a budget of 1 . Then the nodes must essentially synchronize either in clockwise or in counterclockwise order, a task that is easily seen to require linearly many rounds. Thus one considers the so-called semi-hard case where the budget constraints can be violated by a certain amount. An $(\alpha, \beta)$-approximation algorithm for vertex cover with semi-hard capacities is an algorithm that computes a set of vertices $S$ and an edge assignment such that (a) the cost of $S$ is at most $\alpha \cdot$ opt and (b) budgets constraints are violated by at most a $\beta$ factor (notice that opt refers to the original problem with hard capacities). These kind of algorithms are often referred to as bi-criteria approximation algorithms. In [3] a $(2+\epsilon, 4+\epsilon)$-approximation algorithm is given, whose running time is polylogarithmic in the size of the input. It might happen that the algorithm is not able to compute any solution. When this happens we have a certificate that the input instance does not have a feasible solution to the problem with hard capacities. The analysis of this algorithm is considerably more complex and nuanced than the original application to vertex cover, but one might object that the method is still being applied to a problem whose combinatorial structure is quite related. Consider then the following scheduling problem.

We have a bipartite graph with processors and resources on the two sides of the bipartition, respectively. Each processor has a list of jobs to be executed. Each job comes with its own length (processing time) and profit, and one or more time windows within
which it is to be executed. In fact, both profit and length may vary according to the time the job is scheduled. A processor can schedule its jobs only on the resources that are adjacent to it in the graph. All resources are identical in the sense that a job can be scheduled on any of the neighbouring resources. The basic constraint is that a resource can process at most one job at any given time.

Processors that share a resource can communicate in one time step. The network is synchronous and message-passing: a process can communicate in one time step with all other processors with which it shares a resource.

The goal is to schedule a set of jobs in order to maximize the aggregate profit.
This very general problem is ageless and, apart from its combinatorial relevance, finds new applications as technology changes. For instance the resources could be internet hot spots for whose access several wireless devices are competing, they could be shared resources in a peer-to-peer network, or they could be the result of selforganization of a sensor network, with backbone nodes on one side of the bipartition.

It should not be hard to believe that this problem exhibits a combinatorial structure entirely different from the covering problems seen above. Indeed, its algorithmic solution requires an entire set of new ideas already in the sequential case. It is well-known that our scheduling problem is NP-hard. Therefore the best we can realistically hope for is to give approximated solutions. To put things in perspective recall that the best sequential approximation for this problem is within a factor of 2 [1]. In [7] a distributed algorithm is given such that, for any $\epsilon>0$, it computes a $\left(\frac{1}{20+\epsilon}\right)$-approximation in a number of rounds that is polylogarithmic in the size of the input (when the weights are polynomial in the size of the network). Again the solution is derived starting from a sequential primal-dual algorithm. The basic idea is to parallelize the sequential primaldual algorithm presented in [1]. It might be instructive to review briefly that algorithm. The algorithm is based on the interplay between the classical primal-dual mechanism to manipulate the dual variables, and a stack. Jobs are sorted by increasing end times and are pushed in this order onto the stack. For every job there is a dual constraint, which is saturated when the job is pushed onto the stack. The dual variables of the saturated constraint are frozen. Overlapping jobs have dual variables in common. Thus when a job enters the stack and its dual variables are raised this affects the constraints of overlapping jobs. If this causes a constraint to become saturated, the corresponding job is eliminated. The process continues with the remaining jobs (corresponding to unsatisfied constraints), until every constraint is satisfied. At that point every job is either in the stack or was eliminated. Since all constraints are satisfied the solution is dual feasible. The algorithm then computes a scheduling with the jobs in the stack as follows. It starts a reverse process by popping jobs out of the stack. When a job is popped it is scheduled unless it has a conflict with previosly scheduled jobs, in which case it is eliminated. This ensures feasibility. The analysis shows that the scheduling so constructed is also 2-approximated. If this brief outline makes little sense then we have conveyed our main point! This primal-dual algorithm is much more complex than the simple application we discussed for vertex cover. In fact, it is also much more complex than the primaldual sequential algorithm that is used as the starting point of the solution for vertex cover with semi-hard capacities. This is an illustration of the variety of applications the primal-dual schema is capable of.

The distributed solution mimics all this by introducing a "parallel" stack into which jobs belonging to different processors are pushed in parallel. Jobs pushed at the same time on the stack belong to the same "layer". One of the main problems to solve with this approach is to ensure that the depth of the stack, which in general can be linear in the input size, be bounded by a polylogarithmic function in the size of the input, for the number of steps is at least the number of push and pop operations we perform.

Already from this very rough outline the versatility of the methodology should be apparent. The scheduling problem has a complex combinatorial structure that is very different from the vertex covering problems we discussed. Note also that it is a maximization (as opposed to minimization) problem, a fact that carries with it several complications even in the sequential case.

To summarize, the method applies with success to problems that are very different. This provides solid evidence of the validity of the general methodology, that of deriving efficient distributed algorithms starting from a sequential primal-dual solution. The primal-dual schema is a very powerful and versatile methodology for deriving algorithmic solutions, and thus the method might very well become the source for an entire class of new, sophisticated distributed algorithms for combinatorially hard problems.
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# Time Optimal Gathering in Sensor Networks 

Luisa Gargano<br>Dip. di Informatica ed Applicazioni, Universitá di Salerno, 84084 Fisciano, Italy


#### Abstract

Efficient data gathering is an important issue in sensor networks. We will discuss the problem of time efficient data gathering, in which data sensed throughout the network must be collected at a sink node; the aim is to minimize the time needed to complete the process. The emphasis is on some algorithmic and graph theoretical problems arising in the area.


## 1 Sensor networks

Recent technological improvements have made a reality the deployment of small, inexpensive, low-power, wireless sensors. Sensor networks are dense wireless networks of sensor nodes that are used to collect and disseminate environmental data. By using wireless multihop communication, collected data are sent toward some selected data sinks in the network. In this way individual measurements converge to a global picture of an entire physical phenomenon.

Sensor networks constitute an important class of emerging networked systems providing diverse services to numerous important applications in industries, transportation, manufacturing, environmental oversight, safety and security.

The deployment of a large quantity of nodes in such systems has become feasible due to the availability of cheap wireless technology, and the emergence of microsensors based on MEMS technology [9. These nodes are generally stationary after deployment and the connections between them are realized by wireless media as infrared devices or radios. The range of each radio will be much less than the size of the entire network, so that a multihop topology will result. Because of the non-mobile nature of the sensor nodes, as well as the finite energy resources (and therefore lifetime) of the nodes, there will be a distinct bootup phase in which the nodes self-organize to form the network. Information processing is allowed in a sensor network by merging sensing, signal processing, and communication functions.

One of the most important communication primitives that has to be provided by a sensor network is that of data gathering: In data gathering, the information collected at sensor nodes is sent to a selected data sink node, which is responsible of further processing for end-user queries, by a repeated use of wireless multihop communication.

Data gathering in sensor networks received much attention in the last few years, cfr. the surveys [15]. Most of the research has focused on the problem of reducing the energy consumption during the gathering process. However, an other important factor to consider in data gathering applications is the delay of
the gathering process. Indeed, the data collected by a sensor node can frequently change, hence it is essential that data are received by the sink as soon as possible, without being delayed by collisions [12].

## 2 Time Efficient Data Gathering

Here we are concerned with efficiency limits of data gathering with respect to the time. Time performances of gathering algorithms are evaluated by considering the simple discrete mathematical model first adopted in [6].

### 2.1 The Model

The sensor network is a finite collection of identical nodes. Each sensor node $u$ carries, after an observation period, a finite number $r_{u}$ of unit data packets to be delivered to the base station (BS) $s$.

Nodes (including the BS) have common transmission range $d_{T}$ and interference range $d_{I}$. The information transmitted by a sensor becomes available to nodes that are within its transmission range $d_{T}$ if these nodes are in listening mode and they are not in the interference range $d_{I}$ of a third (transmitting) sensor [2].

We assume that time is slotted and a one hop transmission consumes one time slot (TS). The network is further assumed to be synchronous. A node can only transmit/receive one data packet per TS.

Multiple transmissions may occur within the network in one TS under this interference model by virtue of spatial separation. A collision happens at a node $u$ if two or more nodes having $u$ in their interference range try to transmit at the same time. However, simultaneous transmissions among pair of nodes may occur whenever the interference model is respected.

Summarizing, the network can be represented by means of a graph where nodes represent the sensors and an edge exists between two nodes if the two sensors are in the range of each other; the collision-free data gathering problem can be then stated as follows [12].

Data Gathering. Given a graph $G=(V, E)$ and a base station $s$, for each $v \in V-\{s\}$, schedule the multi-hop transmission of the data items sensed at $v$ to $s$ so that the whole process is collision-free, and the time when the last data is received by $s$ is minimized.

Time-efficient gathering strategies have been studied under various assumptions. In the following, we briefly survey the main results on the subject.

### 2.2 Directional Antennas Systems

Each node is equipped with directional antennas allowing the transmission over a distance $d_{T}$. The use of directional antennas allows to select the neighbor to
which the transmission is actually directed. In this model, a collision happens at a node $u$ if two or more of its neighbors try to transmit to $u$ during the same time slot.

In the hypothesis that each node has one packet of sensed data to deliver to the base station, optimal algorithms for any type of networks are known [8].

Under the general assumption that any node $u$ has an arbitrary number $r_{u} \geq 0$ of packets to be delivered to the base station, provably optimal strategies for tree networks and an approximation algorithm with performance ratio 2 for general networks have been proposed in [6].

The possibility of having multiple channels between adjacent nodes has been considered in [12], where an approximation algorithm with performance ratio 2 is given for collision-free data gathering under the hypothesis that each node has one data packet to send to the base station.

Relationships between data gathering time and transmission range, packets size, and channel noise have also been analyzed 7.

### 2.3 Omni-Directional Antennas Systems

Nodes are equipped with omni-directional antennas: When a node transmits one data packet, all its neighbours (the nodes within distance $d_{T}$ ) can receive while nodes within its interference range (within distance $d_{I}, d_{I} \geq d_{T}$ ) cannot listen to other transmissions due to interference.

Under the assumption that no buffering is allowed during the data gathering process (this is a reasonable assumption due to the limited data storage of each sensor) optimal strategies are known for line and tree networks in case $d_{I}=d_{T}$ [6, (3].

In case buffering is allowed at intermediate nodes, the problem is known to be NP-hard and an approximation algorithm with approximation factor 4 is known [2]. Using the same model, an on-line algorithm which gives a 4-approximation is presented in [4.

Papers [10|11 consider the time needed to gather information in conjunction with the energy spent to complete the process. They present schemes that attempt to optimize the energy $\times$ delay cost function.

It should be noticed that the above studies are mostly concerned with centralized algorithms requiring cooperation between nodes, which is not necessarily compatible with the requirements of sensor networks. Therefore, when requirements are more stringent, these algorithms may no longer be practical. However, they still continue to provide a lower bound on the data collection time of any given collection schedule.

## 3 Open Problems

The study of time-efficient gathering poses various algorithmic and graph theoretical problems. Optimal or approximation algorithms have been proposed in
the paper quoted above. However, several problems remain open in the area. In particular the time complexity of gathering is unknown under various hypothesis.

In case of unidirectional antennas, the complexity of the problem in the general setting, in which some nodes can also have no packets to deliver, is an open issue. We believe gathering in this general setting is an NP-complete problem.

In case of omni-directional antennas, when intermediate buffering is possible, the gathering problem is known to be NP-Hard. However, if no buffering is allowed at intermediate nodes, the complexity of the problem remains unknown.
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#### Abstract

This paper surveys some aspects of the graph theoretic notion of treewidth. In particular, we look at the interaction between different characterizations of the notion, and algorithms and algorithmic applications.


## 1 Introduction

This paper aims at giving an overview of some aspects of the notion of treewidth. Treewidth is a graph parameter with several applications, many algorithmic, and some more graph theoretic.

Best known is the characterization of treewidth in terms of tree decompositions, introduced by Robertson and Seymour [71] in their fundamental graph theoretic work on graph minors. There are a number of other, equivalent characterizations of treewidth. In this short overview paper, we will look at several of such characterizations. Many different algorithms that use or compute treewidth use different characterizations. With each of the different characterizations, we sketch some algorithms that exploit the characterization.

First, in Section 2 we sketch some roots of the notion of treewidth. In Section 3, we give the definition of treewidth by means of tree decompositions, and discuss nice tree decompositions, recursive construction of graphs, and algorithms using tree decompositions, and algorithms for problems in Monadic Second Order Logic. In Section 4 we discuss the representation as subgraph of a chordal graph with small clique size and by elimination orderings. In Section 5 we look at the representation with help of search games, and in Section 6 to the notion of bramble. Graph minors are briefly discussed in Section 7

## 2 Roots of Treewidth

### 2.1 Kirchhoff Laws and Series-Parallel Graphs

Before introducing treewidth, I would like to discuss some well known notions, where we can find roots of the ideas that now play an important role in the (algorithmic) theory of treewidth.

The first are the Kirchhoff laws. In a landmark paper in 1847, Kirchhoff gave rules for computing the resistance of electrical networks. Many learn two of
these rules in high-school. The series rule tells that if we have two resistors with resistance $R_{1}$ and $R_{2}$ in series, then the resistance of the two together is $R_{1}+R_{2}$. The parallel rule gives the formula $\frac{1}{R}=\frac{1}{R_{1}}+\frac{1}{R_{2}}$ for the resulting resistance $R$ when the resistors are placed in parallel. See Figure 1


Fig. 1. Resistors in series and in parallel

A network where we can compute the resistance with only the series and parallel rule is a series-parallel graph. The following rules build all series-parallel graphs.

- A graph with two vertices, both terminals, $s$ and $t$, and a single edge $\{s, t\}$ is a series-parallel graph.
- If $G_{1}$ with terminals $s_{1}, t_{1}$, and $G_{2}$ with terminals $s_{2}, t_{2}$ are series-parallel graphs, then the series composition of $G_{1}$ and $G_{2}$ is a series-parallel graph: take the disjoint union, and then identify $t_{1}$ and $s_{2} . s_{1}$ and $t_{2}$ are the terminals of the new graph.
- If $G_{1}$ with terminals $s_{1}, t_{1}$, and $G_{2}$ with terminals $s_{2}, t_{2}$ are series-parallel graphs, then the parallel composition of $G_{1}$ and $G_{2}$ is a series-parallel graph: take the disjoint union, and then identify $s_{1}$ and $s_{2}$, and identify $t_{1}$ and $t_{2}$; these two vertices are the terminals of the new graph.


Fig. 2. Series and parallel composition

A commonly repeated mistake is that a graph is a series-parallel graph, if and only if it has treewidth at most two. However, the $K_{1,3}$ has treewidth one, but cannot be build with the series and parallel composition rules. Series-parallel graphs have treewidth at most two, and a graph is series-parallel, if and only if each of its biconnected components is series-parallel (see [20]).

Thus, the Kirchhoff laws for resistors in parallel and resistors in series allow to compute the resistance of a network, when it is series parallel.

Later, it was realized that many graph problems, that are NP-hard on arbitrary graphs, become polynomial, and often linear size solvable on series-parallel graphs, see e.g., $30|37| 49|50| 56|67| 70|78| 79 \mid 82$.

### 2.2 Trees

For trees, it also has been observed long ago that many problems that are NPhard on arbitrary graphs have efficient (e.g., linear) time algorithms when they are restricted to trees, see e.g. 29]33.

Graphs of bounded treewidth form a natural generalization to trees and seriesparallel graphs. Trees can be formed by gluing trees together at one vertex, and series-parallel graphs are formed by gluing series-parallel graphs together at two terminal vertices.

We can generalize this, by gluing graphs with some bounded number $k$ of terminals together. This gives e.g., $k$-terminal recursive graphs [84|83].

### 2.3 Gauss Elimination and Chordal Graphs

Consider Gauss elimination on a sparse symmetric matrix $M$. To a symmetric $n$ by $n$ matrix $M$, we associate the undirected graph $G_{M}$ in the following natural way. We take $n$ vertices, $v_{1}, \ldots, v_{n}$. Vertex $v_{i}$ represents row and column $i$ of $M$. We take an edge $\left\{v_{i}, v_{j}\right\}$, if and only if $M_{i j} \neq 0$. Now consider what happens in one step of Gauss elimination. We eliminate one row and its corresponding column, say $i$, and each pair of values $M_{j k}$ and $M_{k j}$ can become non-zero only if $M_{i j} \neq 0$ and $M_{i k} \neq 0$. Translated to $G_{M}$, this operation takes some vertex $v_{i}$, turns the neighborhood of $v_{i}$ into a clique ( $M_{i j} \neq 0$ and $M_{i k} \neq 0$ implies $\left\{v_{i}, v_{j}\right\} \in E$ and $\left.\left\{v_{i}, v_{k}\right\} \in E\right)$, and then removes $v_{i}$.

The sequence of pairs of rows and columns that are eliminated during the Gauss elimination process can be expressed as a permutation of the vertices, usually called elimination ordering in this context. Applying an elimination ordering $\pi$ on a graph $G=(V, E)$ is the process where we, in the order where vertices $v$ appear in $\pi$, turn the neighborhood of $v$ into a clique, and remove $v$.

An important special case is when each vertex $v$ is simplicial when it is eliminated: a vertex is simplicial, when its neighbors for a clique. I.e., we do not create new non-zero entries during Gauss elimination. An elimination ordering with each vertex simplicial at its elimination time is called a perfect elimination ordering.

Graphs that have a perfect elimination ordering are well studied for over thirty years, and are known as chordal graphs, or triangulated graphs. Chordal graphs are a special form of perfect graphs. See e.g., 45] for an algorithmic and graph theoretic survey of chordal graphs.

Chordal graphs have different equivalent characterizations, see 43|73.

- A graph is chordal, if it does not contain a chordless cycle of length at least four.
- A graph is chordal, if it is the intersection graph of subtrees of a tree.
- A graph is chordal, if it has a perfect elimination scheme.

The representation as intersection graph of subtrees of a tree can be viewed as a special tree decomposition. From the perfect elimination scheme representation, we can see that we can define the class of chordal graphs as follows: a clique is
chordal, and if we have a chordal graph $G=(V, E)$ with $W$ a clique in $G$, then we obtain a chordal graph y adding one new vertex $v$ to $G$ that is incident exactly to the vertices in $W$. Arnborg and Proskurowski [6], see also [12], define $k$-trees as follows: a clique with $k$ vertices is a $k$-tree, and if we have a $k$-tree $G$ with $W$ a clique with $k$ vertices in $G$, then the graph obtained by adding a new vertex incident to $W$ is again a $k$-tree. We directly see that the $k$-trees form a subclass of the chordal graphs.

A graph is a partial $k$-tree, if it is a subgraph of a $k$-tree. It is well known that a graph is a partial $k$-tree, if and only if it has treewidth at most $k$. We discuss chordal graphs and their connection to treewidth further in Section 4

## 3 Tree Decompositions

Around 1980, several groups of researchers found independently notions that are equivalent, or strongly related to treewidth. The currently most used of these is the notion of treewidth, defined in terms of tree decompositions, introduced by Robertson and Seymour 71.

A tree decomposition of a graph $G=(V, E)$ is pair $\left(\left\{X_{i} \mid i \in I\right\}, T=(I, F)\right)$, with $T=(I, F)$ a tree, and with a set of vertices $X_{i} \subseteq V$ associated to each $i \in I$, called a bag, such that
$-\bigcup_{i \in I} X_{i}=V$,

- for all $\{v, w\} \in E$, there exists an $i \in I$ with $\{v, w\} \subseteq X_{i}$, and
- for all $v \in V$, the set $\left\{i \in I \mid v \in X_{i}\right\}$ induces a subtree of $T$.

The width of a tree decomposition $\left(\left\{X_{i} \mid i \in I\right\}, T=(I, F)\right)$ equals $\max _{i \in I}\left|X_{i}\right|-1$, and the treewidth of a graph equals the minimum width of a tree decomposition of the graph.

The third condition of the definition can be replaced by the following, equivalent condition.

- for all $i_{1}, i_{2}, i_{3} \in I$, if $i_{2}$ is on the path from $i_{1}$ to $i_{3}$ in $T$, then $X_{i_{1}} \cap X_{i_{3}} \subseteq X_{i_{2}}$.

Tree decompositions of bounded width have many applications. Perhaps the most striking one is that they allow linear or polynomial time algorithms for problems that are NP-hard on arbitrary graphs. Such algorithms use in general dynamic programming as main technique. They exploit the fact that 'most' bags $X_{i}$ in the tree decomposition are separators. In particular, some bag $i_{r} \in I$ is taken as root of $T$. Now, for each bag, a table is computed. The bags in $T$ are processed in postorder, and to compute a table for a node $i$, only local information (e.g., edges between vertices in $X_{i}$ ) and the tables for the bags of the children of $i$ are used. If $v \in X_{j}$ for some descendant $j$ of $i$, but $v \notin X_{i}$, then all neighbors of $v$ are in bags that are descendants of $i$. This allows us to abstract away much of 'what happens below' $i$, and thus keep the amount of information needed for and stored in a table relatively small.


Fig. 3. A graph and a tree decomposition

For more details, see e.g., 616180, or see [59, Chapter 10.4].
A notion related to treewidth is pathwidth, defined in terms of path decompositions, A tree decomposition $\left(\left\{X_{i} \mid i \in I\right\}, T=(I, F)\right)$ is a path decomposition, if $T$ is a path. The pathwidth of a graph $G$ is the minimum width over all its path decompositions.

### 3.1 Nice Tree Decompositions

The notion of nice tree decomposition is a useful tool for the design of dynamic programming algorithms on graphs of bounded treewidth. A tree decomposition $\left(\left\{X_{i} \mid i \in I\right\}, T=(I, F)\right)$ is nice, if we have some node $i_{r} \in I$ as root, and then each bag $i \in I$ is of one of the following four types:

- Leaf: $i$ is a leaf of $T$ and $\left|X_{i}\right|=1$.
- Join: $i$ has two children $j_{1}$ and $j_{2}$ with $X_{i}=X_{j_{1}}=X_{j_{2}}$.
- Introduce: $i$ has one child $j$ such that there is a $v$ with $X_{i}=X_{j} \cup\{v\}$.
- Forget: $i$ has one child $j$ such that there is a $v$ with $X_{j}=X_{i} \cup\{v\}$.

Theorem 1. A graph $G=(V, E)$ has treewidth at most $k$, if and only if it has a nice tree decomposition of width at most $k$.

The use of nice tree decompositions is mainly algorithmic. When we design (dynamic programming) algorithm to solve a certain problem on graphs with bounded treewidth, it suffices to give methods to compute the tables for each of the four types of nodes, and a method to obtain the desired result from the table for the root nodes. Typically, the design of such algorithms is trivial for Leaf nodes, almost trivial for Forget nodes, but can be quite complex for Join and Introduce nodes. See for example [18].

### 3.2 Recursive Families of Graphs

Nice tree decompositions can also be seen as algebraic expressions that generate a graph. A terminal graph is a triple $(V, E, X)$ with $(V, E)$ an undirected graph and $X \subseteq V$ an ordered set of terminals, i.e., vertices with a special role. Each of the four types of nodes of a nice tree decomposition can be translated to an operation on terminal graphs, as follows. Let $k$ be given. LEAF gives as a constant a terminal graph with one vertex that is also terminal and no edges. Join is
the binary operation, that when applied to two terminal graphs with the same number of terminals, yields the graph obtained by first taking the disjoint union, and then identifying for each $i$, the $i$ th terminal of both graphs. For a subset of indices $S \subseteq\{1, \ldots, k\}$, Introduce ${ }_{S}$ is the unary operation, that when given a terminal graph $(V, E, X)$ with at most $k$ terminals, adds one new terminal vertex and makes it adjacent to the $i$ th terminal in $X$, for each $i \in S$. The new terminal is assumed to be the last in the ordering. For an $i \in\{1, \ldots, k+1\}, \operatorname{Forget}_{i}$ is the operation, that given a terminal graph $(V, E, X)$, yields the terminal graph ( $V, E, X-\left\{v_{i}\right\}$ ), with $v_{i}$ the $i$ th terminal in $X$, i.e., the $i$ th terminal is now no longer considered to be a terminal.

To each bag $i \in I$, in a nice tree decomposition, we can associate the terminal graph $\left(V_{i}, E_{i}, X_{i}\right)$, with $V_{i}$ the union of all bags $X_{j}$ with $j=i$ or $j$ a descendant of $i$, and $E_{i}$ the set of edges in $G$ between vertices in $V_{i}$. One can note that the operations exactly form the graphs $G_{i}$. By ending with a number of Forget operations, we thus can obtain:

Theorem 2. A graph $G=(V, E)$ has treewidth at most $k$, if and only if $(V, E, \emptyset)$ can be formed by Leaf, Join, Introduce , and Forget $_{i}$ operations, with $S \subseteq\{1, \ldots, k\}$, and $i \in\{1, \ldots, k+1\}$.

The construction shown above is a special case of a more general framework where graphs are formed by algebraic expressions on terminal graphs. The recursive families of graphs were introduced by by Borie [22], see [24|25|23]. Similar frameworks were made by Wimer 83184, and by Courcelle (see e.g., 31).

### 3.3 Monadic Second Order Logic

A very powerful tool to establish that problems are linear time solvable on graphs of bounded treewidth is Monadic Second Order Logic, or MSOL. MSOL is a language in which we can express properties of graphs. We can use logic operations $(\vee, \wedge, \neg, \Leftrightarrow$, etc.), quantification over vertices, edges, sets of vertices, and sets of edges, $(\exists W \subseteq V, \forall w \in V, \exists e \in E, \forall F \subseteq E$, etc.), membership tests $(v \in W$, $e \in F$ ), and incidence tests ( $v$ endpoint of $e,\{v, w\} \in E$ ).

Courcelle 31 has shown that for each problem that can be expressed in MSOL, and each fixed $k$, there is a linear time algorithm that, given a graph $G$ of treewidth at most $k$, decides the problem on $G$. Moreover, for each MSOL property $P$ and fixed $k$, it is decidable if $P$ holds on all (or some, or no) graphs with treewidth at most $k$.

The result of Courcelle has been extended a number of times. One extension is Counting Monadic Second Order Logic, where we add statements of the form $|W| \bmod k=r$ and $|F| \bmod k=r$, to the language, and obtain the same results as for MSOL. In fact, Counting MSOL captures exactly the properties that can be solved on graphs of bounded treewidth by a table-based dynamic programming algorithm with $O(1)$ bits per table. (Such algorithms can be seen as finite state tree automata.) This was shown by Lapoire 62.

One can also extend MSOL to optimization or counting problems. For instance, consider the problem of determining the minimum (or maximum) size of
a set $W \subseteq V$, such that $P(W)$ holds, with $P$ in MSOL with one free vertex set variable. Many well known graph problems can be written in this format. It has been shown by Borie et al. [25], and by Arnborg et al. [4] that such problems can be solved in linear time on graphs of bounded treewidth. See for a further generalization [32].

## 4 Chordal Graphs and Elimination Schemes

### 4.1 Minimal Triangulations

Consider a tree decomposition $\left(\left\{X_{i} \mid i \in I\right\}, T=(I, F)\right)$ of $G$. Suppose we turn each bag $X_{i}$ into a clique, i.e., we add an edge between each pair of nonadjacent vertices that has a common bag. Let $H$ be the resulting graph. $H$ is chordal, as $H$ is the intersection graph of subtrees of a tree (see 43), as for each $v, w \in V, v \neq w:\{v, w\} \in E$, if and only if the subtrees of $T$ with vertex sets $\left\{i \in I \mid v \in X_{i}\right\}$ and $\left\{i \in I \mid w \in X_{i}\right\}$ intersect. The properties of chordal graphs and tree decompositions imply that for each clique $W$, there is a bag $i \in I$ with $W \subseteq X_{i}$. These are the main ingredients of the following characterization of treewidth.

Theorem 3 (Folklore). $G$ has treewidth at most $k$, if and only if $G$ is the subgraph of a chordal graph with maximum clique size at most $k+1$.

Thus, many algorithms to compute the treewidth of a graph do not work with tree decompositions, but instead use the somewhat easier to handle concept of chordal graphs. A chordal supergraph $H$ of $G$ is called a triangulation of $G$. A minimal triangulation is a triangulation that does not contain a triangulation with fewer edges as subgraph. We also have:

Theorem 4 (Folklore). $G$ has treewidth at most $k$, if and only if $G$ has a minimal triangulation with maximum clique size at most $k+1$.

Important is the result of Bouchitté and Todinca 2627 that shows that the treewidth of a graph can be computed in time, polynomial in the number of minimal separators of the graph. Several well known classes of graphs have a polynomial number of minimal separators (e.g., permutation graphs, circular arc graphs, weakly chordal graphs), and thus the algorithm of Bouchitté and Todinca 26[27] gives a polynomial time solution for treewidth for these classes. Central in this work is the notion of potential maximal clique, abbreviated pmc. A set $W \subseteq V$ is a pmc, if there is a minimal triangulation $H$ with $W$ is a maximal clique in $H$. Bouchitté and Todinca show that we can list all pmc's in time, polynomial in the number of minimal separators, and that given these, we can see if they can be 'composed' together to a chordal graph with the desired maximum clique size. See also [10]60]66].

Fomin et al. 41 and Villanger 81 have build upon the Bouchitté and Todinca algorithm to obtain efficient exact algorithms for treewidth, using $O\left(1.8899^{n}\right)$ time for graphs with $n$ vertices.

### 4.2 Elimination Orderings

The representation of chordal graphs by perfect elimination schemes also leads to a different characterization of treewidth, in terms of permutations of the vertices. Recall the elimination process discussed in Section 2.3. eliminating a vertex $v$ means that we turn the neighborhood of $v$ into a clique and then remove $v$.

Suppose we have an elimination ordering $\pi$ of the vertices of $G=(V, E)$, and suppose we eliminate the vertices in order of $\pi$. Let the width of $\pi$ be the maximum over all vertices $v$ of the number of (not yet eliminated) neighbors of $v$ when $v$ is eliminated.

Theorem 5. The treewidth of $G$ is at most $k$, if and only if there is a vertex ordering $\pi$ of $G$ with width at most $k$.

The representation of treewidth by vertex orderings has been exploited in several cases. Gogate and Dechter 44] and Bachoore and Bodlaender [7] made branch and bound algorithms to compute treewidth, that build vertex orderings from left to right. A tabu search algorithm for treewidth, with the set of vertex orderings as search space, was made by Clautiaux et al. [28].

A useful property is the following. Suppose we eliminate a subset of the vertices $W \subseteq V$. Then the graph that results does not depend on the order in which we have eliminated the vertices $W \subseteq V$. This property was exploited by Clautiaux et al. [28] to improve upon the neighborhood structure of their tabu search; we want to avoid moving to different vertex orderings that represent the same triangulation of $G$. It was also exploited by Bodlaender et al. [16] for obtaining a practical exact algorithm for treewidth that uses dynamic programming in the same fashion as the classic Held-Karp algorithm for TSP 51, and an exact algorithm for treewidth using polynomial memory.

Pathwidth also has a representation with help of vertex orderings, see 57. Many algorithms to compute the pathwidth use instead the notion of vertex separation number, see e.g., the algorithms to compute the pathwidth of trees 3877.

## 5 Search Games

Treewidth and several related notions can also be characterized in terms of search games. In search games, there are a robber and cops that are on some vertices (or edges) of the graph. The robber tries to escape capture by the cops, and the cops try to catch the robber, using certain rules of capture and movement. The parameter of interest is the minimum number of cops, such that they have a strategy in which they always capture the robber.

The search game that models treewidth has the following rules. We only give here an informal description, see Seymour and Thomas [75] for a formal description. The robber stands on a vertex, and can at each point run to another vertex of the graph, with infinite speed. He runs along any path in the graph that does not contain a vertex with a cop on it. Each of the cops is either on a vertex, or in a helicopter. A cop in a helicopter can land on a vertex. The robber can
see when the cop lands, and before its landing run to a new vertex. The cops capture the robber when a cop lands on the vertex with the robber.

Theorem 6 (Seymour and Thomas [75]). A graph has treewidth at most $k$, if and only if $k+1$ cops can capture the robber.

A special form a search strategies are the monotone strategies. The idea of a monotone search strategy is that the robber is not given positions where he cannot move to back at later points. Seymour and Thomas also have shown that there is always a monotone search strategy with the minimum number of cops.

A related search game with an inert robber, (i.e., the robber can only move just before the searcher visits the vertex that he occupies), was studied by Dendris et al. 35. This gives again a notion that is equivalent to treewidth, also when we require the search strategy to be monotone.

Pathwidth has a similar type of representation as a search game. In this game, the robber is on edges, not seen by the cops. The robber is caught when there are cops at both endpoints of its edge. It can be also explained as follows. In a search strategy, a move can be either placing a cop on a vertex, or deleting a cop from a vertex. Initially, each edge is contaminated. When there are cops on both endpoints of an edge, the edge becomes cleared. However, cleared edges become recontaminated when they have a path without vertices with cops to a contaminated edge. The goal is to clear all edges. It can be shown that there is always a search strategy that is progressive, or monotone, i.e., in which no edge ever becomes recontaminated. The successive sets that contain a cop form in fact a path decomposition. In fact, the minimum number of cops for this search game equals the pathwidth plus one. See Kirousis and Papadimitriou [58]. See also [38, [13, Chapter 10]. An extensive overview can be found in [11.

Several results for treewidth and pathwidth can often be as well, and sometimes easier be explained and understood when we look to the search game characterizations. One other notable example for a notion related to treewidth where a game characterization is of great importance is the ratcatcher algorithm by Seymour and Thomas [76]. This algorithm computes the branchwidth of planar graphs in polynomial time. Branchwidth is strongly related to treewidth: the treewidth and branchwidth of a graph differ by a factor of at most 1.5.

In [76], Seymour and Thomas show, with a complicated proof, that the problem of computing branchwidth on planar graphs can be transformed to the problem of determining the sound level the ratcatcher needs to catch a rat in the a game, where, following certain rules, the ratcatcher and rat move, and the ratcatcher can blow a whistle which prevents the rat visiting the parts of the graph where the whistle can be heard. This game allows an algorithm (e.g., using a form of dynamic programming), to determine the sound level for which there is a winning strategy. See also [52)53/46.

An interesting application of search games for distributed systems was given by Franklin et al. 42.

## 6 Brambles

Seymour and Thomas 75 have given a characterization of treewidth with help of a combinatorial structure called brambles. Consider a graph $G=(V, E)$. Two sets of vertices $W_{1}, W_{2} \subseteq V$ are said to touch, if they intersect or a vertex in $W_{1}$ is adjacent to a vertex in $W_{2}$. A bramble of $G$ is a collection of mutually touching connected subsets of $G$. The order of a bramble is the minimum size of a set $W$ that intersects each set in the bramble.

Theorem 7 (Seymour and Thomas [75]). A graph $G$ has treewidth at least $k$, if and only if it has a bramble of order at least $k+1$.

See also Reed 68, and see Bellenbaum and Diestel [9] for a shorter proof of Theorem 7

Most of the characterizations exploit structures that give an upper bound on the treewidth: the treewidth is the minimum width of a tree decomposition, the minimum number of searchers, or the minimum width of an elimination ordering. A bramble however gives a lower bound on the treewidth: the treewidth is one smaller than the maximum order of a bramble. It should be noted however that computing the order of a given bramble is already NP-hard, and there is no polynomial bound on the size of a bramble that is needed to obtain the treewidth.

Still, brambles may be a useful tool to obtain lower bounds for treewidth. In 17, two heuristics for obtaining brambles were proposed and evaluated. It appears that for planar graphs, and graphs that are close to being planar, good treewidth lower bounds can be obtained in this way.

## 7 Graph Minors

A graph $G$ is a minor of a graph $H$, if $G$ can be obtained from $H$ by a series of zero or more vertex deletions, edge deletions, or edge contractions. Robertson and Seymour have shown that each class of graphs $\mathcal{G}$ that is closed under taking of minors has a finite set of graphs $M_{\mathcal{G}}$, such that a graph $G$ belongs to $\mathcal{G}$, if and only if no graph in $M_{\mathcal{G}}$ is a minor of $G$.

This gives an $O\left(n^{3}\right)$ time algorithm to test membership in a minor closed class of graphs (see e.g., 71|72|36|39|40]). If in addition $\mathcal{G}$ does not contain all planar graphs, then the graphs in $\mathcal{G}$ have bounded treewidth, and the minorship test can be done in linear time. As treewidth does not increase when we take a minor, this gives, a non-constructive algorithm to test if a given graph has treewidth at most $k$, for fixed $k$.

An example where these results were used is the following. In [21, $k$-label Interval Routing Schemes are studied. In this application, we want to route messages through a graph. The vertices in the graph must be labeled in such a way, that each outgoing edge is labeled with a collection of at most $k$ intervals; with messages forwarded on an edge when the label of the destination is in one of these intervals. (See [21] for precise details.) For fixed $k$, the class of graphs with
such a labeling scheme is closed under taking of minors, and does not contain all planar graphs. Thus, we know a linear time algorithm to test for a given graph whether it has a $k$-label interval routing scheme exists.

## 8 Conclusions

In addition to the characterizations of treewidth, there are also some that we only briefly discuss here.

Habel and Kreowski 4847 have introduced hyperedge replacement grammars. See also [8]. These graph grammars rewrite a hypergraph, following certain rules. If we generalize the notion of tree decomposition to hypergraphs, by requiring that for each hyperedge $e$, there must be a bag containing all vertices in $e$, we have that each hyperedge replacement grammar generates hypergraphs with bounded treewidth, and there is a hyperedge replacement grammar, generating exactly the graphs of treewidth at most $k$, for each $k$. This was shown by Lautemann 6364.

For each fixed $k$, there is a finite set of reduction rules, that, when given a graph, reduce it to an empty graph, if and only if $G$ has treewidth at most $k$, see [3]. This leads, for each fixed $k$, to a linear time algorithm for recognizing the graphs of treewidth at most $k$; however, it may use more than linear memory. For $k \leq 4$, this gives practical algorithms to test if the graph has treewidth at most $k$, see 5|19/65|74.

From the overview above, we see that treewidth has a large number of different, equivalent, characterizations. Different characterizations are useful for different algorithmic applications. The interaction between graph theory and algorithm design is an interesting, and attractive feature of the research on treewidth. For other overviews on treewidth or related notions, see e.g., [1|12|13|14|15|34|54|55|68|69].
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#### Abstract

We consider the problem of periodic exploration of all nodes in undirected graphs by using a finite state automaton called later a robot. The robot, using a constant number of states (memory bits), must be able to explore any unknown anonymous graph. The nodes in the graph are neither labelled nor colored. However, while visiting a node $v$ the robot can distinguish between edges incident to it. The edges are ordered and labelled by consecutive integers $1, \ldots, d(v)$ called port numbers, where $d(v)$ is the degree of $v$. Periodic graph exploration requires that the automaton has to visit every node infinitely many times in a periodic manner. Note that the problem is unsolvable if the local port numbers are set arbitrarily, see [8]. In this context, we are looking for the minimum function $\pi(n)$, such that, there exists an efficient deterministic algorithm for setting the local port numbers allowing the robot to explore all graphs of size $n$ along a traversal route with the period $\pi(n)$. Dobrev et al. proved in [13] that for oblivious robots $\pi(n) \leq 10 n$. Recently Ilcinkas proposed another port labelling algorithm for robots equipped with two extra memory bits, see [20, where the exploration period $\pi(n) \leq 4 n-2$. In the same paper, it is conjectured that the bound $4 n-O(1)$ is tight even if the use of larger memory is allowed. In this paper, we disprove this conjecture presenting an efficient deterministic algorithm arranging the port numbers, such that, the robot equipped with a constant number of bits is able to complete the traversal period in $\pi(n) \leq 3.75 n-2$ steps hence decreasing the existing upper bound. This reduces the gap with the lower bound of $\pi(n) \geq 2 n-2$ holding for any robot.


[^1]
## 1 Introduction

We consider the task of graph exploration by a mobile entity equipped with small (constant number of bits) memory. The mobile entity may be, e.g., an autonomous piece of software navigating through an underlying graph of connections of a computer network. The mobile entity is expected to visit all nodes in the graph in a periodic manner. For the sake of simplicity, we call the mobile entity a robot and model it as a finite state automaton. The task of periodically visiting all nodes of a network is particularly useful in network maintenance, where the status of every node has to be checked regularly.

We consider here undirected graphs that are anonymous, i.e., the nodes in the graph are neither labelled nor colored. However, while visiting a node the robot can distinguish between edges incident to it. At each node $v$ the incident edges are ordered and labelled by consecutive integers $1, \ldots, d(v)$ called port numbers, where $d(v)$ is the degree of $v$. We will refer to port ordering as a local orientation.

Following formalism from [20], we model robots as Mealy automata. A Mealy automaton uses only input actions, i.e., output depends on input and the current state. In our case, the Mealy automaton has a transition function $f$ and a finite number of states governing the actions of the robot. More precisely, if the automaton enters a node $v$ of degree $d(v)$ through port $i$ in state $s$, it switches to state $s^{\prime}$ and exits the node through port $i^{\prime}$. This corresponds to $f(s, i, d(v))=\left(s^{\prime}, i^{\prime}\right)$.

Periodic graph exploration requires that the automaton has to visit every node infinitely many times in a periodic manner. In this paper, we are interested in minimising the length of the exploration period. In other words, we want to minimise the maximum number of edge traversals performed by the robot between two consecutive visits of a generic node, in the same state and entering the node by the same port. Budach [8] proved that no finite automaton can explore all graphs if the local orientation is given by an adversary. In this context, we want to determine the minimum function $\pi(n)$, such that, there exists an efficient deterministic algorithm for setting the local port numbers allowing the robot to explore all graphs of size $n$ along a traversal route with the period $\pi(n)$. Dobrev et al. proved in [13] that for oblivious robots $\pi(n) \leq 10 n$. Very recently Ilcinkas proposed another port labelling algorithm for robots equipped with two extra memory bits, see [20], with exploration period $\pi(n) \leq 4 n-2$. The traversal route constructed by Ilcinkas' algorithms is based on edges of an arbitrary spanning tree encoded neatly by the port numbers. The automaton proposed by Ilcinkas is not oblivious but it has only three states. Moreover, it performs periodic exploration independently of its starting position and the initial state. In addition, if required, the robot is able to stop at the root of the spanning tree after finishing each period of the traversal route, and wait there, e.g., for the next wake-up message. In the same paper, Ilcinkas conjectured that the bound $4 n-O(1)$ is tight even if the use of larger memory is allowed.

### 1.1 Our Results

We present an efficient deterministic algorithm arranging port numbers in the graph, such that, the robot equipped with a constant number of bits is able to accomplish each period of the traversal route in $\pi(n) \leq 3.75 n-2$ steps. This invalidates Ilcinkas' conjecture and shows that the problem of determining the minimum function $\pi(n)$ remains wide open. In addition, our result reduces the gap with the lower bound of $\pi(n) \geq 2 n-2$ holding for any robot 1

The improvement is a consequence of the construction of the traversal route on the basis of a very specific (rooted) spanning tree, rather than an arbitrary tree used by Ilcinkas. The main idea resides in powering the robot in such a way that it can recognise, or more precisely it can expect to meet, specific subtrees in the chosen spanning tree, hence saving in the number of so-called penalties. We say the robot pays a penalty at the node $v$ if, starting from $v$, it traverses an edge not belonging to the spanning tree.

We introduce the concept of Extended Leaves, paired Extended Leaves and paired Leaves. An extended leaf of the spanning tree is a path of length 1 in which one endpoint is a leaf of the tree and the other is an internal node of the tree which has no other children than the leaf. A paired extended leaf is an extended leaf connected at a node whose children contain at least two nodes that are the endpoints of two extended leaves. A paired leaf is a leaf rooted at a node whose children contain at least two leaves.

Intuitively, our arrangement of the port numbers at each vertex means once the robot has met an extended leaf it expects to visit a paired one, and once it meets a leaf it expects to visit a paired one. In doing so, it saves penalties at each second, third, etc., paired extended leaf as well as at each second, third, etc., paired leaf since it knows what the topology should be, and hence does not have to explore further edges beyond such a leaf or extended leaf.

Our robot requires few (constant number) states allowing it to take advantage of the specific topology of the spanning tree.

### 1.2 Related Work

Graph exploration by robots has recently attracted growing attention. The unknown environment in which the robots operate is often modelled as a graph, assuming that the robots may only move along its edges. The graph setting is available in two different forms.

In [1451115], the robot explores strongly connected directed graphs and it can move only in one pre-specified direction along each edge. In [2|6|9|14|17|18|21], the explored graph is undirected and the agent can traverse edges in both directions. Also, two alternative efficiency measures are adopted in most papers devoted to graph exploration, namely, the time of completing the

[^2]task [12 $45611 \mid 14$, or the number of memory bits (states in the automaton) available to the agent $9|12| 16|17| 18 \mid 19]$.

Graph exploration scenarios considered in the literature differ in an important way: it is either assumed that nodes of the graph have unique labels which the agent can recognise, or it is assumed that nodes are anonymous. Exploration of directed graphs assuming the existence of labels was investigated in 11115. In this case, no restrictions on the agent moves were imposed, other than by directions of edges, and fast exploration algorithms were sought. Exploration of undirected labelled graphs was considered in [23|6|14|21]. Since in this case a simple exploration based on depth-first search can be completed in time $2 e$, where $e$ is the number of edges, investigations concentrated either on further reducing the time for an unrestricted agent, or on studying efficient exploration when moves of the agent are restricted in some way. The first approach was adopted in [21], where an exploration algorithm working in time $e+O(n)$, with $n$ being the number of nodes, was proposed. Restricted agents were investigated in [2]3|6|14. It was assumed that the agent is a robot with either a restricted fuel tank [26], forcing it to periodically return to the base for refuelling, or that it is a tethered robot, i.e., attached to the base by a rope or cable of restricted length [14]. It was proved in [14] that exploration can be done in time $O(e)$ under both scenarios.

Exploration of anonymous graphs by robots with limited memory presents different types of challenges. In this case, it is impossible to explore arbitrary graphs if no marking of nodes is allowed [8. Hence, the scenario adopted in 415] was to allow pebbles which the agent can drop on nodes to recognise already visited ones, and then remove them and drop in other places. The authors concentrated attention on the minimum number of pebbles allowing efficient exploration of arbitrary directed $n$-node graphs. (In the case of undirected graphs, one pebble suffices for efficient exploration.) In [5], the authors compared the exploration power of one agent with pebbles to that of two cooperating agents without pebbles. In [4], it was shown that one pebble is enough, if the agent knows an upper bound on the size of the graph, and $\Theta(\log \log n)$ pebbles are necessary and sufficient otherwise.

In 9|12|16|17| 18 , the adopted measure of efficiency was the memory size of the agent exploring anonymous graphs. In [16|18], the agent was allowed to mark nodes by pebbles, or even by writing messages on whiteboards with which nodes are equipped. In [9, the authors studied special schemes of labelling nodes, which facilitate exploration with small memory. Another aspect of distributed graph exploration by robots with bounded memory was studied in [12|9, where the topology of graphs is restricted to trees. In [12] Diks et al. proposed a robot requiring $O\left(\log ^{2} n\right)$ memory bits to explore any tree with at most $n$ nodes. They also provided the lower bound $\Omega(\log n)$ if the robot is expected to return to its original position in the tree. Very recently the gap between the upper bound and the lower bound was closed in [19] by Gąsieniec et al. who showed that $O(\log n)$ bits of memory suffice in tree exploration. However it is known, see [17], that in arbitrary graphs the number of memory bits required by any robot
is $\Omega(D \log d)$, where $D$ is the diameter and $d$ is the maximum degree in the graph. In comparison, in the fully centralised model where the graph topology is represented by a random access matrix, Reingold [22] proved recently that $S L=L$, i.e., any decision problem which can be solved by a deterministic Turing machine using logarithmic memory (space) is log-space reducible to the USTCON (st-connectivity in undirected graphs) problem. This, e.g., proves the existence of a robot equipped with $O(\log n)$ bits being able to explore any $n$-node graph in the centralised model.

In this paper, we are interested in robots characterised by very low memory utilisation. In fact, the robots are allowed to use only a constant number of memory bits. This restriction permits modelling robots as finite state automata. Budach [8] proved that no finite automaton can explore all graphs. Rollik [23] showed later that even a finite team of finite automata cannot explore all planar cubic graphs. This result is improved in [10], where Cook and Rackoff introduce a powerful tool, called the $J A G$, for Jumping Automaton for Graphs. A JAG is a finite team of finite automata that permanently cooperate and that can use teleportation to move from their current location to the location of any other automaton. However, even JAGs cannot explore all graphs 10 .

### 1.3 Outline of the Paper

Section 2 presents the spanning tree construction that will constitute the main route of the robot during its exploration. The same section also shows how to assign port numbers at each vertex. Section 3 includes specification of the robot by means of a finite state machine. Section 4 states the main result of the paper, that is, the analytical proof of the new upper bound of $3.75 n-2$ for the length of traversal period $\pi(n)$ required by robots equipped with constant memory. Further comments on the main themes of this paper can be found in Section 5

## 2 The Spanning Tree Construction and the Port Numbering

In this section, we describe the spanning tree construction and how the port labelling is performed. This will define the route allowing the robot to periodically visit all the nodes of $G$. During the tree construction we make use of coloring strategies. These will be useful to analyze the length, $\pi$, of the closed walk $P$ adopted by our robot to visit $G$. However, the robot is not aware of such a coloring.

We construct the spanning tree starting from a special subtree, from now on called the backbone and denoted by $B=\left(V_{B}, E_{B}\right)$. Procedures Color() and Backbone_Construction() realize this structure (see Figure 1). Procedure Backbone_Construction() takes graph $G$ as an input and generates a tree, the backbone. Later, using procedure Color(), it colors all the nodes of $G$. The backbone is formed of Red and Yellow nodes, with the property that if a path connecting two Red nodes contains only yellow nodes, it contains exactly two of them. The
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Fig. 1. The construction of $S T(G)$ and its labelling. The path characterised by double lines and joining the red nodes constitutes the backbone structure. The black node is the chosen root of $S T(G)$.
remaining nodes are colored Green or Blue if their distance from a Red node is 1 or 2 , respectively. This implies another important property of the backbone, namely, every node outside the backbone is at distance at most two from it.

On the basis of the backbone, procedure Tree_Construction() builds the spanning tree of $G$, from now on called $S T(G)=\left(V_{T}, E_{T}\right)$ (see Figure 1). The procedure also recolors some Yellow nodes (not having Blues as neighbors) into Orange. Again, such a recoloring will be used only for the purpose of analysing the length of $P$. Having constructed the spanning tree $S T(G)$, we then need to set the port numbers.

Let $v$ be a node of a rooted tree $T$. We assume that the children $c_{1}, \ldots, c_{k}$ of $v$ are listed in a nonincreasing order according to the sizes of $T\left(c_{1}\right), \ldots, T\left(c_{k}\right)$, where $T\left(c_{i}\right)$ is the subtree of $T$ rooted in $c_{i}$. The main idea is that we set the port numbers so that the robot will explore the large subtrees at $v$ first, followed by Extended Leaves (at $v$ ), and then (regular) Leaves (at $v$ ), allowing it to avoid paying penalties for most of the extended leaves and (regular) leaves. In what follows we use $d_{G}(v)$ (respectively, $d_{T}(v)$ ) to denote the degree of a node $v$ in the graph $G$ (respectively, the tree $T$ ). Procedures Set_Port() and Labelling() first label ports on edges of the input tree and then provide a consistent labelling to the remaining edges in $G$ (see Figure 1).

## 3 The Automaton

In this section we provide a formal definition of the automaton that governs the robot's behavior. The automaton has eleven states, namely, $I$ (Initial), $R S$ (Root Search), $R B$ (Root Backtrack), $F F$ (Forward), $N$ (Normal), $T$ (Test), $B$ (Backtrack), $L$ (Leaf), LB (Leaf Backtrack), $E$ (Extended Leaf), $E B$ (Extended Leaf

```
procedure Color(node: \(v\) )
    Node \(v\) becomes Red;
    All nodes at distance 1 from \(v\) become Green;
    All not yet colored nodes at distance 2 from \(v\) become Blue;
procedure Backbone_Construction_(graph: \(G\) ) \(\rightarrow\) Tree
    Pick an arbitrary node \(v \in V\);
    Color (v);
    \(V_{B}=\{v\} ;\)
    \(E_{B}=\emptyset ;\)
    while the set of not yet colored nodes in \(G\) is not empty do
        Pick a not yet colored node \(v \in V\) at distance 1 from some Blue node \(w_{1}\) which
        is itself connected via node \(w_{2}\) to some Red node \(v^{\prime}\);
        Color ( \(v\) );
        \(V_{B}=V_{B} \bigcup\left\{w_{1}, w_{2}, v\right\} ;\)
        \(E_{B}=E_{B} \bigcup\left\{\left(v^{\prime}, w_{2}\right),\left(w_{2}, w_{1}\right),\left(w_{1}, v\right)\right\} ;\)
        Nodes \(w_{1}\) and \(w_{2}\) become Yellow;
        end while
```

procedure Tree_Construction_(graph: $G$, backbone of $G: B) \rightarrow$ Tree
$V_{T}=V_{B} ;$
$E_{T}=E_{B} ;$
for each node $v \in V \backslash V_{T}$ at distance 1 from a red node $v^{\prime} \in V_{B}$ do
$V_{T}=V_{T} \bigcup\{v\} ;$
$E_{T}=E_{T} \bigcup\left\{\left(v, v^{\prime}\right)\right\} ;$
end for
for each node $v \in V \backslash V_{T}$ at distance 1 from some node $v^{\prime} \in V_{T}$ do
$V_{T}=V_{T} \bigcup\{v\} ;$
$E_{T}=E_{T} \bigcup\left\{\left(v, v^{\prime}\right)\right\} ;$
end for
11: Each Yellow node $v$ not connected to any Blue node $v^{\prime}$ by an edge $\left(v, v^{\prime}\right) \in E_{T}$
becomes Orange;
procedure Set_Port(node: $v) \quad / / \quad$ under assumption $\left|T\left(c_{1}\right)\right| \geq\left|T\left(c_{2}\right)\right| \geq . . \geq$
$\left|T\left(c_{d_{T}(v)-1}\right)\right|$
for each edge $\left\{v, c_{i}\right\} \in E_{T}$ with $i=1, \ldots, d_{T}(v)-1$ do
Set the port incident to $v$ as $i+1$;
Set the port incident to $c_{i}$ as 1 ;
end for
procedure Labelling(graph: $G$, spanning tree of $G: T$ )
1: Pick an arbitrary leaf in $T$ and set it as root $r$;
Set the port on the edge $\{r, v\}$ incident to the root $r$ to 1 on both ends;
for each $v \in V_{T} \backslash\{r\}$ do
Set_Ports $(v)$;
end for
Set the remaining ports arbitrarily but consistently with degrees of the nodes;

Backtrack). Moreover, the automaton is powered by an extra two-bits counter $c$. We also denote by $d$ the degree of the currently visited node and by $i$ the entering port number.

Regardless of its starting vertex, the robot begins in state $I$, exiting port number 1 to visit the nodes of the input graph $G$. Its first goal is to find the right direction of the visit, i.e., from the root down to the leaves. In the worst case this process requires a constant number of steps. For example, it can happen, that the robot starts exploration going through a special edge $e_{1,1}$, the only edge in $G$ with ports labeled 1 at both its endpoints. In this case the robot has to figure out which endpoint is the root. This task is realised by checking which endpoint is a leaf 2 Once the robot finds out which endpoint leads to the rest of the tree, this initialisation phase is complete and the proper exploration starts. Let $v$ be the node to which the root is connected. The robot visits the tree following the order of the ports from 2 to $d_{S T}(v)$. It first goes further in a depth-first-search manner (state $T$ ) as long as the entering port is 1 . If different, it switches its state to $L$ since a leaf has been discovered (recall that order of ports leading to subtrees of an internal node reflects the sizes of the subtrees). At this stage, the robot does not know whether such a leaf is a regular leaf or an extended leaf. It retreats through the same edge remembering (by setting the counter $c$ to 1) that a leaf has been discovered, and it looks for another paired leaf while being in state $L$.

If now the robot encounters another entering port 1, it updates its leaves counter $c$ to 2 and continues the search for more leaves. Note that, in this way the robot does not pay a penalty (it does not go beyond the leaf) at the second leaf. Moreover, the counter of leaves is not updated anymore, i.e., it is used to count at most two paired leaves. As soon as the robot arrives at some node via a port different from 1 or the whole degree of the node to which the paired leaves are connected has been explored, it retreats further in the tree, it sets $c$ to 0 and switches its state to $N$.

Alternatively, if after visiting the first leaf the encountered port number was not 1 , the robot goes backwards in the tree, sets the leaves counter to 0 , and switches its state to $E$, since an extended leaf has been discovered. Now the robot searches for extended leaves, i.e., for two consecutive entering ports set to 1.

If after the first port 1 (that is counted by $c$ ), it finds a second one, a new extended leaf has been discovered and no penalties are paid at the two visited nodes. However if after the first port 1, the second one is different, the robot goes backwards switching its state to $L$ since a regular leaf was found. Note that, in this case, $c$ is already set to 1 . And finally, if the first entering port is not 1 , the robot retreats further in the tree while being in the state $N$.

The way the robot goes backwards depends on its current state, i.e., it must take into account whether it is currently looking for the root, leaves, extended leaves, whether it has just to leave the current subtree, or finally whether it has to go back since the traversed edge does not belong to the spanning tree (i.e.,

[^3]the robot paid a penalty). This is the reason why the robot must be equipped with five different backward states ( $R B, L B, E B, N$, and $B$ respectively).

Formally, the transition function $f$ is defined as follows. If the robot enters a node $v$ of degree $d(v)$ through port $i$ in state $s$ with current value of the twobit counter $c$, it switches to state $s^{\prime}$ and exits the node through port $i^{\prime}$ with the counter set to $c^{\prime}$. This corresponds to $f(s, i, d(v), c)=\left(s^{\prime}, i^{\prime}, c^{\prime}\right)$. Please note that function $f$ has now four arguments in contrary to the more standard definition of Mealy automata presented in Section 1. This change is necessary to incorporate the introduction of the counter $c$.

Table 1 shows the transition function $f$. The first four transitions are used in the initialisation step of the search, while the remaining ones are devoted to the proper (periodic) graph exploration.

Table 1. The transition function $f$

$$
\begin{aligned}
& f(I, i, d, c)= \begin{cases}(F F, 1,0) & \text { if } \\
(R S, 2,0) & \text { if } \quad \mathrm{i}=1 \\
(T, i, 0) & \text { if } \mathrm{i} \neq 1\end{cases} \\
& f(F F, i, d, c)= \begin{cases}(R B, 1,0) & \text { if } \mathrm{d}=1 \\
(T, 2,0) & \text { if } \mathrm{d} \neq 1\end{cases} \\
& f(R S, i, d, c)= \begin{cases}(L B, 1,1) & \text { if } \mathrm{i}=\mathrm{d}=1 \\
(T, 2,0) & \text { if } \mathrm{i}=1 \& \mathrm{~d} \neq 1 \\
(R B, i, 0) & \text { if } \mathrm{i} \neq 1\end{cases} \\
& f(R B, i, d, c)=(F F, 1,0) \\
& \begin{array}{l}
f(T, i, d, c)= \begin{cases}(L B, 1,1) & \text { if } \mathrm{i}=\mathrm{d}=1 \\
(T, 2,0) & \text { if } \mathrm{i}=1 \& \mathrm{~d} \neq 1 \\
(B, i, 1) & \text { if } \mathrm{i} \neq 1 \\
(N, 1,0) & \text { if } \mathrm{c}=0 \| \mathrm{i} \neq 2 \\
(L B, 1,1) & \text { if } \mathrm{c} \neq 0 \& \mathrm{i}=2\end{cases}
\end{array} \\
& f(N, i, d, c)= \begin{cases}(F F, 1,0) & \text { if } \mathrm{i}=1 \\
(N, 1,0) & \text { if } \mathrm{i}=\mathrm{d} \neq 1 \\
(T, i+1,0) & \text { if } \mathrm{i} \neq 1 \& \mathrm{i} \neq\end{cases} \\
& f(L, i, d, c)=\left\{\begin{array}{l}
(L B, 1,2) \text { if } i=1 \\
(E B, i, 1) \text { if } i \neq 1 \& c=1 \\
(B, i, 0) \text { if } i \neq 1 \& c \neq 1
\end{array}\right. \\
& f(L B, i, d, c)= \begin{cases}(E B, 1,0) & \text { if } i=\mathrm{d}=2 \\
(N, 1,0) & \text { if } i=\mathrm{d} \neq 2 \\
(L, i+1, c) & \text { if } i \neq \mathrm{d}\end{cases} \\
& \left\{\begin{array}{l}
(L B, 1,1) \text { if } \mathrm{i}=\mathrm{d}=1 \& \mathrm{c}=0 \\
(E,=0
\end{array}\right. \\
& f(E, i, d, c)= \begin{cases}(E, 2,1) & \text { if } i=1 \& \mathrm{~d} \neq 1 \& \mathrm{c}=0 \\
(E B, 1,2) & \text { if } \mathrm{i}=1 \& \mathrm{c} \neq 0 \\
(B, i, c) & \text { if } i \neq 1\end{cases} \\
& f(E B, i, d, c)=\left\{\begin{array}{lll}
(F F, 1,0) & \text { if } i=1 & (28) \\
(E B, 1,0) & \text { if } i \neq 1 \& c=2 & (30) \\
(N, 1,0) & \text { if } i=d \neq 1 \& c=0 \\
(E, i+1,0) & \text { if } i \neq 1 \& i \neq d \& c=0 & (31) \\
(E B, 1,0) & \text { if } i=3 \& c=1 \\
(N, 1,0) & \text { if } i \neq 1 \& i \neq 3 \& c=1
\end{array}\right.
\end{aligned}
$$

Theorem 1 (Correctness). Let $G$ be a graph of size $n$, and let $S T(G)$ be a spanning tree of $G$ constructed and labelled as previously described in Section 园. Starting at any node of $G$, the robot begins in the initial state I and follows exit port number 1. Then
(a) After at most 8 steps, the robot enters a closed walk $P$ and then periodically explores $G$ forever.
(b) Moreover, suppose that a node $v$ is connected to $k$ extended leaves in $S T(G)$. Then the robot avoids paying possible penalties at the second, third, etc. extended leaf (so it avoids $2(k-1)$ penalties from these extended leaves). Similarly, if $v$ is connected to $j$ paired leaves, it only pays a single penalty for the whole set of these paired leaves.

Proof. First we show how the robot recognises the direction of the exploration from the root towards the leaves. At the beginning the robot is in the initial state $I$ and follows port number 1. As shown in the first equation of the transition function $f$, three different cases can occur:

- If the entering port is 1 and the entering node has degree 1 then such a node is considered as the root since it is a leaf connected to the edge $e_{1,1}$. The only case in which it is unclear whether the considered node is the root is when $G$ is composed of a single special edge $e_{1,1}$. In this case indeed, both nodes can be considered indifferently as the root since the resulting exploration is symmetric. The task is performed by switching the robot state first from $I$ to $F F$ (rule 1) and then repetitively from $F F$ to $R B$ and vice versa (rules 4 and 9).
- If the entering port is 1 and the entering node has degree larger than 1, then the robot has to verify whether such a node is a leaf or not (rule 2), and this requires two steps. If a leaf is found the robot retreats and starts proper exploration. If not, then it continues in the current direction assuming that the proper exploration was done from the beginning.
- If the entering port is different from 1 then the direction is determined since, by construction of $S T(G)$, the node connected via the exiting port on the edge is clearly a child of the node connected via the entering port. Hence, the robot has to reverse its direction (rule 3). In fact, in the worst case we may have to perform six steps more before the proper exploration starts. It can happen, e.g., that the robot starts from a leaf or an extended leaf of $S T(G)$ for which in $P$ no penalties are paid. However, since the robot has just started and does not know whether the current leaf or extended leaf is a paired one or not, it pays some extra penalties that at the successive traversals will not be paid. Namely, it needs at most six (respectively, two) steps to find out whether it is exploring an extended leaf (respectively, a leaf).

Once this initialisation phase has been completed, the proper (periodic) graph exploration starts. Apart from cases where $G$ coincides with $e_{1,1}$ and when the "tricks" of skipping penalties at paired leaves and paired extended leaves are used, the exploration follows the idea presented in [20]. Thus, in order to conclude the proof we have to show that while handling the above mentioned special cases the robot does not skip any nodes in the spanning tree and that it switches between standard and special cases safely.

While descending in the tree, the robot is in state $T$ until a leaf is met. At the leaf, unless its degree is 1 , a penalty is paid and the robot retreats in state $B$ setting the leaf counter $c$ to 1 (rule 12). Further it goes back in state $L B$
(rule 14) and, if the degree of the parent of the just visited leaf is larger than 2 , it goes to the next child expecting the entering port number to be 1 (rule $23)$. If such a port is encountered the next leaf is found. The robot does not go beyond the leaf; it retreats, looking for more leaves (again by applying rules 14 and 23). This saves us one penalty on each leaf like this. Since in $S T(G)$ the order of ports reflects the sizes of subtrees, the case when after visiting a leaf the robot is expected to visit a larger subtree is not feasible. Hence the exploration is correctly performed.

For the extended leaves a similar argument can be used. Once a leaf of an extended leaf is met, the robot goes back (rule 14), it realises that it is an extended leaf if either the parent has degree 2 or if there are no paired leaves connected (rule 21 and 19 respectively). Further, it goes back again in the $E B$ state and $c=0$ since it is on a path of length 2 (rule 29 or 32 ). Now, while being in state $E$ (by means of rule 31) it looks for paired extended leaves represented by two consecutive entering ports labelled by 1 (i.e., another path of length 2 ). If this happens (rules 31 and 25), the robot does not pay for the penalties on the two nodes of the found paired extended leaf. Again, by the construction of $S T(G)$ there cannot be the situation in which the second subtree is larger than an extended leaf, hence the exploration continues in the correct way. Alternatively, instead of another extended leaf the robot could find a smaller subtree, i.e., a leaf (a subtree of size 1), or a penalty edge (an empty subtree). In the first case, the robot switches its state to $L B$ (rule 24) to retreat one edge and then starts searching for regular leaves. In the second case the robot retreats in state $N$ going back to standard exploration (rules 30 or 33 ).

Finally, note that each time the edge $e_{1,1}$ is traversed, the robot recognises that situation and returns to the state $F F$ (rules 15 and 28). This can be useful if a finite number of explorations is required. In fact, another counter can be added in order to stop the exploration of the graph after the required number of traversals.

Concerning the length $\pi$ of $P$, in the next section we show, in general, how many penalties at most can be paid by our robot.

## 4 Analysis

In this section, we show our upper bound on the length of the periodic exploration of the graph $G$. Our analysis uses the coloring of the nodes of $G$ introduced in Section 2. Let $R E D$ be the set of Red nodes. We remind the reader that the robot is said to pay a penalty at node $v$ if it traverses an edge, starting from $v$, that does not belong to $S T(G)$. The main goal is to give a bound on the number of penalties in order to prove our result.

Theorem 2. The period $\pi(n)$ needed by the robot described in Section 3 to visit a graph $G$ of $n$ nodes, according to the spanning tree $S T(G)$ with the assigned port numbering, is less than $3.75 n-2$.

Proof. Consider $v \in R E D$. By construction, by removing the edges of the backbone connected to $v$, the remaining subtree $T^{\prime}$ rooted at $v$ has depth at most 2 . We decompose the children of $v$ into 3 different types (see Figure 2):


Fig. 2. The subdivision of the children of a red node. The other possible nodes connected to it can only be part of the backbone structure. The $p$ associated to a node indicates where a penalty might be paid.

- Type L: Leaves
- Type E: Endpoints of extended leaves
- Type A: Neither leaves nor endpoints of extended leaves

Let $s_{L}(v)$ (resp. $\left.s_{E}(v)\right)$ be 0 if the number of children of $v$ of Type $L$ (resp. $E)$ is 0,1 otherwise. Let $s_{A}(v)$ be the number of children of $v$ of Type $A$. For all the children of type $L$, the robot might incur at most 1 penalty, since all those children (if any) are paired leaves and the robot pays only at the first one (see Section 3). For all the children of type $E$, the robot might incur at most 2 penalties, since all those children (if any) are the endpoints of paired extended leaves and the robot pays only at the first one. For children of type $A$, by construction, each subtree rooted at a node of type $A$ consists of two or more leaves. This implies that for each subtree rooted at a node of type $A$ the robot might incur at most 2 penalties, i.e., one for the node of type $A$ and the other for the first paired leaf.

Concerning the backbone structure, let $S_{Y}$ (respectively, $S_{O}, S_{R}$ ) be the number of Yellow (resp., Orange, Red) nodes in the tree. Consider a Yellow node $w$, and its Blue children. Note that there can be at most 2 penalties in this subtree. In fact, the Blue children of $w$ are paired leaves in this subtree, hence the robot does not pay penalties from the second paired leaf. Consider an Orange node $z$. Note that $z$ has no Blue children in the tree, hence there can be at most 1 penalty in this subtree (made up of $z$ itself). Concerning Red nodes, no penalties are paid on them, since by construction they are used with their full degree in $S T(G)$.

Let

$$
S_{L}=\sum_{v \in R E D} s_{L}(v), \quad S_{E}=\sum_{v \in R E D} s_{E}(v), \quad S_{A}=\sum_{v \in R E D} s_{A}(v),
$$

and $p$ be the number of nodes with penalties in the tree. As a consequence of the observations above, we have

$$
\begin{aligned}
p & \leq 2 S_{A}+2 S_{E}+S_{L}+2 S_{Y}+S_{O} \\
n & \geq 3 S_{A}+2 S_{E}+S_{L}+2 S_{Y}+S_{O}+S_{R}
\end{aligned}
$$

As the backbone tree has the property that between two Red nodes there are exactly two nodes (each of them Yellow or Orange), we have

$$
S_{Y}+S_{O}=2 S_{R}-2
$$

Moreover, from the previous discussion, it also follows that

$$
S_{L} \leq S_{R}, S_{E} \leq S_{R}
$$

because for each Red node, at most one child of type $L$ (resp. $E$ ) is counted in $S_{E}$ (resp. $S_{L}$ ). Hence, we can bound the number of penalties with respect to the total number of nodes as follows:

$$
\begin{aligned}
\frac{p}{n} & \leq \frac{2 S_{A}+2 S_{E}+S_{L}+2 S_{Y}+S_{O}}{3 S_{A}+2 S_{E}+S_{L}+2 S_{Y}+S_{O}+S_{R}} \\
& \leq \frac{2 S_{A}+2 S_{E}+S_{L}+2\left(S_{Y}+S_{O}\right)}{3 S_{A}+2 S_{E}+S_{L}+2\left(S_{Y}+S_{O}\right)+S_{R}} \\
& <\frac{2 S_{A}+2 S_{E}+S_{L}+4 S_{R}}{3 S_{A}+2 S_{E}+S_{L}+4 S_{R}+S_{R}} \quad\left[S_{Y}+S_{O}=2 S_{R}-2\right] \\
& \leq \frac{2 \cdot 0+2 S_{R}+S_{R}+4 S_{R}}{3 \cdot 0+2 S_{R}+S_{R}+4 S_{R}+S_{R}} \quad\left[S_{A} \geq 0, S_{E}, S_{L} \leq S_{R}\right] \\
& \leq \frac{7}{8}
\end{aligned}
$$

By construction of the automaton, whenever a penalty is paid, i.e., whenever a non-tree edge is traversed, the robot incurs another penalty because it has to traverse again the same edge backward. As the automaton traverses every tree edge twice (once in each direction) it follows that

$$
\pi(n)=2(n-1)+2 p<2 n-2+2 \cdot \frac{7}{8} n=3.75 n-2
$$

## 5 Conclusion

In this paper, we studied the problem of periodic graph exploration by means of a simple robot that uses constant memory. We disproved the conjecture given in 20] claiming that it was not possible to obtain a period less than $4 n-O(1)$. The new proved upper bound is in fact $3.75 n-2$, hence the gap with the lower bound of $2 n-2$ is reduced. The improvement is obtained by means of a careful construction of the route (i.e., the spanning tree) that the robot has to follow during the graph exploration, and by designing a smart automaton (still using constant memory) able to recognise some specific subtrees.

The main open problem left is whether it is possible to further close the gap of the bounds. For the tree-based approach, a more powerful robot able to recognise more structured topologies (of a constant number of nodes) than just our paired leaves and extended leaves seems not to be helpful in decreasing the number of penalties. However, a modified tree construction and/or port numbering may still lead to further improvements. Another interesting question is if there is a better strategy than tree-based exploration.
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#### Abstract

A large group of autonomous, mobile entities e.g. robots initially placed at some arbitrary node of the graph has to jointly visit all nodes (not necessarily all edges) and finally return to the initial position. The graph is not known in advance (an online setting) and robots have to traverse an edge in order to discover new parts (edges) of the graph. The team can locally exchange information, using wireless communication devices.

We compare a cost of the online and optimal offline algorithm which knows the graph beforehand (competitive ratio). If the cost is the total time of an exploration, we prove the lower bound of $\Omega(\log k / \log \log k)$ for competitive ratio of any deterministic algorithm (using global communication). This significantly improves the best known constant lower bound. For the cost being the maximal number of edges traversed by a robot (the energy) we present an improved ( $4-2 / k$ )-competitive online algorithm for trees.


## 1 Introduction and Our Results

We are interested in the issue of coordination of a team of $k$ autonomous robots. We would like the team to be driven by a distributed algorithm stored in the local memory and executed using the local computational power of a robot. The team's goal is to jointly visit all nodes of an unknown, but labeled graph $G$. To let the team cooperate we must allow it to exchange information about new findings and agree upon the strategy of the exploration. We can allow full communication scheme (global communication), yet it is more realistic to allow only local communication. Robots are equipped with wireless radio devices with a bounded communication radius which allows only the neighboring robots to communicate.

[^4]The team is initially placed in a node of the unknown graph $G$ modeling the network or e.g. an unknown terrain, where nodes correspond to the interesting locations, and edges model the accessibility between locations. Additionally, we assume that all edges and nodes of $G$ are labeled and thus can be locally distinguished by a robot. A goal for the robots is to jointly visit all nodes of the graph and finally return to the initial node. We consider two cost models. In the first model we assume the cost measure to be the total time of the exploration where in the second model it is the maximal energy (number of edges) used by a robot.

It is clear that knowing the graph beforehand (offine setting), the team would agree on the best strategy before the exploration and then fully explore the graph without using communication at all. Intuitively, the cost of such an exploration should be smaller than the cost needed in the online setting, where the graph is not known in advance.

The competitive ratio is the ratio between the cost of the online and the optimal offline algorithm. Competitive ratio of 1 would mean that robots can efficiently explore even though the "map of the graph" is not known. In fact, for the time model we show that this ratio is significantly larger even assuming the global communication (see Sect. 3). We show the lower bound of $\Omega(\log k / \log \log k)$ for the competitive ratio of any deterministic graph exploration algorithm using $k$ robots. This is a significant improvement comparing to the constant factor bounds known so far. For the energy model (Sect. (4) we show the ( $4-2 / k$ )competitive algorithm which explores trees and uses strictly local communication (in fact robots communicate only in the root of a tree).

## 2 Prior and Related Work

There are many results (e.g. $1 / 2|3| 4|5| 6]$ ) concerning exploration of a graph using small number of robots. Authors of [5] present strategies for a robot which has to traverse all edges minimizing the number of edge traversals. They bound competitive ratio (an overhead related to the lack of topology's knowledge) of their algorithms for several classes of graphs. Authors of [2] show a strategy for two robots to explore (in polynomial time) all nodes of an unlabeled, strongly connected, directed graph.

The real impact of robot's cooperation can be observed by studying the algorithms which use larger number of robots $(k>2)$. Robots can collectively perform many tasks (e.g. black-hole search [718] or rendezvous [9) but here we focus on the problem of an exploration. Dealing with a group of robots, there are many coordination problems e.g. gathering or pattern formation 10 which a team might exercise during the exploration of an unknown terrain (or unlabeled graph like in [211]). Those problems might arise from the sensor inaccuracy, odometry error related to the movement or from some computational problems. However, in many publications this is overcome assuming that either the exploration concerns the network or the terrain is represented by the labeled graph in which these problems do not occur.

The problem of collective tree exploration is addressed in 12. Authors present the lower bound of $2-1 / k$ for competitive ratio of an arbitrary exploration algorithm using $k$ robots. Additionally, they prove that if no communication is allowed, it is not possible to explore efficiently (competitive ratio $\Omega(k)$ ). Their online algorithm for tree exploration uses global communication and achieves a competitiveness of $O(k / \log k)$. Additionally, in [13] we present online algorithms for exploration of so called sparse trees and e.g. for trees $D$ in height, which can be embedded in 2-dimensional grids, the algorithm achieves competitive ratio of $O(\sqrt{D})$. A problem with the cost model related to the maximal energy used by a robot is addressed in [14]. Authors present the lower bound of $3 / 2$ and distributed 8 -competitive algorithm for trees which uses only local communication.

In [15] the group of simple robots (could be represented by the primitive final automata) fills the integer grid subject to minimize the makespan. Initially, the robots are standing outside the grid (by so called doors) and can consecutively enter the grid, with the additional assumption that only one robot can occupy one node. They develop optimal solution for the single-door case and $O(\log (k+$ 1))-competitive algorithm for multi-door case.

## 3 The Time Model

Consider an arbitrary graph $G=(E, V)$ with a distinguished node $s \in V$. The team of $k$ autonomous mobile robots starts in $s$, visits all nodes of $G$ and finally returns to $s$. It takes one time step for the robot to traverse an edge and since there are many synchronized robots, there might be many edges which are traversed in parallel by the team during one time step.

In this chapter we focus on the total time of such an exploration and furthermore we compare it to the time needed by the optimal offline algorithm. We show that for each deterministic algorithm there exists a tree-like graph which cannot be efficiently explored. Although there is a local communication granted for robots we show that having even global communication does not help if we do not know the map of the graph in advance. This means that in the worst case no online algorithm can explore efficiently, if compared to the time needed by the optimal offline algorithm.

First, in the Sect. 3.1 we introduce the Jellyfish tree which is used in Sect. 3.2 to prove the lower bound of $\Omega(\log k / \log \log k)$ for competitive ratio of an arbitrary deterministic exploration algorithm.

### 3.1 The Jellyfish Tree

Assume $t>k$ and take some permutation $\sigma$ of set 1 through $k$. Jellyfish tree $J(k, t, \sigma)$ consists of $k$ subtrees (tentacles) numbered from 1 trough $k$, connected by the root (see Fig. (1).

The tentacle consists of a poison of a certain size which is attached to the single path of the length $t$. Each level of poison (but the first one) consists of $t$ nodes, all connected to the main node of the previous level. The main node is
the one which was visited by any robot as the last one on this level. Therefore, all nodes on the level $l$ have to be visited before any other node on the level $l+1$ is visited.

Consider a team of $k^{\prime} \leq k$ robots positioned in the main node $v$ on some level of a poison. It can traverse in parallel at most $k^{\prime} \cdot t$ edges in $t$ time steps. Since there are $t$ edges to be explored on each level, there are at most $k^{\prime}$ additional main nodes discovered by the team during $t$ time steps.

Lemma 1. Assume that a team of $k^{\prime} \leq k$ robots explores some tentacle for $t$ time steps. Denote respectively by $d$ and $d^{\prime}$ the maximal distance to the main node in this tentacle before and after this exploration, then $d^{\prime} \leq d+k^{\prime}$.

The poison contained in a tentacle has some certain total number of levels, i.e. a size. The size of the poison contained in the $i$-th tentacle is defined by

$$
s_{\sigma(i)}:=\left\lceil\frac{k}{\log k} \cdot \frac{1}{i}\right\rceil
$$

where $\sigma$ is the permutation which allows to rearrange the order of poisons. In Sect. 3.2 the adversary defines the permutation $\sigma_{\mathcal{A}}$ for the algorithm $\mathcal{A}$ in such a way, that the sizes of poisons are in the inconvenient configuration for the algorithm.


Fig. 1. Definition of a poison and the Jellyfish tree $J(t, k, \sigma)$

### 3.2 The Lower Bound

Suppose that we are given an arbitrary algorithm $\mathcal{A}$ for $k$ robots to explore an arbitrary graph from the node $s$. Consider a large team of robots (it must be at least $\log k \geq 5$ ) and take an arbitrarily $t>k$. We analyze the performance of $\mathcal{A}$
on the Jellyfish tree $J\left(t, k, \sigma_{\mathcal{A}}\right)$ rooted at $s$ and where $\sigma_{\mathcal{A}}$ dictates an adversarial order of poisons. Recall here, that the main nodes are visited by $\mathcal{A}$ as the last nodes on certain level of a poison.

Algorithm $\mathcal{A}$ starts the exploration in the node $s$ of the Jellyfish $J\left(t, k, \sigma_{\mathcal{A}}\right)$. During the first $t$ steps it can traverse the simple paths connecting poisons to the root but it will not enter any poison. After $t$ steps there are $k_{\text {lazy }} \leq k$ robots positioned in $s$ and $f_{j}^{(1)}$ robots in the $j$-th tentacle. Now consider the time interval $I_{1}=[(t+1), \ldots, 2 t]$ which consists of $t$ time steps. There are at most $f_{j}^{(1)}$ robots which can explore the poison contained in the $j$-th tentacle in $I_{1}$. All other robots initially are just too far from this poison to be able to get there within $t$ time steps. Therefore, the value $f_{j}^{(1)}$ upper-bounds the potential exploration power the algorithm has within the interval.

Order the sequence $f_{j}^{(1)}$ in the increasing order of element values. Adversary reorders the poison's sizes in the reverse order, such that the tentacles with the large number of robots contain the smallest poisons. Despite $\mathcal{A}$ having the large exploration power in some tentacle, it turns out that the actual poisons size is small, and there is not much to explore. In this way the adversary makes the algorithm waste its resources, which results in an interesting lower bound for the algorithm efficiency.

For $y^{(r)}:=t+\left\lceil(2 \log k)^{r}\right\rceil$, there is no node at distance greater than $y^{(1)}$ which is visited by a robot before the end of $I_{1}$. Assume that $v^{\prime}$ is a node at distance $t+11>y^{(1)}$ and that it is visited during the first time interval $I_{1}$. The node $v^{\prime}$ lies within the poison of the $j$-th tentacle and during the time interval there are $f_{j}^{(1)} \geq 11$ robots exploring it (from Lemma 1 we know that 10 robots does not suffice). There are at least $k / 2$ tentacles which contain a poison smaller than 11 and each of them is also explored by at least 11 robots (adversarial order of poison's size). This gives $11 \cdot k / 2>k$ robots exploring the smallest tentacles during this interval.

Now assume that at the end of the $I_{r-1}$, all nodes in the tree at distance $y^{(r-1)}$ or smaller are visited by a robot. At the beginning of $I_{r}$ the $f_{j}^{(r)}$ is a number of robots positioned in the $j$-th tentacle. The adversary sorts the still unexplored poisons in the reversed order of their sizes to the order of $f_{j}^{(r)}$. Each such a poison is of size greater than $y^{(r-1)}$ since for all smaller poisons the permutation $\sigma_{\mathcal{A}}$ is already fixed by the reorderings made in the previous intervals.

Suppose that there is a node $v^{\prime}$ which is visited during the interval $I_{r}$ and which lies at the distance of $y^{(r)}+1$ from the root. The node $v^{\prime}$ is contained in the tentacle for which $\mathcal{A}$ has had many robots exploring it. Certainly, by Lemma 1. $\mathcal{A}$ needs much "exploration power" to rapidly explore many levels in $t$ time steps. To explore additional $y^{(r)}-y^{(r-1)}$ levels of the $j$-th tentacle it needs $f_{j}^{(r-1)} \geq y^{(r)}-y^{(r-1)}$ robots, and therefore we have

$$
f_{j}^{(r-1)} \geq(\log k)^{r-1} \cdot(2 \log k-2)
$$

For $i=\left\lceil k / \log k \cdot 1 /(2 \log k)^{r+1}\right\rceil$ we have $s_{i} \leq y^{(r)}$ and for $i^{\prime}=\lfloor k / \log k$. $1 /(2 \log k)^{r}$ 」 we have $s_{i^{\prime}} \geq y^{(r-1)}$ and so there are at least

$$
i^{\prime}-i \geq \frac{k}{\log k \cdot(2 \log k)^{r-1}} \cdot(1-1 / \log k)
$$

tentacles which end between levels $y^{(r-1)}$ and $y^{(r)}$. All those tentacles have at least $f_{j}^{(r-1)}$ robots exploring it (because the adversary has sorted the tentacles in a reversed order). This means that there are at least

$$
f_{j}^{(r)} \cdot\left(i^{\prime}-i\right) \geq k \cdot(2-4 / 5)>k
$$

robots exploring the tree in the $r$-th round. This contradicts the fact that $\mathcal{A}$ uses only $k$ robots to explore the Jellyfish tree.

Lemma 2. At the end of the $I_{r}$ time interval of the $\mathcal{A}$ algorithm exploring $J\left(t, k, \sigma_{\mathcal{A}}\right)$ no node at distance greater than $y^{(r)}:=t+\left\lceil(2 \log k)^{r}\right\rceil$ from $s$ is visited.

If the largest tentacle (containing a poison of size $k / \log k$ ) is completely explored during $I_{R}$ interval, then $y^{(R)} \geq t+k / \log k$, and so $R=\Omega(\log k / \log \log k)$. By the definition, each interval (but probably the last one) takes $t$ time steps, and therefore we can find the lower bound on the total exploration time.

Lemma 3. Algorithm $\mathcal{A}$ explores $J\left(t, k, \sigma_{\mathcal{A}}\right)$ (with $\sigma_{\mathcal{A}}$ being an adversarial permutation of poisons) in

$$
\Omega\left(t \cdot \frac{\log k}{\log \log k}\right)
$$

time steps.
On the other hand, if the topology is known beforehand, the Jellyfish tree can be efficiently explored.

Lemma 4. Assuming that the tree is known beforehand (i.e. $t>k$ and $\sigma$ are known), there exists the algorithm with $k$ robots which explores $J(t, k, \sigma, M)$ in $O(t)$ steps.

Proof. The graph $J\left(t, k, \sigma_{A}\right)$ is $h:=t+k / \log k$ in height and has at most

$$
2 t k+(t k / \log k) \cdot \sum_{i=1}^{k} 1 / i=O(t \cdot k)
$$

nodes. Therefore we have $h=O(t)$ and $n / k=O(t)$ and using e.g. the approximation algorithm from [14] we can recompute the offline routes for each of $k$ robots so that the total exploration time is $O(t)$.

Combining the results of Lemma3 and Lemma 4 we can state the following lower bound on the competitive ratio of an arbitrary online exploration algorithm.

Theorem 1. For every online collective graph exploration algorithm $\mathcal{A}$ using $k$ robots, there exists a tree for which the total time of the exploration is at least

$$
\Omega\left(\frac{\log k}{\log \log k}\right)
$$

times greater than the time needed by the optimal offline algorithm.

## 4 Algorithm for the Energy Model

In this section we consider a tree $T=(E, V)$ rooted at $v_{0} \in V$ consisting of $n$ uniform labeled edges and $D$ in height, measured by the number of edges on the longest path from $v_{0}$ to a leaf. All $k$ robots with an unique ID drawn from the set $1,2, \ldots, k$ are initially placed in $v_{0}$. Robots can communicate when they are in the same node and a goal of such a team is to jointly explore the unknown tree.

Assume that whenever a robot traverses an edge, it incurs a cost of one energy unit. We are interested in costs of the exploration defined as the maximal energy used by a robot. Once again we compare the cost of the online algorithm to the cost of the optimal offline algorithm to obtain a competitive ratio. In [14] the lower bound of $3 / 2$ as well as the 8 -competitive online algorithm exploring tree using a team of $k$ robots were shown. Here we improve this result by introducing the $4-2 / k$-competitive algorithm. This confirms that the energy model is strictly weaker than the time model for which the first non-constant lower bound is presented in the previous section.

In the energy model robots do not care about an overall time of the exploration. In some situations halting and waiting for a new information may be more desirable for a robot than further exploration. This is exactly what happens in our algorithm. We have a group of $k$ robots $\left(R_{1}, R_{2}, \ldots R_{k}\right)$ and during a round, there is only one robot which is active. All other robots are waiting in the root $v_{0}$ of the tree. The active robot first goes to the node where the robot active in the previous round has given up its exploration. Then it continues this exploration for a certain number of steps, and finally returns to the root $v_{0}$. The algorithm is described in details on the Fig. 1. The "while" loop corresponds to one round $r$, and there is only one robot $R_{i d}$ which moves during this round. Variable $h_{r}$ denotes the height of the subtree visited by a robot in all rounds from 1 through $r$ and the variable $e_{i}$ holds the energy used so far by the $i$-th robot.

In the $r$-th round, the active robot first travels to the node $v_{r-1}$ at which the previous robot stopped exploring (it takes at most $h_{r-1}$ energy units). Then it continues to traverse consecutive DFS edges ("repeat" loop) until it collects $2 h$ of it, where $h$ is the height of the subtree visited by any robot (also the actual active one) so far. During this loop the robot traverses $2 h_{r}$ edges and then finally returns to $v_{0}$ (which certainly takes at most $h_{r}$ energy units). This gives us an upper bound of $h_{r-1}+3 h_{r}$ on the energy used by a robot during the round $r$. In the first round $(r=1)$ the active robot is the first working robot ever, so

```
Algorithm 1. PushDfs
    \(h \leftarrow 1\)
    \(r \leftarrow 1\)
    \(e_{i} \leftarrow 0\) for all \(1 \leq i \leq k\)
    while ( \(T\) is not yet explored) do
        \(i d \leftarrow \operatorname{argmin}\left\{e_{i}: 1 \leq i \leq k\right\}\)
        \(R_{i d}\) travels to \(v_{r-1}\)
        \(e \leftarrow 0\)
        repeat
            \(R_{i d}\) follows a DFS step
            \(e \leftarrow e+1\)
            \(h \leftarrow\) height of the visited subtree
        until ( \(e \geq 2 h\) )
        \(h_{r} \leftarrow h\)
        \(v_{r} \leftarrow\) actual position of \(R_{i d}\)
        \(R_{i d}\) returns to \(v_{0} \quad / /\) this takes at most \(h_{r}\) edges
        \(e_{i d} \leftarrow e_{i d}+\left|\operatorname{path}\left(v_{0}, v_{r-1}\right)\right|+2 h_{r}+\mid\) path \(\left(v_{r}, v_{0}\right) \mid\)
        \(r \leftarrow r+1\)
    end while
```

it uses only $0+3 h_{1}$ energy units (we lay $h_{0}=0$ ). The last round $q$ is perhaps shorter and it takes $h_{q-1}+w$ because a robot gets to the root already during the "repeat" loop and thus does not have to pay any extra costs for the return.

Let $e_{i}$ be the energy of the robot $R_{i}$ after completely exploring the tree and $E=\sum_{i=1}^{k} e_{i}$ be the total energy used by all robots. We have

$$
E \leq 3 h_{1}+\sum_{r=2}^{q-1}\left(h_{r-1}+3 h_{r}\right)+h_{q-1}+w=4 \cdot \sum_{r=1}^{q-1} h_{r}+w
$$

as the upper bound for this energy. On the other hand we know that the robot active in the round $r \leq q-1$ has done exactly $2 h_{r}$ steps of the DFS tour (the last one exactly $w$ steps), which for the whole tree takes exactly $2 n$ energy units. It must be that $\left(\sum_{i=r}^{q-1} 2 h_{r}\right)+w=2 n$ and thus we have

$$
E \leq 4 n \leq 2 k \cdot O P T
$$

where $O P T$ is the energy cost of the optimal offline exploration. Indeed, $O P T \geq$ $2 n / k$ since there are $n$ edges and each has to be traversed twice by at least one robot.

Let $e_{\text {min }}=\min \left\{e_{i}: 1 \leq i \leq k\right\}$ and $e_{\max }=\max \left\{e_{i}: 1 \leq i \leq k\right\}$ be respectively the minimal and the maximal energy used by the robots $R_{\min }$ and $R_{\max }$. One tour during a round takes at most $h_{q-1}+3 h_{q} \leq D+3 D=4 D$ energy units of an active robot. The active robot is chosen to be the one with the smallest energy used so far and therefore we have $e_{\max }-e_{\min } \leq 4 D$. Certainly $O P T \geq 2 D$, because there is at least one robot which has to reach the furtherest leaf at distance of $D$ and return to $v_{0}$. This results in the upper bound

$$
e_{\max }-e_{\min } \leq 2 O P T
$$

Knowing the span of values of the elements of the sequence $e_{i}$ we can use the following upper bound on the maximal value

$$
e_{\max } \leq \frac{\sum_{i=1}^{k} e_{i}-\left(e_{\max }-e_{\min }\right)}{k}+\left(e_{\max }-e_{\min }\right)
$$

and therefore we obtain

$$
e_{\max } \leq \frac{2 k \cdot O P T}{k}+(1-1 / k) \cdot 2 O P T \leq(4-2 / k) \cdot O P T
$$

This analysis can be slightly improved (at the cost of readability) but it also can be proved that the competitive ratio of this algorithm asymptotically converges to 4.

Theorem 2. The PushDfs algorithm explores an arbitrary tree and obtains the competitive ratio of at most $4-2 / k$ for the online energy model.

## 5 Conclusions

We have presented the lower bound of $\Omega(\log k / \log \log k)$ for a competitive ratio in the time model of the exploration. This is a significant improvement over the recent $2-1 / k$ lower bound presented in [12]. The best algorithms for trees achieve a competitiveness of $O(k / \log k)$ and $O(\sqrt{D})$ (for sparse trees) which leaves a wide area for further research. Moreover, our result proves that the lack of a map is essentially harmful in the time related online graph exploration problem (and this remains even when we restrict ourself only to trees).

For the energy cost model there is an online algorithm with a constant competitive ratio for trees. Using a simple algorithm a team of $k$ robots can explore a tree using only $4-2 / k$ times the energy of the offline solution. This does not match yet the lower bound of $3 / 2$ presented in [14.

## References

1. Betke, M., Rivest, R.L., Singh, M.: Piecemeal learning of an unknown environment. In: Proc. of the 6th Annual ACM Conference on Computational Learning Theory (COLT 1993), Association for Computing Machinery, pp. 277-286 (1993)
2. Bender, M., Slonim, D.: The power of team exploration: two robots can learn unlabeled directed graphs. In: FOCS 1994. Proc. of the 35th Annual Symposium on Foundations of Computer Science, pp. 75-85. IEEE Computer Society, Washington, DC (1994)
3. Bender, M.A., Fernández, A., Ron, D., Sahai, A., Vadhan, S.: The power of a pebble: Exploring and mapping directed graphs. Information and Computation 176, 1-21 (2005)
4. Fleischer, R., Trippen, G.: Exploring an unknown graph efficiently. In: Brodal, G.S., Leonardi, S. (eds.) Algorithms - ESA 2005. 13th Annual European Symposium, Palma de Mallorca, Spain, October 3-6, 2005. LNCS, vol. 3669, pp. 11-22. Springer, Heidelberg (2005)
5. Dessmark, A., Pelc, A.: Optimal graph exploration without good maps. Theoretical Computer Science 326, 343-362 (2004)
6. Gasieniec, L., Pelc, A., Radzik, T., Zhang, X.: Tree exploration with logarithmic memory. In: Proc. of ACM-SIAM Symp. on Discrete Algorithms (SODA 2007) (2007)
7. Dobrev, S., Flocchini, P., Kralovic, R., Ruzicka, P., Prencipe, G., Santoro, N.: Black hole search in common interconnection networks. Networks 47, 61-71 (2006)
8. Dobrev, S., Flocchini, P., Prencipe, G., Santoro, N.: Searching for a black hole in arbitrary networks: optimal mobile agent protocols. In: Proc. of the 21st Annual Symposium on Principles of Distributed Computing (PODC '02) pp.153-162 (2002)
9. Dessmark, A., Fraigniaud, P., Kowalski, D., Pelc, A.: Deterministic rendezvous in graphs. Algorithmica 46, 69-96 (2006)
10. Sugihara, K., Suzuki, I.: Distributed algorithms for formation of geometric patterns with many mobile robots. Journal of Robotic Systems 13, 127-139 (1996)
11. Das, S., Flocchini, P., Nayak, A., Santoro, N.: Distributed exploration of an unknown graph. In: Pelc, A., Raynal, M. (eds.) Structural Information and Communication Complexity. Proc. 12 International Colloquium, SIROCCO 2005, Mont Saint-Michel, France, May 24-26, 2005. LNCS, vol. 3499, pp. 99-114. Springer, Berlin Heidelberg New York (2005)
12. Fraigniaud, P., Gasieniec, L., Kowalski, D., Pelc, A.: Collective tree exploration. Networks 48, 166-177 (2006)
13. Dynia, M., Kutylowski, J., Heide, F.M.A.D, Schindelhauer, C.: Smart robot teams exploring sparse trees. In: Královič, R., Urzyczyn, P. (eds.) Mathematical Foundations of Computer Science 2006. Proc of the 31st International Symposium, MFCS 2006, Stará Lesná, Slovakia, August 28-September 1, 2006. LNCS, vol. 4162, pp. 327-338. Springer, Heidelberg (2006)
14. Dynia, M., Korzeniowski, M., Schindelhauer, C.: Power-aware collective tree exploration. In: Grass, W., Sick, B., Waldschmidt, K. (eds.) Architecture of Computing Systems - ARCS 2006. Proc of the 19th International Conference, Frankfurt/Main, Germany, March 13-16, 2006. LNCS, vol. 3894, pp. 341-351. Springer, Heidelberg (2006)
15. Hsiang, T., Arkin, E., Bender, M., Fekete, S., Mitchell, J.: Algorithms for rapidly dispersing robot swarms in unknown environments. In: Proc. of the 5th International Workshop on Algorithmic Foundations of Robotics, pp. 77-94. Springer, Heidelberg (2002)

# Graph Searching with Advice 

Nicolas Nisse* and David Soguet<br>LRI, Université Paris-Sud, Orsay, France<br>\{nisse, soguet\}@1ri.fr


#### Abstract

Fraigniaud et al. (2006) introduced a new measure of difficulty for a distributed task in a network. The smallest number of bits of advice of a distributed problem is the smallest number of bits of information that has to be available to nodes in order to accomplish the task efficiently. Our paper deals with the number of bits of advice required to perform efficiently the graph searching problem in a distributed setting. In this variant of the problem, all searchers are initially placed at a particular node of the network. The aim of the team of searchers is to capture an invisible and arbitrarily fast fugitive in a monotone connected way, i.e., the cleared part of the graph is permanently connected, and never decreases while the search strategy is executed. We show that the minimum number of bits of advice permitting the monotone connected clearing of a network in a distributed setting is $O(n \log n)$, where $n$ is the number of nodes of the network, and this bound is tight. More precisely, we first provide a labelling of the vertices of any graph $G$, using a total of $O(n \log n)$ bits, and a protocol using this labelling that enables clearing $G$ in a monotone connected distributed way. Then, we show that this number of bits of advice is almost optimal: no protocol using an oracle providing $o(n \log n)$ bits of advice permits the monotone connected clearing of a network using the smallest number of searchers.
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## 1 Introduction

The search problem has been widely used in the design of distributed protocols for clearing graphs in a decentralized manner [161011. In the search problem, the graph is regarded as a "contaminated" network that a team of searchers is aiming at clearing. Initially, the whole graph is contaminated. The searchers stand at some vertices of the graph and they are allowed to move along edges. An edge is cleared when it is traversed by a searcher. A clear edge $e$ is preserved from recontamination if, for any path between $e$ and a contaminated edge, a searcher is occupying a vertex of this path. The search problem deals with a sequence of moves of searchers, that satisfies: (1) initially all searchers stand at a particular vertex of the graph, the homebase, and (2) a searcher is allowed to move along an edge if it does not imply any recontamination. Such a sequence

[^5]of moves, or steps, is called a search strategy. Given a connected graph $G$ and a vertex $v_{0} \in V(G)$, the search problem consists in computing, in a distributed setting, a search strategy of $G$, with $v_{0}$ as the homebase, and using the fewest searchers as possible that results in all edges being simultaneously clear. The strategy is computed online by the searchers themselves. Note that, during the execution of a search strategy, the contaminated part of the graph never grows. The strategy is said monotone [5|15. Moreover, the cleared part of the graph remains connected at any step. The strategy is said connected [12].

The main difference between the existing distributed protocols for clearing a graph is the amount of knowledge about the topology of the graph that searchers have a priori. In [1011, the searchers know in advance the topology of the network in which they are launched, and clear the network in a polynomial time. Conversely, the protocol provided in [6] enables to clear any network without having any a priori information about its topology. However, the clearing of the network is connected but not monotone and it is performed in an exponential time. Thus, not surprisingly, it appears that there is a tradeoff between the amount of knowledge provided to the searchers and the performance of the search strategy.

In [12, Fraigniaud et al. propose a new framework for measuring the difficulty of a distributed task: the number of bits of advice. Given a distributed task, the minimum number of bits of advice for this problem represents the minimum total number of bits of information that has to be given to nodes or mobile agents to efficiently perform the task. This approach is quantitative, i.e. it considers the amount of knowledge without regarding what kind of knowledge is supplied. This paper addresses the problem of the minimum number of bits of advice permitting to solve the search problem.

### 1.1 Our Model

The searchers are modeled by synchronous autonomous mobile computing entities with distinct IDs. Otherwise searchers are all identical, run the same program and use at most $O(\log n)$ bits of memory, where $n$ is the number of nodes of the network. A network is modeled by a synchronous undirected connected graph. A priori, the network is anonymous, that is, the nodes are not labelled. The $\operatorname{deg}(u)$ edges incident to any node $u$ are labelled from 1 to $\operatorname{deg}(u)$, so that the searchers can distinguish the different edges incident to a node. These labels are called port numbers. Every node of the network has a zone of local memory, whiteboard, of size $O(\log n)$ bits in which searchers can read, erase, and write symbols. It is moreover assumed that searchers can access these whiteboards in fair mutual exclusion. An instance of the problem consists of a couple ( $G, v_{0}$ ), where $G=(V, E)$ is a graph and $v_{0} \in V$ is the homebase. An oracle [1213 is a function $\mathcal{O}$ that maps any instance $\left(G, v_{0}\right)$ to a function $f: V \rightarrow\{0,1\}^{*}$ assigning a binary string, called advice, to any node of the network. The size of the advice, i.e. the number of bits of advice, on a given instance, is the sum of the lengths of all the strings assigned to the nodes. Intuitively, the oracle provides additional knowledge to the nodes of the network.

The search problem consists in designing an oracle $\mathcal{O}$ and a protocol $\mathcal{P}$ using $\mathcal{O}$, with the following characteristics. For any instance $\left(G=(V, E), v_{0}\right)$, any vertex $v \in V$ is provided with the string $f(v), f=\mathcal{O}\left(G, v_{0}\right)$. Protocol $\mathcal{P}$ must enable the optimal number of searchers to clear $G$ starting from $v_{0}$. Moreover, the search strategy performed by searchers is computed locally. That is, the decision of the searcher at a vertex $v$ (moving via some specific port number, switching its state, writing on the whiteboard) only depends on (1) the current state of the searcher, (2) the label $f(v)$ of the current vertex (3) the content of the current node's whiteboard (plus possibly the incoming port number if the searcher just entered the node). In particular, the searchers do not know in advance in which graph they are launched. The only information about the graph is the bit strings available locally at each node.

### 1.2 Our Results

We show that the minimum number of bits of advice permitting the clearing of any $n$-node graph, in a distributed setting, is $O(n \log n)$, and this bound is tight. More precisely, on one hand, we define an oracle $\mathcal{O}$ and a distributed protocol Cleaner that allow to solve the search problem for any connected $n$ node graph $G$ starting from any vertex $v_{0} \in V(G)$. Moreover, the clearing of $G$ is performed in time $O\left(n^{3}\right)$. The searchers are modeled by automata with $O(\log n)$ bits of memory. The nodes' whiteboards have size $O(\log n)$. Actually, our protocol ensures that the whiteboard will only be used in order to allow two searchers present at the same node to exchange their states and IDs. Finally, the number of bits of advice provided by $\mathcal{O}$ is $O(n \log n)$ for any $n$-node graph. On the other hand, we show that this number of bits of advice is almost optimal: no protocol using an oracle providing $o(n \log n)$ bits of advice permits to solve the search problem.

### 1.3 Related Work

In many areas of distributed computing, the quality of algorithmic solutions for a given network problem often depends on the amount of knowledge given to the nodes of the network (see 9 for a survey). The comparison of two algorithms with knowledge appears however to be not obvious when they are provided with qualitatively different informations: upper bound on the size of the network 3], the entire topology of the network [8], etc. In [12], Fraigniaud et al. introduce the notion of bits of advice as a way to quantitatively measure the difficulty of a distributed task. As an example, Fraigniaud et al. [12] study the amount of knowledge that must be distributed on the vertices of the graph in order to perform broadcast and wake-up efficiently (i.e., using a minimum number of messages). They prove that the minimum number of bits of advice permitting to perform wake-up (resp., broadcast) with a linear number of messages is $\Theta(n \log n)$ (resp., $O(n)$ ) bits. This quantitatively differentiate the difficulty of
broadcast and wake-up. Fraigniaud et al. 13 also study the minimum number of bits of advice that allows to efficiently explore a tree, i.e., with a better competitive ratio than a Depth First Search.

Introduced by Parson [18], graph searching looks for the smallest number of searchers required to clear a graph. However, in graph searching, the strategies are not constrained to be connected nor monotone (see 4 for a survey). The search number of the graph $G$, denoted $\mathbf{s}(G)$, is the minimum $k$ such that there is a search strategy for $G$ (not necessarily monotone nor connected) using at most $k$ searchers that results in all edges being simultaneously clear. The graph searching problem has been extensively studied for its practical applications and for the close relationship between its several variants (edge-search, node-search, mixedsearch [4) and standard graph parameters like treewidth [19] and pathwidth [4]. The problem of finding the search number of a graph has been proved to be NPhard [16. According to the important Lapaugh's result [5]15, "recontamination does not help". That is, for any graph $G$, there is a monotone search strategy for $G$ using at most $\mathbf{s}(G)$ searchers. Monotonicity plays a crucial role in graph searching, since a monotone search strategy ensures a clearing of the graph in a polynomial number of steps. It implies that the graph searching problem is in NP. This result is not valid anymore, as soon as the search strategy is constrained to be connected [20. Several practical applications (decontamination of polluted pipes [18], speleological rescue [7], network security...) require the search strategy to be connected to ensure safe communications between searchers. Barrière et al. 2] prove that, clearing a tree $T$ in a connected way requires at most $2 \mathbf{s}(T)-2$ searchers and that this bound is tight. The better bound known in the case of an arbitrary $n$-node graph $G$ is $\mathbf{s}(G)(\log n+1)$ [14].

Several protocols for clearing a network in distributed setting have been proposed in the literature. It has been proved that any distributed protocol clearing an asynchronous network in a monotone connected way requires at most one searcher more than in the synchronous case 11]. Moreover, this result remains valid even if the topology of the network is known in advance. In [6], Blin et al. proposed a distributed protocol that enables the optimal number of searchers to clear any network $G$ in a fully decentralized manner. The strategy is computed online by the searchers themselves. The distributed computation must not require knowing the topology of the network in advance. Roughly speaking, their protocol ensures that searchers try every possible connected monotone partial search strategy. Thus, whilst the search strategy eventually computed by the searchers is monotone, failing search strategies investigated before lead to withdrawals, and therefore to recontamination. Flocchini et al. proposed protocols that address the graph searching problem in specific topologies (trees [1], hypercubes [11], tori and chordal rings [10], etc.). For each of these classes of graphs, the authors propose a protocol using the optimal number of searchers for clearing $G$ in a monotone connected way with $O(\log n)$ bits of memory and whiteboards of $O(\log n)$ bits, that clears the graph in a polynomial time. Note that, encoding the entire topology requires $\Omega\left(n^{2}\right)$ bits.

## 2 Distributed Search Strategy Using Little Information

This section is devoted to prove the following theorem.
Theorem 1. The search problem can be solved using $O(n \log n)$ bits of advice.
To prove it, we describe an oracle $\mathcal{O}$ which provides an advice of size $O(n \log n)$, and a distributed protocol Cleaner that solve the search problem in a synchronous decentralized manner. Protocol Cleaner is divided in $n$ phases, each one being divided in two stages of $O\left(n^{2}\right)$ rounds. Thus, the clearing of $G$ is performed in a time $O\left(n^{3}\right)$.

### 2.1 The Oracle

In this section, we describe the oracle $\mathcal{O}$. For any instance $\left(G=(V, E), v_{0}\right)$ of the search problem, we consider a strategy $S$ that is solution of the problem. The function $f=\mathcal{O}\left(G, v_{0}\right)$ is defined from $S$. Roughly speaking, the bits of advice supplied by $\mathcal{O}$ enable searchers using protocol Cleaner, to clear the vertex-set in the same order as $S$. Moreover, they allow the searchers to circulate in the cleared part of the graph avoiding recontamination. Let us define some notations.

Let $n=|V|$ and $m=|E|$. The strategy $S$ can be defined by the order in which $S$ clears the edges. Let $\left(e_{1}, \cdots, e_{m}\right)$ be this order. An edge $e_{i}$ is smaller than an edge $e_{j}$, denoted by $e_{i} \preceq e_{j}$, if $i \leq j$. $S$ also induces an order on the vertices of $G$. For any $v, w \in V$, we say that $v$ is smaller than $w$, denoted $v \preceq w$, if the first cleared edge incident to $v$ is smaller than the first cleared edge incident to $w$. Let $\left(v_{0}, \cdots, v_{n-1}\right)$ be this order, i.e., $v_{i} \preceq v_{j}$ if and only if $i \leq j$.

For any $0 \leq i \leq n-1$, let $f_{i} \in E$ be the first cleared edge incident to $v_{i}$. By definition, $f_{0}=f_{1} \prec f_{2} \cdots \prec f_{n-1}$. For any $1 \leq i \leq n-1$, the parent of $v_{i}$, denoted by parent $\left(v_{i}\right)$, is defined as the neighbour $v$ of $v_{i}$ such that, $\left\{v, v_{i}\right\}=f_{i}$. Note that parent $\left(v_{i}\right) \prec v_{i}$, and for any neighbour $w$ of $v_{i}, f_{i}=\left\{\operatorname{parent}\left(v_{i}\right), v_{i}\right\} \preceq$ $\left\{w, v_{i}\right\}$. Intuitively, for any $1 \leq i \leq n-1, f_{i}=\left\{\operatorname{parent}\left(v_{i}\right), v_{i}\right\}$ is the edge by which a searcher has arrived to clear $v_{i}$. Conversely, the children of $v \in V$ are the vertices $w$ such that $v=\operatorname{parent}(w)$. For any $0 \leq i \leq n-1$, let $T_{i}$ be the subgraph of $G$ whose vertex-set is $\left\{v_{0}, \cdots, v_{i}\right\}$, and the edge-set is $\left\{f_{1}, \cdots, f_{i}\right\}$. For any $0 \leq i \leq n-1, T_{i}$ is a spanning tree of $G\left[v_{0}, \cdots, v_{i}\right]$, which denotes the subgraph of $G$ induced by $\left\{v_{0}, \cdots, v_{i}\right\}$. Intuitively, at the phase $i$ of the execution of Protocol Cleaner, $T_{i-1}$ is a spanning tree of the clear part of the graph. It is used to allow the searchers to move in the clear part, performing a DFS of $T_{i-1}$.

We now define a local labelling $\mathcal{L}(S)$ of the vertices of $G$. Again, this labelling depends on the strategy $S$ that is considered. Let $v \in V(G)$. The label of a vertex $v$ consists of the following local variables: a boolean TYPE ${ }_{v}$, four integers $\mathrm{TCU}_{v}, \mathrm{TTL}_{v}, \mathrm{LASTPORT}_{v}$, PARENT $_{v}$ and a list CHILD $v$ of ordered pairs of integers. The index will be omitted whenever this omission does not cause any confusion. Intuitively, $\operatorname{PARENT}_{v}$ and CHILD $_{v}$ enable the searchers to perform a DFS of a subtree spanning the cleared part. To avoid recontamination, the searchers must know which ports they can take or not, and the moment when such a move is possible, i.e. the phase of the protocol when a searcher can take some port. The
informations about the ports are carried by $\operatorname{PARENT}_{v}$, CHILD $_{v}$, and $\operatorname{LASTPORT}_{v}$. $\mathrm{CHILD}_{v}, \mathrm{TCU}_{v}$ and $\mathrm{TTL}_{v}$ carry information about phases. Moreover, if a searcher preserves a node from recontamination, we say that this searcher guards the node, otherwise the searcher is said free. A searcher which guards a node $v$ will leave $v$ by its largest edge. Such a move will not induce any recontamination because any other edges incident to $v$ will have been previously cleared by free searchers. For this task, we need to distinguish two types of node with TYPE ${ }_{v}$.

In the following we will say that a port number $p$ of a vertex $v$ (resp., the edge incident to $v$, corresponding to $p$ ) is labelled if either there exists $\ell \leq n-1$ such that $(p, \ell) \in \operatorname{CHILD}_{v}$, or $p=\operatorname{LASTPORT}_{v}$, or $p=\operatorname{PARENT}_{v}$. Note that an edge may have two different labels, or may be unlabelled at one of its ends, and labelled at the other, or unlabelled at both ends. Let $0 \leq i \leq n-1$ be the integer such that $v=v_{i}$. Let $e$ be the largest edge incident to $v$ that is not in $E\left(T_{n-1}\right)$, and let $f$ be the largest edge incident to $v$ that is not in $\left(T_{n-1}\right) \cup\{e\}$.
$-\operatorname{PARENT}_{v}$ is the port number of $v$ leading to parent $(v)$ through an edge of $E\left(T_{n-1}\right)$ (we set PARENT $v_{v_{0}}=-1$ ).
$-\operatorname{CHILD}_{v}$ is a list of ordered pairs of integers. Let $1 \leq p \leq \operatorname{deg}(v)$ and $0<j \leq$ $n-1 .(p, j) \in \mathrm{CHILD}_{v}$ if and only if $v=\operatorname{parent}\left(v_{j}\right)$ and $p$ is the port number of $v$ leading to $v_{j}$. In the following, $\operatorname{CHILD}_{v}(j)$ denotes the port number $p$ of $v$ such that $(p, j) \in$ CHILD $_{v}$.

- $\operatorname{TYPE}_{v}$ is a boolean variable. It equals 0 if the largest edge incident to $v$ belongs to $T_{n-1}$. Otherwise, the variable $\mathrm{TYPE}_{v}$ equals 1 . In the following we will say that a vertex is of type 0 (resp., type 1) if $\mathrm{TYPE}_{v}=0$ (resp., $\operatorname{TYPE}_{v}=1$ ). Roughly, a vertex is of type 0 if, in $S$, the searcher cleared the last uncleared incident edge to $v$, in order to reach a new vertex which was still uncleared.
the last incident edge to reach a new vertex that was not occupied yet.
- LASTPORT $_{v}=-1$ if TYPE $v=0$, else $\operatorname{LASTPORT}_{v}$ is the port number corresponding to $e$.
- $\mathrm{TCU}_{v}$ (Time to Clean Unlabelled port), represents the phase when the free searchers must clear all the unlabelled ports of $v$. Case TYPE ${ }_{v}=0$ : if $e$ does not exist, then $\operatorname{TCU}_{v}=-1$, else $\operatorname{TCU}_{v}$ is the largest $k$ such that $f_{k-1} \preceq e$. Case $\operatorname{TYPE}_{v}=1$ : if $f$ does not exist, then $\operatorname{TCU}_{v}=-1$, else $\operatorname{TCU}_{v}$ is the largest $k$ such that $f_{k-1} \preceq f$.
- $\mathrm{TTL}_{v}$ (Time To Leave), represents the phase when, a searcher that guards $v$ will leave $v$. Case $\mathrm{TYPE}_{v}=0: \mathrm{TTL}_{v}=j$ such that $v_{j}$ is the largest child of $v$. Case $\operatorname{TYPE}_{v}=1: \mathrm{TTL}_{v}$ is the largest $k$ such that $f_{k-1} \leq e$.

We now define the bits of advice $\mathcal{O}\left(G, v_{0}\right)$ provided by oracle $\mathcal{O}$ to $G$, using the labelling $\mathcal{L}(S)$. For any $0 \leq i \leq n-1$, $\mathcal{O}\left(G, v_{0}\right)\left(v_{i}\right)=\left(i, n, \operatorname{TYPE}_{v_{i}}, \operatorname{PARENT}_{v_{i}}, \operatorname{LASTPORT}_{v_{i}}, \operatorname{TCU}_{v_{i}}, \mathrm{TTL}_{v_{i}}, \operatorname{CHILD}_{v_{i}}\right)$.

The following lemma follows obviously from the definition of the oracle.
Lemma 1. For any $n$-node graph, $\mathcal{O}$ provides $O(n \log n)$ bits of advice.

### 2.2 The Protocol Cleaner

In this section, we define a distributed protocol Cleaner using the oracle $\mathcal{O}$, that enables to clear any $n$-node synchronous network $G$ starting from the homebase $v_{0}$. Protocol Cleaner is formally described in Figures 1 and 2

Let us roughly describe our protocol. Our searchers can be in seven different states: DFS_TEST, DFS_BACK, CLEAR_UNLABELLED, CLEAR_UNLABELLED_BACK, CLEAR, WAIT, GUARD. Initially, all searchers stand at $v_{0}$. Each of them reads $n$ on the label $\mathcal{O}\left(G, v_{0}\right)\left(v_{0}\right)$ of $v_{0}$ to initialize their counters. Then the searcher with the largest Id is elected to guard $v_{0}$ and switches to state GUARD, the other searchers become free and switch to state DFS_TEST. After the phase $1 \leq i \leq n-1$, our protocol ensures the following. (1) A subgraph $G^{\prime}$ of $G\left[v_{0}, \cdots, v_{i}\right]$ containing $T_{i}$ as a subgraph is cleared. (2) For any vertex $v$ of the border of $G^{\prime}$, i.e. $v$ is incident to an edge in $E\left(G^{\prime}\right)$ and an edge of $E(G) \backslash E\left(G^{\prime}\right)$, one searcher is guarding $v$ (in state Guard). (3) Any other searcher is free and stand at a vertex of $G^{\prime}$.

During the first stage of the phase $i+1$, the free searchers are aiming at clearing the unlabelled edges of those vertices $v$ of $V\left(G\left[v_{0}, \cdots, v_{i}\right]\right)$ such that the largest unlabelled edge $e$ incident to $v$ satisfies $f_{i} \prec e \prec f_{i+1}$. Note that such an edge $e$ belongs to $E\left(G\left[v_{0}, \cdots, v_{i}\right]\right)$. For this purpose, any free searcher performs a DFS of $T_{i}$ thanks to the labels PARENT and CHILD. The searcher is in state DFS_TEST if it goes down in the tree, in state DFS_BACK otherwise.

During this DFS, if the searcher meets a vertex $v_{j}(j \leq i)$ labelled in such a way that $\mathrm{TCU}_{v_{j}}=i+1$ (recall that TCU means Time to Clear Unlabelled edges), then the searcher clears all unlabelled edges of $v_{j}$ and then it carries on the DFS. To clear the unlabelled edges of $v_{j}$, the searcher take successively, in the order of the port numbers, all the unlabelled ports. It takes each unlabelled port back and forth, in state clear_unlabelled for the first direction, and CLEAR_UNLABELLED_BACK for the second direction.

Moreover, during this stage, any searcher that is guarding a vertex labelled in such a way that (TYPE $=1$ and $\mathrm{TCU}<\mathrm{TTL}=i+1$ ) is aiming at clearing, in state CLEAR, the edge corresponding to the port number LASTPORT of the considered vertex (recall that TTL means Time To Leave). Protocol Cleaner ensures that the corresponding port number corresponds to the single contaminated edge incident to the considered vertex at this stage.

Before the first round of the second stage of phase $i+1$, the two following properties are satisfied: (1) if there exists a vertex $v$ such that $v$ is labelled with $\left(\operatorname{TYPE}_{v}=0\right.$ and $\left.\mathrm{TTL}_{v}=i+1\right), f_{i+1}$ is the only contaminated edge incident to $v=\operatorname{parent}\left(v_{i+1}\right)$, and (2) for any vertex $v$ labelled in such a way that (TYPE ${ }_{v}=1$ and $\mathrm{TCU}_{v}=\mathrm{TTL}_{v}=i+1$ ), the edge corresponding to $\operatorname{LASTPORT}_{v}$ is the only contaminated edge incident to $v$.

During the second stage of the phase $i+1$, Protocol Cleaner performs the clearing of $f_{i+1}$ (incident to parent $\left(v_{i+1}\right) \in V\left(G^{\prime}\right)$ ) and the clearing of any edge corresponding to port number $\operatorname{LASTPORT}_{v_{j}}$ of a vertex $v_{j}(j \leq i)$ labelled in such a way that $\left(\operatorname{TYPE}_{v_{j}}=1\right.$ and $\left.\operatorname{TCU}_{v_{j}}=\operatorname{TTL}_{v_{j}}=i+1\right)$. For this purpose, any free searcher performs a DFS of $T_{i}$.

```
Program of searcher A.
Initialisation: /* all searchers start at vo */
    Read n on \mathcal{O}}(G,\mp@subsup{v}{0}{})\mathrm{ to initialize the counter;
    if }A\mathrm{ is the searcher with the largest ID at }\mp@subsup{v}{0}{}\mathrm{ then
        Switch to the state GUARD;
    else
        At the first round on the second stage of phase 1,
        Switch to the state DFS_TEST;
    endif
```

Program of searcher $A$ at any round of stage $s \in\{0,1\}$ of phase $1 \leq i \leq n$.
/* Searcher A arrives at node $v_{j}$, coming by port number $p_{\ell}$ of $v_{j} * /$
(corresponding to the edge $\left\{v_{\ell}, v_{j}\right\}$ ).
Let $p_{\text {first }}$ be the smallest unlabelled port number of $v_{j}$.
$p_{\text {first }}=-1$ if there are no such edges.
Let $p_{\text {next }}$ be the smallest unlabelled port number $p$ of $v_{j}$, such that $p>p_{\ell}$.
$p_{\text {next }}=-1$ if there are no such edges.

Let $p_{\text {firstChild }}$ be the port number $p$ of $v_{j}$ such that it exists $1 \leq k \leq n-1$ with $p$ being labelled $\operatorname{CHILD}(k)$, and for any $1 \leq k^{\prime}<k$, no port numbers of $v_{j}$ are labelled $\operatorname{CHILD}\left(k^{\prime}\right) \cdot p_{\text {firstChild }}=-1$ if there are no such edges.
If $p_{\text {firstChild }} \neq-1$, let firstChild denote the corresponding neighbour of $v_{j}$.
Let $p_{\text {nextChild }}$ be the port number $p$ of $v_{j}$ such that it exists $\ell<k \leq n-1$ with $p$ being labelled $\operatorname{CHILD}(k)$, and for any $\ell \leq k^{\prime}<k$, no port numbers of $v_{j}$ are labelled $\operatorname{CHILD}\left(k^{\prime}\right)$. If $p_{\text {nextChild }} \neq-1$, nextChild denotes the corresponding neighbour of $v_{j}$.

Case:
state $=$ DFS_TEST
if $s=1$ and there is a port $p$ labelled $\operatorname{ChiLD}(i)$ then
Take port $p$ in state CLEAR;
else if $s=0$ and $\mathrm{TCU}=i$ then
Take port $p_{\text {first }}$ in state CLEAR_UNLABELLED;
else if $p_{\text {firstChild }} \neq-1$ and firstChild $\preceq v_{i-1}$ then
Take port $p_{\text {firstChild }}$ in state DFS_TEST;
else Take port labelled PARENT in state DFS_BACK;
endif
state $=$ CLEAR_UNLABELLED_BACK
if $p_{\text {next }} \neq-1$ then
Take port $p_{\text {next }}$ in state Clear_unlabelled;
else if $p_{\text {firstChild }} \neq-1$ and firstChild $\preceq v_{i-1}$ then
Take port $p_{\text {firstChild }}$ in state DFS_TEST;
else Take port labelled PARENT in state DFs_BACK;
endif

Fig. 1. Protocol Cleaner (1/2)

```
    state = CLEAR_UNLABELLED
    Take port p}\mp@subsup{p}{\ell}{}\mathrm{ in state CLEAR_UNLABELLED_BACK;
    state = DFS_BACK
    if s=1 and there is a port p labelled CHILD(i) then
            Take port p in state CLEAR;
    else if p}\mp@subsup{p}{\mathrm{ nextChild }}{}\not=-1\mathrm{ and nextChild }\preceq\mp@subsup{v}{i-1}{}\mathrm{ then
            Take port p
    else if PARENT }\not=-1\mathrm{ then
            Take port labelled PARENT in state DFS_BACK;
    else Take port CHILD(1) in state DFS_TEST;
    endif
    state = CLEAR
    if }\mp@subsup{v}{j}{}\prec\mp@subsup{v}{i}{}\mathrm{ or }\operatorname{deg}(\mp@subsup{v}{j}{})=1\mathrm{ then
        if j>0 then
            Take port labelled PARENT in state DFS_BACK;
            else Take port labelled CHILD(1) in state DFS_TEST;
            endif
    else Switch to the state WAIT;
    endif
/* Searcher that stands at node }\mp@subsup{v}{j}{*}
    state = GUARD
    if TYPE = 1 then
        if TCU = TTL then
            At the first round of the second stage of phase TTL,
            Take port labelled LASTPORT in state CLEAR;
        else At the first round of the first stage of phase TTL,
            take port labelled LASTPORT in state CLEAR;
        endif
    else At the first round of the second stage of phase TTL
        take port CHILD(TTL) in state CLEAR;
    endif
    state = WAIT
    At the last round of this phase:
    if }A\mathrm{ is the searcher with the greatest ID at }\mp@subsup{v}{j}{}\mathrm{ then
        Switch to the state GUARD;
    else Take port labelled PARENT in state DFS_BACK;
    endif
end
```

Fig. 2. Protocol Cleaner (2/2)

When the searcher meets the vertex $\operatorname{parent}\left(v_{i+1}\right)$ whose a port number is labelled $\operatorname{CHILD}(i+1)$, it takes the corresponding edge in state CLEAR. Moreover, any searcher that is guarding the vertex $\operatorname{parent}\left(v_{i+1}\right)$ also takes the edge
corresponding to $\operatorname{CHILD}(i+1)$ in state CLEAR if (TTL $=i+1$ and TYPE $=0$ ). Finally, any searcher that is guarding a vertex labelled in such a way that (TYPE = 1 and $\mathrm{TCU}=\mathrm{TTC}=i+1$ ), takes the edge corresponding to port number LASTPORT in state Clear. During this stage, any searcher arriving at $v_{i+1}$ waits (in state WAIT) the last round of the stage if $\operatorname{deg}\left(v_{i+1}\right)>1$, else it becomes free. During this last round, if $\operatorname{deg}\left(v_{i+1}\right)>1$, the searcher with largest Id that stands at $v_{i+1}$ is elected to guard $v_{i+1}$ while other searchers are free and take the port labelled PARENT in state DFS_BACK.

### 2.3 Sketch of Proof of Cleaner

In order to prove the correctness of our protocol we need the following notations. A searcher is called free if it is not in state GUARD nor wait. For any $0 \leq i \leq n-1$, let $M_{i}=\left\{v \in V(G) \mid\right.$ for any edge $e$ incident to $\left.v, e \preceq f_{i}\right\} . M_{i} \subseteq V\left(T_{i}\right)$ is the set of the vertices whose all incident edge, but $f_{i}$, have been cleared by $S$ before the step corresponding to the clearing of $f_{i}$. Moreover, we set $M_{n}=V$. Thus, after the step corresponding to the clearing of $f_{i}$, no vertices in $M_{i}$ need to be guarded in the strategy $S$. Note that, for any $0 \leq j \leq n-1$, the set $M_{j} \backslash M_{j-1}$ is exactly the set of vertices $v$ such that TTL $=j$. The proof of theorem 1 easily follows from the following lemma.

Lemma 2. Let $G$ be a connected graph and $v_{0} \in V(G)$. Let $S$ be a strategy that clears the graph $G$, starting from $v_{0}$, and using the smallest number of searchers. Let $\mathcal{O}\left(G, v_{0}\right)$ be the labelling of the vertices of $G$, using $\mathcal{L}(S)$. After the last round of the phase $i \geq 1$ of the execution of Protocol Cleaner, the cleared part of the graph $G$ satisfies the following:

1. any edge in $\left\{f_{0}, \cdots, f_{i}\right\}$ is clear,
2. any edge incident to vertex in $M_{i}$ is clear,
3. there is exactly one searcher in state GUARD at any vertex of $V\left(T_{i}\right) \backslash M_{i}$,
4. any other searcher is free and stands at a vertex of $T_{i}$,
5. for any vertex $v$ with $\mathrm{TCU} \leq i$, any unlabelled edge of $v$ is clear.

Roughly speaking, this lemma implies that, after the phase $i$, those vertices that have been all their incident edges cleared by $S$ (the strategy from which the oracle is defined) before the clearing of $f_{i+1}$ are cleared by Protocol Cleaner as well. Moreover, there is a searcher in state GUARD at any vertex of the border of the clear part of the graph, which avoids any recontamination. The proof of the lemma is by induction on $1 \leq i \leq n$. One can easily check that the case $i=1$ holds. Let us assume that the result holds for $1 \leq i \leq n-1$. We prove that it still holds after the last round of the phase $i+1$. We consider two cases according whether there is a free searcher or not. Due to lack of space, the proof of this lemma is omitted, and can be found in 17.

## 3 Lower Bound

In this section, we show that the upper bound proved in the previous section is almost optimal. More precisely, we prove that:

Theorem 2. The search problem cannot be solved using only o( $n \log n)$ bits of advice.

To prove the theorem, we build a $4 n+4$-node graph $\mathcal{G}_{n}$. Then, we prove that any distributed protocol requires $\Omega(n \log n)$ bits of advice to clear $\mathcal{G}_{n}$ in a monotone connected way starting from $v_{0} \in V\left(\mathcal{G}_{n}\right)$, and using the fewest number of searchers.

Let $n \geq 4$. Let $t=2 n+7$. Let $P=\left\{v_{1}, \cdots, v_{t}\right\}$ be a path and let $K_{n-2}$, resp. $K_{n}$, be a $(n-2)$-clique, resp. a $n$-clique. We obtain the graph $\mathcal{G}_{n}$ by adding all edges between $v_{i}$ and the vertices of $K_{n-2}$, for any $1 \leq i \leq t$. Then, let the node $v_{t}$ coincide with a vertex of $K_{n}$. Finally, let us choose one vertex of $K_{n-2}$ and denote it by $v_{0}$.

We now enumerate some technical lemmas that describe how any search strategy clears $\mathcal{G}_{n}$ using the fewest number of searchers.

Lemma 3. The smallest number of searchers sufficient to clear $\mathcal{G}_{n}$ is $n$.
Proof. Since $\mathcal{G}_{n}$ admits $K_{n}$ as a minor, we get that the smallest number of searcher required to clear $\mathcal{G}_{n}$ is at least $n$. We now describe a strategy that clears $\mathcal{G}_{n}$ using $n$ searchers. Starting from $v_{0}$, move one searcher to guard any vertex of $K_{n-2}$. Use the two remaining searchers to clear any edge of $E\left(K_{n-2}\right)$. Then, move one remaining searcher to $v_{1}$. The second remaining searcher clears any edge between $v_{1}$ and $K_{n-2}$. Then, the searcher at $v_{1}$ move to $v_{2}$ and the second remaining searcher clears any edge between $v_{2}$ and $K_{n-2}$. And so on, until any vertex of $P$ has been cleared. At this step, there are one searcher at any vertex of $K_{n-2}$ and one searcher at $v_{t}$. Finally, let us use all the searchers to clear $K_{n}$.

Lemma 4. For any optimal search strategy that clears $\mathcal{G}_{n}$, the last vertex of $\mathcal{G}_{n}$ to have all its incident edges clear belongs to $V\left(K_{n}\right)$.

Proof. During the clearing of $K_{n}$, the $n$ searchers must stand at vertices of $K_{n}$. Thus, $v_{0}$ is not occupied by a searcher anymore. To avoid recontamination, any vertex of $P$ and $K_{n-2}$ must have all its incident edges clear.

Due to lack of space, the proof of the following lemma is omitted, and can be found in 17 .

Lemma 5. For any optimal search strategy that clears $\mathcal{G}_{n}$, the first vertex of $\mathcal{G}_{n}$ to have all its incident edges clear is $v_{1}$ or $v_{2}$. Moreover, at this step, any vertex of $K_{n-2}$ is occupied by a searcher, and no vertices of $\left\{v_{4}, \cdots, v_{t}\right\}$ have been occupied.

The following lemma aims at proving that any strategy clearing $\mathcal{G}_{n}$ using $n$ searchers and starting from $v_{0}$ is strongly constrained.

Lemma 6. Let $S$ be an optimal connected search strategy that clears $\mathcal{G}_{n}$ starting from $v_{0}$. For any $5 \leq i \leq t-2$, at the first step of $S$ when a searcher reaches $v_{i}$, the following is satisfied:

- any vertex in $V\left(K_{n}\right) \cup\left\{v_{i+1}, \cdots, v_{t}\right\}$ has all its incident edges contaminated;
- there is one searcher at any vertex of $K_{n-2}$;
- any vertex in $\left\{v_{1}, \cdots, v_{i-2}\right\}$ has all its incident edges clear;
- either $v_{i-1}$ has all its incident edges clear, or there is a searcher at $v_{i-1}$ and $v_{i-1}$ has only one incident edge that is still contaminated. In the latter case, the next move consists in moving a searcher along the last contaminated edge incident to $v_{i-1}$.

Proof. Let $s$ be the first step of the strategy such that, after this step, a searcher is occupying $v_{i}$. Let us consider the situation just before this step. Since $i \geq 5$, by Lemma5. just before step $s, v_{1}$ or $v_{2}$ has all its incident edges clear, and there are one searcher at any vertex from $K_{n-2}$ to preserve them from recontamination. Moreover, there is a vertex on the path between $v_{1}$ and $v_{i}$ in $P$, that is occupied by a searcher for preserving $v_{1}$ or $v_{2}$ from recontamination. Let $j, 1<j<i$, be the minimum index such that a searcher is standing at $v_{j}$. Note that, for any $k$, $1 \leq k<j, v_{k}$ has all its incident edge clear.

First, let us show that for any $\ell>i, v_{\ell}$ is not occupied before step $s$. For purpose of contradiction, let us assume $v_{\ell}$ is occupied. Since $v_{i}$ has all its incident edges contaminated, for any $k, j<k<\ell$, $v_{k}$ has all its incident edges contaminated. By Lemma 4 a vertex of $K_{n}$ has at least one contaminated incident edge. Thus, for any $k, \ell<k \leq t, v_{k}$ has all its incident edges contaminated, since there are no searchers on the path between $v_{k}$ and $K_{n}$. Thus, there exits $k \neq i$ such that $v_{k}$ has all its incident edges contaminated. Thus, the searchers at $K_{n-2}$ cannot move, because they preserve recontamination from $v_{i}$ and $v_{k}$. The searcher at $v_{\ell}$ cannot move because it preserves recontamination from $v_{i}$ and $K_{n}$. The searcher at $v_{j}$ may move at $v_{j+1}$, but then could not move anymore. Then the strategy fails, a contradiction. This proves the first item of the lemma.

Thus, before step $s$, there are one searcher at any vertex of $K_{n-2}$. These searchers preserve recontamination from $v_{i}$ and $v_{t}$. Therefore, they cannot move. This proves the second item of the lemma.

According to the first item of the lemma, $v_{i-1}$ has been reached before $v_{i}$. Since the strategy is monotone, just before the step $s$, a searcher is occupying $v_{i-1}$. Two cases must be considered:

- If $s$ consists in moving a searcher occupying $v_{i-1}$ along the edge $\left\{v_{i-1}, v_{i}\right\}$, the monotonicity of the strategy implies that either all edges incident to $v_{i-1}$ are clear, or just before step $s$ two searchers were occupying $v_{i-1}$. In the first case, the lemma is valid. Thus, let us assume that at least one edge incident to $v_{i-1}$ is still contaminated after step $s$. Since $i \leq t-2$, any vertex in $V\left(K_{n-2}\right) \cup\left\{v_{i}\right\}$ is occupied by a searcher, and incident to at least two contaminated edges: all edges incident to $v_{i+1}$ and $v_{i+2}$ are contaminated. If more than one edge incident to $v_{i-1}$ is contaminated, the strategy fails. Therefore, at most one edge incident to $v_{i-1}$ is contaminated, and the single possible move consists in moving the searcher at $v_{i-1}$ along this edge.
- Else, the step $s$ consists in moving a searcher along an edge between a vertex $u$ of $K_{n-2}$ and $v_{i}$. Since $i \leq t-2$, there must be two searchers at $u$ just before step $s$. Again, just after step $s$, any vertex in $V\left(K_{n-2}\right) \cup\left\{v_{i}\right\}$ is
occupied by a searcher, and incident to at least two contaminated edges: all edges incident to $v_{i+1}$ and $v_{i+2}$ are contaminated. Moreover, a searcher is occupying $v_{i-1}$ and $\left\{v_{i-1}, v_{i}\right\}$ is contaminated. If another edge incident to $v_{i-1}$ is contaminated, the strategy fails. Hence, at most one edge incident to $v_{i-1}$ is contaminated, and the single possible move consists in moving the searcher at $v_{i-1}$ along this edge.

This concludes the proof of the lemma.
A local orientation of a graph is a mapping from the incidence of the graph (between a vertex and an edge) into the port number of the graph. An instance of the problem consists of a graph, a vertex of this graph (the homebase) and a local orientation for this graph. Let $\mathcal{C}$ be the set of the following instances $\left\{\left(\mathcal{G}, v_{0}, \ell o\right) \mid\right.$ ८o is a local orientation of $\left.\mathcal{G}\right\}$. Let $\mathcal{I}=|\mathcal{C}|$. The following lemma proves that any distributed protocol, using an arbitrary string of bits of advice, can clear only some amount of the instances of $\mathcal{C}$.

Lemma 7. Let $\mathcal{P}$ be a distributed protocol for solving the search problem. Let $f$ be a binary string of bits of advice provided by an oracle. Using f, $\mathcal{P}$ can clear at most $\mathcal{I} *\left(\frac{1}{n-2}\right)^{n}$ instances of $\mathcal{C}$.

Proof. Let $\mathcal{I}_{k, j}$ be the number of instances such that $(\mathcal{P}, f)$ allows to a searcher to clear $j$ edges between $v_{k}$ and $K_{n-2}$. We prove that, for $5 \leq k \leq n+5$ and any $1 \leq j \leq n-3, \mathcal{I}_{k, j} \leq \mathcal{I}_{k, j-1} \frac{n-j-1}{n-j}$.

Let us consider the last step such that exactly $0 \leq j \leq n-3$ edges between $v_{k}$ and $K_{n-2}$ are clear. By the lemma above, at this step, there is a searcher at $v_{k}$ and a searcher at any vertex of $K_{n-2}$. Moreover, the remaining searcher cannot move to a vertex of $\left\{v_{k+1}, \cdots, v_{t}\right\}$. Let $v$ be the vertex where this searcher stands. Using $f$, protocol $\mathcal{P}$ chooses a port number $p$ that the remaining searcher must take. There are two cases according whether the remaining searcher stands at $v_{k}$ or at a vertex of $K_{n-2}$.

- If the remaining searcher stands at $v_{k}$, it remains $n-j-1$ contaminated edges incident to this vertex and the strategy fails if $p$ leads to $v_{k+1}$. Thus, the strategy fails in at least $\mathcal{I}_{k, j} \frac{1}{n-j-1}$ instances. Therefore, $\mathcal{I}_{k, j+1} \leq \mathcal{I}_{k, j} \frac{n-j-2}{n-j-1}$.
- If the remaining searcher stands at a vertex of $K_{n-2}$, it remains at most $n-$ $3+t-k+1$ contaminated edges incident to this vertex and the strategy fails if $p$ leads to one vertex in $\left\{v_{k+1}, \cdots, v_{t}\right\}$. Thus, the strategy fails in at least $\mathcal{I}_{k, j-1}\left(\frac{t-k}{n-3+t-k+1}\right)$ instances. Hence, $\mathcal{I}_{k, j} \leq \mathcal{I}_{k, j-1} \frac{n-2}{t+n-2-k}$. To conclude, it is sufficient to remark that, since $n \geq 4, t=2 n+7,1 \leq j \leq n-3$ and $5 \leq k \leq n-5$, we have $\frac{n-2}{t+n-2-k} \leq \frac{n-2}{2 n}$ and $\frac{n-j-2}{n-j-1} \geq \frac{n-\overline{3}}{2}$. Thus, $\frac{n-2}{t+n-2-k} \leq \frac{n-j-2}{n-j-1}$.

Hence, $\mathcal{I}_{k, n-2} \leq \mathcal{I}_{k-1, n-2} \prod_{j=1 . . n-3}\left(\frac{n-j-2}{n-j-1}\right)=\mathcal{I}_{k-1, n-2}\left(\frac{1}{n-2}\right)$. Using $f$, $\mathcal{P}$ can clear at most $\mathcal{I}_{n-5, n-2} \leq \mathcal{I}_{5, n-2}\left(\frac{1}{n-2}\right)^{n}$. Since, $\mathcal{I}_{5, n-2} \leq \mathcal{I}$, the lemma holds.
Proof. of the Theorem 园, Let $N=|V(\mathcal{G})|=4 n+4$. To prove the theorem, it is sufficient to prove that for any $\alpha<1 / 4$, and for any oracle that provides less
than $q=\alpha N \log N$ bits of advice, no distributed protocol using $\mathcal{O}$ permit to clear all instances of $\mathcal{C}$. Let $\mathcal{O}$ be such an oracle. The number of functions $f$ that the oracle $\mathcal{O}$ can output for $\mathcal{G}_{n}$ is at most $(q+1) 2^{q}\binom{N+q}{N}[12$. Thus, there exists a set $\mathcal{S} \subseteq \mathcal{C}$ of at least $B=\frac{\mathcal{I}}{(q+1) 2^{q}\binom{N+q}{N}}$ instances of $\mathcal{C}$ for which $\mathcal{O}$ returns the same string of bits of advice.

Let $\mathcal{P}$ be a distributed protocol that uses the oracle $\mathcal{O}$ for solving the search problem. By Lemma 7. $\mathcal{P}$ cannot clear more than $\mathcal{I} *\left(\frac{1}{n-2}\right)^{n}$ instances of $\mathcal{C}$ using the same string of bits of advice.

To conclude, it remains to prove that $B>\mathcal{I} *\left(\frac{1}{n-2}\right)^{n}$. Indeed,

$$
B *\left(\frac{(n-2)^{n}}{\mathcal{I}}\right)=\frac{(n-2)^{n}}{(q+1) 2^{q}\binom{N+q}{N}}
$$

Using the Stirling formula we get that for $n$ large enough,

$$
B *\left(\frac{(n-2)^{n}}{\mathcal{I}}\right) \sim \frac{(n-2)^{n}}{2^{\alpha N \log N}(1+\alpha \log N)^{N}} *\left(\frac{\alpha \log N}{1+\alpha \log N}\right)^{\alpha N \log N}
$$

Since $N=4 n+4$, we obtain:

$$
\log \left[B *\left(\frac{(n-2)^{n}}{\mathcal{I}}\right)\right] \sim(1-4 \alpha) n \log n
$$

Since $\alpha<1 / 4$, we get that $B>\mathcal{I} *\left(\frac{1}{n-2}\right)^{n}$. Thus, the result holds.
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#### Abstract

The $M$-renaming problem consists in providing the processes with a new name taken from a new name space of size $M$. A renaming algorithm is adaptive if the size $M$ depends on the number of processes that want to acquire a new name (and not on the total number $n$ of processes). Assuming each process proposes a value, the $k$-set agreement problem allows each process to decide a proposed value in such a way that at most $k$ different values are decided. In an asynchronous system prone to up to $t$ process crash failures, and where processes can cooperate by accessing atomic read/write registers only, the best that can be done is a renaming space of size $M=p+t$ where $p$ is the number of processes that participate in the renaming. In the same setting, the $k$-set agreement problem cannot be solved for $t \geq k$.

This paper focuses on the way a solution to the renaming problem can help solving the $k$-set agreement problem when $k \leq t$. It has several contributions. The first is a $t$-resilient algorithm $(1 \leq t<n)$ that solves the $k$-set agreement problem from any adaptive ( $n+k-1$ )-renaming algorithm, when $k=t$. The second contribution is a lower bound that shows that there is no wait-free $k$-set algorithm based on an $(n+k-1)$ renaming algorithm that works for any value of $n$, when $k<t$. This bound shows that, while a solution to the $(n+k-1)$-renaming problem allows solving the $k$-set agreement problem despite $t=k$ failures, such an additional power is useless when $k<t$. In that sense, in an asynchronous system made up of atomic registers, ( $n+k-1$ )-renaming allows progressing from $k>t$ to $k=t$, but does not allow bypassing that frontier. The last contribution of the paper is a wait-free algorithm that constructs an adaptive ( $n+k-1$ )-renaming algorithm, for any value of the pair $(t, k)$, from a failure detector of the class $\Omega_{*}^{k}$ (this last algorithm is a simple adaptation of an existing renaming algorithm).


## 1 Introduction

Asynchronous Computability. Renaming and set agreement are among the basic problems that lie at the core of computability in asynchronous systems prone to process crashes. The renaming problem (introduced in 3]) consists in designing an algorithm that allows processes (that do not crash) to obtain new names from a new name space that is as small as possible. In the following $M$ denotes the size of the new name space, and a corresponding algorithm is called an $M$-renaming algorithm.

A wait-free algorithm is an algorithm that allows each process that does not crash to terminate in a finite number of computation steps, whatever the behavior of the other processes (i.e., despite the fact that all the other processes are extremely slow, or even have crashed) [12. It has been shown that, in a system of $n$ processes that can communicate through atomic read/write registers only, the smallest new name space that a wait-free renaming algorithm can produce is lower bounded by $M=2 n-1$ [15]. More generally, in an asynchronous system where up to $t$ processes may crash, the smallest value of $M$ is $n+t$ (the wait-free case corresponds to $t=n-1$ ).

A renaming algorithm is adaptive if the size of the new name space depends only on the number of processes that ask for a new name (and not on the total number of processes). Let $p$ be the number of processes that participate in the renaming. Several adaptive algorithms have been designed such that the size of the new name space is $M=2 p-1$ (e.g., [2|5]). These adaptive algorithms are consequently optimal with respect to the size of the new name space.

Recently, with the aim of circumventing the $M=2 p-1$ lower bound, researchers have investigated the use of base objects stronger than atomic registers in order to solve the renaming problem. Following this line of research, it has been shown in [19] that, as soon as $k$-test\&set objects can be used, the renaming problem can be wait-free solved with a new name space the size of which is $\left.M=2 p-\left\lceil\frac{p}{k}\right\rceil\right\rceil$. Among the processes that access it, a $k$-test\&set object ensures that at least one and at most $k$ processes obtain the value 1 (they win), while all the other processes obtain the value 0 (they lose) 2 . It has also been shown in 10 that the renaming problem can be wait-free solved with a new name space of size $M=p+k-1$ as soon as $k$-set agreement objects can be used. According to the base objects they use, respectively, both algorithms are optimal with respect to the size of their new name space.

The $k$-set agreement problem (sometimes abbreviated $k$-set), has been introduced in [8]. It is a paradigm of coordination problems encountered in distributed computing and is defined as follows. Each process is assumed to propose a value. The problem consists in designing an algorithm such that (1) each process that does not crash decides a value (termination), (2) a decided value is a proposed value (validity), and (3) no more than $k$ different values are decided (agreement). (The well-known consensus problem is nothing else than the 1 -set agreement problem.) The parameter $k$ can be seen as the coordination degree (or the difficulty) associated with the corresponding instance of the problem. The smaller $k$ is, the more coordination among the processes is imposed: $k=1$ means the strongest possible coordination, while $k=n$ means no coordination.

It has been shown in 6|15|22] that, in an asynchronous system made up of processes that communicate through atomic registers only, and where up to $t$ processes may crash, there is no wait-free $k$-set agreement algorithm for $k \leq t$.

[^6]Differently, when $k>t$ the problem can be trivially solved (a predefined set of $k$ processes write their proposal, and a process decides the first proposal it reads).

Randomized or failure detector-based algorithms have been proposed to circumvent the previous impossibility result [13|17|18. An algorithm that wait-free solves the $(n-1)$-set agreement in a system of $n$ crash-prone asynchronous processes from ( $2 n-2$ )-renaming objects is described in 9 .
Content of the Paper. The paper has three contributions. The first is motivated by the computability power of the renaming problem with respect to the set agreement problem. More specifically, the paper considers systems made up of $n$ processes. In such a system, an algorithm is $t$-resilient if it always preserves its safety and liveness properties when no more than $t$ processes commit failures. (The notion of $t$-resilience boils down to the wait-free notion when $t=n-1$.) The first contribution investigates the $t$-resilience notion to solve the $k$-set agreement problem from renaming objects. It presents a $t$-resilient algorithm that solves the $k$-set problem from an adaptive $(n+k-1)$-renaming object when $k=$ $t$. Interestingly, this result generalizes a previous result presented in 9 that also considers $k=t$, but only for the wait-free case (i.e., $t=n-1$ ). So, the algorithm presented in the paper works for any value of $t$. When we consider the constructions relating renaming and set agreement that are known, we obtain the transformations described in Figure 1. Interestingly, it follows from the proposed algorithm (that considers $k=t$ ) that, in asynchronous shared memory systems prone to a single process crash $(t=1)$, a solution to the renaming problem allows solving the consensus problem (and vice-versa).


Fig. 1. Piecing together the transformations

The second contribution of the paper is a lower bound. While, in an asynchronous shared memory system made up of atomic registers only, the $k$-set agreement problem can be (trivially) solved when $k>t$, and is impossible to solve when $k \leq t$, the previous algorithm shows that enriching the system with an adaptive $(n+k-1)$-renaming algorithm allows progressing from $k>t$ to $k=t$. So, an important question is the following: does an $(n+k-1)$-renaming algorithm allows bypassing the $k=t$ frontier? The second contribution of the paper shows that such a renaming algorithm is not powerful enough to do it. More precisely, it shows that, in an asynchronous shared memory system made up of atomic registers and $(n+k-1)$-renaming, there are values of $n$ for which
it is not possible to solve the $k$-set agreement problem when $k<t$. (Showing that this is true for any value of $n$ remains an open problem.)

The last contribution is a wait-free algorithm that builds a ( $p+k-1$ )-renaming object from an oracle of the class $\Omega_{*}^{k}$. Such an oracle class has been introduced in 21. It generalizes the "leader" oracles (failure detectors) classes introduced in (7|11|20. Basically, such an oracle provides the processes with a primitive leader() that always returns a set of at most $k$ processes, and after some unknown but finite time, returns always the same set that contains at least one correct participating process. Interestingly, that algorithm is a simple generalization of an $(n+t)$-renaming algorithm described in 4] (that is in turn an adaptation to the shared memory setting of an $(n+t)$-renaming algorithm designed for message-passing systems [3).

Roadmap. The paper is made up of 5 sections. Section 2 describes the computation model. Section 3 presents a $t$-resilient algorithm that solves the $k$-set problem from a single $(n+k-1)$-renaming object. Section 4 shows that $(n+k-1)$ renaming does not allow solving the $k$-set agreement problem when $k<t$, for any value of $n$. Then, Section 5 presents a wait-free construction from $\Omega_{*}^{k}$ to an adaptive ( $p+k-1$ )-renaming object.

## 2 Basic Computation Model

Process Model. The system is made up of $n$ asynchronous processes $p_{1}, \ldots, p_{n}$. The integer $i$ is the index of $p_{i}$ while its identity is kept in $i d_{i}$. $\Pi$ denotes the set of indexes, i.e., $\Pi=\{1, \ldots, n\}$. Asynchronous means that there is no bound on the time it takes for a process to execute a computation step. A process may crash (halt prematurely). After it has crashed a process executes no step. A process executes correctly its algorithm until it possibly crashes. The integer $t$, $0 \leq t<n$, denotes an upper bound on the number of processes that may crash; $t$ is known by the processes. A process that does not crash in a run is correct in that run; otherwise, it is faulty in that run.

Communication Model. The processes cooperate by accessing atomic read/write registers. Atomic means that each read or write operation appears as if it has been executed instantaneously at some time between its begin and end events [16]. Each atomic register is a one-writer/multi-readers ( $1 \mathrm{~W} n \mathrm{R}$ ) register. This means that a single process (statically determined) can write it. Moreover such a register is a write-once register (the writing process writes it at most once). Atomic registers are denoted with uppercase letters. The atomic registers are structured into arrays. $X[1 . . n]$ being such an array, $X[i]$ denotes the register of that array that $p_{i}$ only is allowed to write. A process can have local registers. Such registers are denoted with lowercase letters with the process index appearing as a subscript (e.g., winner $i_{i}$ is a local register of $p_{i}$ ).

The processes are provided with an atomic snapshot operation 1 denoted $\operatorname{snapshot}(X)$, where $X[1 . . n]$ is an array of atomic registers. It allows a process $p_{i}$ to atomically read the whole array. This means that the execution of a snapshot()
operation appears as it has been executed instantaneously at some point in time between its begin and end events. Such an operation can be built from 1 WnR atomic registers [1].

The value $\perp$ denotes a default value that can appear only in the algorithms described in the paper. It always remains everywhere else unknown to the processes.

Notions of t-resilience and Wait-freeness. An algorithm is $t$-resilient if it copes with up to $t$ process failures. In our context, this means that it satisfies its safety and liveness (termination) properties despite up to $t$ process crashes. A wait-free algorithm is an $(n-1)$-resilient algorithm.

Notion of Adaptive Renaming. In the renaming problem, each process $p_{i}$ has an initial name denoted $i d_{i}$ (that it is the only to know). These names are from a very large name space, i.e., $\max \left(i d_{1}, \ldots, i d_{n}\right) \gg n$. A renaming algorithm is adaptive with respect to the size of its new name space, if that size depends on the number of processes that actually participate in the renaming algorithm. A process participates in an algorithm as soon as it has written an atomic register used by that algorithm. Let us remark that an adaptive renaming algorithm cannot systematically assign the new name $i$ to $p_{i}$. This is because, if only $p_{n}$ wants to acquire a new name, the new name space is [1..n], which depends on the number of processes instead of depending on the number of participating processes (here a single process). To rule out this type of ineffective solution, the following symmetry requirement is usually considered for the renaming problem [4]: the code executed by $p_{i}$ with name $i d$ is the same as the code executed by process $p_{j}$ with name $i d$. This means that the process indexes can be used only for addressing purposes.

As indicated in the introduction, if $p$ processes participate in a renaming algorithm based on atomic registers only, the best that can be done is an adaptive name space of size $M=2 p-1$. This means that if "today" $p^{\prime}$ processes acquire new names, their new names belong to the interval $\left[1 . .2 p^{\prime}-1\right]$. If "tomorrow" $p^{\prime \prime}$ additional processes acquire new names, these processes will have their new names in the interval $[1 . .2 p-1]$ where $p=p^{\prime}+p^{\prime \prime}$.

## 3 From Adaptive $(p+k-1)$-Renaming to $k$-Set Agreement

Considering an asynchronous system made up of $n$ processes, where up to $t$ $(1 \leq t<n)$ may crash and where the processes can cooperate through $1 \mathrm{~W} n \mathrm{R}$ write-once atomic registers, plus an adaptive ( $p+t-1$ )-renaming object (where $p \leq n$ is the number of participating processes), this section presents and proves correct an algorithm that builds a $t$-set agreement object.

### 3.1 Principles and Description of the $t$-Resilient Algorithm

The principle of the transformation algorithm rests on two simple ideas.

1. First, use the underlying adaptive renaming object to partition the participating processes into two groups: the processes the name of which is smaller or equal to $t$ (the winners); and the processes the name of which is greater than $t$ (the losers). So, there are at most $t$ winners.
2. Then, direct a process $p_{i}$ to decide a value proposed by a winner. If $p_{i}$ does not see winner processes, direct it to decide the value proposed by a process that has proposed a value but not yet obtained a new name.

To make operational these ideas, the shared memory is composed of two arrays of $1 \mathrm{~W} n \mathrm{R}$ write-once atomic registers.

- The array $P R O P[1 . . n]$, initialized to $[\perp, \ldots, \perp]$, is such that $P R O P[i]$ will contain the value (denoted $v_{i}$ ) proposed by $p_{i}$ to the set agreement problem. A process $p_{i}$ becomes participating as soon as $\operatorname{PROP}[i] \neq \perp$.
- The aim of the array $R E N A M E D[1 . . n]$, also initialized to $[\perp, \ldots, \perp]$, is to allow the processes to benefit from the renaming object. When a process $p_{i}$ has obtained a new name, $R E N A M E D[i]$ is set to 1 if its new name is smaller or equal to $t$ ( $p_{i}$ is then a winner), while RENAMED[i] is set to 0 if $p_{i}$ is a loser. It trivially follows that $R E N A M E D[i] \neq \perp$ means that $p_{i}$ has acquired a new name.

The behavior of a process $p_{i}$ is described in Figure 2 A process $p_{i}$ invokes kset_propose ${ }_{t}\left(v_{i}\right)$ where $v_{i}$ is the value it proposes to the $k$-set agreement problem. It decides a value when it executes the return $(v)$ statement (line 09) where $v$ is the value it decides. The way it implements the previous design ideas can be decomposed in two stages.

1. The first stage is composed of the lines 0104 After it has deposited its proposal (line 01), obtained a new name (line 02), and updated RENAMED[i] accordingly (line 03), a process $p_{i}$ atomically reads the array $R E N A M E D$ (using the snapshot() operation) until it sees that at least $n-t$ processes have acquired new names (line 04).
2. The second stage, composed of the lines 050.09, is the decision stage. It $p_{i}$ sees a winner, it decides the value proposed by that winner process (lines 05 06 and 09). If $p_{i}$ sees no winner, it decides the value proposed by a process that (from its point of view) has not yet obtained a new name. The proof will show that this is a consistent rule for deciding a value.

### 3.2 Proof of the Algorithm

The proof considers that (1) $k=t$, i.e., the size of the new name space of the underlying adaptive renaming is $M=p+t-1$ when $p$ processes participate, and (2) at least $(n-t)$ correct processes participate in the $k$-set agreement problem.

Lemma 1. The number of values that are decided is at most $t$, and a decided value is a proposed value.

```
operation kset_propose \(\left(v_{i}\right)\) :
    \(\operatorname{PROP}[i] \leftarrow v_{i} ;\)
    new_name \(_{i} \leftarrow \operatorname{rename}\left(i d_{i}\right)\);
    \(R E N A M E D[i] \leftarrow 1\) if new_name \({ }_{i} \leq t\), 0 otherwise;
    repeat renamed \(_{i} \leftarrow \operatorname{snapshot}(\) RENAMED \()\)
        until \(\mid\left\{j\right.\) : \(\left.\operatorname{renamed}_{i}[j] \neq \perp\right\} \mid \geq(n-t) ;\)
    let winners \(_{i}=\left\{j:\right.\) renamed \(\left._{i}[j]=1\right\}\);
    if winners \(_{i} \neq \emptyset\) then \(\ell_{i} \leftarrow\) any value \(\in\) winners \(_{i}\)
    else let \(\operatorname{set}_{i}=\left\{j: \operatorname{PROP}[j] \neq \perp \wedge \operatorname{renamed}_{i}[j]=\perp\right\} ;\)
        \(\ell_{i} \leftarrow\) any value \(\in \operatorname{set}_{i}\)
    end if;
    return \(\left(P R O P\left[\ell_{i}\right]\right)\)
```

Fig. 2. From $(n+k-1)$-renaming to $k$-set, for $k=t, \forall t\left(\operatorname{code}\right.$ for $\left.p_{i}\right)$

Proof. Let RENAMED $i$ be the last value of renamed $_{i}$ when $p_{i}$ exits the repeat loop at line 04, As a process $p_{x}$ writes $\operatorname{RENAMED}[x]$ at most once, we have $\operatorname{RENAMED}_{i}[x] \neq \perp \wedge \operatorname{RENAMED}_{j}[x] \neq \perp \Rightarrow \operatorname{RENAMED}_{i}[x]=\operatorname{RENAMED}_{j}[x]$. Let us define $\operatorname{RENAMED}_{i} \leq \operatorname{RENAMED}_{j}$ as $\forall x: \operatorname{RENAMED}_{i}[x] \neq \perp \Rightarrow \operatorname{RENAMED}_{i}[x]=$ RENAMED $_{j}[x]$. Due to the atomicity property of the snapshot() operation (line 04) we have $\forall i, j$ : RENAMED $_{i} \leq$ RENAMED $_{j} \vee$ RENAMED $_{j} \leq$ RENAMED $_{i}$ (this is sometimes called the containment property provided by the snapshot() operation).

If no process ever executes line 05, the agreement and validity property are trivially satisfied. So, let us assume that at least one process executes line 05 Moreover, let RENAMED be the smallest array value obtained by a process when it exits the repeat loop at line 04. We consider two cases.
$-\exists x: \operatorname{RENAMED}[x]=1$.
In that case there is at least one winner, namely, $p_{x}$. Due to the containment property, $\operatorname{RENAMED}_{i}[x]=1$ for any process $p_{i}$ that decides. It follows from that observation and the lines 05,06 that any process that decides, does decide the value proposed by a winner process. As at most $t$ processes can obtain a new name comprised between 1 and $t$ (lines 0203), it follows that there are at most $t$ winners. Consequently, no more than $t$ different values can be decided.
$-\forall x: \operatorname{RENAMED}[x] \neq 1$.
In that case, let $R=\{x$ : Renamed $[x]=0\}$ (hence, all other entries of RENAMED are equal to $\perp$ ). Due to the exit condition of the repeat loop (line (04), we have $|R| \geq n-t$, from which it follows that $|\Pi \backslash R| \leq t$. We claim (claim $C 1$ ) that any process $p_{i}$ that decides, decides a value proposed by a process $p_{y}$ such that $y \in \Pi \backslash R$. Combining this claim with $|\Pi \backslash R| \leq t$, we conclude that at most $t$ different values can be decided.
Proof of the claim $C 1$. Let $p_{i}$ be a process that decides. It decides the value in $P R O P[y]$ where $y$ has been determined at line 06 or line 08 .

- $p_{i}$ selects $y$ at line 06. In that case, $p_{i}$ decides the value proposed by a process $p_{y}$ such that $\operatorname{RENAMED}_{i}[y]=1$. As RENAMED $\leq$ RENAMED $_{i}$
(snapshot containment property), and RENAMED does not contain the value 1, we conclude that $y \notin R$, and the claim $C 1$ follows.
- $p_{i}$ selects $y$ at line 08 In that case, $p_{i}$ decides a value proposed by a process $p_{y}$ such that $\operatorname{RENAMED}_{i}[y]=\perp$. We claim (claim $C 2$ ) that set $_{i} \neq \emptyset$, i.e., $p_{y}$ does exist. As RENAMED ${ }_{i}[y]=\perp$ and RENAMED $\leq$ RENAMED $_{i}$, we conclude from the definition of $R$ that $y \notin R$, which proves the claim $C 1$.

Proof of the claim $C 2\left(\operatorname{set}_{i} \neq \emptyset\right)$. Let $p_{i}$ be a process that executes line 07 , That process is such that $\forall x \in \Pi: \operatorname{RENAMED}_{i}[x]=\perp$ or 0 . Let $R_{i}=\{x$ : $\left.\operatorname{RENAMED}_{i}[x]=0\right\}$, and $\alpha=\left|R_{i}\right|$. Moreover, let $r=|\{x: \operatorname{PROP}[x] \neq \perp\}|$ where the value of $P R O P[x]$ is the value read by $p_{i}$ at line 07. (See Figure 3, where the time instants are such that $\tau_{0}<\tau_{2}<\tau_{3}<\tau_{4}$ ). We show that $\alpha<r$, from which the claim follows (namely, there is a process $p_{y}$ such that $\operatorname{PROP}[y] \neq \perp \wedge$ RENAMED $_{i}[y]=\perp$ when $p_{i}$ executes line 077.


Fig. 3. Timing scenario

1. Let us first consider the processes $p_{x}$ of the set $R_{i}$ (i.e., the processes $p_{x}$ such that $\operatorname{RENAMED}_{i}[x]=0$ ). These processes have obtained new names in a name space $[1 . . M]$ before time $\tau_{0}$. We can conclude from the text of the algorithm that the new name obtained by each of these processes $p_{x}$ (a loser) is such that new_name $x_{x}>t$ (lines 02 and 03). As there are $\alpha$ such processes we have $t+\alpha \leq M$.
2. Let $\rho$ be the number of processes that started participating in the renaming before $\tau_{0}$. We have seen (item 1) that $M$ is the greatest name obtained by a process of $R_{i}$ and that name has been obtained before $\tau_{0}$. As the algorithm is adaptive, we have $M \leq \rho+t-1$.
3. As the $\rho$ processes started participating in the renaming before $\tau_{0}$, they updated their entry in $P R O P$ to a non- $\perp$ value before $\tau_{0}$, and consequently we have $\rho \leq r$.
4. It follows from the previous items that $t+\alpha \leq M \leq \rho+t-1 \leq r+t-1$, from which we conclude $\alpha<r$, that terminates the proof of the claim $C 2$.

Lemma 2. Each correct process decides a value.
Proof. As there are at least $n-t$ correct process that participate in the set agreement problem, no process can block forever at line 04. Moreover, as the set $s^{s e t}{ }_{i}$ of a process $p_{i}$ that executes line 07 is not empty (see the claim $C 2$ in the
proof of Lemma (1), the entry $\ell_{i}$ from which $p_{i}$ decides is well-defined (it does exist). It follows that each correct process decides.

Theorem 1. The algorithm described in Figure Q a t-resilient t-set agreement algorithm.
Proof. The proof follows directly from Lemma 1 and Lemma 2 $\square_{\text {Theorem }} 1$

### 3.3 From $k$-Test\&Set to $k$-Set

In the $k$-test\&set problem, the processes invoke an operation k_test\&set() and obtains the value 1 (winner), or the value 0 (loser). The values returned to the processes satisfy the following property: there are at least one and at most $k$ winners.

In a very interesting way, the algorithm described in Figure 2 allows solving the $k$-set problem from any solution to the $k$-test\&set problem, when $k=t, \forall t$. The only "modification" consists in replacing the lines 0203 by the following statement: RENAMED $[i] \leftarrow$ k_test\&set().

Both 1-test\&set and $n$-renaming have consensus number 2 [1019]. The transformation described in Figure 2 exhibits another strong connection linking $k$ test\&set and $k$-set.

## 4 An Impossibility Result

Theorem 2. The $k$-set agreement problem cannot be solved in asynchronous systems made up of atomic registers and a solution to the adaptive $(n+k-1)$ renaming problem, for any value of $n, k<t$ and $t=n-1$.

Proof. The proof uses the following notations:

- $f_{k}$ : the function $p \rightarrow 2 p-\left\lceil\frac{p}{k}\right\rceil$.
- $g_{k}$ : the function $p \rightarrow p+k-1$.
- $(n, k)$-TS: the $k$-tes\&set problem with up to $n$ processes. (At least one and most $k$ processes are winners.)
- ( $n, k)$-SA: the $k$-set agreement problem with up to $n$ processes.
- $\left(n, f_{k}\right)$-AR: the adaptive $M$-renaming problem with $M=f_{k}(p)$ (where $p \leq n$ is the number of processes that participate in the renaming).
- $\left(n, g_{k}\right)$-AR: the adaptive $M$-renaming problem with $M=g_{k}(p)$ (where $p \leq n$ is the number of processes that participate in the renaming).
- Any solution to the $(n, \ell)$-XX problem (where XX is TS, SA, or AR, and $\ell$ is $k, f_{k}$ or $g_{k}$ ) defines a corresponding $(n, \ell)$-XX object.
Let us first observe that $\forall p, \forall k$, we have $f_{1}(p)=g_{1}(p) \leq g_{k}(p)$. This means that any solution to $\left(n, f_{1}\right)$ - AR is a solution to $\left(n, g_{k}\right)$ - AR .

The proof consists in showing the following: $\forall k, \forall n \geq 2 k+1$ : there is no algorithm that solves $(n, k)$-SA from $\left(n, g_{k}\right)$-AR. The proof is by contradiction. Let us assume that there is an algorithm $\mathcal{A}$ that, for $t=n-1$, solves $(n, k)$-SA from $\left(n, g_{k}\right)$-AR with $n \geq 2 k+1$. The $(2,1)$-SA problem plays a key role in proving the contradiction.

1. On one side.

- The $(2,1)$-TS problem and the $(2,1)$-SA problem are equivalent 9 .
- There is a wait-free construction of $(n, k)$-TS from $(2,1)$-TS objects 9 .
- The $\left(n, f_{1}\right)$-AR problem can be wait-free solved from ( $n, 1$ )-TS objects 19.
- For any $k \geq 1$, the $\left(n, g_{k}\right)$-AR problem can be wait-free solved from ( $n, f_{1}$ )-AR objects (previous observation).
- Due to the assumption, the algorithm $\mathcal{A}$ solves the $(n, k)$-SA problem from $\left(n, g_{k}\right)$-AR objects with $n \geq 2 k+1$, when $t=n-1$.
- It follows that, when $t=n-1$, it is possible to solve the $(n, k)$-SA problem from (2,1)-SA objects for $n \geq 2 k+1$.

2. On the other side.

- It is shown in [14 that $k \geq j\left\lfloor\frac{t+1}{m}\right\rfloor+\min (j,(t+1) \bmod m)$ is a necessary requirement for having a $t$-resilient $k$-set agreement algorithm for $n$ processes, when these processes share atomic registers and $(m, j)$-SA objects (objects that allow solving $j$-set agreement among $m$ processes).
- Let us consider the case where the ( $m, j$ )-SA objects are $(2,1)$-SA objects. Let us recall $t=n-1$. We have then: $k \geq\left\lfloor\frac{t+1}{2}\right\rfloor+\min (1,(t+$ 1) $\bmod 2)$, from which we obtain the necessary requirement $k \geq\left\lfloor\frac{n}{2}\right\rfloor$.
- It follows that, for $t=n-1, k \geq\left\lfloor\frac{n}{2}\right\rfloor$ (i.e., $2 k \geq n$ ) is a necessary requirement for solving the $(n, k)$-SA problem from ( 2,1 )-SA objects and atomic registers.

3. The previous items 1 and 2 contradict each other. It follows that the initial assumption $\mathcal{A}$ cannot hold, which proves the theorem.
$\square_{\text {Theorem }} 2$

## 5 From $\Omega_{*}^{k}$ to $(p+k-1)$-Renaming

This section enriches the picture by proposing a wait-free algorithm that solves the adaptive $M$-renaming problem with $M=\min (2 p-1, p+k-1)$, $p$ being the number of processes that participate in the algorithm. In addition to $1 \mathrm{~W} n \mathrm{R}$ atomic registers, this algorithm uses an oracle of the class $\Omega_{*}^{k}$. Interestingly, when all the correct processes participate and the oracle has no additional power (i.e., $k \geq t+1$ ), this algorithm boils down to a $t$-resilient algorithm described in [4] that solves the $(n+t)$-renaming problem.

### 5.1 The Class of Oracles $\Omega_{*}^{k}$

This class has been defined in [21]. An oracle of the class $\Omega_{*}^{k}$ provides the processes with an operation denoted leader(). (As indicated in the introduction, this definition is based on the leader oracle classes introduced in [11|19|20.) When a process $p_{i}$ invokes that operation, it provides it with an input parameter, namely a set $X$ of processes, and obtains a set of process identities as a result $\sqrt[3]{ }$.

[^7]The semantics of $\Omega_{*}^{k}$ is based on a notion of time, whose domain is the set of integers. It is important to notice that this notion of time is not accessible to the processes. An invocation of leader $(X)$ by a process $p_{i}$ is meaningful if $i \in X$. If $i \notin X$, it is meaningless. The primitive leader() is defined by the following properties where $L_{X}$ denotes the set of processes returned by an invocation leader $(X)$.

- Termination (wait-free). Any invocation of leader() by a correct process always terminates (whatever the behavior of the other processes).
- Bounded size leadership. Whatever $X$, the set $L_{X}$ returned by a leader $(X)$ invocation is such that $\left|L_{X}\right| \leq k$.
- Triviality. A meaningless invocation can return any set (of size $k$ ) of processes.
- Eventual multi-leadership for each input set $X$ : For any $X \subseteq \Pi$, such that $X \cap$ Correct $\neq \emptyset$, there is a time $\tau_{X}$ such that, $\forall \tau \geq \tau_{X}$, all the meaningful leader $(X)$ invocations (that terminate) return the same set $L_{X}$ and this set is such that $L_{X} \cap X \cap$ Correct $\neq \emptyset$.

The intuition that underlies this definition is the following. The set $X$ passed as input parameter by the invoking process $p_{i}$ is the set of all the processes that $p_{i}$ considers as being currently participating in the computation. (This also motivates the notion of meaningful and meaningless invocations: an invoking process is trivially participating).

Given a set $X$ of participating processes that invoke leader $(X)$, the eventual multi-leadership property states that there is a time after which these processes obtain the same set $L_{X}$ of at most $k$ leaders, and at least one of them is a correct process of $X$. Let us observe that the (at most $k-1$ ) other processes of $L_{X}$ can be any subset of processes (correct or not, participating or not).

It is important to notice that the time $\tau_{X}$ from which this property occurs is not known by the processes. Moreover, before that time, there is an anarchy period during which each process, as far as its leader $(X)$ invocations are concerned, can obtain different sets of any number of leaders. Let us also observe that if a process $p_{i}$ issues two meaningful invocations leader ( $X 1$ ) and leader ( $X 2$ ) with $X 1 \neq X 2$, there is no relation linking $L_{X 1}$ and $L_{X 2}$, whatever the values of $X 1$ and $X 2$ (e.g., the fact that $X 1 \subset X 2$ imposes no particular constraint on $L_{X 1}$ and $L_{X 2}$ ).

Let us consider an execution in which all the invocations leader $(X)$ are such that $X=\Pi$ (the whole set of processes are always considered as participating). In that case, $\Omega_{*}^{k}$ boils down to the failure detector class denoted $\Omega^{k}$ introduced in 20. If additionally, $k=1$, we obtain the classical leader failure detector $\Omega$ introduced in 7.

When $X \subseteq \Pi$ and $k=1, \Omega_{*}^{k}$ boils down to the failure detector class introduced in [11. It is shown in [11] that $\Omega$ is weaker than $\Omega_{*}^{1}$ that in turn is weaker than $\diamond \mathcal{P}$ (the class of eventually perfect failure detectors: after some finite but unknown time, an eventually perfect failure detector suspects all the crashed processes and only them).

### 5.2 An Adaptive $\min (2 p-1, p+k-1)$-Renaming Algorithm

As previously mentioned, the adaptive renaming algorithm that is now presented is inspired from a $t$-resilient renaming algorithm designed for read/write registers only, described in [4].

Atomic Registers. The algorithm uses an array of $1 \mathrm{~W} n \mathrm{R}$ atomic registers, denoted STATE $[1 . . n]$. Each register STATE $[i]$ contains three fields. The first field, denoted STATE $[i]$.old, is for the initial name of $p_{i}$. The second field, denoted $S T A T E[i]$. prop, is for the new name that $p_{i}$ is currently trying to acquire. Finally, the third field, denoted STATE[i].done, is set to true once $p_{i}$ has obtained a new name (STATE [i].prop contains then the new name of $p_{i}$ ). Initially, each atomic register $S T A T E[i]$ is initialized to $<\perp, \perp$, false $>$.

Process Behavior. A process starts the renaming algorithm by setting a local flag denoted done $_{i}$ to false, and its current proposal for a new name to $\perp$ (line 01). Then, it enters a repeat loop and leaves it only when it has acquired a new name (line 15).

In the loop body, a process $p_{i}$ first writes its current state in STATE[i] to inform the other processes about its current progress, and then atomically reads STATE (using the snapshot() operation) to obtain a consistent view of the global state. If it has not yet determined a name proposal or there is another process that has chosen the same name proposal (line 05), $p_{i}$ enters the lines 0611 to determine another name proposal. Differently, if its current name proposal is not proposed by another process (the test of line 05 is then negative), $p_{i}$ commits its last proposal that becomes its new name (line 12), informs the other processes (line 13), and decides that new name (line 15).

To determine a name proposal, a process $p_{i}$ proceeds as follows. It first determines the processes that are competing to have a new name. Those are the processes $p_{j}$ that, from $p_{i}$ 's point of view, are participating in the renaming (namely, the processes $p_{j}$ such that state $e_{i}[j]$.old $\neq \perp$ ) and have not yet obtained a new name (i.e., such that $\neg\left(s t a t e_{i}[j]\right.$.done $)$ ). Before starting the next execution of the loop body, some processes have to change their new name proposal (otherwise, it could be possible that they loop forever). So, a process $p_{i}$ does the following.

- According to the set of processes perceived as competing with it, $p_{i}$ computes a current set of leaders (line 07).
- If it does not appear in the set of leaders, $p_{i}$ starts directly another execution of the loop body. Let us notice that, in that case, $p_{i}$ 's new name proposal is not modified.
- Differently, if it appears in the set of leaders (line 08), $p_{i}$ determines a new name proposal before starting another execution of the loop body. This determination (done exactly as in [4]) consists for $p_{i}$ in first computing its rank within the leader set, and then taking as its new name proposal the first integer not yet used by the other processes (lines 09.10).


### 5.3 Proof of the Algorithm

Lemma 3. Let $p$ be the number of processes that participate in the renaming. The size of the new name space is $M=\min (2 p-1, p+k-1)$.

Proof. Let us consider a run in which $p$ processes participate. Let $p_{i}$ be a process that returns a new name (line 15). The new name obtained by $p_{i}$ is the last name it has proposed (at line during the previous iteration). When $p_{i}$ defined its last name proposal, at most $p-1$ other processes have previously defined a name proposal, i.e., $\mid\left\{j:(j \neq i) \wedge\left(\right.\right.$ state $_{i}[j]$.prop $\left.\left.\neq \perp\right)\right\} \mid \leq p-1$ (O1). Moreover, due to the definition of $\Omega_{*}^{k}$, when it defines its last name proposal, the rank of $p_{i}$ in leaders $_{i}$ is at $\operatorname{most} \min (p, k)(\mathrm{O} 2)$. It follows from (O1) and (O2) that the last name proposal computed by $p_{i}$ is upper bounded by $(p-1)+\min (p, k)$, i.e., $M=\min (2 p-1, p-1+k)$.

Lemma 4. No two processes decide the same new name.
Proof. [Preliminary Remark. This proof is verbatim the same as the corresponding proof in 4. We give it only for completeness purpose. As noticed in [4], this follows from the fact that this proof does not depend on the way the new names are chosen. It is based only on the structure of the algorithm and the containment property of the the snapshot() operation.]

The proof is by contradiction. Let us assume that $p_{i}$ and $p_{j}$ obtain the same new name $a$. Let $\operatorname{STATE}_{i}$ (resp., STATE $_{j}$ ) be the last snapshot value obtained by $p_{i}$ (resp., $p_{j}$ ) before returning its new name $a$. Due to the sequence of the lines 10, 02 and 04 executed by $p_{i}$ (resp., $p_{j}$ ) before deciding its new name, we have $\operatorname{STATE}_{i}[i]$. prop $=a$ (resp., $\operatorname{State}_{j}[j]=a$ ). Moreover, after having written its last new name proposal, a process does not change its entry of STATE.prop.

Due to the containment property of the snapshot(STATE) operation, we have $\operatorname{STATE}_{i} \leq \mathrm{STATE}_{j}$ or $\mathrm{STATE}_{j} \leq$ STATE $_{i}$. Let us assume without loss of generality that $\mathrm{STATE}_{i} \leq \mathrm{STATE}_{j}$. It follows from the containment property that $\operatorname{STATE}_{j}[i]$.prop $=\operatorname{STATE}_{i}[i]$.prop $=a$. According to the test of line 05, $p_{j}$ proceeds to lines 06[11 to select a new name proposal distinct from $\operatorname{STATE}_{j}[i] \cdot p r o p=a$, which proves the lemma.

Lemma 5. Each correct process that participates obtains a new name.
Proof. As in 4, the proof is by contradiction. Let us assume that a process takes infinitely many steps without obtaining a new name. Let CORRECT be the set of correct processes, and $N T$ the subset of correct processes that do not terminate. Let $\tau$ be a time such that:

1. Each (correct or not) participating process $p_{j}$ has written its initial name $i d_{j}$ in $S T A T E[j]$.old before $\tau_{1}<\tau$.
2. Each (correct or not) process $p_{j}$ that decides, has set STATE[j].done to true before $\tau_{2}<\tau$.
3. Each process $p_{i} \in N T$ has taken at least one snapshot of STATE between $\max \left(\tau_{1}, \tau_{2}\right)$ and $\tau$.
Due to the containment property provided by the snapshot() primitive, it follows that, after $\tau$, each process $p_{i} \in N T$ sees the same set of participating processes and the same set of processes that have decided.
4. Let $\tau_{3}<\tau$ be the time from which the multi-leadership property of $\Omega_{*}^{k}$ remains forever satisfied.

Let contending ${ }_{x}\left[\tau^{\prime}\right]$ be the value, at time $\tau^{\prime}$, of the set $\left\{j:\left(\right.\right.$ state $_{x}[j]$.old $\left.\neq \perp\right)$ $\wedge \neg\left(\right.$ state $_{x}[j]$.done $\left.)\right\}$. Let $p_{i}$ be a process of $N T$, and $C T D=$ contending $_{i}[\tau]$. Let us observe that, at any time $\tau^{\prime} \geq \tau$, and for each process $p_{j} \in N T$, we have contending ${ }_{j}\left[\tau^{\prime}\right]=C T D$. Moreover, $N T \subseteq C T D$. It follows from the properties of $\Omega_{*}^{k}$, that there is a set leaders such that, after $\tau$, each time a process $p_{j} \in N T$ invokes leader $(C T D)$, it obtains leaders. Since $C T D \backslash N T$ contains only faulty processes, and (due to the definition of $\tau$ ) leaders $\cap C T D \cap C O R R E C T \neq \emptyset$, the set leaders $\cap C T D$ is not empty and contains at least one correct process.

As $\mid$ leaders $\mid \leq k$, all the correct processes in leaders $\cap C T D$ select a new name proposal when they execute the lines 09-11, and these new name proposals are all different (this follows from the fact that they select their rank from the same set leaders). It follows that they decide their new name. A contradiction with the assumption that the processes of $N T$ do not terminate.
$\square_{\text {Lemma }} 5$
operation rename $\left(i d_{i}\right)$ :
(1) prop_name $i \leftarrow \perp$; done $i_{i} \leftarrow$ false;
(2) repeat
(3) STATE $[i] \leftarrow<i_{i}$, prop_name $_{i}$, done $_{i}>$;
(4) state $_{i} \leftarrow \operatorname{snapshot}(S T A T E)$;
(5) if $\left(\right.$ prop_name $\left.i_{i}=\perp\right) \vee\left(\exists j:(j \neq i) \wedge\left(\right.\right.$ state $_{i}[j]$. prop $=$ prop_name $\left.\left.{ }_{i}\right)\right)$
(6) $\quad$ then contending $_{i} \leftarrow\left\{j:\left(\right.\right.$ state $_{i}[j]$. old $\left.\neq \perp\right) \wedge \neg\left(\right.$ state $_{i}[j]$.done $\left.)\right\}$;
(7) leaders ${ }_{i} \leftarrow$ leader $\left(\right.$ contending $\left._{i}\right)$;
(8) if $i d_{i} \in$ leaders $_{i}$ then
(9) let $r_{i}=$ rank of $i d_{i}$ in leaders ${ }_{i}$;
(10) prop_name $i \leftarrow r_{i}$-th integer $\notin X$ where
(11) $X=\left\{\right.$ state $_{i}[j]$. prop : $(j \neq i) \wedge\left(\right.$ state $_{i}[j]$. prop $\left.\left.\neq \perp\right)\right\}$ end if
(12) else new_name $i \leftarrow$ prop_name ${ }_{i}$; done $_{i} \leftarrow$ true;
(13) STATE $[i] \leftarrow<i d_{i}$, prop_name $_{i}$, done $_{i}>$ end if
(14) until done $_{i}$;
(15) return $\left(\right.$ prop_name $\left._{i}\right)$

Fig. 4. From $\Omega_{*}^{k}$ to adaptive $M$-renaming with $M=\min (2 p-1, p+k-1)$ ( $p_{i}$ 's code)

Theorem 3. The algorithm described in Figure 4 is an adaptive wait-free Mrenaming algorithm with $M=\min (2 p-1, p+k-1)$.

Proof. The theorem follows from Lemma3, Lemma 4 and Lemma 5. $\square_{\text {Theorem }} 3$
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#### Abstract

Given a graph $G=(V, E)$, a vertex $v$ of $G$ is a median vertex if it minimizes the sum of the distances to all other vertices of $G$. The median problem consists in finding the set of all median vertices of $G$. In this note, we present a self-stabilizing algorithm for the median problem in partial rectangular grids. Our algorithm is based on the fact that partial rectangular grids can be isometrically embedded into the Cartesian product of two trees, to which we apply the algorithm proposed by Antonoiu, Srimani (1999) and Bruell, Ghosh, Karaata, Pemmaraju (1999) for computing the medians in trees. Then we extend our approach from partial rectangular grids to plane quadrangulations.


## 1 Introduction

Given a connected graph $G$ one is sometimes interested in finding the vertices minimizing the total distance $\sum_{u} d(u, x)$ to the vertices $u$ of $G$, where $d(u, x)$ is the distance between $u$ and $x$. A vertex $x$ minimizing this expression is called a median (vertex) of $G$. The median problem consists in finding the set of all median vertices. The median problem arises with one of the basic models in discrete facility location [29] and with majority consensus in classification and data analysis 6|8. This is also a classical topic in graph theory 9]29. Linear time algorithms for computing medians are known for several classes of graphs: among them are trees, planar quadrangulations and triangulations with degreeconstraints, partial rectangular grids [16], and a few other classes of graphs. A distributed algorithm for computing medians in graphs is given in 27.

In distributed systems, the median is a suitable location for information exchange and communication. Indeed, to place a common resource at a median site minimizes the cost of sharing the resource with other sites. Note also that [23] shows that, given a tree-network, choosing a median and then routing all the information through it minimizes the number of messages sent during any execution of any distributed sorting algorithm. Moreover, partial rectangular grids

[^8]and trees are among the most used topologies in the design of microprocessors and distributed architectures. It is therefore of important practical interest to solve the median problem in a distributed setting on such a topology.

A distributed system can be defined as a set of processors exchanging information between neighbors. The system state, called global state or configuration, is the union of all the local states. A processor has only a local knowledge of the system, this knowledge varying according to the system connectivity. It is often desirable to maintain the system in a certain set of states, the legitimate states. An algorithm running in a system is said to be self-stabilizing if any execution has a suffix in the set of the legitimate states [19]. Self-stabilization is very desirable and useful in distributed systems because it provides immunity to transient failures and can even make possible in some cases a dynamical and transparent modification of the system topology. Besides self-stabilizing algorithms are often elegant and simple. The self-stabilizing paradigm was introduced by Dijkstra in 1973 [18. He gave three self-stabilizing mutual exclusion algorithms on rings, opening a field of research still extremely dynamic today in distributed calculus. Self-stabilizing algorithms have been conceived to answer problems of routing [17], synchronization [5|26], leader election [20], spanning tree construction [2|4, maximum flow [24], mutual exclusion [28], and some other problems.

Antonoiu, Srimani [3] and Bruell et al. 11] proposed a strikingly simple and nice self-stabilizing algorithm for computing the median set of a tree $T$. The state of each node is an integer $s$. At each step, the algorithm updates the $s$ value of the currently active vertex $v$ : it sets $s(v)=1$ if $v$ is a leaf, otherwise it computes the sum of the $s$-values of all neighbors of $v$ minus the largest $s$ value of a neighbor and then adds 1 (denoted by $1+\sum\left(N_{s}^{-}(v)\right)$ ). If the current $s$-value of $v$ is different from $1+\sum\left(N_{s}^{-}(v)\right)$, then this value becomes the new $s$ value of $v$. The algorithm terminates when there are no more $s$-values to modify. Interestingly, this happens to be a "valid" global state as the medians of $T$ are the vertices with maximum $s$-values. The authors of 311] establish that the algorithm stabilizes in a polynomial number of steps. See also [3|11|10 for selfstabilizing algorithms solving other facility location problems on tree-networks.

In this note, we propose self-stabilizing median computation algorithms for two classes of plane graphs: partial rectangular grid and even squaregraphs. Our algorithms are based on the fact that such graphs isometrically embed into the Cartesian product of two trees and that the median in the initial graph $G$ can be derived from the medians in two spanning trees of $G$ closely related to the two tree-factors. Using the sense of direction in the grid, the algorithm computes the tree-factors and apply the algorithm of 311] to compute the medians of both spanning trees. This computation is performed anonymously. For an even squaregraph $G$, the algorithm first computes a spanning tree of $G$ using the self-stabilizing spanning tree algorithm of Afek, Kutten, and Yung [1]. This algorithm needs unique identities to be available for every node of the network. Then the algorithm "repairs" this spanning tree in order to produce the two tree-factors and their spanning trees relatives, to which the median computation algorithm of 3|11 is applied. The algorithms have a round complexity of
$O(n)$ and $O\left(n^{2}\right)$ respectively. By self-stabilization, our algorithms are resilient to transient failures. Concerning non-transient failures like the permanent crash of a link or a processor, if the resulting topology is still a partial grid or an even squaregraph, then the algorithm will dynamically adjust to the changes. If not, and the crash creates a hole in the partial grid, then it is of course likely that our algorithm will not find the correct medians or even will not converge, because the computed factors could then contain cycles.

The article is organized as follows. In the first part, we investigate the properties of partial grids, squaregraphs and their medians which are used in the algorithm. In the second part, we describe the algorithms for computing their medians and give a proof of the correctness as well as an upper bound on the time and round complexities. This is, to our knowledge, the first self-stabilizing algorithm for location problems on non-tree networks.

## 2 Partial Grids, Squaregraphs and Their Medians

### 2.1 Preliminaries

In a graph $G=(V, E)$, the length of a path from a vertex $x$ to a vertex $y$ is the number of edges in the path. The distance $d_{G}(x, y)$ (or $d(x, y)$ if $G$ is obvious from the context) between $x$ and $y$ is the length of a shortest path connecting $x$ and $y$. The interval $I(u, v)$ between two vertices $u, v$ of $G$ is the set $I(u, v)=\{x \in V: d(u, v)=d(u, x)+d(x, v)\}$. A subset $S \subseteq V$ is called gated [25] if for each $v \notin S$ there exists a unique vertex $v^{\prime} \in S$ (the gate of $v$ in $S$ ) such that $v^{\prime} \in I(v, u)$ for every $u \in S$. For every edge $u v$ of $G$, define $W(u, v)=$ $\{x \in V: d(u, x)<d(v, x)\}$. Given two connected graphs $G=(V(G), E(G))$ and $H=(V(H), E(H))$, we say that $G$ admits an isometric embedding into $H$ if there exists a mapping $\alpha: V(G) \rightarrow V(H)$ such that $d_{H}(\alpha(x), \alpha(y))=$ $d_{G}(x, y)$ for all vertices $x, y \in V(G)$. The Cartesian product $H=H_{1} \times H_{2}$ of two connected graphs $H_{1}, H_{2}$ is defined upon the Cartesian product of the vertex sets of the corresponding graphs (called factors), i.e., $V(H)=\left\{u=\left(u_{1}, u_{2}\right): u_{1} \in\right.$ $\left.V\left(H_{1}\right), u_{2} \in V\left(H_{2}\right)\right\}$. Two vertices $u=\left(u_{1}, u_{2}\right)$ and $v=\left(v_{1}, v_{2}\right)$ are adjacent in $H$ if and only if the vectors $u$ and $v$ coincide except at one position $i$, in which we have two vertices $u_{i}$ and $v_{i}$ adjacent in $H_{i}$. The distance $d_{H}(x, y)$ between two vertices $x=\left(x_{1}, x_{2}\right)$ and $y=\left(y_{1}, y_{2}\right)$ of $H$ is $d_{H_{1}}\left(x_{1}, y_{1}\right)+d_{H_{2}}\left(x_{2}, y_{2}\right)$.

### 2.2 Medians

In the following, we consider graphs with weighted vertices. A weight function is any mapping $\pi$ from the vertex set to the positive real numbers. The total weighted distance of a vertex $x$ in $G$ is given by $M_{\pi}(x)=\sum_{u} \pi(u) d(u, x)$. A vertex $x$ minimizing this expression is a median (vertex) of $G$ with respect to $\pi$, and the set of all medians is the median set $\operatorname{Med}_{\pi}(G)$. For a subset of vertices $S \subseteq V$, denote by $\pi(S)=\sum_{s \in S} \pi(s)$ the weight of $S$. We continue with the following property of median functions:

Lemma 1. For each edge uv in a graph $G, M_{\pi}(u)-M_{\pi}(v)=\pi(W(v, u))-$ $\pi(W(u, v))$.

Goldman and Witzgall [25] established that if the weight of a gated set $S$ of $G$ is larger than one half of the total weight, then $\operatorname{Med}_{\pi}(G) \subseteq S$. In trees, in partial rectangular grids, in squaregraphs, and, more generally, in all median graphs, for each edge $u v$, the sets $W(u, v)$ and $W(v, u)$ are gated, and constitute a partition of $G$. Recall that $G$ is a median graph if for each triplet $u, v, w$ the intersection $I(u, v) \cap I(v, w) \cap I(w, u)$ consists of a single vertex. We can then infer that these graphs satisfy the following majority rule (which is a folklore for trees):

Lemma 2. [6] If $G$ is a median graph, then $u \in \operatorname{Med}_{\pi}(G)$ iff $\pi(W(u, v)) \geq$ $\pi(W(v, u))$ for each neighbor $v$ of $u$. If $T$ is a tree, then $\pi(W(u, v))=\pi(W(v, u))$ if and only if $\operatorname{Med}_{\pi}(T)=\{u, v\}$.

### 2.3 Partial Grids and Squaregraphs

A rectangular system or a partial rectangular grid is the subgraph of the regular rectangular grid which is formed by the vertices and the edges of the grid lying either on a simple circuit of the grid (with possibly some vertices visited more than once) or inside the region bounded by this circuit. Every partial rectangular grid is a connected plane graph with inner faces of length four and inner vertices of degree four (the converse in general is not true). More generally, a squaregraph [15] is a plane graph with inner faces of length four and inner vertices of degree at least four. An even squaregraph is a squaregraph in which all inner vertices have even degrees (see Fig. 1). Squaregraphs constitute a particular subclass of median graphs. Median graphs arise in several areas of discrete mathematics, geometry, and theoretical computer science.

### 2.4 Isometric Embedding into Products of Two Trees

Now, we will describe the isometric embedding of partial rectangular grids and even squaregraphs $G=(V, E)$ into the Cartesian product of two trees. For this we will use the notations in $7 \mid 15$. For a squaregraph or a partial grid $G$ denote by $\partial G$ the bounding cycle of $G$.

First, let $G=(V, E)$ be a partial rectangular grid bounded by the cycle $\partial G$. Denote by $E_{1}$ the set of vertical edges of $G$ and consider the graph $G_{1}=\left(V, E_{1}\right)$. It is clear that the connected components of $G_{1}$ are paths of $G$ with end-vertices on $\partial G$. Define the graph $T_{1}=\left(V\left(T_{1}\right), E\left(T_{1}\right)\right)$ whose vertices are the connected components of $G_{1}$ and two components $P^{\prime}$ and $P^{\prime \prime}$ are adjacent if and only if there exists an edge of $G$ with one end in $P^{\prime}$ and another one in $P^{\prime \prime}$. In the same way we can define the set $E_{2}$ of horizontal edges, the graph $G_{2}$, and the tree $T_{2}=\left(V\left(T_{2}\right), E\left(T_{2}\right)\right)$. We obtain the following canonical embedding $\alpha$ of $G$ into the Cartesian product $T_{1} \times T_{2}$. For any vertex $v$ of $G$, we set $\alpha_{1}(v)$ (resp. $\left.\alpha_{2}(v)\right)$ to be the connected component of $v$ in $G_{1}$ (resp. $G_{2}$ ). The embedding is


Fig. 1. A rectangular grid (a) and an even squaregraph (b)
defined by $\alpha(v)=\left(\alpha_{1}(v), \alpha_{2}(v)\right)$. It can be verified that $\alpha$ provides an isometric embedding of $G$ into $T_{1} \times T_{2}$. For all vertices $x, y$ of $G$, we have $d_{G}(x, y)=$ $d_{T_{1}}\left(\alpha_{1}(x), \alpha_{1}(y)\right)+d_{T_{2}}\left(\alpha_{2}(x), \alpha_{2}(y)\right)$. From now on, we will identify a vertex of $G$ with the couple of vertical and horizontal paths to which it belongs. We call such a path $P$ a fiber, as $P$ is equal to the subgraph induced by $\alpha_{1}^{-1}(P)$.

This canonical embedding of partial grids can be generalized to all graphs isometrically embeddable into Cartesian products of two trees. It was established in [7] that a graph $G$ can be embedded into the Cartesian product of two trees if and only if $G$ is a cube-free median graph without odd bipartite wheels. In particular, from this characterization follows that even squaregraphs admit such embeddings. To derive the embedding, the edges of an even squaregraph $G=$ $(V, E)$ are divided into two sets $E_{1}$ and $E_{2}$ subject to the constraint that two incident edges $e_{1}$ and $e_{2}$ of a common inner face of $G$ belong to different edgesets. Equivalently, if we define the side-graph of $G$ as the graph having the edges of $G$ as the vertex-set and two edges $e_{1}, e_{2}$ of $G$ are adjacent in the side-graph if and only if $e_{1}$ and $e_{2}$ are incident sides of some inner face of $G$, then the side-graph is bipartite. Note that the bipartition $\left\{E_{1}, E_{2}\right\}$ of $E$ satisfies the following two conditions: (i) all "parallel" edges of $G$, i.e., edges which belong to the same equivalence class of the transitive closure of the binary relation "to be opposite edges of a common inner face of $G$ " all belong to the same color-class, and (ii) if we consider all edges incident to an inner vertex $v$ of $G$, and number them counterclockwise, starting with an arbitrary edge, then the edges having numbers of the same parity all belong to the same color-class $E_{1}$ or $E_{2}$. Note also that the set of all edges parallel to a given edge $e$ (i.e. all edges that belong to the equivalence class of $e$ ) constitutes a cut-set of the graph $G$.

Analogously to the case of partial grids, the connected components of the graphs $G_{1}=\left(V, E_{1}\right)$ (resp. $\left.G_{2}=\left(V, E_{2}\right)\right)$ are called the fibers of $G_{1}$ (resp. $\left.G_{2}\right)$. They are (gated) trees. Define the graphs $T_{i}=\left(V\left(T_{i}\right), E\left(T_{i}\right)\right), i=1,2$, whose vertices are the fibers of $G_{i}$ and two fibers $F^{\prime}$ and $F^{\prime \prime}$ are adjacent if and only if there exists an edge of $G$ with one end in $F^{\prime}$ and another one in $F^{\prime \prime}$. Then $T_{1}$ and $T_{2}$ are trees. We obtain an isometric embedding $\alpha$ of $G$ into the Cartesian product $T_{1} \times T_{2}$ of the two trees, so that for any vertex $v$ of $G$, $\alpha(v)=\left(\alpha_{1}(v), \alpha_{2}(v)\right)=(P, Q)$, where $\alpha_{1}(v)=P$ and $\alpha_{2}(v)=Q$ are the fibers of the graphs $G_{1}$ and $G_{2}$ sharing the vertex $v$ [7.


Fig. 2. An even squaregraph and its trees $T_{i}$ and $S T_{i}$

This isometric embedding into the Cartesian product of two trees is used to establish one of the two properties on which our algorithms are based. Each vertex $F_{i}$ of $T_{i}$ is given the weight $\pi_{i}\left(F_{i}\right)$ equal to the total weight of vertices of $G$ located in $F_{i}$.

Proposition 1. Let $G$ be an even squaregraph or a partial grid. A vertex $u=$ $\left(\alpha_{1}(u), \alpha_{2}(u)\right)$ is a median vertex of $G$ if and only if $F_{1}=\alpha_{1}(u)$ and $F_{2}=\alpha_{2}(u)$ are median vertices of the trees $T_{1}$ and $T_{2}$ endowed with the weight functions $\pi_{1}$ and $\pi_{2}$ respectively.

Proof. Denote by $F_{i}$ a fiber of the graph $G_{i}$ which is a median vertex of the tree $T_{i}, i=1,2$. We assert that $F_{1} \cap F_{2} \neq \emptyset$. Suppose not and let $F_{1} \cap F_{2}=\emptyset$. From the definition of $F_{1}$ and $F_{2}$ we immediately conclude that $F_{2}$ is completely contained in the same connected component of the graph $G \backslash F_{1}$ obtained from $G$ by removing all vertices of $F_{1}$. Thus all vertices $x$ of $F_{2}$ have their image $\alpha_{1}(x)$ in the same connected component of $T_{1} \backslash F_{1}$. Denote by $F_{1}^{\prime}$ the neighbor of $F_{1}$ in the subtree of $T_{1} \backslash F_{1}$ which contains $F_{2}$. From Lemma 2 and the fact that $F_{1}$ is median in $T_{1}$, we deduce that $\pi_{1}\left(W_{T_{1}}\left(F_{1}, F_{1}^{\prime}\right)\right) \geq \frac{1}{2} \pi_{1}\left(V\left(T_{1}\right)\right)=\frac{1}{2} \pi(V)$. In the same way, defining $F_{2}^{\prime}$ to be the neighbor of $F_{2}$ in the connected component of $T_{2} \backslash F_{2}$ which contains $F_{1}$, we obtain $\pi_{2}\left(W_{T_{2}}\left(F_{2}, F_{2}^{\prime}\right)\right) \geq \frac{1}{2} \pi(V)$. The sets of vertices of $G$ whose images are respectively in $W_{T_{1}}\left(F_{1}, F_{1}^{\prime}\right)$ and $W_{T_{2}}\left(F_{2}, F_{2}^{\prime}\right)$ are disjoint and do not entirely cover the graph $G$. Since $\pi(x)>0$ for any vertex $x$ of $G$, we obtain a contradiction with Lemma 2. Thus $F_{1} \cap F_{2} \neq \emptyset$, whence there exists a vertex $m$ of $G$ such that $\alpha_{1}(m)=F_{1}$ and $\alpha_{2}(m)=F_{2}$ are medians in $T_{1}$ and $T_{2}$ respectively. Thanks to the isometric embedding, we obtain

$$
\begin{aligned}
M_{\pi}(m) & =\sum_{x \in V} \pi(x) d_{G}(m, x)=\sum_{x \in V} \pi(x) d_{T_{1}}\left(F_{1}, \alpha_{1}(x)\right)+\sum_{x \in V} \pi(x) d_{T_{2}}\left(F_{2}, \alpha_{2}(x)\right) \\
& =\sum_{R \in V\left(T_{1}\right)} \pi_{1}(R) d_{T_{1}}\left(F_{1}, R\right)+\sum_{Q \in V\left(T_{2}\right)} \pi_{2}(Q) d_{T_{2}}\left(F_{2}, Q\right) .
\end{aligned}
$$

Writing up a similar expression for any other vertex $v$ of $G$ and using the fact that $F_{1}$ and $F_{2}$ are medians of $T_{1}$ and $T_{2}$, respectively, we conclude that $M_{\pi}(m) \leq$ $M_{\pi}(v)$, thus $m$ is a median vertex of $G$. Conversely, the previous equality also shows that any median vertex of $\operatorname{Med}_{\pi}(G)$ can be expressed as the intersection of two median paths, one of $T_{1}$ and another of $T_{2}$.

Before proving the second property of medians of partial grids and even squaregraphs, we define two particular spanning trees $S T_{1}$ and $S T_{2}$ of an even squaregraph $G$. $S T_{1}$ contains all edges of $E_{1}$ plus exactly one edge running between each pair of incident fibers of the graph $G_{1}=\left(V, E_{1}\right)$. The choice of this edge is arbitrary (we can also select an edge belonging to the bounding cycle of $G$ ). We call such extra-edges the switch edges of $S T_{1}$ and denote them by $E_{1}^{\prime}$. Clearly, since all fibers of $G_{1}$ are trees, the graph $S T_{1}=\left(V, E_{1} \cup E_{1}^{\prime}\right)$ is indeed a spanning tree of $G$. Analogously, we define the spanning tree $S T_{2}=\left(V, E_{2} \cup E_{2}^{\prime}\right)$.

Proposition 2. A vertex $F_{i}$ of $T_{i}(i=1,2)$ is a median vertex with respect to the weight function $\pi_{i}$ if and only if $F_{i}$ contains a median vertex $m$ of the tree $S T_{i}$ with respect to the weight function $\pi$.

Proof. First suppose that $m$ is a median vertex of $S T_{i}$ (i.e., $m \in \operatorname{Med}_{\pi}\left(S T_{i}\right)$ ) and let $F_{i}$ be the vertex of $T_{i}$ such that $\alpha_{i}(m)=F_{i}$. In other words, $F_{i}$ is the fiber of $G_{i}$ containing $m$. Suppose that $F_{i}$ is not a median of $T_{i}$ (i.e., $F_{i} \notin \operatorname{Med}_{\pi_{i}}\left(T_{i}\right)$ ). Lemma 2 yields that $M_{\pi_{i}}\left(F^{\prime}\right)<M_{\pi_{i}}\left(F_{i}\right)$ for some vertex $F^{\prime}$ of $T_{i}$ adjacent to $F_{i}$. By Lemma 1 and the definition of $T_{i}$ we conclude that $M_{\pi_{i}}\left(F_{i}\right)-M_{\pi_{i}}\left(F^{\prime}\right)=$ $\pi\left(W\left(x^{\prime}, x\right)\right)-\pi\left(W\left(x, x^{\prime}\right)\right)>0$, where $x^{\prime} x$ is any edge running between $F^{\prime}$ and $F_{i}$. If $m$ has a neighbor $m^{\prime}$ in $F^{\prime}$ and $m m^{\prime}$ is a switch edge, then it can easily be seen from the definition of $S T_{i}$ that all vertices of $W\left(x^{\prime}, x\right)$ (this set is defined in $G$ ) are closer to $x^{\prime}$ than to $x$ in $S T_{i}$. This implies $M_{\pi}(m)-M_{\pi}\left(m^{\prime}\right) \geq \pi\left(W\left(x^{\prime}, x\right)\right)-$ $\pi\left(W\left(x, x^{\prime}\right)\right)>0$, contrary to the assumption that $m$ is a median of $S T_{i}$. On the other hand, if the switch between $F_{i}$ and $F^{\prime}$ is the edge $p^{\prime} p$ with $p^{\prime} \in F^{\prime}$ and $p \in F_{i}$, and we denote by $m^{\prime}$ the neighbor of $m$ on the unique path connecting $m$ with $p$ in the tree-fiber $F_{i}$, then again, in the tree $S T_{i}$ all vertices of $W\left(p^{\prime}, p\right)$ are closer to $m^{\prime}$ than to $m$. Since $\pi\left(W\left(p^{\prime}, p\right)\right)>\frac{1}{2} \pi(V)$, Lemma 2 yields that $m$ is not a median vertex of $S T_{i}$, a contradiction.

Conversely, suppose that $F_{i}$ is a median vertex of the tree $T_{i}$. We assert that $F_{i} \cap \operatorname{Med}_{\pi}\left(S T_{i}\right) \neq \emptyset$. Remove from $T_{i}$ all edges incident to $F_{i}$ and denote by $S_{1}, \ldots, S_{k}$ the resulting subtrees of $T_{i}$ not containing $F_{i}$. Then Lemmas 1 and 22 imply that $\pi_{i}\left(S_{j}\right) \leq \frac{1}{2} \pi(V)$ for any subtree $S_{j}$. Now, if we pick the switch edge $x_{j} m_{j}$ running between $S_{j}$ and $F_{i}$ with $x_{j} \in S_{j}$ and $m_{j} \in F_{i}$, then from the definition of the spanning tree $S T_{i}$ we infer that $S_{j}$ coincides with the set of all vertices which are closer to $x_{j}$ than to $m_{j}$ in $S T_{i}$. The majority rule for trees
implies that $M_{\pi}\left(m_{j}\right) \leq M_{\pi}\left(x_{j}\right)$ holds in $S T_{i}$. Now, the median function $M_{\pi}$ on trees is convex [29]. Since $M_{\pi}\left(m_{j}\right) \leq M_{\pi}\left(x_{j}\right)$, this implies that $M_{\pi}\left(x_{j}\right) \leq M_{\pi}\left(y_{j}\right)$ for any vertex $y_{j} \in S_{j} \backslash\left\{x_{j}\right\}$. Since any vertex $z$ outside $F_{i}$ is located in some subtree $S_{j}$, we conclude that $M_{\pi}\left(m_{j}\right) \leq M_{\pi}\left(x_{j}\right) \leq M_{\pi}(z)$ holds in $S T_{i}$. This shows that indeed $F_{i}$ must contain at least one median vertex of the tree $S T_{i}$.

We obtain the following corollary as a direct consequence of the two previous properties:

Corollary 1. $m \in \operatorname{Med}_{\pi}(G)$ if and only if $\alpha_{i}(m) \in \operatorname{Med}_{\pi}\left(S T_{i}\right)$, for $i=1,2$.

## 3 Algorithms for the Median Problem

In the introduction, we outlined the self-stabilizing algorithm for the median problem in a tree proposed in 311. We continue with a more detailed account of the model used by this and our algorithms. Then we present the algorithm of [3|1] and our algorithms for partial grids and even squaregraphs.

### 3.1 Computational Model

The nodes of the graph $G=(V, E)$ are seen as processors executing the same algorithm. Each processor $v \in V$ has a memory whose value (its state) can be read by its neighbors, but can only be changed by $v$ itself. A distributed algorithm is a set of rules (a pair of precondition and command) that describe how a processor has to change its current state (the command) according to the state of all its neighbors (the precondition or guard). We say that a rule $R$ is activable at a processor $v$ if the neighborhood of $v$ satisfies the precondition of $R$. In this case, the node $v$ is also said to be activable. If a rule $R$ is activable in $v$, an atomic move for $v$ consists in reading the states of all its neighbors, computing a new value of its state according to the command of $R$, and writing this value to the local memory. An execution is a sequence of moves. This is indeed an interleaved (central deamon) asynchronous model of computation. (Implicit) termination or stabilization is reached when there are no more activable rules. The described model is a standard model for distributed computing originally introduced by Dijkstra [18] and used in many following papers. In particular, it was extensively studied in [12. It was used in 11, where the algorithms are expressed in the language of "guarded commands". In his thorough study of computational models, it is coined by Chalopin as the "interleaved cellular model" [13, chapter 5]. In [1], it appears as the "local detection paradigm".

A distributed algorithm is said to be self-stabilizing if an execution starting from any arbitrary global state has a suffix belonging to the set of legitimate states. For our purposes, we additionally suppose that the state variable of each node has a specific bit named the median flag. Then a global state is legitimate if the median flag of a node $v$ is set up if and only if $v$ is a median vertex of $G$. The time complexity of a self-stabilizing algorithm is the maximum number of moves that are performed until stabilization. A round [19] is a sequence of moves such
that each node activable at the beginning of the round is activated at least once. The round complexity of a self-stabilizing algorithm is the maximum number of rounds required by an execution to reach a legitimate state. Whenever we compose two or more self-stabilizing algorithms, then this will be done as a fair composition as defined in Subsection 2.7 of [19]. Additionally, the input-output binary dependency between our algorithms will be acyclic. Then Theorem 2.2 of [19] guarantees the self-stabilization of the resulting composite algorithm. In all three algorithms described below, only $O(\log n)$ bits are used to store the state of each node.

We specify now the structural information that is used by each of the three median computation algorithms. In the algorithm for trees, neither nodes nor edges have identifiers. In this case, the system is said to be anonymous. Whereas in the algorithm for partial rectangular grids, nodes are anonymous but edges are not: for each node, there exists a labeling of the outgoing edges that has the property of (weak) "sense of direction", allowing to compute the second neighborhood of each node in a self-stabilizing manner. Informally, a system represented by a directed graph is said to have sense of direction if it is possible to know, from the labels associated to the edges, whether different walks from any given node $v$ end up in the same node or not. The use of sense of direction in a distributed system often leads to significant improvements on computability and complexity [21]. Finally, in the algorithm for even squaregraphs, each processor has a unique identifier (as a matter of fact, it is unclear for us whether this is a necessary structural information).

### 3.2 Trees

Let $T=(V, E)$ be a tree with $n$ vertices and let $\pi$ be a weight function on $V$. We need the following notations:

- $v . s$-value is the local value of the vertex $v$. It is also called the $s$-value of $v$;
- $\gamma_{1}(v)=\{u \in V: u v \in E\}$ is the set of neighbors of the vertex $v$ in $T$;
- $N_{s}(v)=\left\{u . s\right.$-value $\left.: u \in \gamma_{1}(v)\right\}$ is a multiset:
$-N_{s}^{-}(v)=N_{s}(v) \backslash\left\{\max \left(N_{s}(v)\right)\right\}$.
The main result of [311] is the proof of self-stabilization in polynomial time for the following algorithm (which we slightly modify to capture weighted medians as well). Algorithms are described by a list of rules, and to simplify the formulation of preconditions, we assume in all the following that a rule is not activable if its execution would not change the state of the node.

```
Median Tree
\((v\) is a leaf \() \quad \longrightarrow \quad v . s\)-value \(=\pi(v)\)
\((v\) is not a leaf \() \quad \longrightarrow \quad v . s\)-value \(=\pi(v)+\sum\left(N_{s}^{-}(v)\right)\).
```

In a stabilized state, the median vertices are those vertices whose $s$-value is greater than the $s$-values of all their neighbors. It is shown in [11] that MEDIanTree stabilizes in $O(e)$ rounds, where $e$ is the maximum distance of a median
to a leaf. Moreover, the algorithm makes $O\left(n^{3} \cdot c_{s}\right)$ moves in the worst case, where $c_{s}$ is the maximum initial $s$-value of any processor [11].

### 3.3 Partial Rectangular Grids

Let $G=(V, E)$ be a partial grid with $n$ vertices bounded by the cycle $\partial C$. The first neighborhood $\gamma_{1}(v)$ of a vertex $v$ of $G$ is the set $V \cap\left\{v_{\mathrm{N}}, v_{\mathrm{S}}, v_{\mathrm{E}}, v_{\mathrm{w}}\right\}$, where $v_{\mathrm{N}}, v_{\mathrm{S}}, v_{\mathrm{E}}$ and $v_{\mathrm{W}}$ are the vertices of the square grid located at the North, the South, the East, and the West of $v$, respectively. The second neighborhood $\gamma_{2}(v)$ of $v$ in $G$ is the set $V \cap\left\{v_{\mathrm{NE}}, v_{\mathrm{NW}}, v_{\mathrm{SE}}, v_{\mathrm{SW}}\right\}$, where $v_{\mathrm{NE}}, v_{\mathrm{NW}}, v_{\mathrm{SE}}$ and $v_{\mathrm{SW}}$ are the vertices of the square grid which are located at the North East, the North West, the South East, and the South West of $v$, respectively (see Figure 3). In the following, with $\mathrm{D} \in\{\mathrm{N}, \mathrm{S}, \mathrm{E}, \mathrm{W}\}$, we use the notation $\operatorname{Neighb}(v, \mathrm{D})$ if $v_{\mathrm{D}} \in \gamma_{1}(v)$.


Fig. 3. The first and second neighborhood of a vertex

The model used by the algorithm MedianPartialGrid is similar to the one of MedianTree except that the system has the "polar" sense of direction (that is, the knowledge of the North, East, South and West outgoing edges). The algorithm MedianPartialGrid consists of three phases.

Phase 1. In this phase, in order to compute the sets $\gamma_{S T_{1}}(v)$ and $\gamma_{S T_{2}}(v)$ of its neighbors in the spanning trees $S T_{1}$ and $S T_{2}$ respectively, a processor $v$ has to know about the existence of edges between its first neighborhood $\gamma_{1}(v)$ and its second neighborhood $\gamma_{2}(v)$. For example, for the tree $S T_{1}$, this can be done by communicating with the first neighborhood $\gamma_{1}(v)$ and applying the following rule. For $\mathrm{D} \in\{\mathrm{N}, \mathrm{S}, \mathrm{E}, \mathrm{W}\}, v_{\mathrm{D}} \in \gamma_{S T_{1}}(v)$ if $\operatorname{Neighb}(v, \mathrm{D})$ and

- either $D \in\{N, s\}$,
- or $\mathrm{D} \in\{\mathrm{E}, \mathrm{W}\}$, and $\neg\left(N \operatorname{eighb}(v, \mathrm{~N}) \wedge \operatorname{Neighb}\left(v_{\mathrm{N}}, \mathrm{D}\right) \wedge \operatorname{Neighb}\left(v_{\mathrm{ND}}, \mathrm{S}\right)\right)$.

Phase 2. In this phase, each processor $v$ runs the algorithm MedianTree in parallel on each of the spanning trees $S T_{1}$ and $S T_{2}$. The variable $v . s_{i}$-value is the $s$-value of $v$ for the tree $S T_{i}$. Then a median of $S T_{i}$ can be identified by the fact that the $s_{i}$-value of the respective processor is maximum in its neighborhood on $S T_{i}, i=1,2$.

Phase 3. In this phase, a classical broadcasting self-stabilizing algorithm [19, chap.4, p 97] is replicated in both directions on every vertical (respectively,
horizontal) path to compute two additional boolean variables $v . \mathrm{b}_{1}$ and $v . \mathrm{b}_{2}$. The variable $v . \mathrm{b}_{\mathrm{i}}$ will be set if the path $\alpha_{i}(v)$ is a median vertex of $T_{i}$.

Once the "vertical" and "horizontal" broadcasting algorithms stabilize, the median set of $G$ is formed by all vertices $v$ of the partial $\operatorname{grid} G$ for which $v . \mathrm{b}_{1} \wedge v . \mathrm{b}_{2}$ is true.

Theorem 1. The algorithm MedianPartialGrid computes the median set of a partial grid $G$ with $n$ vertices in $O(n)$ rounds and $O\left(c_{s} n^{3}\right)$ moves.

Proof. First we show that the algorithm stabilizes. Indeed, by simulating the execution of MedianTree on the two spanning trees $S T_{1}$ and $S T_{2}$, we obviously maintain the self-stabilization because the read and written variables are distinct (we use $s_{1}$ for the tree $S T_{1}$ and $s_{2}$ for $S T_{2}$ ). By composing these algorithms with the broadcasting algorithm, the self-stabilization is still maintained according to Theorem 2.2 of [19].

As to the time complexity, notice that the algorithm makes $O\left(n^{3} \cdot c_{s}\right)$ moves in the worst case, where $c_{s}$ is the maximum initial $s$-value of any processor. Since the time complexity of MedianTree is greater than the time complexity of classical self-stabilizing broadcasting algorithms, the time complexity of MedianPartialGrid is of the same order as the time complexity of MedianTree which is given in [11, concluding the proof. In the same way the round complexity of MedianTree is $O(e)$, where $e \leq n$ is the maximum distance from a median to a leaf in the spanning tree, yielding $O(n)$ round complexity for MedianPartialGrid.

Finally, we show the correctness of our algorithm, i.e. that in a global stabilized state the processors $v$ that have their two boolean variables $v . b_{1}$ and $v . b_{2}$ set to true are medians of the partial grid $G$. Indeed, by Corollary 1 a vertex (processor) $v$ is median in $G$ if and only if it is on the vertical path of a median of $S T_{1}$ (thus variable $v . b_{1}$ set to true) and on the horizontal path of a median of $S T_{2}$ (variable $v . b_{2}$ set to true). Since the algorithm MEDIANTREE correctly computes the median set of each tree $S T_{1}$ and $S T_{2}$, we are done.

### 3.4 Even Squaregraphs

Let $G=(V, E)$ be an even squaregraph. The "irregular" structure of $G$ does not allow an easy use of the sense of direction as in the case of partial squaregrids. To obtain a bipartition of edges used in the construction of the trees $T_{1}, T_{2}$ and $S T_{1}, S T_{2}$, we will use the self-stabilizing algorithm for constructing a spanning BFS-tree of a graph designed by Afek, Kutten, and Yung [1] (for a survey on other related algorithms for this problem, see [22]). This algorithm requires that each vertex $v$ has a unique identifier $v$.Id. This extra-information allows to break the symmetry in order to select as the root of the spanning tree the vertex having the highest identifier.

Our median self-stabilizing algorithm MedianEvenSquaregraph consists of four phases. In each phase, we present the specific conditions which allow to test if the state of a vertex is legal or not for the current phase. If the respective
condition is not satisfied, then we describe the modifications which must be undertaken in order to return the system to a legal state. We establish that after a finite number of activations, the corresponding conditions of the current phase are satisfied by all vertices, and thus the next phase can start.

Phase 1. In this phase, we construct a spanning tree using the algorithm of Afek and al 1]. When this phase terminates, each vertex $v$ has computed the identifier $v$. Root of the root node of the resulting spanning BFS-tree, the identifier $v$. Parent of its father in this tree and an integer $v$. Distance which is the tree-distance between $v$ and the root. This phase ends if the following condition holds in each node $v$ :
Condition st $(v)$ :

$$
\begin{aligned}
& \{[(v . \text { Root }=v . \text { Id }) \wedge(v . \text { Parent }=v . \text { Id }) \wedge(v . \text { Distance }=0)] \vee[(v . \text { Root }>v . \text { Id }) \wedge \\
& (v . \text { Parent } \in v \text {.Edge-list }) \wedge(v . \text { Root }=v . \text { Parent.Root }) \wedge \\
& (v . \text { Distance }=v . \text { Parent.Distance }+1)]\} \wedge\left(v . \text { Root } \geq \max _{x \in v . \text { Edge-list } x . \text { Root })}\right.
\end{aligned}
$$

The algorithm, which is executed by each processor so that the system stabilizes in a state in which all these conditions are satisfied for each node, is described in details and analyzed in [1].

Phase 2. In this second phase of the algorithm, we aim to partition the edges of $G$ into two subsets $E_{1}$ and $E_{2}$ so that two incident edges belonging to a common square-face are included in different sets $E_{1}$ and $E_{2}$. For a vertex $v$, we assume that the edges containing $v$ as an end-vertex are numbered $0, \ldots, \operatorname{deg}(v)-1$ in the order in which they appear in the counterclockwise traversal, so that two edges incident to $v$ and belonging to a common square have numbers of different parity. For each $v \in V$, the variable $v$. Color equals $i$ if all edges incident to $v$ which appear at even positions in the adjacency list of $v$ belong to $E_{i}$ and the remaining edges belong to $E_{3-i}$. Each vertex $v$ runs the following algorithm:

```
\(s t(v) \wedge(v\). Id \(=v\). Root \() \quad \longrightarrow v\). Color \(:=1\)
\(s t(v) \wedge(v\). Id \(\neq v\).Root \() \wedge\) (the edge connecting
the vertex \(v\) with \(v\).Parent occurs with the same
parity in the adjacency list of \(v\) as in the adja-
cency list of \(v\).Parent)
\(s t(v) \wedge(v\). Id \(\neq v\). Root \() \wedge(\) the edge connecting the
vertex \(v\) to \(v\).Parent occurs with different parities
in the adjacency lists of \(v\) and \(v\).Parent)
    \(\longrightarrow\) v.Color := \(3-v\).Parent.Color
```

We say that the condition $\operatorname{col}(v)$ is satisfied by a vertex $v \in V$ if none of the preconditions of the three previous actions is satisfied. Then Phase 2 terminates if the condition $\operatorname{col}(v)$ is satisfied by all vertices $v \in V$ of $G$. At this time each vertex $v$ knows the list $v$.Edge - list $_{i}$ of its neighbors in $G_{i}$.

Phase 3. In this phase, the algorithm constructs the spanning trees $S T_{i}, i=1,2$. For sake of simplicity, these trees will be rooted at the same vertex as the root of the spanning BFS-tree computed in Phase 1. To encode the tree $S T_{i}$, we
introduce for each $v \in V$ a new variable $v$. Parent $_{i}$ which will denote the father of the vertex $v$ in the tree $S T_{i}$. The algorithm consists in "correcting" the spanning tree of Phase 1 by replacing $v$.Parent with a vertex belonging to $v$.Edge-list ${ }_{i}$ if this list contains a vertex located at the same distance to the root as the vertex $v$. Parent. Since all fibers of the graphs $G_{i}$ are gated sets (in $G$ ), the tree obtained in this way has all the edges of $E_{i}$ and exactly one switch edge of $E_{3-i}$ running between each pair of neighboring fibers of $G_{i}$. Actually, if $v^{\prime} v$ is a switch edge with $d_{G}\left(r, v^{\prime}\right)<d_{G}(r, v)$ and $v$ belongs to the fiber $F$, then necessarily $v$ is the gate of $r$ in the fiber $F$ and $v^{\prime}$ is the father of $v$ in the BFS-tree. Indeed, the root $r$ can be connected with any vertex $u$ of $F$ of $G_{i}$ by a shortest path passing via the gate $v$ of $r$ in $F$, and thus the edge $v v^{\prime}$ will be included in the BFS-tree before the edge running from $u$ to its father. Each processor $v \in V$ runs at this phase the following algorithm:

```
\(\operatorname{col}(v) \wedge(v\). Id \(=v\). Root \() \quad \longrightarrow v\). Parent \(_{i}:=v\). .ld
\(\operatorname{col}(v) \wedge(v\). Id \(\neq v\).Root) \(\wedge\) (the edge connecting
\(v\) to \(v\). Parent belongs to \(\left.E_{i}\right) \quad \longrightarrow v\).Parent \({ }_{i}:=v\). Parent
\(\operatorname{col}(v) \wedge(v\). Id \(\neq v\).Root \() \wedge\) (the edge connect-
ing the vertex \(v\) to \(v\).Parent belongs to \(\left.E_{3-i}\right) \wedge\)
(v.Parent.Distance \(<\min _{x \in v \text {. Edge-list }}^{i}\) \(x\).Distance) \(\longrightarrow v\).Parent \({ }_{i}:=v\).Parent
\(\operatorname{col}(v) \wedge(v\). Id \(\neq v\).Root \() \wedge\) (the edge connecting
the vertex \(v\) with \(v\).Parent belongs to \(\left.E_{3-i}\right) \wedge \longrightarrow v\).Parent \({ }_{i}:=\)
( \(v\). Parent.Distance \(\geq \min _{x \in v . \text { Edge-list }_{i}} x\). Distance) \(\quad \operatorname{argmin}_{x \in v \text {.Edge-list }}^{i}\) \(x\).Distance
```

We say that the condition $s t_{i}(v)$ is satisfied by the vertex $v$ if none of the preconditions of the previous actions is satisfied. Since the spanning trees $S T_{1}$ and $S T_{2}$ are constructed at the same time, Phase 3 terminates if the condition $s t_{i}(v)$ is satisfied at each vertex $v \in V$ and for each index $i \in\{1,2\}$. At the end of this phase, each node $v \in V$ knows its father $v$. Parent $_{i}$ in the tree $S T_{i}$.

Phase 4. With trees $S T_{1}$ and $S T_{2}$ at hand, the algorithm is similar to that for partial grids. First, the algorithm MedianTree is used to compute the medians of the trees $S T_{1}$ and $S T_{2}$. Then, using a self-stabilizing broadcasting algorithm, we set to "true" the variable $v . b_{i}$ of each vertex $v$ belonging to the same connected component of the graph $G_{i}$ as a median vertex of the tree $S T_{i}$. Once this broadcasting algorithm stabilizes, the median set $\operatorname{Med}_{\pi}(G)$ of $G$ is formed by all vertices $v$ of $G$ for which $v . \mathrm{b}_{1} \wedge v . \mathrm{b}_{2}$ is true.

Theorem 2. The algorithm MedianEvenSquaregraph computes the median set of an even squaregraph $G$ with $n$ vertices in $O\left(n^{2}\right)$ rounds.

Proof. The algorithm given by Afek et al. 11 for constructing a spanning tree stabilizes in $O\left(n^{2}\right)$ rounds. This shows that Phase 1 stabilizes in $O\left(n^{2}\right)$ rounds. The Phase 2 needs $O(n)$ rounds in the worst case. By induction we can show that when a vertex $v$ located at distance $i$ from the root is activated during the round $i+1$, the variable $w$.Color of its father $w$, which is at distance $i-1$
from the root, has already been correctly computed (by induction hypothesis). Thus the rules of Phase 2 correctly compute the value of $v$. Color using that of $w$.Color. Since two edges incident to the same vertex $v$ and belonging to the same square have numbers of different parity in the degree list of $v$, they will be included in different sets $E_{1}$ and $E_{2}$ by the algorithm. It remains to show that any edge $u v$ is inserted in the same edge-list by both vertices $u$ and $v$. For this we proceed by induction on $k:=d_{G}(v, r)<d_{G}(u, r)$. Our previous argument shows that the assertion holds when $v$ is the father of $u$ in the BFS-tree. So, suppose that $v^{\prime}$ is the father of $v$ and $u^{\prime}$ is the father of $u$ in the BFS-tree and that $u^{\prime} \neq v$. It was shown in [14] for graphs more general than squaregraphs that, if $u$ and $v$ are adjacent in $G$, then their fathers $u^{\prime}$ and $v^{\prime}$ are also adjacent. Since $d_{G}\left(v^{\prime}, r\right)=k-1$, by induction hypothesis we conclude that $u^{\prime}$ and $v^{\prime}$ inserted the edge $u^{\prime} v^{\prime}$ in the same set, say $E_{1}$. Now, since each vertex inserts two incident edges of a square in different edge-lists and the edge connecting a vertex with its father is set in the same list by the two ends, we conclude that the edges $u^{\prime} u$ and $v^{\prime} v$ are in the lists $E_{2}$ of their extremities. This implies that the edge $u v$ will be put in the list $E_{1}$ by both vertices $u$ and $v$, thus establishing our assertion.

The rules of Phase 3 depend only of the information computed at Phases 1 and 2, thus in order to correctly compute in Phase 3 the trees $S T_{1}$ and $S T_{2}$, it suffices that each vertex is activated at this phase once. As to the Phase 4, the algorithm MedianTree stabilizes in $O(e)$ rounds, where $e$ is the largest eccentricity of a median vertex of $G$ 11, thus its complexity is the same as that of broadcasting. Summarizing, we conclude that the construction in $O\left(n^{2}\right)$ rounds of a spanning tree of $G$ dominates the overall complexity of our algorithm. Most importantly, Proposition 2 establishes that MedianEvenSquaregraph correctly computes $\operatorname{Med}(G)$.

Remark 1. Note that, given a spanning tree of an even squaregraph and unique identifiers, it would be possible to reconstruct locally a map representing the topology of the graph and then compute internally the median set. But it would require much more than $O(\log n)$ bits per node and therefore it is not a satisfactory solution.
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#### Abstract

The maximal matching problem has received considerable attention in the self-stabilizing community. Previous work has given different self-stabilizing algorithms that solves the problem for both the adversarial and fair distributed daemon, the sequential adversarial daemon, as well as the synchronous daemon. In the following we present a single self-stabilizing algorithm for this problem that unites all of these algorithms in that it stabilizes in the same number of moves as the previous best algorithms for the sequential adversarial, the distributed fair, and the synchronous daemon. In addition, the algorithm improves the previous best moves complexities for the distributed adversarial daemon from $O\left(n^{2}\right)$ and $O(\delta m)$ to $O(m)$ where $n$ is the number of processes, $m$ is the number of edges, and $\delta$ is the maximum degree in the graph.


## 1 Introduction

A matching in an undirected graph is a subset of edges in which no pair of edges is adjacent. A matching $M$ is maximal if no proper superset of $M$ is also a matching. Matchings are typically used in distributed applications when pairs of neighboring nodes have to be set up (e.g. between a server and a client). As current distributed applications usually run continuously, it is expected that the system is dynamic (nodes may leave or join the network), so an algorithm for the distributed construction of a maximal matching should be able to reconfigure on the fly. Self-stabilization [34] is an elegant approach to forward recovery from transient faults as well as initializing a large-scale system. Informally, a self-stabilizing systems is able to recover from any transient fault in finite time, without restricting the nature or the span of those faults.

The environment of a self-stabilizing algorithm is modeled by the notion of a daemon. There are two main characteristics for the daemon: it can be either sequential (or central, meaning that exactly one eligible process is scheduled for

[^9]execution at a given time) or distributed (meaning that any subset of eligible processes can be scheduled for execution at a given time), and in an orthogonal way, it can be fair (meaning that in any execution, every eligible processor is eventually scheduled for execution) or adversarial (meaning that the daemon only guarantees global progress, i.e. some eligible process is eventually scheduled for execution). An extreme case of a fair daemon is the synchronous daemon, where all eligible processes are scheduled for execution at every step. Of course, any algorithm that can cope with the distributed daemon can cope with the sequential daemon or the synchronous daemon, and any algorithm that can handle the adversarial daemon can be used with a fair or a synchronous daemon, but the converse is not true in either case.

There exists several self-stabilizing algorithms for computing a maximal matching in an unweighted general graph. Hsu and Huang 10 gave the first such algorithm and proved a bound of $O\left(n^{3}\right)$ on the number of steps assuming an adversarial daemon. This analysis was later improved to $O\left(n^{2}\right)$ by Tel [12] and finally to $O(m)$ by Hedetniemi et al. 9. The original algorithm assumes an anonymous network and operates therefore under the sequential daemon in order to achieve symmetry breaking. Indeed, one can show that in some symmetric networks there exists no deterministic self-stabilizing solution to the maximal matching problem.

By using randomization, Gradinariu and Johnen [7] proposed a scheme to give processes a local name that is unique within distance 2, and used this scheme to run Hsu and Huang's algorithm under an adversarial distributed daemon. However, only a finite stabilization time was proved. Using the same technique of randomized local symmetry breaking, Chattopadhyay et al. 2] later gave a maximal matching algorithm with $O(n)$ round complexity (in their model, this is tantamount to $O\left(n^{2}\right)$ steps), but assuming the weaker fair distributed daemon.

In 5 Goddard et al. describe a synchronous version of Hsu and Huang's algorithm and show that it stabilizes in $O(n)$ rounds. Although not explicitly proved in the paper, it can be shown that their algorithm also copes with the adversarial distributed daemon using $\theta\left(n^{2}\right)$ steps. Here, symmetry is broken using unique identifiers at every process. In [8, Gradinariu and Tixeuil provide a general scheme to transform an algorithm using the sequential adversarial daemon into an algorithm that copes with the distributed adversarial daemon. Using this scheme with Hsu and Huang's algorithm yields a step complexity of $O(\delta m)$, where $\delta$ denotes the maximum degree of the network.

Our contribution is a new self-stabilizing algorithm that stabilizes after $O(m)$ steps both under the sequential and under the distributed adversarial daemon. Under a distributed fair daemon the algorithm stabilizes after $O(n)$ rounds. Thus, this algorithm unifies the moves complexities of the previous best algorithms both for the sequential and for the distributed fair daemon and also improves the previous best moves complexity for the distributed adversarial daemon. As a side effect, we improve the best known algorithm for the adversarial daemon by lowering the environment requirements (distributed vs. sequential). To break symmetry, we assume that node identifiers are unique within distance

2 (this can be done using the scheme of [2|7]). The following table compares features of the aforementioned algorithms and ours (best feature for each category is presented in boldface).

| Reference | Daemon | $\begin{array}{\|l\|} \hline \begin{array}{l} \text { Step } \\ \text { complexity } \end{array} \\ \hline \end{array}$ | Round complexity | Asymmetry |
| :---: | :---: | :---: | :---: | :---: |
| 9\|10|12 | sequential adversarial | $\mathrm{O}(\mathrm{m})$ |  | S |
| 7 | distributed adversarial | finite |  | distance 2 |
| 2 | distributed fair | $\mathrm{O}\left(n^{2}\right)$ | $\mathrm{O}(\mathrm{n})$ | distance 2 |
| 5 | synchronous | $O\left(n^{2}\right)$ | $\mathrm{O}(\mathrm{n})$ | unique ID |
| 8 | distributed adversarial | $O(\delta m)$ |  | unique ID |
| This paper | distributed adversarial | $\mathrm{O}(\mathrm{m})$ | $\mathrm{O}(\mathrm{n})$ | distance 2 |

The rest of this paper is organized as follows. In Section 2 we give a short introduction to self-stabilizing algorithms and the computational environment we use. In Section 3 we describe our algorithm and prove its correctness and speed of convergence in Section 4. Finally, in Section 5 we conclude.

## 2 Model

A system consists of a set of processes where two adjacent processes can communicate with each other. The communication relation is typically represented by a graph $G=(V, E)$ where each process is represented by a node in $V$ and two processes $i$ and $j$ are adjacent if and only if $(i, j) \in E$. The set of neighbors of a node $i \in V$ is denoted by $N(i)$. The neighbors of a set of processes $A \subseteq V$ is defined as follows $N(A)=\{j \in V-A, \exists i \in A$ s.t. $(i, j) \in E\}$. A process maintains a set of variables. Each variable ranges over a fixed domain of values. An action has the form $\langle$ name $\rangle:\langle$ guard $\rangle \longrightarrow\langle$ command $\rangle$. A guard is a boolean predicate over the variables of both the process and those of its neighbors. A command is a sequence of statements assigning new values to the variables of the process.

A configuration of the system is the assignment of a value to every variable of each process from its corresponding domain. Each process contains a set of actions. An action is enabled in some configuration if its guard is true at this configuration. A process is eligible if it has at least one enabled action. A computation is a maximal sequence of configurations such that for each configuration $s_{i}$, the next configuration $s_{i+1}$ is obtained by executing the command of at least one action that is enabled in $s_{i}$ (a process that executes such an action makes a move or a step). Maximality of a computation means that the computation is infinite or it terminates in a configuration where none of the actions are enabled.

A daemon is a predicate on executions. We distinguish several kinds of daemons: the sequential daemon make the system move from one configuration to the next by executing exactly one enabled action, the synchronous daemon makes the system move from one configuration to the next one by executing all enabled actions, the distributed daemon makes the system move from one configuration to the next one by executing any non empty subset of enabled actions.

Note that the sequential and synchronous daemons are instances of the more general (i.e. less constrained) distributed daemon. Also, a daemon is fair if any action that is continuously enabled is eventually executed, and adversarial if it may execute any enabled action at every step. Again, the adversarial daemon is more general than the fair daemon.

A system is self-stabilizing for a given specification, if it automatically converges to a configuration that conforms to this specification, independently of its initial configuration and without external intervention.

We consider two measures for evaluating complexity of self-stabilizing programs. The step complexity investigates the maximum number of process moves that are needed to reach a configuration that conforms to the specification (i.e. a legitimate configuration), for all possible starting configurations. The round complexity considers that executions are observed in rounds: a round is the smallest sequence of an execution in which every process that was eligible at the beginning of the round either makes a move or has its guard(s) disabled since the beginning of the round.

## 3 The Algorithm

In the following we present and motivate our algorithm for computing a maximal matching. The algorithm is self-stabilizing and does not make any assumptions on the network topology. A set of edges $M \subseteq E$ is a matching if and only if $x, y \in M$ implies that $x$ and $y$ do not share a common end point. A matching $M$ is maximal if no proper superset of $M$ is also a matching.

Each process $i$ has a variable $p_{i}$ pointing to one of its neighbors or to null. We say that processes $i$ and $j$ are married to each other if and only if $i$ and $j$ are neighbors and their $p$-values point to each other. In this case we will also refer to $i$ as being married without specifying $j$. However, we note that in this case $j$ is unique. A process which is not married is unmarried.

We also use a variable $m_{i}$ to let neighboring processes of $i$ know if process $i$ is married or not. To determine the value of $m_{i}$ we use a predicate PRmarried(i) which evaluates to true if and only if $i$ is married. Thus predicate PRmarried(i) allows process $i$ to know if it is currently married and the variable $m_{i}$ allows neighbors of $i$ to know if $i$ is married. Note that the value of $m_{i}$ is not necessarily equal to PRmarried (i).

Our self-stabilizing scheme is given in Algorithm 1. It is composed of four mutual exclusive guarded rules as described below.

The Update rule updates the value of $m_{i}$ if it is necessary, while the three other rules can only be executed if the value of $m_{i}$ is correct. In the Marriage rule, an unmarried process that is currently being pointed to by a neighbor $j$ tries to marry $j$ by setting $p_{i}=j$. In the Seduction rule, an unmarried process that is not being pointed to by any neighbor, point to an unmarried neighbor with the objective of marriage. Note that the identifier of the chosen neighbor has to be larger than that of the current process. This is enforced to avoid the creation of cycles of pointer values. In the Abandonment rule, a process $i$ resets

```
Algorithm 1. A self-stabilizing maximal matching algorithm
    Variables of process \(i\) :
        \(m_{i} \in\{\) true, false \(\}\)
        \(p_{i} \in\{\) null \(\} \cup N(i)\)
    Predicate:
        PRmarried \((i) \equiv \exists j \in N(i):\left(p_{i}=j\right.\) and \(\left.p_{j}=i\right)\)
    Rules:
        Update:
            if \(m_{i} \neq\) PRmarried \((i)\)
            then \(m_{i}:=\) PRmarried \((i)\)
        Marriage:
        if \(m_{i}=P R m a r r i e d(i)\) and \(p_{i}=\) null and \(\exists j \in N(i): p_{j}=i\)
        then \(p_{i}:=j\)
        Seduction:
        if \(m_{i}=\) PRmarried \((i)\) and \(p_{i}=\) null and \(\forall k \in N(i): p_{k} \neq i\)
            and \(\exists j \in N(i):\left(p_{j}=\right.\) null and \(j>i\) and \(\left.\neg m_{j}\right)\)
        then \(p_{i}:=\operatorname{Max}\left\{j \in N(i):\left(p_{j}=\right.\right.\) null and \(j>i\) and \(\left.\left.\neg m_{j}\right)\right\}\)
        Abandonment:
        if \(m_{i}=\operatorname{PRmarried}(i)\) and \(p_{i}=j\) and \(p_{j} \neq i\) and \(\left(m_{j}\right.\) or \(\left.j \leq i\right)\)
        then \(p_{i}:=\) null
```

its $p_{i}$ value to null. This is done if the process $j$ which it is pointing to does not point back at $i$ and if either (i) $j$ is married, or (ii) $j$ has a lower identifier than $i$. Condition (i) allows a process to stop waiting for an already married process while the purpose of Condition (ii) is to break a possible initial cycle of $p$-values.

We note that if PRmarried(i) holds at some point of time then from then on it will remain true throughout the execution of the algorithm. Moreover, the algorithm will never actively create a cycle of pointing values since the Seduction rule enforces that $j>i$ before process $i$ will point to process $j$. Also, all initial cycles are eventually broken since the guard of the Abandonment rule requires that $j \leq i$.

Figure 1 gives a short example of the execution of the algorithm. The initial configuration is as shown in Figure 1 , where $i d_{i}>i d_{j}>i d_{k}$. Here both processes $j$ and $k$ attempt to become married to $i$. In Figure 10 process $i$ has executed a Marriage move, and $i$ and $j$ are now married. In Figure 10 both $i$ and $j$ execute an Update move, setting their $m$-values to true. And finally, in Figure 11 process $k$ executes an Abandonment move.


Fig. 1. Example

## 4 Proof of Correctness

In the following we will first show that when Algorithm 1 has reached a stable configuration it also defines a maximal matching. We will then bound the number of steps the algorithm needs to stabilize both for the adversarial and fair distributed daemon. Note that the sequential daemon is a subset of the distributed one, thus any result for the latter also applies to the former.

### 4.1 Correct Stabilization

We say that a configuration is stable if and only if no process can execute a move in this configuration. We now proceed to show that if Algorithm 1 reaches a stable configuration then the $p$ and $m$-values will define a maximal matching $M$ where $(i, j) \in M$ if and only if $(i, j) \in E, p_{i}=j$, and $p_{j}=i$ while both $m_{i}$ and $m_{j}$ are true. In order to perform the proof, we define the following five mutual exclusive predicates:

```
PRmarried \((i) \quad \equiv \exists j \in N(i):\left(p_{i}=j\right.\) and \(\left.p_{j}=i\right)\)
PRwaiting \((i) \equiv \exists j \in N(i):\left(p_{i}=j\right.\) and \(p_{j} \neq i\) and \(\left.\neg \operatorname{PRmarried}(j)\right)\)
PRcondemned \((i) \equiv \exists j \in N(i):\left(p_{i}=j\right.\) and \(p_{j} \neq i\) and PRmarried \(\left.(j)\right)\)
\(\operatorname{PRdead}(i) \quad \equiv\left(p_{i}=\right.\) null \()\) and \((\forall j \in N(i): \operatorname{PRmarried}(j))\)
PRfree \((i) \quad \equiv\left(p_{i}=\right.\) null \()\) and \((\exists j \in N(i): \neg \operatorname{PRmarried}(j))\)
```

Note first that each process will evaluate exactly one of these predicates to true. Moreover, also note that PRmarried(i) is the same as in Algorithm 1.

We now show that in a stable configuration each process $i$ evaluates either PRmarried(i) or PRdead(i) to true, and when this is the case, the $p$-values define a maximal matching. To do so, we first note that in any stable configuration the $m$-values reflects the current status of the process.

Lemma 1. In a stable configuration we have $m_{i}=\operatorname{PRmarried}(i)$ for each $i \in V$.

Proof. This follows directly since if $m_{i} \neq \operatorname{PRmarried}(i)$ then $i$ is eligible to execute the Update(i) rule.

We next show in the following three lemmas that no process will evaluate either PRwaiting $(i)$, PRcondemned $(i)$, or PRfree $(i)$ to true in a stable configuration.

Lemma 2. In a stable configuration PRcondemned(i) is false for each $i \in V$.
Proof. If there exists at least one process $i$ in the current configuration such that $P R$ condemned $(i)$ is true then $p_{i}$ is pointing to a process $j \in N(i)$ that is married to a process $k$ where $k \neq i$. From Lemma 1 it follows that in a stable configuration we have $m_{i}=\operatorname{PRmarried}(i)$ and $m_{j}=\operatorname{PRmarried}(j)$. Thus in a stable configuration the predicate $\left(m_{i}=\operatorname{PRmarried}(i)\right.$ and $p_{i}=j$ and $p_{j} \neq i$ and $m_{j}$ ) evaluates to true. But then process $i$ is eligible to execute the Abandonment rule contradicting that the current configuration is stable.

Lemma 3. In a stable configuration PRwaiting(i) is false for each $i \in V$.
Proof. Assume that the current configuration is stable and that there exists at least one process $i$ such that $\operatorname{PRwaiting}(i)$ is true. Then it follows that $p_{i}$ is pointing to a process $j \in N(i)$ such that $p_{j} \neq i$ and $j$ is unmarried. Note first that if $p_{j}=$ null then process $j$ is eligible to execute a Marriage move. Also, if $j<i$ then process $i$ can execute an Abandonment move.

Assume therefore that $p_{j} \neq$ null and that $j>i$. It then follows from Lemma2 that
$\neg P$ Rcondemned $(j)$ is true and since $j$ is not married we also have $\neg$ PRmarried $(j)$. Thus PRwaiting $(j)$ must be true. Repeating the same argument for $j$ as we just did for $i$ it follows that if both $i$ and $j$ are ineligible for a move then there must exist a process $k$ such that $p_{j}=k, k>j$, and $P R w a i t i n g(k)$ also evaluates to true. This sequence of processes cannot be extended indefinitely since each process must have a higher id than the preceding one. Thus there must exist some process in $V$ that is eligible for a move and the assumption that the current configuration is stable is incorrect.

Lemma 4. In a stable configuration PRfree(i) is false for each $i \in V$.
Proof. Assume that the current configuration is stable and that there exists at least one process $i$ such that PRfree( $i$ ) is true. Then it follows that $p_{i}=$ null and that there exists at least one process $j \in N(i)$ such that $j$ is not married.

Next, we look at the value of the different predicates for the process $j$. Since $j$ is not married it follows that PRmarried $(j)$ evaluates to false. Also, from lemmas 2 and 3 we have that both $\operatorname{PRwaiting}(j)$ and $P R \operatorname{condemned}(j)$ must evaluate to false. Finally, since $i$ is not married we cannot have $\operatorname{PRdead}(j)$. Thus we must have $\operatorname{PRfree}(j)$. But then the process with the smaller id of $i$ and $j$ is eligible to propose to the other, contradicting the fact that the current configuration is stable.

From lemmas 2 through 4 we immediately get the following corollary.
Corollary 1. In a stable configuration either PRmarried( $i$ ) or PRdead(i) holds for every $i \in V$.

We can now show that a stable configuration also defines a maximal matching.
Theorem 1. In any stable configuration the $m$ and $p$-values define a maximal matching.

Proof. From Corollary 1 we know that either PRmarried $(i)$ or $P R d e a d(i)$ holds for every $i \in V$ in a stable configuration. Also, from Lemma 1 it follows that $m_{i}$ is true if and only if $i$ is married. It is then straightforward to see that the $p$-values define a matching.

To see that this matching is maximal assume to the contrary that it is possible to add one more edge $(i, j)$ to the matching so that it still remains a legal matching. To be able to do so we must have $p_{i}=$ null and $p_{j}=$ null. Thus we have $\neg \operatorname{PRmarried}(i)$ and $\neg \operatorname{PRmarried}(j)$ which again implies that both PRdead $(i)$ and $P R d e a d(j)$ evaluates to true. But according to the PRdead predicate two adjacent processes cannot be dead at the same time. It follows that the current matching is maximal.

### 4.2 Convergence for the Distributed Adversarial Daemon

In the following we will show that Algorithm 1 will reach a stable configuration after at most $3 \cdot n+2 \cdot m$ steps under the distributed adversarial daemon.

First we note that as soon as two processes are married they will remain so for the rest of the execution of the algorithm.

Lemma 5. If processes $i$ and $j$ are married in a configuration $C$ ( $p_{i}=j$ and $\left.p_{j}=i\right)$ then they will remain married in any ensuing configuration $C^{\prime}$.

Proof. Assume that $p_{i}=j$ and $p_{j}=i$ in some configuration $C$. Then process $i$ cannot execute neither the Marriage nor the Seduction rule since these require that $p_{i}=$ null. Similarly, $i$ cannot execute the Abandonment rule since this requires that $p_{j} \neq i$. The exact same argument for process $j$ shows that $j$ also cannot execute any of the three rules Marriage, Seduction, and Abandonment. Thus the only rule that processes $i$ and $j$ can execute is Update but this will not change the values of $p_{i}$ or $p_{j}$.

A process discovers that it is married through executing the Update rule. Thus this is the last rule a married process will execute in the algorithm. This is reflected in the following.

Corollary 2. If a process $i$ executes an Update move and sets $m_{i}=$ true then $i$ will not move again.

Proof. From the predicate of the Update rule it follows that when process $i$ sets $m_{i}=$ true there must exist a process $j \in N(i)$ such that $p_{i}=j$ and $p_{j}=i$. Thus from Lemma 5 the only move $i$ can make is an Update move. But since the $m_{i}$ value is correct and $p_{i}$ and $p_{j}$ will not change again this will not happen.

Since a married process cannot become "unmarried" we also have the following restriction on the number of times the Update rule can be executed by any process.

Corollary 3. Any process executes at most two Update moves.

We will now bound the number of moves from the set \{Marriage, Seduction, Abandonment $\}$. Each such move is performed by a process $i$ in relation to one of its neighbors $j$. We will call any such move made by either $i$ or $j$ with respect to the other as an $i, j$-move.

Lemma 6. For any edge $(i, j) \in E$, there can at most be three steps in which an $i, j$-move is performed.

Proof. Let $(i, j) \in E$ be an edge such that $i<j$. We then consider four different cases depending on the initial values of $p_{i}$ and $p_{j}$ at the start of the algorithm. Note from Algorithm $\square$ that the only values that $p_{i}$ and $p_{j}$ can take on are $p_{i} \in\{n u l l\} \cup N(i)$ and $p_{j} \in\{n u l l\} \cup N(j)$. For each case we will show that there can at most be three steps in which $i, j$-moves occur.

Case ( $i$ ): $p_{i} \neq j$ and $p_{j} \neq i$. Since $i<j$ the first $i, j$-move cannot be process $j$ executing a Seduction move. Also, as long as $p_{i} \neq j$, process $j$ cannot execute a Marriage move. Thus process $j$ cannot execute an $i, j$-move until after process $i$ has first made an $i, j$-move. It follows that the first possible $i, j$-move is that $i$ executes a Seduction move simultaneously as $j$ makes no move. Note that at the starting configuration of this move we must have $\neg m_{j}$. If the next $i, j$-move is performed by $j$ simultaneously as $i$ performs no move then this must be a Marriage move which results in $p_{i}=j$ and $p_{j}=i$. Then by Lemma 5 there will be no more $i, j$-moves. If process $i$ makes the next $i, j$-move (independently of what process $j$ does) then this must be an Abandonment move. But this requires that the value of $m_{j}$ has changed from false to true. Then by Corollary2 process $j$ will not make any more $i, j$-moves and since $p_{j} \neq$ null and $p_{j} \neq i$ for the rest of the algorithm it follows that process $i$ cannot execute any future $i, j$-move. Thus there can at most be two steps in which $i, j$-moves are performed.

Case (ii): $p_{i}=j$ and $p_{j} \neq i$. If the first $i, j$-move only involves process $j$ then this must be a Marriage move resulting in $p_{i}=j$ and $p_{j}=i$ and from Lemma 5 neither $i$ nor $j$ will make any future $i, j$-moves. If the first $i, j$-move involves process $i$ then it must make an Abandonment move. Thus in the configuration prior to this move we must have $m_{j}=$ true. It follows that either $m_{j} \neq \operatorname{PRmarried}(j)$ or $p_{j} \neq$ null. In both cases process $j$ cannot make an $i, j$-move simultaneously as $i$ makes its move. Thus following the Abandonment move by process $i$ we are at Case (i) and there can at most be two more $i, j$-moves. Hence, there can at most be a total of three steps with $i, j$-moves.

Case (iii): $p_{i} \neq j$ and $p_{j}=i$. If the first $i, j$-move only involves process $i$ then this must be a Marriage move resulting in $p_{i}=j$ and $p_{j}=i$ and from Lemma 5 neither $i$ nor $j$ will make any future $i, j$-moves. If the first $i, j$-move involves process $j$ then this must be an Abandonment move. If process $i$ does not make a simultaneous $i, j$-move then this will result in configuration $i$ ) and there can at most be two more steps with $i, j$-moves for a total of three steps containing $i, j$-moves.

If process $i$ does make a simultaneous $i, j$-move then this must be a Marriage move. We are now at a similar configuration as Case (ii) but with $\neg m_{j}$. If the
second $i, j$-move involves process $i$ then this must be an Abandonment move implying that $m_{j}$ has changed to true. It then follows from Corollary 2 that process $j$ (and therefore also process $i$ ) will not make any future $i, j$-move leaving a total of two steps containing $i, j$-moves. If the second $i, j$-move does not involve $i$ then this must be a Marriage move performed by process $j$ and resulting in $p_{i}=j$ and $p_{j}=i$ and from Lemma 5 neither $i$ nor $j$ will make any future $i, j$-moves.

Case (iv): $p_{i}=j$ and $p_{j}=i$. In this case it follows from Lemma 5 that neither process $i$ nor process $j$ will make any future $i, j$-moves.

It should be noted in the proof of Lemma 6 that only an edge $(i, j)$ where we initially have either $p_{i}=j$ or $p_{j}=i$ (but not both) can result in three $i, j$-moves, otherwise the limit is two $i, j$-moves per edge. When we have three $(i, j)$-moves across an edge $(i, j)$ we can charge these moves to the processor that was initially pointing to the other. In this way each process will at most be incident on one edge which it is charged three moves for. From this observation we can now give the following bound on the total number of steps needed to obtain a stable solution.

Theorem 2. Algorithm 1 will stabilize after at most $3 \cdot n+2 \cdot m$ steps under the distributed adversarial daemon.

Proof. From Corollary 2 we know that there can be at most $2 n$ Update moves, each which can occur in a separate step. From Lemma 6 it follows that there can at most be three $i, j$-moves per edge. But as observed, there is at most one such edge incident on each process $i$ for which process $i$ is charged for, otherwise the limit is two $i, j$-moves. Thus the total number of $i, j$-moves is at most $n+2 \cdot m$ and the result follows.

From Theorem 2 it follows that Algorithm 1 will use $O(m)$ moves on any connected system when assuming a distributed daemon. Since the distributed daemon encompasses the sequential daemon this result also holds for the sequential daemon.

### 4.3 Convergence for the Distributed Fair Daemon

Next we consider the number of rounds used by Algorithm 1 when operated under the distributed fair daemon. Note that one round may encompass several steps, and we only require that every process eligible at the start of a round either executes at least one rule during the round or becomes ineligible to do so. This also implies that moves made in the same round may or may not be simultaneous. Since the fair distributed daemon is a subset of the adversarial distributed daemon any results that were shown in Section 4.2 also applies here. We will now show that Algorithm 1 converges after at most $2 \cdot n+1$ rounds for this daemon.

We define that a process $i \in V$ is active if either PRmarried $(i)$ or $\operatorname{PRdead}(i)$ is false. A process that is not active is inactive. From Corollary 2 it follows that
any process $i \in V$ where $P$ Rmarried $(i)$ is true will not become active again for the rest of the algorithm. This also implies that if $P R \operatorname{dead}(i)$ is true in some configuration then it will remain so for the rest of the algorithm.

Lemma 7. Let $A \subseteq V$ be a maximal connected set of active processes in some configuration of the algorithm. If $|A|>2$ then after at most four more rounds the size of $A$ has decreased by at least 2 .

Proof. We first note that the size of $A$ cannot increase during the execution of the algorithm. Assume now that no processes in $A$ gets married during the next four rounds. We will show that this leads to a contradiction.

After the first round every process $j \in N(A)$ must have $m_{i}=$ true. This follows since any process $j \in N(A)$ must have $P R d e a d(j)=$ false (by definition) and will therefore have PRmarried $(j)=$ true. Thus if $m_{j}$ is initially false for a process $j \in N(A)$ then after the first round $m_{j}$ will be set to true. Similarly, if a node $i \in A$ has $m_{i}=$ true then $m_{i}$ will be set to false after the first round. According to the assumption that no processes in $A$ gets married, the $m$-values will not change during the next three rounds.

Next, consider any $i \in A$ that either initially or after the first round satisfies $p_{i}=j$ such that either $j \in N(A)$ or $j<i$ (or both). It follows that if $j \in N(A)$ then $m_{j}=$ true after the first round, and if $j<i$ then $i$ will be eligible for an Abandonment move before $j$ can execute a Marriage move (otherwise they get married). Thus in either case, process $i$ is eligible for an Abandonment move no later than after the first round. Also note that the situation where $p_{i}=j$ and $j<i$ cannot occur again after the first round. This is because prior to this configuration we must have $p_{j}=i$ and $m_{i}=$ true, which is not possible if $i \in A$.

Thus after the second round a process $i \in A$ cannot execute an Abandonment move since this requires that either $m_{p_{i}}=$ true or that $i>p_{i}$. Since no process can execute an Abandonment move it also follows that no process can execute a Marriage move since this would lead to two processes getting married. Thus at this stage a process can only execute a Seduction move and a process that is not eligible for a Seduction move at this point will not become eligible for a Seduction move after the third round since no $m$-value is changed and no $p$-value is set to null during the third round.

Hence, at the start of the third round we have that for every $i \in A$ either (i) $p_{i}=$ null or (ii) $p_{i}=j$ where $j \in N(j) \cap A$. If Case (i) is true for every process in $A$, then since $|A| \geq 2$ then at least the process with the lowest id in $A$ is eligible for a Seduction move. Therefore no later than after the third round there exists at least one process $i_{1} \in A$ where $p_{i_{1}}=i_{2}$ such that $i_{2} \in N(j) \cap A$. Further, let $\left\{i_{1}, i_{2}, \ldots, i_{k}\right\}$ be a path of maximal length such that $i_{x+1} \in N\left(i_{x}\right) \cap A$ and $p_{i_{x}}=i_{x+1}, 1 \leq x<k$. Note that while the Seduction moves made by the processes during the third round may be performed in different steps, no process will become eligible for an Update or Abandonment move, since they must be preceded by a Marriage and Update move, respectively. It follows that each $i_{x} \in A$ and also that $i_{x}<i_{x+1}$. Since the length of the path is finite we have $p_{i_{k}}=$ null.

The process $i_{k}$ is now eligible for a Marriage move and therefore cannot be eligible for any other move. As noted, process $p_{i_{k-1}}$ cannot be eligible for an Abandonment move at this point since $i_{k-1}<i_{k}$ and $m_{k}=$ false. Thus following the fourth round processes $i_{k-1}$ and $i_{k}$ will become married, contradicting our assumption and the result follows.

Note that if $A$ in Lemma 7 only contains one node $i$ then either $P R w a i t i n g(i)$ or $P$ Rcondemned $(i)$ must be true initially. In either case, after at most two moves $i$ will have updated $m_{i}$ and executed an Abandonment move such that $P R d e a d(i)$ is true.

Obviously $|A| \leq|V|$, and from Lemma 5 we know that once married, a process will remain married for the rest of the algorithm. From this we get that at most $2 \cdot n$ rounds are needed to find the matching. However, after the matching has been found every married process may execute an Update move, and every unmarried process may execute an Abandonment move. Both of these can be done in the same round. Note that it is not necessary for a process $i$ that is unmarried when the algorithm terminates to execute a final Update move as $m_{i}=$ false after the first round and remains false throughout the algorithm. From this we get the following theorem.

Theorem 3. Algorithm 1 will stabilize after at most $2 \cdot n+1$ rounds when using a fair distributed daemon.

## 5 Conclusion

We have presented a new self-stabilizing algorithm for the maximal matching problem that improves the time step complexity of the previous best algorithm for the distributed adversarial daemon, while at the same time as meeting the bounds of the previous best algorithms for the sequential and the distributed fair daemon.

It is well known that a maximal matching is a $\frac{1}{2}$-approximation to the maximum matching, where the maximum matching is a matching such that no other matching with strictly greater size exists in the network. In [6], Goddard et al. provide a $\frac{2}{3}$-approximation for a particular class of networks (trees and rings of size not divisible by 3). Also, in particular networks such as Trees in [111] or bipartite graphs in [2], self-stabilizing algorithms have been proposed for maximum matching. However, no self-stabilizing solution with a better approximation ratio than $\frac{1}{2}$ currently exists for general graphs. Thus it would be of interest to know if it is possible to create a self-stabilizing algorithm for general graphs that achieves a better approximation ratio than $\frac{1}{2}$, or even an optimal solution.
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#### Abstract

Recently, quite a few papers studied methods for representing network properties by assigning informative labels to the vertices of a network. Consulting the labels given to any two vertices $u$ and $v$ for some function $f$ (e.g. "distance $(u, v)$ ") one can compute the function (e.g. the graph distance between $u$ and $v$ ). Some very involved lower bounds for the sizes of the labels were proven.

In this paper, we demonstrate that such lower bounds are very sensitive to the number of vertices consulted. That is, we show several almost trivial constructions of such labeling schemes that beat the lower bounds by large margins. The catch is that one needs to consult the labels of three vertices instead of two. We term our generalized model labeling schemes with queries.

Additional contributions are several extensions. In particular, we show that it is easy to extend our schemes for tree to work also in the dynamic scenario. We also demonstrate that the study of the queries model can help in designing a scheme for the traditional model too. Finally, we demonstrate extensions to the non-distributed environment. In particular, we show that one can preprocess a general weighted graph using almost linear space so that flow queries can be answered in almost constant time.


Keywords: Labeling schemes, routing schemes, distance queries.

## 1 Introduction

Background: Network representations play a major role in many domains of computer science, ranging from data structures, graph algorithms, and combinatorial optimization to databases, distributed computing, and communication networks. In most traditional network representations, the names or identifiers given to the vertices betray no useful information, and they serve only as pointers to entries in the data structure, which forms a global representation of the network. Recently, quite a few papers studied methods for representing network properties by assigning informative labels to the vertices of the network (see e.g., 40|9|29|36|45]).

Let $f$ be a function on pairs of vertices (e.g., distance). Informally, the goal of an $f$-labeling scheme is to label the vertices of a graph $G$ in such a way that for

[^10]every two vertices $u, v \in G$, the value $f(u, v)$ (e.g., the distance between $u$ and $v$ ) can be inferred by merely inspecting the labels of $u$ and $v$. Of course, this can be done trivially using labels that are large enough (e.g., every label includes the description of the whole graph). Therefore, the main focus of the research concerning labeling schemes is to minimize the amount of information (the sizes of the labels) required. Informally, an $f$-labeling scheme can be viewed as a way of distributing the graph structure information concerning $f$ to the vertices of the graph, using small chunks of information per vertex.

Rather involved proofs were introduced to lower bound the sizes of such labeling schemes. The main contribution of this paper is the demonstration that these lower bounds are very sensitive to the model used. Intuitively, if the labels of three vertices can be consulted (rather than two, such as $u$ and $v$ above), it is very easy to reduce the sizes significantly, much below the previous lower bounds. Moreover, our query labeling schemes can be obtained using very simple methods, sometimes trivial.

Elaborating somewhat more (formal definitions appear in Section (2), this paper introduces the notion of $f$-labeling schemes with queries which generalizes the notion of $f$-labeling schemes. The idea is to distribute the global information (relevant to $f$ ) to the vertices, in such a way that $f(u, v)$ can be inferred by inspecting not only the labels of $u$ and $v$ but possibly the labels of additional vertices. We note that all the constructions given in this paper calculate $f(u, v)$ by inspecting the labels of three vertices ( $u$ and $v$ above, and some $w$ ). That is, given the labels of $u$ and $v$, we first find a vertex $w$ and then consult its label to derive $f(u, v)$. However, in the concluding section we discuss generalizations to inspecting additional labels.

We also show several additional extensions. One extension is meant to demonstrate an advantage of the simplicity of the design of labeling schemes with queries. It helped us to simplify the design of a labeling scheme for the traditional model (with no queries). We did that in two steps: first we designed the simple scheme with queries, and then "simulated" this scheme in the old model (with no queries). (The "simulation" had some associated cost, which made the resulting scheme work for an approximation function $f$, rather than for the exact function we would have liked).

A second extension of the result is to dynamic scenarios. We note that most previous research concerning distributed network representations considered the static scenario, in which the topology of the underlying network is fixed. This is probably due to the fact that designing for the dynamic scenario is more complex. Some recent papers did tackle task of labeling dynamic networks in a distributed fashion. Such labeling methods should, of course, be dynamic too. Indeed, the designs in these recent paper tend to be harder and more complex. We show that the effect of introducing a query to the dynamic case is similar to the effect on the static case. That is- the sizes can be reduced considerably, and the construction of the schemes is rather easy (though somewhat more complex than in the static case). To do that, we modify the model translation methods of [35] and [38], and then use them to extend our static labeling schemes with
queries on trees to the dynamic scenario. We then show that the sizes of the resulted schemes are smaller than those of the schemes for the older model. The reduction in the label size is similar to the reduction in the static case.

In a final extension, we show that our methods are also useful in the nondistributed environment.

Related work: In this subsection we mostly survey results concerning labeling schemes (with no queries). However, let us first mention an area of research (namely, overlay and Peer to Peer networks) that may serve as a practical motivation for our work, and for some other studies concerning labeling schemes. We stress, though, that the main motivation for this paper is theoretical.

When the third vertex $w$ (mentioned above) is near by to $u$, it may be quite cheap for $u$ to access the main memory at $w$, sometimes even cheaper than consulting the disk at $u$ itself. See, for example 41|34. Indeed, some of our schemes below are based on such a "near by" $w$. Even when $w$ is remote, accessing it may be cheap in some overlay networks. The main overhead there is finding $w$ (which can be done in our constructions by $u$ using $v$ 's label) and creating the connection to it. Such models are presented explicitly, e.g. in 31|15|2|48, where such remote accesses are used to construct and to use overlay data structures. Famous overlay data structures that can fit such models appear for example in [49 55542 23|43]. In some of these overlay networks, a vertex $w$ is addressed by its contents. This may motivate common labeling schemes that assume content addressability.

Implicit labeling schemes were first introduced in [12]40. Labeling schemes supporting the adjacency and ancestry functions on trees were investigated in 4098.

Distance labeling schemes were studied in 44|29|52|17|4|39]. In particular, 44] showed that the family of $n$ vertex weighted trees with integer edge capacity of at most $W$ enjoys a scheme using $O\left(\log ^{2} n+\log n \log W\right)$-bit labels. This bound was proven in [29] to be asymptotically optimal.

Labeling schemes for routing on trees were investigated in a number of papers until finally optimized in [21|22|54]. For the designer port model, in which the designer of the scheme can freely enumerate the port numbers of the nodes, [21] shows how to construct a routing scheme using labels of $O(\log n)$ bits on $n$-node trees. In the adversary port model, in which the port numbers are fixed by an adversary, they show how to construct a routing scheme using labels of $O\left(\log ^{2} n / \log \log n\right)$ bits on $n$-node trees. In [22] they show that both label sizes are asymptotically optimal. Independently, a routing scheme for trees using $(1+o(1)) \log n$-bit labels was introduced in 54 for the designer port model.

Two variants of labeling schemes supporting the nearest common ancestor (NCA) function in trees appear in the literature. In an id-NCA labeling schemes, the vertices of the input graph are assumed to have disjoint identifiers (using $O(\log n)$ bits) given by an adversary. The goal of an id-NCA labeling scheme is to label the vertices such that given the labels of any two vertices $u$ and $v$, one can find the identifier of the NCA of $u$ and $v$. Static labeling schemes on trees
supporting the separation level and id-NCA functions were given in 45 using $\Theta\left(\log ^{2} n\right)$-bit labels. The second variant considered is the label-NCA labeling scheme, whose goal is to label the vertices such that given the labels of any two vertices $u$ and $v$, one can find the label (and not the pre-given identifier) of the NCA of $u$ and $v$. In 5] they present a label-NCA labeling scheme on trees enjoying $\Theta(\log n)$-bit labels.

In [36] they give a labeling scheme supporting the flow function on $n$-node general graphs using $\Theta\left(\log ^{2} n+\log n \log W\right)$-bit labels, where $W$ is the maximum capacity of an edge. They also show a labeling scheme supporting the $k$-vertexconnectivity function on general graphs using $O\left(2^{k} \log n\right)$-bit labels. See [27] for a survey on (static) labeling schemes.

Most of the research concerning labeling schemes in the dynamic settings considered the following two dynamic models on tree topologies. In the leafdynamic tree model, the topological event that may occur is that a leaf is either added to or removed from the tree. In the leaf-increasing tree model, the only topological event that may occur is that a leaf joins the tree.

The study of dynamic distributed labeling schemes was initiated in 38137]. In [38, a dynamic labeling scheme is presented for distances in the leaf-dynamic tree model with $O\left(\log ^{2} n\right)$ label size and $O\left(\log ^{2} n\right)$ amortized message complexity, where $n$ is the current tree size. $\beta$-approximate distance labeling schemes (in which, given two labels, one can infer a $\beta$-approximation to the distance between the corresponding nodes) are presented 37. Their schemes apply for dynamic models in which the tree topology is fixed but the edge weights may change.

Two general translation methods for extending static labeling schemes on trees to the dynamic setting are considered in the literature. Both approaches fit a number of natural functions on trees, such as ancestry, routing, label-NCA, id-NCA etc. Given a static labeling scheme on trees, in the leaf-increasing tree model, the resulting dynamic scheme in 38 incurs overheads (over the static scheme) of $O(\log n)$ in both the label size and the communication complexity. Moreover, if an upper bound $n_{f}$ on the final number of vertices in the tree is known in advance, the resulting dynamic scheme in 38 incurs overheads (over the static scheme) of $O\left(\log ^{2} n_{f} / \log \log n_{f}\right)$ in the label size and only $O(\log n / \log \log n)$ in the communication complexity. In the leaf-dynamic tree model there is an extra additive factor of $O\left(\log ^{2} n\right)$ to the amortized message complexity of the resulted schemes.

In [35], it is shown how to construct for many functions $k(x)$, a dynamic labeling scheme in the leaf-increasing tree model extending a given static scheme, such that the resulting scheme incurs overheads (over the static scheme) of $O\left(\log _{k(n)} n\right)$ in the label size and $O\left(k(n) \log _{k(n)} n\right)$ in the communication complexity. As in 38, in the leaf-dynamic tree model there is an extra additive factor of $O\left(\log ^{2} n\right)$ to the amortized message complexity of the resulted schemes. In particular, by setting $k(n)=n^{\epsilon}$, dynamic labeling schemes are obtained with the same asymptotic label size as the corresponding static schemes and sublinear amortized message, namely, $O\left(n^{\epsilon}\right)$.

### 1.1 Our Contribution

We introduce the notion of $f$-labeling schemes with queries that is a natural generalization of the notion of $f$-labeling schemes. Using this notion we demonstrate that by increasing slightly the number of vertices whose labels are inspected, the size of the labels decreases considerably. Specifically, we inspect the labels of 3 vertices instead of 2 , that is, we use a single query. In particular, we show that there exist simple labeling schemes with one query supporting the distance function on $n$-node trees as well as the flow function on $n$-node general graphs with label size $O(\log n+\log W)$, where $W$ is the maximum (integral) capacity of an edge. (We note that the lower bound for labeling schemes without queries for each of these problems is $\Omega\left(\log ^{2} n+\log n \log W\right)$ 2936].) We also show that there exists a labeling scheme with one query supporting the id-NCA function on $n$-node trees with label size $O(\log n)$. (The lower bound for schemes without queries is $\Omega\left(\log ^{2} n\right)$ [45].) In addition, we show a routing labeling scheme with one query in the fixed-port model using $O(\log n)$-bit labels. (The lower bound (see [22]) for the case of no queries is $\Omega\left(\frac{\log ^{2} n}{\log \log n}\right)$.) We note that all the schemes we introduce have asymptotically optimal label size for schemes with one query. (The matching lower bound proofs are straightforward in most of the cases.) Moreover, most of the results are obtained by simple constructions, which strengthens the motivation for this model.

We then show several extensions that are somewhat more involved. In particular, we show that our labeling schemes with queries on trees can be extended to the dynamic scenario using model translation methods based on those of [38/35]. In order to save in the message complexity, we needed to make some adaptations to those methods, as well as to one of the static routing schemes of 21]. Second, we show that the study of the queries model can help with the traditional model too. That is, using ideas from our routing labeling scheme with one query, we show how to construct a 3-approximation routing scheme without queries for unweighted trees in the fixed-port model with $\Theta(\log n)$-bit labels.

Finally, we turn to a non-distributed environment and demonstrate similar constructions. That is, first, we show a simple method to transform previous results on NCA queries on static and dynamic trees in order to support also distance queries. Then, we show that one can preprocess a general weighted graph using almost linear space so that flow queries can be answered in almost constant time.

## 2 Preliminaries

Let $T$ be a tree and let $v$ be a vertex in $T$. Let $\operatorname{deg}(v)$ denote the degree of $v$. For a non-root vertex $v \in T$, let $p(v)$ denote the parent of $v$ in $T$. In the case where the tree $T$ is weighted (respectively, unweighted), the depth of a vertex is defined as its weighted (resp., unweighted) distance to the root. The nearest common ancestor of $u$ and $w, N C A(u, w)$, is the common ancestor of both $u$ and $w$ of maximum depth. Let $\mathcal{T}(n)$ denote the family of all $n$-node unweighted trees. Let
$\mathcal{T}(n, W)$ (respectively, $\mathcal{G}(n, W))$ denote the family of all $n$-node weighted trees (resp., connected graphs) with (integral) edge weights bounded above by $W$.

Incoming and outgoing links from every node are identified by so called portnumbers. When considering routing schemes, we distinguish between the following two variants of port models. In the designer port model the designer of the scheme can freely assign the port numbers of each vertex (as long as these port numbers are unique), and in the fixed-port model the port numbers at each vertex are assigned by an adversary. We assume that each port number is encoded using $O(\log n)$ bits.

We consider the following functions which are applied on pairs of vertices $u$ and $v$ in a graph $G=\langle V, E\rangle$. (1) flow (maximum legal flow between $u$ and $v$ ), (2) distance (either weighted, or unweighted), (3) routing (the port in $u$ to the next vertex towards $v$ ). If the graph is a tree $T$ then we consider also the following functions: (4) separation level (depth of $N C A(u, v)$ ), (5) id-NCA, (6) label-NCA. In (5) above, it is assumed that identities containing $O(\log n)$ bits are assigned to the vertices by an adversary, and $i d-N C A(u, v)$ is the identity of $N C A(u, v)$. In (6) above, it is assumed that each vertex can freely select its own identity (as long as all identities remain unique). In this case, the identities may also be referred to as labels.
Labeling schemes and c-query labeling schemes: Let $f$ be a function defined on pairs of vertices. An $f$-labeling scheme $\pi=\langle\mathcal{M}, \mathcal{D}\rangle$ for a family of graphs $\mathcal{F}$ is composed of the following components:

1. A marker algorithm $\mathcal{M}$ that given a graph $G \in \mathcal{F}$, assigns a label $\mathcal{M}(v)$ to each vertex $v \in G$.
2. A (polynomial time) decoder algorithm $\mathcal{D}$ that given the labels $\mathcal{M}(u)$ and $\mathcal{M}(v)$ of two vertices $u$ and $v$ in some graph $G \in \mathcal{F}$, outputs $f(u, v)$.

The most common measure used to evaluate a labeling scheme $\pi=\langle\mathcal{M}, \mathcal{D}\rangle$, is the label size, i.e., the maximum number of bits used in a label $\mathcal{M}(v)$ over all vertices $v$ in all graphs $G \in \mathcal{F}$.

Let $c$ be some constant integer. Informally, in contrast to an $f$-labeling scheme, in a $c$-query $f$-labeling scheme, given the labels of two vertices $u$ and $v$, the decoder may also consult the labels of $c$ other vertices. More formally, a $c$-query $f$-labeling scheme $\varphi=\langle\mathcal{M}, Q, \mathcal{D}\rangle$ is composed of the following components:

1. A marker algorithm $\mathcal{M}$ that given a graph $G \in \mathcal{F}$, assigns a label $\mathcal{M}(v)$ to each vertex $v \in G$. This label is composed of two sublabels, namely, $\mathcal{M}^{\text {index }}(v)$ and $\mathcal{M}^{\text {data }}(v)$, where it is required that the index sublabels are unique, i.e., for every two vertices $v$ and $u, \mathcal{M}^{\text {index }}(v) \neq \mathcal{M}^{\text {index }}(u)$. (In other words, the index sublabels can serve as identities.)
2. A (polynomial time) query algorithm $Q$ that given the labels $\mathcal{M}(u)$ and $\mathcal{M}(v)$ of two vertices $u$ and $v$ in some graph $G \in \mathcal{F}$, outputs $Q(\mathcal{M}(u), \mathcal{M}(v))$ which is a set containing the indices (i.e., the first sublabels) of $c$ vertices in $G$.
3. A (polynomial time) decoder algorithm $\mathcal{D}$ that given the labels $\mathcal{M}(u)$ and $\mathcal{M}(v)$ of two vertices $u$ and $v$ and the labels of the vertices in $Q(\mathcal{M}(u), \mathcal{M}(v))$, outputs $f(u, v)$.

As in the case of $f$-labeling schemes, we evaluate a $c$-query $f$-labeling scheme $\varphi=\langle\mathcal{M}, Q, \mathcal{D}\rangle$ by its label size, i.e, the maximum number of bits used in a label $\mathcal{M}(v)$ over all vertices $v$ in all graphs $G \in \mathcal{F}$. We note that all the schemes in this paper use $c=1$. Let us comment also that clearly, since the index sublabels must be disjoint, any $c$-query $f$-labeling scheme on any family of $n$-node graphs must have label size $\Omega(\log n)$. See Section 7 for alternative definition for query labeling schemes.

### 2.1 Routing Schemes and $\boldsymbol{\beta}$-Approximation Routing Schemes

A routing scheme is composed of a marker algorithm $\mathcal{M}$ for assigning each vertex $v$ of a graph $G$ with a label $\mathcal{M}(v)$, coupled with a router algorithm $\mathcal{R}$ whose inputs are the header of a message, $\mathcal{M}(v)$ and the label $\mathcal{M}(y)$ of a destination vertex $y$. If a vertex $x$ wishes to send a message to vertex $y$, it first prepares and attaches a header to the message. Then the router algorithm $x$ outputs a port of $x$ on which the message is delivered to the next vertex. This is repeated in every vertex until the message reaches the destination vertex $y$. Each intermediate vertex $u$ on the route may replace the header of the message with a new header and may perform a local computation. The requirement is that the weighted length of resulting path connecting $x$ and $y$ is the same as the distance between $x$ and $y$ in $G$. For a constant $\beta$, a $\beta$-approximation routing scheme is the same as a routing scheme except that the requirement is that the length of resulting route connecting $x$ and $y$ is a $\beta$-approximation for the distance between $x$ and $y$ in $G$.

In addition to the label size, we also measure a routing scheme (and a $\beta$ approximation routing scheme) by the header size, i.e., the maximum number of bits used in a header of a message.

## 3 Labeling Schemes with One Query

In this section we demonstrate that the query model allows for significantly shorter labels. In particular, we describe simple 1-query labeling schemes with labels that beat the lower bounds in the following well studied cases: for the family of $n$-node trees, schemes supporting the routing (in the fixed-port model), distance, separation level, and the id-NCA functions; for the family of $n$-node general graphs, a scheme supporting the flow function. We note that all the schemes we present use asymptotically optimal labels.

Most of the 1-query labeling schemes obtained in this section use the label-NCA labeling scheme $\pi_{N C A}=\left\langle\mathcal{M}_{N C A}, \mathcal{D}_{N C A}\right\rangle$ described in [5]. Given an $n$-node, the marker algorithm $\mathcal{M}_{N C A}$ assigns each vertex $v$ a distinct label $\mathcal{M}_{N C A}(v)$ using $O(\log n)$ bits. Given the labels $\mathcal{M}_{N C A}(v)$ and $\mathcal{M}_{N C A}(u)$ of two vertices $v$ and $u$ in the tree, the decoder $\mathcal{D}_{N C A}$ outputs the label $\mathcal{M}_{N C A}(w)$.

### 3.1 Id-NCA Function in Trees

We first describe a 1-query scheme $\varphi_{i d-N C A}=\left\langle\mathcal{M}_{i d-N C A}, Q_{i d-N C A}, \mathcal{D}_{i d-N C A}\right\rangle$ that demonstrates how easy it is to support the id-NCA function on $\mathcal{T}(n)$ using one query and $O(\log n)$-bit labels. (Recall that the lower bound on schemes without queries is $\Omega\left(\log ^{2} n\right) 45$.)

Informally, the idea behind $\varphi_{i d-N C A}$ is to have the labels of $u$ and $v$ (their first sublabels) be the labels given by the label-NCA labeling scheme $\pi_{N C A}(v)$. Hence, they are enough for the query algorithm to find the $\pi_{N C A}$ label of their nearest common ancestor $w$. Then, the decoder algorithm finds w's identity simply in the second sublabel of $w$.

Let us now describe the 1-query labeling scheme $\varphi_{i d-N C A}$ more formally. Given a tree $T$, recall that it is assumed that each vertex $v$ is assigned a unique identity $i d(v)$ by an adversary and that each such identity is composed of $O(\log n)$ bits. The marker algorithm $\mathcal{M}_{i d-N C A}$ labels each vertex $v$ with the label $\mathcal{M}_{i d-N C A}(v)=\left\langle\mathcal{M}_{i d-N C A}^{\text {index }}(v), \mathcal{M}_{i d-N C A}^{\text {data }}(v)\right\rangle=\left\langle\mathcal{M}_{N C A}(v), i d(v)\right\rangle$. Given the labels $\mathcal{M}_{i d-N C A}(v)$ and $\mathcal{M}_{i d-N C A}(u)$ of two vertices $v$ and $u$ in the tree, the query algorithm $Q_{i d-N C A}$ uses the decoder $\mathcal{D}_{N C A}$ applied on the corresponding first sublabels to output the sublabel $\mathcal{M}_{i d-N C A}^{\text {index }}(w)=\mathcal{M}_{N C A}(w)$, where $w$ is the NCA of $v$ and $u$. Given the labels $\mathcal{M}_{i d-N C A}(v), \mathcal{M}_{i d-N C A}(u)$ and $\mathcal{M}_{i d-N C A}(w)$ where $w$ is the NCA of $v$ and $u$, the decoder $\mathcal{D}_{i d-N C A}$ simply outputs the second sublabel of $w$, i.e., $\mathcal{M}_{i d-N C A}^{d a t a}(w)=i d(w)$. The fact that $\varphi_{i d-N C A}$ is a correct 1-query labeling scheme for the id-NCA function on $\mathcal{T}(n)$ follows from the correctness of the label-NCA labeling scheme $\pi_{N C A}$. Since the label size of $\pi_{N C A}(v)$ is $O(\log n)$ and since the identity of each vertex $v$ is encoded using $O(\log n)$ bits, we obtain that the label size of $\varphi_{i d-N C A}$ is $O(\log n)$. As mentioned before, since the index sublabels must be disjoint, any query labeling scheme on $\mathcal{T}(n)$ must have label size $\Omega(\log n)$. The following lemma follows.

Lemma 1. The label size of a 1-query id-NCA labeling scheme on $\mathcal{T}(n)$ is $\Theta(\log n)$.

### 3.2 Distance and Separation Level in Trees

The above method can be applied for other functions. For example, let us now describe 1-query labeling schemes $\varphi_{\text {sep-level }}$ and $\varphi_{\text {dist }}$ supporting the distance and separation level functions respectively on $\mathcal{T}(n, W)$. Both our scheme have label size $\Theta(\log n+\log W)$. Recall that any labeling scheme (without queries) supporting either the distance function or the separation level function on $\mathcal{T}(n, W)$ must have size $\Omega\left(\log ^{2} n+\log n \log W\right)$, 2945]. The proof of the following lower bound claim is deferred to the full paper.

Claim. Let $c$ be a constant. Any $c$-query labeling scheme supporting either the separation level function or the distance function on $\mathcal{T}(n, W)$ must have label size $\Omega(\log W+\log n)$.

The construction of our 1-query labeling schemes supporting the separation level and distance functions uses a similar method to the one described in Subsection
3.1 Both schemes are based on keeping the depth of a vertex in its data sublabel (instead of its identity). The correctness of the 1-query labeling scheme supporting the distance function is based on the following equation.

$$
\begin{equation*}
d(v, u)=\operatorname{depth}(v)+\operatorname{depth}(u)-2 \cdot \operatorname{depth}(N C A(v, u)) \tag{1}
\end{equation*}
$$

The description of these schemes as well as the proof of the following lemma is deferred to the full paper.

Lemma 2. The label size of a 1-query labeling scheme supporting either the separation-level or the distance function on $\mathcal{T}(n, W)$ is $\Theta(\log n+\log W)$.

### 3.3 Routing in Trees Using One Query

As mentioned before, any 1-query routing labeling scheme on $\mathcal{T}(n)$ must have label size $\Omega(\log n)$. In this subsection, we establish a 1-query routing labeling scheme $\varphi_{\text {fix }}$ in the fixed-port model using $O(\log n)$-bit labels.

In [21], they give a routing scheme $\pi_{\text {des }}=\left\langle\mathcal{M}_{\text {des }}, \mathcal{D}_{\text {des }}\right\rangle$ for the designer port model in $\mathcal{T}(n)$. Given a tree $T \in \mathcal{T}(n)$, for every vertex $v \in T$, and every neighbor $u$ of $v$, let $\operatorname{port}_{\text {des }}(v, u)$ denote the port number (assigned by the designer of the routing scheme $\pi_{\text {des }}$ ) leading from $v$ to $u$. In particular, the port number leading from each non-root vertex $v$ to its parent $p(v)$ is assigned the number 1, i.e., $\operatorname{port}_{\text {des }}(v, p(v))=1$. Given the labels $\mathcal{M}_{\text {des }}(v)$ and $\mathcal{M}_{\text {des }}(w)$ of two vertices $v$ and $w$ in $T$, the decoder $\mathcal{D}_{\text {des }}$ outputs the port number $\operatorname{port}_{\text {des }}(v, u)$ at $v$ leading from $v$ to the next vertex $u$ on the shortest path connecting $v$ and $w$.

Let $T$ be an $n$-node tree. We refer to a port number assigned by the designer of the routing scheme $\pi_{\text {des }}$ as a designer port number and to a port number assigned by the adversary as an fixed-port number. Let port be some port of a vertex in the fixed-port model. Besides having a fixed-port number assigned by the adversary, we may also consider port as having a designer port number, the number that would have been assigned to it had we been in the designer port model. For a port leading from vertex $v$ to vertex $u$, let $\operatorname{port}_{f i x}(v, u)$ denote its fixed-port number and let $\operatorname{port}_{\text {des }}(v, u)$ denote its designer port number.

We now describe our 1-query routing scheme $\varphi_{f i x}=\left\langle\mathcal{M}_{f i x}, Q_{f i x}, \mathcal{D}_{f i x}\right\rangle$ which operates in the fixed-port model. Given a a tree $T \in \mathcal{T}(n)$ and a vertex $v \in T$, the index sublabel of $v$ is composed of two fields, namely, $\mathcal{M}^{\text {index }}(v)=$ $\left\langle\mathcal{M}_{1}^{\text {index }}(v), \mathcal{M}_{2}^{\text {index }}(v)\right\rangle$ and the data sublabel of $v$ is composed of three fields, namely, $\mathcal{M}^{\text {data }}(v)=\left\langle\mathcal{M}_{1}^{\text {data }}(v), \mathcal{M}_{2}^{\text {data }}(v), \mathcal{M}_{3}^{\text {data }}(v)\right\rangle$. If $v$ is not the root then the index and data sublabels of $v$ are $\mathcal{M}^{\text {index }}(v)=\left\langle\mathcal{M}_{\text {des }}(p(v))\right.$, $\left.\operatorname{port}_{\text {des }}(p(v), v)\right\rangle$ and $\mathcal{M}^{\text {data }}(v)=\left\langle\mathcal{M}_{\text {des }}(v)\right.$, $\operatorname{port}_{f i x}(p(v), v)$, $\left.\operatorname{port}_{f i x}(v, p(v))\right\rangle$. Note that we use the designer port number as a part of the label in the fixed-port model. Moreover, the designer port number at the parent is used to label the child in the fixed-port model. Also note that the index sublabel is unique, since $\mathcal{M}_{\text {des }}(x)$ must be unique for $\pi_{d e s}$ to be a correct routing scheme.

The index sublabel of the root $r$ of $T$ is $\langle 0,0\rangle$ and the data sublabel of $r$ is $\mathcal{M}^{\text {data }}(r)=\left\langle\mathcal{M}_{\text {des }}(r), 0,0\right\rangle$. Note that since the labels given by the marker algorithm $\mathcal{M}_{\text {des }}$ are unique, the index sublabels of the vertices are unique.

Given the labels $\mathcal{M}(v)$ and $\mathcal{M}(w)$ of two vertices $v$ and $w$, the decoder $\mathcal{D}$ first checks whether $\mathcal{D}_{\text {des }}\left(\mathcal{M}_{1}^{\text {data }}(v), \mathcal{M}_{1}^{\text {data }}(w)\right)=1$, i.e., whether the next vertex on the shortest path leading from $v$ to $w$ is $v$ 's parent. In this case, the query algorithm is ignored and the decoder $\mathcal{D}_{\text {fix }}$ simply outputs $\mathcal{M}_{3}^{\text {data }}(v)$ which is the (fixed) port number at $v$ leading to its parent. Otherwise, the query algorithm $Q_{\text {fix }}$ outputs $\left\langle\mathcal{M}_{1}^{\text {data }}(v), \mathcal{D}_{\text {des }}\left(\mathcal{M}_{1}^{\text {data }}(v), \mathcal{M}_{1}^{\text {data }}(w)\right)\right\rangle=\left\langle\mathcal{M}_{1}^{\text {data }}(v), \mathcal{D}_{\text {des }}\right.$ $\left.\left(\mathcal{M}_{\text {des }}(v), \mathcal{M}_{\text {des }}(w)\right)\right\rangle$ which is precisely the index sublabel of $u$, the next vertex on the shortest path leading from $v$ to $w$ (and a child of $v$ ), i.e., $\left\langle\mathcal{M}_{1}^{\text {data }}(v)\right.$, $\left.\operatorname{port}_{\text {des }}(v, u)\right\rangle$. Therefore, given labels $\mathcal{M}_{\text {fix }}(v), \mathcal{M}_{f i x}(w)$ and label $\mathcal{M}_{\text {fix }}(u)$, the decoder $\mathcal{D}_{\text {fix }}$ outputs $\mathcal{M}_{2}^{\text {data }}(u)$ which is the desired port number port ${ }_{f i x}(v, u)$. Since the label size of $\pi_{d e s}$ is $O(\log n)$ and since each port number is encoded using $O(\log n)$ bits, we obtain the following lemma.

Lemma 3. In the fixed-port model, the label size of a 1-query routing scheme on $\mathcal{T}(n)$ is $\Theta(\log n)$.

### 3.4 Flow in General Graphs

We now consider the family $\mathcal{G}(n, W)$ of connected $n$-node weighted graphs with maximum edge capacities $W$, and present a 1-query flow labeling scheme $\varphi_{\text {flow }}$ for this family using $O(\log n+\log W)$-bit labels. Recall that any labeling scheme (without queries) supporting the flow function on $\mathcal{G}(n, W)$ must have size $\Omega\left(\log ^{2}\right.$ $n+\log n \log W)$ [36. The proof of the following lemma is deferred to the full paper.

Lemma 4. The label size of a 1-query flow labeling scheme on $\mathcal{G}(n, W)$ is $\Theta(\log n+$ $\log W)$.

## 4 A 3-Approximation Routing Scheme in the Fixed-Port Model

We construct a 3 -approximation routing scheme (without queries) on $\mathcal{T}(n)$ by applying the method described in Subsection 3.3 to the traditional model. Our 3approximation routing labeling scheme $\pi_{\text {approx }}$ operates in the fixed-port model and has label size and header size $O(\log n)$. Recall that any (precise) routing scheme on $\mathcal{T}(n)$ must have label size $\Omega\left(\log ^{2} n / \log \log n\right)$ [22]. We note that our ideas for translating routing schemes from the designer port model to the fixedport model implicitly appear in [1], however, a 3-approximation routing scheme (without queries) on $\mathcal{T}(n)$ is not explicitly constructed there. The description of the 3 -approximation routing labeling scheme $\pi_{\text {approx }}$ as well as the proof of the following lemma is deferred to the full parer.

Lemma 5. $\pi_{\text {approx }}$ is a correct 3-approximation routing scheme on $\mathcal{T}(n)$ operating in the fixed port model. Moreover, its label size and header size are $\Theta(\log n)$.

## 5 Adapting the 1-Query Schemes on Trees to the Dynamic Setting

In this section we show how to translate our 1-query labeling schemes on trees to the dynamic settings, i.e, to the leaf-increasing and leaf-dynamic tree models, [35|38] (see also "Related work" in Section 1). In a dynamic scheme, the marker protocol updates the labels after every topological change. We show that the reduction in the label sizes obtained by introducing a single query in the dynamic scenario is similar to the reduction in the static case.

To describe the adaptation fully, we need to give many details about the methods of $38 / 35 / 21$. Unfortunately, this is not possible in this extended abstract.

The initial idea is to apply the methods introduced in 38|35 to convert labeling schemes for static networks to work on dynamic networks too. Unfortunately, we cannot do this directly, since these methods were designed for traditional labeling schemes and not for 1-query labeling schemes.

The next idea is to perform the conversion indirectly. That is, recall (Section 3) that our 1-query labeling schemes utilize components that are schemes in the traditional model (with no queries). That is, some utilize $\pi_{N C A}$, the label-NCA labeling scheme of [5] and some utilize $\pi_{\text {des }}$, the routing scheme of [21]. Hence, one can first convert these components to the dynamic setting. Second, one can attempt to use the resulted dynamic components in a similar way that we used the static components in Section 3. This turns out to be simple in the cases of the distance, separation level and id-NCA functions, but more involved in the case of the routing function. The necessary modifications of the schemes, as well as the proof of the following theorem, appear in the full paper.
Theorem 1. Consider the fixed-port model and let $k(x)$ be any function satisfying that $k(x), \log _{k(x)} x$ and $\frac{k(x)}{\log k(x)}$ are nondecreasing functions and that $k(\Theta(x))=\Theta(k(x))$ There exist dynamic 1-query labeling schemes supporting the distance, separation level, id-NCA and routing functions on trees with the following complexities.

1. In the leaf-increasing tree model, with label size $O\left(\log _{k(n)} n \cdot \log n\right)$ and amortized message complexity $O\left(k(n) \cdot \log _{k(n)} n\right)$.
2. In the leaf-increasing tree model, if an upper bound $n_{f}$ on the number vertices in the dynamically growing tree is known in advance, with label size $O\left(\frac{\log ^{3} n_{f}}{\log \log n_{f}}\right)$ and amortized message complexity $O\left(\frac{\log n_{f}}{\log \log n_{f}}\right)$.
3. In the leaf-dynamic tree model, with label size $O\left(\log _{k(n)} n \cdot \log n\right)$ and amortized message complexity $O\left(\sum_{i} k\left(n_{i}\right) \cdot \log _{k\left(n_{i}\right)} n \cdot \frac{\mathcal{M C}\left(\pi, n_{i}\right)}{n_{i}}\right)+O\left(\sum_{i} \log ^{2} n_{i}\right)$.

## 6 Applications in a Non-distributed Environments

Distance queries in trees: Harel and Tarjan 33 describe a linear time algorithm to preprocess a tree and build a data structure allowing NCA queries to be

[^11]answered in constant time on a RAM. Subsequently, simpler algorithms with better constant factors have been proposed in $47|13| 25|51| 14]$. On a pointer machine, [33] show a lower bound of $\Omega(\log \log n)$ on the query time, which matches the upper bound of [53]. In the leaf-increasing tree model, [20|10] show how to make updates in amortized constant time while keeping the constant worst-case query time on a RAM, or the $O(\log \log n)$ worst-case query time on a pointer machine. In [16] they show how to maintain the above mentioned results on a RAM in the leaf-dynamic tree model with worst case constant update. See [5] for a survey.

Simply by adding a pointer from each vertex to its depth and using Equation 1 , we obtain the following lemma.

Lemma 6. The results of [33471312551143353201016] can be translated to support either distance queries or separation level queries (instead of NCA queries).

We note that other types of dynamic models were studied in the non-distributed environment regarding NCA queries (e.g. [16|10]). However, in these types of topological changes, our transformation to distance queries is not efficient since any such changes may effect the depth of too many vertices.
Flow queries in general graphs: Let $G \in \mathcal{G}(n, W)$ and let $u_{1}, u_{2}, \cdots, u_{n}$ be the set of vertices of $G$. Recall that in in 36, they show how to construct a weighted tree $\tilde{T}_{G} \in \mathcal{T}(O(n), W \cdot n)$ with $n$ leaves $v_{1}, v_{2}, \cdots, v_{n}$ such that flow ${ }_{G}\left(u_{i}, u_{j}\right)=$ sep - level $_{T_{G}}\left(v_{i}, v_{j}\right)$. Using Lemma 6 applied on the results of 33, we can preprocess $\tilde{T}_{G}$ with $O\left(n \cdot \max \left\{1, \frac{\log W}{\log n}\right\}\right)$ space such that separation level queries can be answered in $O\left(\max \left\{1, \frac{\log W}{\log n}\right\}\right)$ time. The exact model needed to prove the following lemma formally is deferred to the full paper.

Lemma 7. Any graph $G \in \mathcal{G}(n, W)$ can be preprocessed using $O\left(n \cdot \max \left\{1, \frac{\log W}{\log n}\right\}\right)$ space such that flow queries can be answered in $O\left(\max \left\{1, \frac{\log W}{\log n}\right\}\right)$ time.

## 7 Conclusion and Open Problems

In this paper we demonstrate that considering the labels of three vertices, instead of two, can lead to a significant reduction in the sizes of the labels. Inspecting two labels, and inspecting three, are approaches that lie on one end of a spectrum. On the other end of the spectrum would be a representation for which the decoder inspects the labels of all the nodes before answering ( $n$-query labeling schemes). It is not hard to show that for any graph family $\mathcal{F}$ on $n$ node graphs, and for many functions (for example, distance or adjacency), one can construct an $n$ query labeling scheme on $\mathcal{F}$ using asymptotically optimal labels, i.e, $\log |\mathcal{F}| / n+$ $\Theta(\log n)$-bit labels (though the decoder may not be polynomial). The idea behind such a scheme is to enumerate the graphs in $\mathcal{F}$ arbitrarily. Then, given some $G \in$ $\mathcal{F}$ whose number in this enumeration is $i$, distribute the binary representation of $i$ among the vertices of $G$. In this way, given the labels of all nodes, the decoder can reconstruct the graph and answer the desired query. Therefore, a
natural question is to examine other points in this spectrum, i.e, examine $c$-query labeling schemes for $1<c<n$.

There are other dimensions to the above question. For example, by our definition, given the labels of two vertices, the $c$ vertices that are chosen by the query algorithm $Q$ are chosen simultaneously. Alternatively, one may define a possibly stronger model in which these $c$ vertices are chosen one by one, i.e., the next vertex is determined using the knowledge obtained from the labels of previous vertices.
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#### Abstract

Because of their highly distributed nature and the lack of global rebalancing, skiplists are becoming an increasingly important logarithmic search structure for concurrent applications. Unfortunately, none of the concurrent skiplist implementations in the literature, whether lock-based or lock-free, have been proven correct. Moreover, the complex structure of these algorithms, most likely the reason for a lack of a proof, is a barrier to software designers that wish to extend and modify the algorithms or base new structures on them.

This paper proposes a simple new lock-based concurrent skiplist algorithm. Unlike other concurrent skiplist algorithms, this algorithm preserves the skiplist properties at all times, which facilitates reasoning about its correctness. Though it is lock-based, the algorithm is highly scalable due to a novel use of optimistic synchronization: it searches without acquiring locks, requiring only a short lock-based validation before adding or removing nodes. Experimental evidence shows that this simpler algorithm performs as well as the best previously known lock-free algorithm under the most common search patterns.


## 1 Introduction

Skiplists [11] are an increasingly important data structure for storing and retrieving ordered in-memory data. In this paper, we propose a new lock-based concurrent skiplist algorithm that appears to perform as well as the best existing concurrent skiplist implementation under most common usage conditions. The principal advantage of our implementation is that it is much simpler, and thus much easier to reason about.

The original lock-based concurrent skiplist implementation by Pugh 10 is rather complex due to its use of pointer-reversal; to the best of our knowledge, it has never been proven correct. The ConcurrentSkipListMap, written by Doug Lea [8] based on work by Fraser and Harris [2] and released as part of the Java ${ }^{\text {TM }}$ SE 6 platform, is the most effective concurrent skiplist implementation that we are aware of. This algorithm is lock-free, and performs well in practice. Its principal limitation is that it too is complicated: certain interleavings can cause the usual skiplist invariants to be violated, sometimes transiently, and sometimes indefinitely. These violations do not seem to affect performance or correctness, but they make it difficult to reason about the algorithm. By contrast, the algorithm presented here is lock-based and preserves the skiplist invariants
at all times. The algorithm is simple enough that we are able to provide a straightforward proof of correctness.

The key to our novel lock-based algorithm is the combination of two complementary techniques. First, it is optimistic: the methods traverse the list without acquiring locks. Moreover, they are able to ignore locks acquired by other threads while the list is being traversed. Only when a method finds the items it is seeking, does it lock the item and its predecessors, and then validates that these nodes are unchanged. Second, our algorithm is lazy: removing an item involves logically deleting it by marking it before it is physically removed (unlinked) from the list.

Lea [7] observes that in the most common search structure usage patterns search operations significantly dominate inserts, and inserts dominate deletes. A typical pattern is $90 \%$ search operations, $9 \%$ inserts, and only $1 \%$ deletes (see also [3). Preliminary experimental tests conducted on a Sun Fire ${ }^{\mathrm{TM}}$ T2000 multi-core and a Sun Enterprise ${ }^{\mathrm{TM}} 6500$ show that despite its simplicity, our new optimistic lock-based algorithm performs as well as the Lea's ConcurrentSkipListMap algorithm under this common usage pattern. In fact, its performance is slightly inferior to the ConcurrentSkipListMap algorithm only under extreme contention in multiprogrammed environments. This is because our raw experimental implementation did not have any added contention control.

We therefore believe the algorithm proposed here provides a viable alternative to the ConcurrentSkipListMap algorithm, especially in applications where programmers need to understand and possibly modify the basic skiplist structure.

## 2 Background

A skiplist [11] is a collection of sorted linked lists, each at a given "level", that mimics the behavior of a search tree. The list at each level, other than the bottom level, is a sublist of the list at the level beneath it. Each node is assigned a random level, up to some maximum, and participates in the lists up to that level. Figure 1 shows a skiplist with integer keys. The number of nodes in each list


Fig. 1. A skiplist with a maximum level of 4 . The number below each node (i.e., array of next pointers) is the key of that node, with $-\infty$ and $+\infty$ as the keys for the left and right sentinel nodes respectively.
decreases exponentially with the level, implying that we can find a key quickly by searching first at higher levels, skipping over large numbers of shorter nodes, and progressively working downward until a node with the desired key is found, or the bottom level is reached. Thus, the expected time complexity of skiplist operations is logarithmic in the length of the list.

It is convenient to have left sentinel and right sentinel nodes, at the beginning and end of the lists respectively. These nodes have the maximum allowed level, and initially, when the skiplist is empty, the right sentinel is the successor of the left sentinel at every level. The left sentinel's key is smaller, and the right sentinel's key is greater, than any key that may be added to the set. Searching the skiplist thus always begins at the left sentinel.

## 3 The New Algorithm

We present our concurrent skiplist algorithm in the context of an implementation of a set object supporting three methods, add, remove and contains: add $(v)$ adds $v$ to the set and returns true iff $v$ was not already in the set; remove $(v)$ removes $v$ from the set and returns true iff $v$ was in the set; and contains $(v)$ returns true iff $v$ is in the set. We show that our implementation is linearizable [5]; that is, every operation appears to take place atomically at some point (the linearization point) between its invocation and response. We also show that the implementation is deadlock-free, and that the contains operation is wait-free; that is, a thread is guaranteed to complete a contains operation within a finite number of steps regardless of the activity of other threads.

Our algorithm builds on the lazy-list algorithm of Heller et al. 4, a simple concurrent linked-list algorithm with an optimistic fine-grained locking scheme for the add and remove operations, and a wait-free contains operation: we use lazy-lists at each level of the skiplist. As in the lazy-list algorithm, the key of each node is strictly greater than the key of its predecessor, and each node has a marked flag, which is used to make remove operations appear atomic. However, here we may have to link the node in at several levels, and thus might not be able to insert a node using a single atomic instruction, which could serve as the linearization point of a successful add operation. Thus, for the lazy skiplist, we augment each node with an additional flag, fullyLinked, which is set to

```
class Node {
    int key;
    int topLevel;
    Node* nexts[];
    bool marked;
    bool fullyLinked;
    Lock lock;
};
```

Fig. 2. A node
true after a node has been linked in at all its levels; setting this flag is the linearization point of a successful add operation in our skiplist implementation. Figure 2 shows the fields of a node.

A key is in the abstract set if and only if there is an unmarked, fully linked node with that key in the list (i.e., reachable from the left sentinel).

To maintain the skiplist invariant - that is, that each list is a sublist of the list at lower levels - changes are made to the list structure (i.e., the nexts pointers) only when locks are acquired for all nodes that need to be modified. (There is one exception to this rule involving the add operation, discussed below.)

In the following detailed description of the algorithm, we assume the existence of a garbage collector to reclaim nodes that are removed from the skiplist, so nodes that are removed from the list are not recycled while any thread might still access them. In the proof (Section 4), we reason as though nodes are never recycled. In a programming environment without garbage collection, we can use solutions to the repeat offenders problem [6] or hazard pointers [9] to achieve the same effect. We also assume that keys are integers from MinInt+1 to MaxInt-1. We use MinInt and MaxInt as the keys for LSentinel and RSentinel, which are the left and right sentinel nodes respectively.

Searching in the skiplist is accomplished by the findNode helper function (see Figure (3), which takes a key v and two maximal-level arrays preds and succs of node pointers, and searches exactly as in a sequential skiplist, starting at the highest level and proceeding to the next lower level each time it encounters a node whose key is greater than or equal to v. The thread records in the preds array the last node with a key less than v that it encountered at each level,

```
int findNode(int v,
            Node* preds[],
            Node* succs[]) {
    int lFound = -1;
    Node* pred = &LSentinel;
    for (int level = MaxHeight-1;
            level \geq 0;
            level--) {
        Node* curr = pred->nexts[level];
        while (v > curr ->key) {
        pred = curr; curr = pred->nexts[level];
        }
        if (lFound = - & && v = curr->key) {
            lFound = level;
        }
        preds[level] = pred;
        succs[level] = curr;
    }
    return lFound;
}
```

Fig. 3. The findNode helper function
and that node's successor (which must have a key greater than or equal to v ) in thesuccs array. If it finds a node with the sought-after key, findNode returns the index of the first level at which such a node was found; otherwise, it returns -1 . For simplicity of presentation, we have findNode continue to the bottom level even if it finds a node with the sought-after key at a higher level, so all the entries in both preds and succs arrays are filled in after findNode terminates (see Section 3 for optimizations used in the real implementation). Note that findNode does not acquire any locks, nor does it retry in case of conflicting access with some other thread. We now consider each of the operations in turn.

The add operation (Figure 4), calls findNode to determine whether a node with the key is already in the list. If so (lines 59-66), and the node is not marked, then the add operation returns false, indicating that the key is already in the set. However, if that node is not yet fully linked, then the thread waits until it is (because the key is not in the abstract set until the node is fully linked). If the node is marked, then some other thread is in the process of deleting that node, so the thread doing the add operation simply retries.

If no node was found with the appropriate key, then the thread locks and validates all the predecessors returned by findNode up to the level of the new node (lines 69-84). This level, denoted by topLevel, is determined at the very beginning of the add operation using the randomLevel function 1 Validation (lines 81-82) checks that for each level $i \leq$ topLevel, preds [i] and succs [i] are still adjacent at level $i$, and that neither is marked. If validation fails, the thread encountered a conflicting operation, so it releases the locks it acquired (in the finally block at line 97) and retries.

If the thread successfully locks and validates the results of findNode up to the level of the new node, then the add operation is guaranteed to succeed because the thread holds all the locks until it fully links its new node. In this case, the thread allocates a new node with the appropriate key and level, links it in, sets the fullyLinked flag of the new node (this is the linearization point of the add operation), and then returns true after releasing all its locks (lines 86-97). The thread writing newNode->nexts [ $i$ ] is the one case in which a thread modifies the nexts field for a node it has not locked. It is safe because newNode will not be linked into the list at level $i$ until the thread sets preds[i]->nexts [i] to newNode, after it writes newNode->nexts [i].

The remove operation (Figure 5), likewise calls findNode to determine whether a node with the appropriate key is in the list. If so, the thread checks whether the node is "okay to delete" (Figure 6), which means it is fully linked, not marked, and it was found at its top level ${ }^{2}$ If the node meets these requirements, the
${ }^{1}$ This function is taken from Lea's algorithm to ensure a fair comparison in the experiments presented in Section 5 It returns 0 with probability $\frac{3}{4}, i$ with probability $2^{-(i+2)}$ for $i \in[1,30]$, and 31 with probability $2^{-32}$.
${ }^{2}$ A node found not in its top level was either not yet fully linked, or marked and partially unlinked, at some point when the thread traversed the list at that level. We could have continued with the remove operation, but the subsequent validation would fail.

```
bool add(int v) {
    int topLevel = randomLevel(MaxHeight);
    Node* preds[MaxHeight], succs[MaxHeight];
    while (true) {
        int lFound = findNode(v, preds, succs);
        if (lFound }\not=-1\mathrm{ ) {
            Node* nodeFound = succs[lFound];
            if (!nodeFound->marked) {
                while (!nodeFound->fullyLinked) {}
                return false;
            }
            continue;
    }
    int highestLocked = - 1;
    try {
            Node *pred, *succ, *prevPred = null;
            bool valid = true;
            for (int level = 0;
                    valid && (level \leq topLevel);
                    level++) {
                pred = preds[level];
            succ = succs[level];
            if (pred f= prevPred) {
                    pred->lock.lock();
                    highestLocked = level;
                    prevPred = pred;
            }
            valid = !pred ->marked && !succ->marked &&
                    pred->nexts[level]==succ;
        }
        if (!valid) continue;
        Node* newNode = new Node(v, topLevel);
        for (int level = 0;
                    level \leq topLevel;
                    level++) {
            newNode->nexts[level] = succs[level];
            preds[level]->nexts[level] = newNode;
        }
        newNode->fullyLinked = true;
        return true;
    }
    finally { unlock(preds, highestLocked); }
}
```

Fig. 4. The add function
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```
bool remove(int v) {
    Node* nodeToDelete = null;
    bool isMarked = false;
    int topLevel = -1;
    Node* preds[MaxHeight], succs[MaxHeight];
    while (true) {
        int lFound = findNode(v, preds, succs);
        if (isMarked ||
            (1Found }\not=-1\mathrm{ && okToDelete(succs[1Found],1Found))){
        if (!isMarked) {
            nodeToDelete = succs[lFound];
            topLevel = nodeToDelete->topLevel;
            nodeToDelete->lock.lock();
            if (nodeToDelete->marked) {
                nodeToDelete->lock.unlock();
                    return false ;
            }
            nodeToDelete->marked = true;
            isMarked = true;
        }
        int highestLocked = -1;
        try {
            Node *pred, *succ, *prevPred = null;
            bool valid = true;
            for (int level = 0;
                    valid && (level \leq topLevel);
                    level++) {
                pred = preds[level];
                succ = succs[level];
                if (pred f prevPred) {
                    pred->lock.lock();
                    highestLocked = level;
                    prevPred = pred;
                    }
                    valid = !pred ->marked && pred ->nexts[level]==succ;
            }
            if (!valid) continue;
            for (int level = topLevel; level \geq 0; level--) {
                preds[level]->nexts[level] = nodeToDelete->nexts[level];
            }
            nodeToDelete->lock.unlock();
            return true;
        }
            finally { unlock(preds,highestLocked); }
        }
        else return false;
    }
}
```

Fig. 5. The remove function

```
    bool okToDelete(Node* candidate, int lFound) {
    return (candidate->fullyLinked
    && candidate->topLevel=1Found
    && !candidate->marked);
}
```

Fig. 6. The okToDelete method
thread locks the node and verifies that it is still not marked. If so, the thread marks the node, which logically deletes it (lines 111-121); that is, the marking of the node is the linearization point of the remove operation.

The rest of the procedure accomplishes the "physical" deletion, removing the node from the list by first locking its predecessors at all levels up to the level of the deleted node (lines 124-137), and splicing the node out one level at a time (lines 140-142). To maintain the skiplist structure, the node is spliced out of higher levels before being spliced out of lower ones (though, to ensure freedom from deadlock, as discussed in Section 4 the locks are acquired in the opposite order, from lower levels up). As in the add operation, before changing any of the deleted node's predecessors, the thread validates that those nodes are indeed still the deleted node's predecessors. If the validation fails, then the thread releases the locks on the old predecessors (but not the deleted node) and tries to find the new predecessors of the deleted node by calling findNode again. However, at this point it has already set the local isMarked flag so that it will not try to mark another node. After successfully removing the deleted node from the list, the thread releases all its locks and returns true.

If no node was found, or the node found was not "okay to delete" (i.e., was marked, not fully linked, or not found at its top level), then the operation simply returns false (line 148). It is easy to see that this is correct if the node is not marked because for any key, there is at most one node with that key in the skiplist (i.e., reachable from the left sentinel) at any time, and once a node is put in the list (which it must have been to be found by findNode), it is not removed until it is marked. However, the argument is trickier if the node is marked, because at the time the node is found, it might not be in the list, and some unmarked node with the same key may be in the list. However, as we argue in Section 4 in that case, there must have been some time during the execution of the remove operation at which the key was not in the abstract set.

Finally, we consider the contains operation (Figure [7), which just calls findNode and returns true if and only if it finds a unmarked, fully linked node with the appropriate key. If it finds such a node, then it is immediate from the definition that the key is in the abstract set. However, as mentioned above, if the node is marked, it is not so easy to see that it is safe to return false. We argue this in Section 4 .

We implemented the algorithm in the Java ${ }^{\mathrm{TM}}$ programming language, in order to compare it with Doug Lea's nonblocking skiplist implementation in the java.util.concurrent package. The array stack variables in the pseudocode are replaced by thread-local variables, and we used a straightforward

```
bool contains(int v) {
    Node* preds[MaxHeight], succs[MaxHeight];
    int lFound = findNode(v, preds, succs);
    return (lFound }\not=-
            && succs[1Found]->fullyLinked
            && !succs[lFound]->marked);
}
```

Fig. 7. The contains method
lock implementation (we could not use the built-in object locks because our acquire and release pattern could not always be expressed using synchronized blocks).

The pseudocode presented was optimized for simplicity, not efficiency, and there are numerous obvious ways in which it can be improved, many of which we applied to our implementation. For example, if a node with an appropriate key is found, the add and contains operations need not look further; they only need to ascertain whether that node is fully linked and unmarked. If so, the contains operation can return true and the add operation can return false. If not, then the contains operation can return false, and the add operation either waits before returning false (if the node is not fully linked) or else must retry. The remove operation does need to search to the bottom level to find all the predecessors of the node to be deleted, however, once it finds and marks the node at some level, it can search for that exact node at lower levels rather than comparing keys 3 This is correct because once a thread marks a node, no other thread can unlink it.

Also, in the pseudocode, findNode always starts searching from the highest possible level, though we expect most of the time that the highest levels will be empty (i.e., have only the two sentinel nodes). It is easy to maintain a variable that tracks the highest nonempty level because whenever that changes, the thread that causes the change must have the left sentinel locked. This ease is in contrast to the nonblocking version, in which a race between concurrent remove and add operations may result in the recorded level of the skiplist being less than the actual level of its highest node.

## 4 Correctness

In this section, we sketch a proof for our skiplist algorithm. There are four properties we want to show: that the algorithm implements a linearizable set, that it is deadlock-free, that the contains operation is wait-free, and that the underlying data structure maintains a correct skiplist structure, which we define more precisely below.

[^12]
### 4.1 Linearizability

For the proof, we make the following simplifying assumption about initialization: Nodes are initialized with their key and height, their nexts arrays are initialized to all null, and their fullyLinked and marked fields are initialized to false. Furthermore, we assume for the purposes of reasoning that nodes are never reclaimed, and there is an inexhaustible supply of new nodes (otherwise, we would need to augment the algorithm to handle running out of nodes).

We first make the following observations: The key of a node never changes (i.e., key $=k$ is stable), and the marked and fullyLinked fields of a node are never set to false (i.e., marked and fullyLinked are stable). Though initially null, nexts $[i]$ is never written to null (i.e., nexts $[i] \neq$ null is stable). Also, a thread writes a node's marked or nexts fields only if it holds the node's lock (with the one exception of an add operation writing nexts [ $i$ ] of a node before linking it in at layer $i$ ).

From these observations, and by inspection of the code, it is easy to see that in any operation, after calling findNode, we have preds [i]->key $<\mathrm{v}$ and succs $[i]->$ key $\geq \mathrm{v}$ for all $i$, and succs $[i]->$ key $>\mathrm{v}$ for $i>1$ Found (the value returned by findNode). Also, for a thread in remove, nodeToDelete is only set once, and that unless that node was marked by some other thread, this thread will mark the node, and thereafter, until it completes the operation, the thread's isMarked variable will be true. We also know by okToDelete that the node is fully linked (and indeed that only fully linked nodes can be marked).

Furthermore, the requirement to lock nodes before writing them ensures that after successful validation, the properties checked by the validation (which are slightly different for add and remove) remain true until the locks are released.

We can use these properties to derive the following fundamental lemma:
Lemma 1. For a node $n$ and $0 \leq i \leq n->$ topLayer:

$$
n->n e x t s[i] \neq n u l l \Longrightarrow n->k e y<n->n e x t s[i]->k e y
$$

We define the relation $\rightarrow_{i}$ so that $m \rightarrow_{i} n$ (read " $m$ leads to $n$ at layer $i$ ") if $m$->nexts $[i]=n$ or there exists $m^{\prime}$ such that $m \rightarrow_{i} m^{\prime}$ and $m^{\prime}->$ nexts $[i]=n$; that is, $\rightarrow_{i}$ is the transitive closure of the relation that relates nodes to their immediate successors at layer $i$. Because a node has (at most) one immediate successor at any layer, the $\rightarrow_{i}$ relation "follows" a linked list at layer $i$, and in particular, the layer- $i$ list of the skip list consists of those nodes $n$ such that LSentinel $\rightarrow_{i} n$ (plus LSentinel itself). Also, with Lemma 1] if $m \rightarrow_{i} n$ and $m \rightarrow_{i} n^{\prime}$ and $n->$ key $<n^{\prime}->$ key then $n \rightarrow{ }_{i} n^{\prime}$.

Using these observations, we can show that if $m \rightarrow_{i} n$ in any reachable state of the algorithm, then $m \rightarrow_{i} n$ in any subsequent state unless there is an action that splices $n$ out of the layer- $i$ list, that is, an execution of line 141 . This claim is proved formally for the lazy-list algorithm [1, and that proof can be adapted to this algorithm. Thus, the only action that adds a key to the abstract set is the setting of the fullyLinked flag of a node with that key. remove Because $n$ must already be marked before being spliced out of the list, and because the
fullyLinked flag is never set to false (after its initialization), this claim implies that a key can be removed from the abstract set only by marking its node, which we argued earlier is the linearization point of a successful remove operation.

Similarly, we can see that if LSentinel $\rightarrow_{i} n$ does not hold in some reachable state of the algorithm, then it does not hold in any subsequent state unless there is some execution of line 91 with $n=$ newNode (as discussed earlier, the previous line doesn't change the list at layer- $i$ because newNode is not yet linked in then). However, the execution of that line occurs while newNode is being inserted and before newNode is fully linked. Thus, the only action that adds a node to a list at any level is the setting of the node's fullyLinked flag.

Finally, we argue that if a thread finds a marked node then the key of that node must have been absent from the list at some point during the execution of the thread's operation. There are two cases: If the node was marked when the thread invoked the operation, the node must have been in the skip list at that time because marked nodes cannot be added to the skip list (only a newly allocated node can be added to the skip list), and because no two nodes in the skip list can have the same key, no unmarked node in the skip list has that key. Thus, at the invocation of the operation, the key is not in the skip list. On the other hand, if the node was not marked when the thread invoked the operation, then it must have been marked by some other thread before the first thread found it. In this case, the key is not in the abstract set immediately after the other thread marked the node. This claim is also proved formally for the simple lazy-list [1, and that proof can be adapted to this algorithm.

### 4.2 Maintaining the Skiplist Invariant

Our algorithm guarantees that the skiplist invariant are preserved at all times. By "skiplist invariant", we mean that the list at each layer is a sublist of the lists at lower layers.

To see that the algorithm preserves the skiplist structure, note that linking new nodes into the skip list always proceeds from bottom to top, and while holding the locks on all the soon-to-be predecessors of the node being inserted. On the other hand, when a node is being removed from the list, the higher layers are unlinked before the lower layers, and again, while holding locks on all the immediate predecessors of the node being removed.

This property is not guaranteed by the lock-free algorithm. In that algorithm, after linking a node in the bottom layer, an add operation links the node in the rest of the layers from top to bottom. This may result in a state of a node that is linked only in its top and bottom layers, so that the list at the top layer is not a sublist of the list at the layer immediately beneath it, for example. Moreover, attempts to link in a node at any layer other than the bottom are not retried, and hence this state of nonconformity to the skiplist structure may persist indefinitely.

### 4.3 Deadlock Freedom and Wait-Freedom

The algorithm is deadlock-free because a thread always acquires locks on nodes with larger keys first. More precisely, if a thread holds a lock on a node with key $v$ then it will not attempt to acquire a lock on a node with key greater than or equal to $v$. The contains operation is wait-free because it does not acquire any locks and never retries; it searches the list only once.

## 5 Performance

We evaluated our skiplist algorithm by implementing it in the Java programming language, as described earlier. We compared our implementation against Doug Lea's nonblocking skiplist implementation in the ConcurrentSkipListMap class [8] of the java.util. concurrent package, which is part of the Java ${ }^{\text {TM }}$ SE 6 platform; to our knowledge, this is the best widely available concurrent skiplist implementation. We also implemented a straightforward sequential skip -list, in which methods were synchronized to ensure thread safety, for use as a baseline in these experiments. We describe some of the results we obtained from these experiments in this section.

We present results from experiments on two multiprocessor systems with quite different architectures. The first system is a Sun Fire ${ }^{\mathrm{TM}}$ T2000 server, which is based on a single UltraSPARC® T1 processor containing eight computing cores, each with four hardware strands, clocked at 1200 MHz . Each four-strand core has a single 8-KByte level-1 data cache and a single 16-KByte instruction cache. All eight cores share a single 3-MByte level-2 unified (instruction and data) cache, and a four-way interleaved 32-GByte main memory. Data access latency ratios are approximately 1:8:50 for L1:L2:Memory accesses. The other system is an older Sun Enterprise ${ }^{\mathrm{TM}} 6500$ server, which contains 15 system boards, each with two UltraSPARC® II processors clocked at 400 MHz and 2 Gbytes of RAM for a total of 30 processors and 60 Gbytes of RAM. Each processor has a 16 -KByte data level- 1 cache and a 16-Kbyte instruction cache on chip, and a 8 -MByte external cache. The system clock frequency is 80 MHz .

We present results from experiments in which, starting from an empty skiplist, each thread executes one million $(1,000,000)$ randomly chosen operations. We varied the number of threads, the relative proportion of add, remove and contains operations, and the range from which the keys were selected. The key for each operation was selected uniformly at random from the specified range.

In the graphs that follow, we compare the throughput in operations per millisecond, and the results shown are the average over six runs for each set of parameters. Figure 8 presents the results of experiments in which $9 \%$ of the operations were add operations, $1 \%$ were remove operations, and the remaining $90 \%$ were contains operations, where the range of the keys was either two hundred thousand or two million. The different ranges give different levels of contention, with significantly higher contention with the 200,000 range, compared with the $2,000,000$ range. As we can see from these experiments, both our algorithms and Lea's scale well (the sequential algorithm, as expected, does not).


Fig. 8. Throughput in operations per millisecond of 1,000,000 operations, with $9 \%$ add, $1 \%$ remove, and $90 \%$ contains operations, and a range of either 200,000 or $2,000,000$

In all but one case (with 200,000 range on the older system), our implementation has a slight advantage.

In the next set of experiments, we ran with higher percentages of add and remove operations, $20 \%$ and $10 \%$ respectively (leaving $70 \%$ contains operations). The results are shown in Figure 9. As can be seen, on the T2000 system, the two implementations have similar performance, with a slight advantage to Lea in a multiprogrammed environment when the range is smaller (higher contention). The situation is reversed with the larger range. This phenomenon is more noticeable on the older system: there we see a $13 \%$ advantage to Lea's implementation on the smaller range with 64 threads, and $20 \%$ advantage to our algorithm with the same number of threads when the range is larger.

To explore this phenomenon, we conducted an experiment with a significantly higher level of contention: half add operations and half remove operations with a range of 200,000 . The results are presented in Figure 10. As can be clearly seen, under this level of contention, our implementation's throughput degrades rapidly when approaching the multiprogramming zone, especially on the T2000 system. This degradation is not surprising: In our current implementation, when an add or remove operation fails validation, or fails to acquire a lock immediately, it simply calls yield; there is no proper mechanism for managing contention.


Fig. 9. Throughput in operations per millisecond of 1,000,000 operations with $20 \%$ add, $10 \%$ remove, and $70 \%$ contains operations, and range of either 200,000 or $2,000,000$

Sun Fire ${ }^{\mathrm{TM}}$ T2000


Sun Enterprise ${ }^{\text {TM }} 6500$


Fig. 10. Throughput in operations per millisecond of $1,000,000$ operations, with $50 \%$ add and $50 \%$ remove operations, and a range of 200,000

Since the add and remove operations require that the predecessors seen during the search phase be unchanged until they are locked, we expect that under high contention, they will repeatedly fail. Thus, we expect that a back-off mechanism, or some other means of contention control, would greatly improve performance
in this case. To verify that a high level of conflict is indeed the problem, we added counters to count the number of retries executed by each thread during the experiment. The counters indeed show that many retries are executed in a 64 -thread run, especially on the T2000. Most of the retries are executed by the add method, which makes sense because the remove method marks the node to be removed before searching its predecessors in lower layers, which prevents change of these predecessor's next pointers by a concurrent add operation.
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#### Abstract

In a sensor network the sensors, or nodes, obtain data and have to communicate these data to a central node. Because sensors are battery powered they are highly energy constrained. Data aggregation can be used to combine data of several sensors into a single message, thus reducing sensor communication costs at the expense of message delays. Thus, the main problem of data aggregation is to balance the communication and delay costs.

In this paper we study the data aggregation problem as a bicriteria optimization problem; the objectives we consider are to minimize maximum energy consumption of a sensor and a function of the maximum latency costs of a message. We consider distributed algorithms under an asynchronous time model, and under an almost synchronous time model, where sensor clocks are synchronized up to a small drift. We use competitive analysis to assess the quality of the algorithms.


Keywords: distributed algorithms, sensor networks, data aggregation, bicriteria optimization.

## 1 Introduction

A wireless sensor network (WSN) consists of sensor nodes and one or more central nodes or sinks. Sensor nodes are able to monitor events, to process the sensed information and to communicate the sensed data. Sinks are powerful base stations which gather data sensed in the network; sinks either process this data or act as gateways to other networks. Sensors send data to the sink through multi-hop communication.

A particular feature of sensor nodes is that they are battery powered, making sensor networks highly energy constrained. Replacing batteries on hundreds of nodes, often deployed in inaccessible environments, is infeasible or too costly and, therefore, the key challenge in a sensor network is the reduction of energy

[^13]consumption. Energy consumption can be divided into three domains: sensing, communication and data processing [1]. Communication is most expensive because a sensor node spends most of its energy in data transmission and reception [7]. This motivates the study of techniques to reduce overall data communication, possibly exploiting processing capabilities available at each node. Data aggregation is one such technique. It consists of aggregating redundant or correlated data in order to reduce the overall size of sent data, thus decreasing the network traffic and energy consumption. In this paper we comply with most of the literature on sensor networks concentrating on total aggregation, i.e. data packets are assumed to have the same size and aggregation of two or more incoming packets at a node results in a single outgoing packet. Total aggregation is possible if data are completely correlated, or can be described by a single value, e.g. when the required data is maximum temperature. Observe that even if total aggregation might be considered a simplistic assumption in other cases, it allows us to provide an upper bound on the expected benefits of data aggregation in terms of power consumption.

WSN deal with real world environments. In many cases, sensor data must be delivered within time constraints so that appropriate observations can be made or actions taken [11. We assume that the routing network is a tree; this is a common assumption in data aggregation network problems [1]4.

In [3] we studied the Data Aggregation Sensor Problem as a unicriterion problem where we minimized the maximum communication costs subject to a budget on the latency costs. Here the budget constraint was a hard constraint.

The dynamics governing the monitored phenomena are often not well understood and/or defined at the beginning of the monitoring process. For this reason a strict constraint on latency could be unappropriate.

A common assumption in literature on data aggregation is that value of information degrades over time. E.g. Broder and Mitzenmacher [5] describe a data aggregation model where there is a reward function on the data collected by a server; the function increases with the quantity of data collected and decreases over time. A similar tradeoff holds for data aggregation in sensor networks: delaying data decreases the information value of the data, but increases network lifetime.

Both the above discussed tradeoffs and the partial knowledge of the monitored process at the beginning, suggest to use a bicriteria objective function to asses the quality of the algorithms instead of hard constraints.

## The bicriteria data aggregation sensor problem

The Data Aggregation Sensor Problem (DASP) is to send all messages to the sink such as to minimize the communication costs, and to minimize the latency costs. For the first objective we have chosen to minimize the maximum communication costs per node. This is a natural objective in sensor networks because of limited and unreplenishable energy at nodes. The objective maximizes the network lifetime, i.e. the time that all sensors can communicate. For the second objective we have chosen to minimize the maximum latency cost.

The two objectives conflict with each other. We can easily find algorithms with low communication costs by delaying messages and aggregating them into
packets. As communication costs are independent of the size of packets sent, but linear in the number of packets sent, aggregation reduces the communication costs, at the expense of increased latency costs. Similarly we can find algorithms with low latency costs at the expense of high communication costs. The objective is to find algorithms where both costs are relatively good.

We formulate the problem as a bicriteria optimization problem: minimizing one of the objectives under a budget restriction on the other objective. We call a bicriteria optimization problem an $(B, A)$-bicriteria problem if we minimize objective $A$ under a budget on objective $B$. In this paper we study the $(B, A)$-sensor problem where objective $A$ is maximum communication costs and objective $B$ is maximum latency costs. Quality of algorithms is assessed through the concept of ( $\beta, \alpha$ )-approximation: allowing an excess of multiplicative factor $\beta$ on the budget of objective $B$, the value produced is worst-case within ratio $\alpha$ from optimal with respect to objective $A$. For network design problems this was formalized in 9110. The concept is general in the sense that results hold regardless which of the two objectives is minimized, and which is budgeted.

Sensor nodes are equipped with a clock that can be used to measure the latency of messages. We distinguish three distributed on-line models, which are common in literature on distributed algorithms, see [12]. In the synchronous model all nodes are equipped with a common clock, i.e. the times indicated at all clocks are identical. A common clock may facilitate synchronization of actions in various nodes. In the asynchronous model there is no such common clock. In the almost synchronous model, all nodes are equipped with a clock and the clocks are almost synchronous, i.e. there is a relatively small drift between any two clocks. In practice, these clocks can easily drift seconds per day, accumulating significant errors over time [12].

## Results

In this paper we present distributed on-line algorithms for sensor networks with a routing intree. The first main contribution is that we study for the first time sensor network problems in a bicriteria optimization framework. In Section 2 we formalize the model.

In Section 3, for the asynchronous model we present an algorithm which balances communication and latency costs. If $\delta$ is tree depth, and $U$ is the ratio between maximum and minimum allowed delay, then the algorithm is $\left(2 \delta^{\lambda}, 2 \delta^{1-\lambda} \log U\right)$-competitive, for any $\lambda, 0<\lambda \leq 1$. The algorithm is member of a class of memoryless algorithms for which we show that no better competitiveness than $\left(\delta^{\lambda}, \delta^{1-\lambda}\right)$ exists.

In Section 4 we present the second main contribution, which is the analysis of algorithms for sensor networks in which clocks in various nodes show small drifts. For this so-called almost synchronous model we present an algorithm which for sensors with a clock drift of at most $\Delta$ between any two nodes and latency budget $L$ is $\left(1+\Delta \delta / L, \log ^{2} \delta\right)$-competitive. For small drift, i.e. $\Delta \delta / L$ small, the competitiveness comes close to the best possible competitiveness in the synchronous model. We notice that no previous results are known for this model, which is in fact the more realistic one.

## Related work

In [3] we studied the Data Aggregation Sensor Problem as a unicriterion problem where we minimized the maximum communication costs subject to a budget on the latency costs. Here the budget constraint was a hard constraint. Interpreted in the bicriteria setting the results imply $(1, O(\log U))$ for synchronous, and $(1, \delta \log U)$ for the asynchronous models. No results were given for the almost synchronous model.

In the past, many bicriteria optimization problems were formulated as a unicriterion optimization problem with as single objective a weighted sum of the two objectives. For aggregation problems with objectives to minimize communication costs and latency costs such a formulation as a unicriterion optimization problem can be found in $2 / 4|6| 8$.

Both Khanna et al. 8 and Brito et al. (4) consider the Multicast Aggregation Problem (MAP), or TCP Acknowledgment problem, on a tree. The Multicast Aggregation Problem is equivalent to the Data Aggregation Sensor Problem in the sense that messages, which arrive over time, have to be sent to a sink in the graph. The main difference with our problem is in the objectives. First, the objective of MAP is to minimize the sum of communication costs; this is a natural objective if nodes have permanent access to energy. This is not true for sensor networks, for which minimizing energy cost per node is more suitable. The other objective of MAP is to minimize the sum of latency costs, and latency costs do not depend on communication time to the sink. Second, the authors analyze the problem using a single objective which is a weighted sum of communication costs and latency costs.

A main drawback of formulating the problem using a single objective is that the choice of the weights influences the outcome. Especially if the objectives are measured in different units, e.g. energy and time, then the choice of weights is highly arbitrary. Thus, we believe that a bicriteria setting is more appropriate in this case.

## 2 Preliminaries

We study sensor networks $G=(V, A)$, which are intrees rooted at a sink node $s \in$ $V$. Nodes represent sensors and arcs represent the possibility of communication between two sensors. Over time, $n$ messages, $N:=\{1, \ldots, n\}$, arrive at nodes and have to be sent to the sink. Message $j$ arrives at its release node $v_{j}$ at its release date $r_{j}$; message $j$ arrives at the sink via the unique $v_{j}-s$-path. Thus, each message is completely defined by the pair $\left(v_{j}, r_{j}\right)$.

A packet is a set of messages which are sent simultaneously along an arc. Each initial message is a packet and two packets $j$ and $j^{\prime}$ can be aggregated at a node $v$ into a single packet. The resulting packet can be recursively aggregated with other packets.

Communication of a message along an arc takes time and energy cost. In this paper we assume that the communication time $\tau: A \rightarrow \mathbb{R} \geqslant 0$ and communication cost $c: A \rightarrow \mathbb{R} \geqslant 0$ are independent of packet size. We often refer to the
communication cost of a node as the communication cost of its unique outgoing arc. This models the situation in which all messages have more or less the same size and where total aggregation is possible, as discussed in the introduction. For the sake of simplicity we also assume that all communication times $\tau(a)$ are equal, namely we set $\tau(a)=1 \forall a \in A$.

For $v \in V, \tau_{v}$ is the total communication time of the path from $v$ to $s$. We define $r_{j}^{\prime}:=r_{j}+\tau_{v_{j}}$ as earliest possible arrival time of $j$ at $s$. We assume that each node $v$ knows its total communication time $\tau_{v}$ to the sink. Finally, we define $\delta:=\max _{v} \tau_{v}$ as the depth of the network in terms of the communication time. We assume $\delta \geq 2$, avoiding the trivial case of $\delta=1$.

The value of information degrades over time. To model this we define the quality degradation cost of a message. Let $d_{j}$ be the arrival time of message $j$. We assume that the quality degradation of a message $j$ depends on the latency of a message $l_{j}:=d_{j}-r_{j}$. In this paper we choose the latency as our quality degradation function, i.e. our function increases linearly over time. We also refer to these costs as latency costs and we say that a solution is $L$-bounded if $l_{j} \leq L$ for all $i$. Since $\delta=\max _{v} \tau_{v}$ a $L$-bounded feasible solution must satisfy $L \geq \delta$, as otherwise it is impossible to send all messages $j$ to the sink such that their latency costs are within budget $L$.

The budget on the latency imposes an arrival time interval $I_{j}:=\left[r_{j}+\tau_{v_{j}}, r_{j}+\right.$ $L]$ of any $L$-bounded solution. It also imposes a transit interval for each node $u$ on the $v_{j}-s$ path: $I_{j}(u):=\left[r_{j}+\tau_{v_{j}}-\tau_{u}, r_{j}+L-\tau_{u}\right]$. I.e. in each $L$ bounded solution message $j$ should transit at $u$ in interval $I_{j}(u)$. Finally, we define $U=\frac{\max _{j}\left|I_{j}\right|}{\max \left\{1, \min _{j}\left|I_{j}\right|\right\}}$. Since $L \geq \delta$ we have $U \leq \delta$.

Given a solution $S$ the communication cost of node $v_{i}$ is the total energy cost spent by $v_{i}$ and it is given by the total number of messages sent by $v_{i}$ times the communication cost of $v_{i}$. We are interested minimizing maximum communication cost over all nodes.

Given a bound $L$ on the latency and $\beta, \beta \geq 1$, we study the communication cost of algorithms that provide $\beta L$-bounded feasible solution: a $\beta L$-bounded feasible solution is $(\beta, \alpha)$-approximate if its communication cost is at most $\alpha$ times the communication cost of the optimal $L$-bounded solution. An interesting special case is to find a minimum $\gamma$ such that there exists a $(\gamma, \gamma)$-approximate algorithm 9.

In this paper we consider distributed on-line algorithms, in which nodes communicate independently of each other and messages are released over time. Therefore, at any time $t$ the input of each node's algorithm is given by packets that have been released at or forwarded from that node in the period $[0, t]$. An algorithm is $(\beta, \alpha)$-competitive if it is an $(\beta, \alpha)$-approximation and the algorithm is an online algorithm.

### 2.1 The Synchronous Model

For the synchronous model we presented an algorithm for the latency constrained sensor aggregation problem in [3]. In the following we restate the algorithm
in a bicriteria setting, because we use the algorithm as a subroutine in our algorithm for the almost synchronous model. The algorithm is based on the following lemma.

Lemma 1. [3] Given any interval $[a, b]$, such that $b-a \geq 1$. Let $i^{*}=\max \{i \in$ $\left.\mathbb{N} \mid \exists k \in \mathbb{N}: k 2^{i} \in[a, b]\right\}$, then $k^{*}$ for which $k^{*} 2^{i^{*}} \in[a, b]$ is odd and unique.

We use notation $t(I)$ to represent the unique point in the interval $I=[a, b]$ which equals $k^{*} 2^{i^{*}}$ with $i^{*}$ and $k^{*}$ as defined in Lemma 1 The algorithm sends messages $j$ to the sink at time $t(I)$ where interval $I$ depends on message $j$ and budget $L$ on the latency costs. We choose as interval the interval of an $L$-bounded solution, i.e. $I_{j}$.

Algorithm:CommonClock (CC): Message $j$ is sent from $v_{j}$ at time $t\left(I_{j}\right)-\tau_{v_{j}}$ to arrive at $s$ at time $t\left(I_{j}\right)$ unless some other packet passes $v_{j}$ in the interval $\left[r_{j}, t\left(I_{j}\right)-\tau_{v_{j}}\right]$, in which case $j$ is aggregated and the packet is forwarded directly.

The analysis of the competitive ratio of CC is based on the following lemma that will be used in the sequel. The lemma bounds the competitive ratio for instances in which the arrival intervals $I_{j}$ differ by a factor at most 2 in length.

Lemma 2. [3] CC is (1,3)-competitive if there exists an $i \in \mathbb{N}$ such that $2^{i-1}<$ $\left|I_{j}\right| \leq 2^{i} \forall j$.

This result immediately implies the following theorem.
Theorem 1. [3] CC is $(1, O(\log U))$-competitiv 1 .
In the the CC algorithm no message incurs a delay cost which exceeds its budget. A simple modification of the CC algorithm which balances the communication and delay costs can be obtained by replacing $t\left(I_{j}\right)$ by $t\left(I_{j}^{*}\right)$ as follows. Let $\mu:=\max \left\{1, \min _{j}\left(L_{j}-\tau_{v_{j}}\right)\right\}$, and let $N_{m}=\left\{j \in N\left|\left(\frac{\log U}{\log \log U}\right)^{m-1} \mu \leq\left|I_{j}\right|<\right.\right.$ $\left.\left(\frac{\log U}{\log \log U}\right)^{m} \mu\right\}$ for $m \in \mathbb{N}$. The algorithm sends messages $j \in N_{m}$ to the sink at time $t\left(I_{j}^{*}\right)$ where $I_{j}^{*}=\left[r_{j}+\tau_{v_{j}}, r_{j}+\tau_{v_{j}}+\left(\frac{\log U}{\log \log U}\right)^{m} \mu\right]$.

The proof of the following theorem is omitted.
Theorem 2. There exists an algorithm that is $\left(\frac{\log U}{\log \log U}, \frac{\log U}{\log \log U}\right)$-competitive.

## 3 The Asynchronous Model

For the asynchronous model we present a modification of the algorithm Spread Latency (SL), as proposed in 3. The algorithm assigns to message $j$ a total waiting time of $2\left(\tau_{v_{j}}\right)^{\lambda}$ times the allowed latency minus communication time, for some $\lambda, 0<\lambda \leq 1$. SL equally divides this waiting time over the nodes:

[^14]at each node of the $v_{j}-s$ path message $j$ is assigned a waiting time of $2(L-$ $\left.\tau_{v_{j}}\right) /\left(\tau_{v_{j}}\right)^{1-\lambda}$ time units. When messages are simultaneously at the same node they get aggregated into a packet, which is sent over the outgoing arc as soon as the waiting time of at least one of these messages has passed.

Theorem 3. Algorithm SL is $\left(2 \delta^{\lambda}, 2 \delta^{1-\lambda} \log U\right)$-competitive for $\lambda, 0<\lambda \leq 1$.
Proof. Consider algorithm SL for fixed $\lambda, 0<\lambda \leq 1$. First note that because no message is delayed due to aggregation the latency of each message $j$ is at most

$$
\tau_{v_{j}} 2\left(L-\tau_{v_{j}}\right) / \tau_{v_{j}}^{1-\lambda}+\tau_{v_{j}} \leq 2 \delta^{\lambda} L
$$

We prove that for all $a \in A$ the number of packets SL sends through $a$ is at most $2 \delta^{1-\lambda} \log U$ times that number in an optimal $L$-bounded solution. This proves the theorem.

Let $\mu:=\max \left\{1, \min _{j}\left(L-\tau_{v_{j}}\right)\right\}$. Consider a packet $P$ of messages sent by an optimal $L$-bounded solution through $(u, v)$ at $t$. To bound the number of packets sent by SL that contain at least one message from $P$, define $P_{i}:=\{j \in$ $\left.P \mid 2^{i-1} \mu \leq L-\tau_{v_{j}}<2^{i} \mu\right\}$, for $i=1, \ldots,\lceil\log U\rceil$. We charge any sent packet to the message that caused the packet to be sent due to its waiting time being over. It suffices to prove that the number of packets charged to messages in $P_{i}$ is $2 \delta^{1-\lambda}$. Since the waiting time of messages $j \in P_{i}$ at node $u$ is at least $2 \cdot 2^{i-1} \mu / \delta^{1-\lambda}$, the delay between any two packets that are charged to messages in $P_{i}$ is at least $2^{i} \mu / \delta^{1-\lambda}$. Since the optimal solution sends packet $P$ at $t$ through $(u, v)$, we get $t \in I_{j}(u) \forall j \in P$ and thus $I_{j}(u) \subseteq\left[t-2^{i} \mu, t+2^{i} \mu\right] \forall j \in P_{i}$. Thus, the number of packets charged to messages in $P_{i}$ is at most $2 \cdot 2^{i} \mu /\left(2^{i} \mu / \delta^{1-\lambda}\right)=2 \delta^{1-\lambda}$.

SL determines the waiting time of each message at the nodes it traverses independently of all other messages. We call such an algorithm a memoryless algorithm. To be precise, in a memoryless algorithm node $v$ determines the waiting time of message $j$ based only on the message characteristics $\left(v_{j}, r_{j}\right)$, budget $L$, communication time to the sink $\tau_{v_{j}}$ and clock time. The following lower bound shows that the competitive ratio of SL cannot be beaten by more than a factor $\log U$ by any other memoryless algorithm. In the derivation of the lower bound we restrict to memoryless algorithms that employ the same algorithm in all nodes with the same communication time to $s$. This is not a severe restriction, given that communication time to $s$ is the only information about the network that a node has.

Theorem 4. No deterministic asynchronous memoryless algorithm is better than $\left(\delta^{\lambda}, \delta^{1-\lambda}\right)$-competitive, for fixed $\lambda, 0 \leq \lambda \leq 1$.

Proof. Consider any deterministic asynchronous memoryless algorithm with latency costs at most $\delta^{\lambda}$ times the budget on the latency costs for fixed $\lambda, 0 \leq$ $\lambda \leq 1$. An adversary chooses a binary tree with root $s$ and all leaves at distance $\delta$ from $s$. The adversary releases message 1 with latency $L$ at time $r_{1}$ in a leaf $v_{1}$. There must be a node $u$ where message 1 waits at most $\delta^{\lambda}\left(L-\tau_{v_{1}}\right) / \delta$. The adversary releases message $j, j=2, \ldots, \delta^{1-\lambda}$ at time $r_{1}+j\left(L-\tau_{v_{1}}\right) / \delta^{1-\lambda}$ such
that all messages $j$ are sent over node $u$, and no two messages can be aggregated before reaching $v$. Because $\tau_{v_{j}}=\tau_{v_{1}} \forall j$ and we assumed that any memoryless algorithm applies the same algorithm in nodes at equal distance, all messages are sent non-aggregated to and from $u$, whereas they are aggregated as early as possible in an optimal solution, in particular at $u$.

Theorems 3 and 4 immediately imply the following corollary.
Corollary 1. There exists a deterministic asynchronous algorithm that is $(\sqrt{\delta}$, $\sqrt{\delta} \log U)$-competitive and no deterministic asynchronous memoryless algorithm is better than $(\sqrt{\delta}, \sqrt{\delta})$-competitive.
If we assume that $L \geq 2 \delta$, which in practice is not a severe restriction at all, essentially the same analysis as in the proof of Theorem 3 gives $\left(2 \delta^{\lambda}, 2 \delta^{1-\lambda}\right)$ competitiveness. Thus, in this case SL is a best possible on-line algorithm up to a constant multiplicative factor.

## 4 The Almost Synchronous Model

Typically in sensor networks clocks have a small drift. The CC-algorithm is not robust in the sense that its competitive ratio may be much worse if we assume existence of such clock drifts. However, the idea underlying the CC-algorithm gives rise to algorithms which have good competitive ratio even in the almost synchronous model. In this section we present such an algorithm. We assume that the difference between the time indicated at any two clocks is at most $\Delta$. We assume all communication times to be equal and of unit length, i.e. $\tau(a)=1 \forall a$. We also divide nodes into classes; a node $v$ is of class $p$ if $p$ is the maximal integer such that $\tau_{v}=h 2^{p}+1$ for some integer $h$, and $v$ is of class 0 if $\tau_{v}=1$. Note that $p \in\{0, \ldots,\lceil\log \delta\rceil\}$. The algorithm is the following:

```
Algorithm:AlmostSynchronousClock (ASC) Message \(j\) incurs 3 kinds of delay:
1. a delay of \(t\left(I_{j}\right)-\tau_{v_{j}}-r_{j}\) at its release node \(v_{j}\);
2. a delay of \(\Delta\) at each node it traverses;
3. a delay which sums to \(2^{p+1} \Delta\) at the first node of class \(p, p>0\), it traverses.
```

The waiting time of message $j$ at a node $v$ is the sum of the delays. A message is sent from a node $v$ once its waiting time is over, unless some other message (packet) is sent from $v$ earlier in which case $j$ is aggregated with this packet.

Note that if $\Delta=0$ the algorithm is identical to the CC-algorithm. To illustrate delay of the third kind we give an example: if a message traverses nodes of classes $1-4$ in order $1,2,3,4$ then its delay of the third kind of these nodes is respectively $4 \Delta, 4 \Delta, 8 \Delta, 16 \Delta$. If the order is $4,1,2,3$ then its delay of the third kind is $32 \Delta$ at the node of class 4 and 0 elsewhere.

Now we analyze the competitive ratio of ASC. Let $V_{k}:=\left\{v \mid 2^{k-1}<\tau_{v} \leq 2^{k}\right\}$ for some $k \in \mathbb{N}$, for $k=1, \ldots,\lceil\log \delta\rceil$. First, we analyze the behavior of the algorithm for instances in which the release nodes of all messages is in $V_{k}$ for some $k \in \mathbb{N}$.

Lemma 3. If the CC-solution sends a packet from $v$, the ASC-solution sends at most $(k+1)$ packets from $v$ which contain a message of the CC-packet, if $\forall j$ $v_{j} \in V_{k}$ for some $k \in \mathbb{N}$.

Proof. Each packet, either CC or ASC, contains at least one message whose waiting time is completely over when the packet is forwarded. Hence without loss of generality we only consider messages whose waiting time is completely over when counting packets.

Consider a packet $P_{\mathrm{CC}}$ sent by the CC-solution from some node $v$ at time $t$. In the remainder of the proof we only consider the messages in this packet. We analyze the number of ASC-packets which contain a message of $P_{\mathrm{CC}}$. The delays of messages in $P_{\mathrm{CC}}$ are chosen such that all messages in this packet which traverse $v$, i.e. $v$ is not the release node, arrive at this node at time $t$. As the delay of the first kind in the ASC-algorithm is identical to the delay incurred by the CC-algorithm we focus on the deviation from this time to analyze the number of packets ASC sends. This deviation may be caused either by delay of kind 2 and 3 , or by the clock drift.

If $k=0$ the lemma trivially holds, because all messages which are sent over some node $v \in V_{0}$ have this node $v$ as release node. Hence, if they are sent in a single packet by the CC-solution they are also sent in a single packet in the ASC-solution.

For $k \geq 1$ we introduce the following notation: $V_{p, k}=\left\{v \in V_{k} \mid v\right.$ is of class $p$, $\forall v^{\prime} \in V_{k}$ of class $\left.p, \tau_{v} \leq \tau_{v^{\prime}}\right\}$ for $p \in\{0, \ldots, k-1\} . V_{p, k}$ is the set of nodes in $V_{k}$ of class $p$ with minimal communication time to the sink. Define $\tau\left(V_{p, k}\right):=\tau_{v}$ for some $v \in V_{p, k}$. The nodes of $V_{k}$ are partitioned into layers $U_{p, k}$ for $p \in$ $\{0, \ldots, k-1\}$ as follows:

$$
\begin{aligned}
U_{p, k} & :=\left\{v \in V_{k} \mid \tau\left(V_{p, k}\right) \leq \tau_{v}<\tau\left(V_{p+1, k}\right)\right\} \text { for } p \in\{1, \ldots, k-3\}, \\
U_{k-2, k} & :=\left\{v \in V_{k} \mid \tau\left(V_{k-2, k}\right) \leq \tau_{v}\right\} \\
U_{k-1, k} & :=V_{k-1, k}
\end{aligned}
$$

Note that $V_{p, k} \subseteq U_{p, k}$ for all $p$. Further, each message $j$ with $v_{j} \in U_{p, k}$ traverses some node in $V_{p, k}$. See Figure 1 for a sketch of the layer structure.

We characterize a set of nodes $S$ by its depth, which is $\max _{v \in S} \tau_{v}-\min _{v \in S} \tau_{v}$ and the class string. The class string is an ordered string representing the class of nodes in $S$ by increasing communication time to the sink. I.e. $V_{3}$ has depth 4 and class string $\{2010\}$. In general, set $V_{k}$ has depth $2^{k-1}$. Node sets $S$ and $S^{\prime}$ are equivalent if they have the same depth and class string.

We observe that all messages $j$ with $v_{j} \in V_{k}$ are sent to a node in $V_{k-1}$ from some node in $V_{k-1, k}$, i.e. a node of class $k-1$. Also, there are no nodes of higher class in $V_{k}$ and this is the only node of class $k-1$ a node traverses in $V_{k}$. From these observations we may derive that all messages $j$ with $v_{j} \in V_{k}$ which are sent over the same node $v \in V_{k-1, k}$ are sent from this node in a single packet. This can be seen as follows. The total accumulated delay of kind 2 and 3 that any message has incurred when sent from $v$ is at least $2^{k} \Delta+\Delta$ because $v$ is of class $k-1$. The total accumulated delay of kind 2 and 3 that any message has incurred


Fig. 1. Node set $V_{k}$ and layers $U_{0, k}, \ldots, U_{k-1, k}$ for $k=1, \ldots, 5$
when it arrives at $v$ is at most $2^{k-1} \Delta+2^{k-1} \Delta$, because the maximum class of any other node in $V_{k}$ is $k-2$ and each message has traversed at most $2^{k-1}$ nodes. As the clock drift is bounded by $\Delta$ and the difference between the minimum and maximum delay of any two messages is at most $\left(2^{k} \Delta+\Delta\right)-\left(2^{k-1} \Delta+2^{k-1} \Delta\right)=\Delta$ all messages $j$ with $v_{j} \in V_{k}$ which are sent over $v$ in $P_{\mathrm{CC}}$ must be sent from this node in a single ASC-packet.

Now we are in position to prove our lemma using induction on $k$. Suppose the lemma holds for $V_{0}, \ldots, V_{k}$. Consider set $V_{k+1}$; this set is partitioned into layers $U_{0, k+1}, \ldots, U_{k, k+1}$. For $\ell=0, \ldots, k-1$ layer $U_{\ell, k+1}$ is equivalent to set $V_{\ell+1}$, hence all messages $j$ with $v_{j} \in U_{\ell, k+1}$ which are sent from the same node in $U_{\ell, k+1}$ are sent in a single packet. Thus there are at most $k$ packets which arrive at any node $v \in U_{k, k+1}$. As $U_{k, k+1}$ has depth 1 , all messages which have $v$ as their release node, are sent from this node in a single packet. Hence, the total number of packets sent from any node in $V_{k+1}$ is bounded by $k+1$. This proves the lemma.

Theorem 5. ASC is $\left(1+4 \Delta \delta / L, \log ^{2} \delta\right)$-competitive.
Proof. Consider a packet $P$ sent by the optimal solution. Let $\mathcal{P}_{\text {ASC }}$ be the set of packets sent by the ASC-algorithm which contain at least one message from $P$. Let $N_{i, k}=\left\{j \in N_{i} \mid \tau_{v_{j}} \in V_{k}\right\}$, for $i, k \in \mathbb{N}, 1 \leq i \leq\lceil\log U\rceil, 1 \leq k \leq\lceil\log \delta\rceil$. Observe that for any choice of budget on the latency $L$, there are at most $2 \log \delta$ nonempty sets $N_{i, k}$. Using this, it follows from Lemma 2 and Lemma 3 that $\left|\mathcal{P}_{\mathrm{ASC}}\right|=O\left(\log ^{2} \delta\right)$. Hence, the communication costs of the ASC-solution are at most $O\left(\log ^{2} \delta\right)$ times the cost of an optimal $L$-bounded solution.

The latency of any message $j$ is at most $L+\Delta \tau_{v_{j}}+2 \Delta \tau_{v_{j}}+\Delta$, where the sum consists of the delay of kind $1,2,3$ and the clock drift. Thus, the latency of message $j$ is at most $(1+4 \Delta \delta / L)$ times the budget on the latency.

If the drift is very small, competitiveness of ASC approaches the lower bound of $(1, \log \delta)$ of the synchronous case, which we proved in 3. If the drift is of the same order as the latency, i.e. $\Delta=O(L)$, then the SL algorithm, with $\lambda=1$, has strictly better $(\beta, \alpha)$-competitive ratio, than the ASC algorithm. In case of
such drifts, it is not plausible anymore to consider the clocks to be synchronized in any sense.

## 5 Conclusions and Open Problems

We presented on-line distributed algorithms for data aggregation in sensor networks. We considered algorithms under two different models for sensor clocks. For the almost synchronous time model we presented an algorithm which minimizes communication costs under a small excess of the latency budget. These are the first analyses of algorithms for this model, which models actual sensor networks closer than the known ones. We emphasize that the results depend linearly on the drift, and that if the drift is very small our algorithms approach best possible competitive ratios.

For the asynchronous time model we presented an algorithm which balances the communication and latency costs up to a factor $\log U$, where $U$ is the ratio between maximum and minimum allowed delay. We showed that no memoryless algorithm can have a competitive ratio which is more than a factor $\log U$ better than ours, and in case the latency budget is not too small our algorithm is best possible within the class of memoryless algorithms.

The competitive ratio of our asynchronous algorithm is almost balanced; it would be interesting to find an algorithm with balanced ratios, equal to the lower bounds we presented in this paper. Another path for future research is to make a more careful analysis of the almost synchronous time model, in order to determine the maximum clock drift for which almost synchronous algorithms have better competitive ratio than asynchronous algorithms.

## References

1. Akyildiz, I., Su, W., Sanakarasubramaniam, Y., Cayirci, E.: Wireless sensor networks: A survey. Computer Networks Journal 38(4), 393-422 (2002)
2. Albers, S., Bals, H.: Dynamic TCP acknowledgment: Penalizing long delays. SIAM Journal Discrete Mathematics 19(4), 938-951 (2005)
3. Becchetti, L., Korteweg, P., Marchetti-Spaccamela, A., Skutella, M., Stougie, L., Vitaletti, A.: Latency constrained aggregation in sensor networks. In: Azar, Y., Erlebach, T. (eds.) ESA 2006. LNCS, vol. 4168, pp. 88-99. Springer, Heidelberg (2006)
4. Brito, C., Koutsoupias, E., Vaya, S.: Competitive analysis of organization networks or multicast acknowledgement: how much to wait. In: Proceedings of the 15th Annual ACM-SIAM Symposium on Discrete Algorithms (SODA), pp. 627-635 (2004)
5. Broder, A., Mitzenmacher, M.: Optimal plans for aggregation. In: Proceedings of the 21st Annual Symposium on Principles of Distributed Computing (PODC), pp. 144-152 (2002)
6. Dooly, D.R., Goldman, S.A., Scott, S.D.: On-line analysis of the TCP acknowledgment delay problem. Journal of the ACM 48(2), 243-273 (2001)
7. Heinzelman, W., Chandrakasan, A., Balakrishnan, H.: Energy efficient communication protocols for wireless microsensor networks. In: Proceedings of Hawaiian International Conference on Systems Science, pp. 3005-3014 (2000)
8. Khanna, S., Naor, J., Raz, D.: Control message aggregation in group communication protocols. In: Widmayer, P., Triguero, F., Morales, R., Hennessy, M., Eidenbenz, S., Conejo, R. (eds.) ICALP 2002. LNCS, vol. 2380, pp. 135-146. Springer, Heidelberg (2002)
9. Marathe, M.V., Ravi, R., Sundaram, R., Ravi, S.S., Rosenkrantz, D.J., Hunt III, H.B.: Bicriteria network design problems. Journal of Algorithms 28(1), 142-171 (1998)
10. Ravi, R., Marathe, M.V., Ravi, S.S., Rosenkrantz, D.J., Hunt III, H.B.: Many birds with one stone: Multi-objective approximation algorithms (extended abstract). In: Proceedings of the 25th Annual ACM Symposium on Theory of Computing (STOC), pp. 438-447 (1993)
11. Stankovic, J.A.: Research challenges for wireless sensor networks. SIGBED Rev. 1(2), 9-12 (2004)
12. Sundararaman, B., Buy, U., Kshemkalyani, A.D.: Clock synchronization for wireless sensor networks: a survey. Ad. Hoc. Networks 3(3), 281-323 (2005)

# Optimal Moves for Gossiping Among Mobile Agents 

Tomoko Suzuki ${ }^{1}$, Taisuke Izumi ${ }^{2}$, Fukuhito Ooshita ${ }^{1}$, Hirotsugu Kakugawa ${ }^{1}$, and Toshimitsu Masuzawa ${ }^{1}$<br>${ }^{1}$ Graduate School of Information Science and Technology, Osaka University 1-3 Machikaneyama, Toyonaka, 560-8531, Japan<br>\{t-suzuki, f-oosita, kakugawa, masuzawa\}@ist.osaka-u.ac.jp<br>${ }^{2}$ Graduate School of Engineering, Nagoya Institute of Technology, Gokiso-tyo, Syowa-ku, Nagoya, 466-8555, Japan<br>t-izumi@nitech.ac.jp


#### Abstract

Mobile-agent-based distributed systems are attracting widespread attention as the adaptive and flexible systems: mobile agents traverse the distributed system and carry out a task at each node. In such mobile-agent-based systems, gossip is the most fundamental scheme supporting cooperation among mobile agents. It requires to accomplish all-to-all information exchange over all agents so that each agent can obtain the all information each agent initially has. Rendezvous algorithms, which require that all the agents rendezvous on a node at a time, can achieve this requirement, however it takes excessive cost for our objective. In this paper, we newly introduce the mobile agent gossip problem. In this problem, an agent can obtain the information of another agent by meeting the agent itself or the agent that has already got the information. The gossip scheme is expected to accomplish the all-to-all information exchange with a smaller number of agents' moves than the rendezvous algorithms. We propose mobile agent gossip algorithms on several network topologies, and prove that all proposed algorithms are asymptotically optimal in term of the number of moves.


## 1 Introduction

### 1.1 Background

A mobile agent system is one of the most promising frameworks to implement distributed applications. Mobile agents are autonomous programs that can migrate from one node to another on the network, and traverse the distributed system to carry out a task at each node. Since the adaptability and flexibility of mobile agents simplify the design of distributed systems, several mobile agent systems have been proposed and developed. In typical mobile agent systems, multiple mobile agents are used to improve system performance: for example, each agent traverses the network to collect load information of nodes and links in network management systems. In such mobile-agent-based systems, gossip is one of the most fundamental schemes for cooperation among mobile agents. It
requires to accomplish all-to-all information exchange over all mobile agents such that each agent can obtain the all information each agent initially has. By using the gossip scheme, a negotiation with other agents and information collection of the whole network are easily realized in distributed systems.

One naive approach to implement the gossip is to use rendezvous algorithms [2|11|12|14, which require that all the agents on a network rendezvous on a node at a time: all agents exchange their own information at the rendezvous point. However, in some cases, the use of rendezvous algorithms takes excessive cost to implement the gossip. For example, suppose the gossip over $k$ agents on a line network of $N$ nodes. Then, to achieve the gossip, the following scenario is allowable: Let agent $p$ be the leftmost agent. The agent $p$ migrates to the right end of the line to collect information of all agents, and then, returns to the left end to deliver the information to all agents. As the result, each agent can obtain the information of all agents. While the rendezvous problem has the trivial $\Omega(k N)$ lower bound on the total number of agent moves, the above scenario takes only $2 N$ moves. That is, in this case, rendezvous algorithms are quite costly for our objective.

### 1.2 Related Works

Rendezvous algorithm is one of approaches to implement the gossip and have been studied by many researchers [211|12|14. Kranakis et.al. have summarized the recent study results about rendezvous in [11. Barriere et.al. have indicated in [2] that the computabilities of the rendezvous problem and the election problem among agents (i.e., a single agent is elected among agents) are equivalent. It is obvious that the gossip can be solved by a rendezvous algorithm and that the election problem can be solved by a gossip algorithm. Thus, the computabilities of the gossip, the rendezvous problem and the election problem are also equivalent. The election problem have also been studied in [154]. In [412], it is indicated that rendezvous and election problem can not be solved if agents are anonymous and know neither the network size $N$ nor the number of agents $k$. Therefore, most of these studies assume that each agent knows the network size $N$. However, it is unrealistic to assume that each node initially knows the global information $N$ in distributed systems. Thus, in this paper, we assume that agents are identifiable. While most of studies about rendezvous focus on time complexity and memory complexity, we focus on move complexity. Some studies also focus on move complexity, but they assume that each agent initially knows the network size $N$ 4|14. The gossip problem among nodes has been extensively investigated [36. However, the gossip among agents has not been considered before, we propose the mobile agent gossip problem in this paper.

### 1.3 Our Contribution

Motivated by the above observation, we newly formulate the mobile agent gossip problem (MAGP), and investigate its solutions. The goal of this problem is that each agent collects all information other agents initially have with the smallest

Table 1. Our Contribution

| Graph | System model | Sense of direction | Total number of agents' moves |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | Upper Bound | Lower Bound |
| Ring | asynchronous | without | $O(N \log k+N)$ | $\Omega(N \log k+N)$ |
|  | synchronous |  | $O(N)$ | $\Omega(N)$ |
| Tree | asynchronous | without | $O(N)$ | $\Omega(N)$ |
| Complete | asynchronous | without | $O(N \log k+N)$ | $\Omega(N \log k+N)$ |
|  | with | $O(N)$ | $\Omega(N)$ |  |
| Arbitrary | asynchronous | without | $O(N \log k+\|E\|)$ | $\Omega(N \log k+\|E\|)$ |

$N,|E|$ and $k$ are the numbers of nodes, links and agents respectively.
number of moves. Different from the rendezvous, the gossip problem allows relay of information: an agent $p_{i}$ can obtain the information of other agent $p_{j}$ directly from $p_{j}$ or via other agents. Therefore, we can expect that the gossip algorithm inherently takes a smaller number of total moves than rendezvous.

We propose algorithms for MAGP on several network topologies; rings, trees, complete networks and arbitrary networks. Table 1 summarizes our contribution about MAGP in this paper. The property of sense of direction implies that every link is locally labeled at its connecting nodes in a globally consistent way. For all system models, we also prove the lower bounds on the total number of moves. These results indicate that all the proposed algorithms are asymptotically optimal in term of the total number of moves. Interestingly, all the algorithms have the move complexities sublinear in $k$. Especially, the complexity of the algorithms for synchronous rings, asynchronous trees and complete networks with sense of direction is independent of $k$. Since the trivial lower bound for the rendezvous problem on trees and rings is $\Omega(k N)$, our results imply that MAGP inherently has lower complexity for the total number of moves than the rendezvous problem.

Some of the above results are based on the investigation of the relation between MAGP and the process leader election. More precisely, in several models, we show that some of the upper/lower bounds for MAGP can be obtained from those for the process leader election. Actually, all our proposed algorithms consist of two phases. At the first phase, exactly one agent is elected as a leader from $k$ agents. On this phase, in some of our algorithms, agents elect their leader by simulating the algorithm for the process leader election. On the other hand, the lower bounds for MAGP are proved by the reduction of the process leader election to MAGP.

The rest of this paper is organized as follows. In Section 2, we present the model of mobile agent systems, and define the mobile agent gossip problem(MAGP). In Section 3, we investigate the relation between MAGP and the process leader election. Section 4 presents the algorithms and the lower bounds on the total number of moves for MAGP on several networks. Section 5 concludes the paper.

## 2 Preliminaries

### 2.1 System Models

The network is modeled as an undirected graph $G=(V, E)$, where $V$ and $E$ are respectively the node set and the link set in the network $G$. A link in $E$ connects two distinct nodes in $V$. The link between nodes $u$ and $v$ is denoted by $e_{u v}$ or $e_{v u}$. The number of nodes is denoted by $N$ (i.e., $N=|V|$ ), and the number of mobile agents in the network is denoted by $k$. An agent is an autonomous program that can migrate from one node to another on the network. We assume that each agent and each node has distinct identifier1. Each agent does not initially know identifiers of other agents or nodes. We also assume that each agent has prior knowledge of neither the number of nodes $N$ nor the number of agents $k$. There is no assumption about the initial location of each agent: more than one agent may be initially located on a same node. The node on which an agent is initially located is called the home node of the agent. Agents on node $u \in V$ can migrate to node $v \in V$ only when link $e_{u v}$ is contained in $E$. For each node, links connecting to it are locally labeled, so that an agent on the node can distinguish the links. Let $\lambda_{u}\left(e_{u v}\right)$ be the label of link $e_{u v}$ on node $u$. Each node $v$ is provided with a whiteboard, i.e., a local storage where agents on $v$ can write, read and erase information. Each agent can perform the following operations on the whiteboard at each node.

- write( $v$, infos) : an agent writes information infos on node $v$ 's whiteboard.
$-\operatorname{read}(v)$ : an agent reads information written on node $v$ 's whiteboard
- delete( $v$ ) : an agent deletes information written on node $v$ 's whiteboard.

Access to a whiteboard is done exclusively: when multiple agents on a node execute their operations, the operations are sequentially executed in an arbitrary order. Agents are said to be asynchronous if migration time and local processing time of agents are unpredictable but finite. In contrast, agents are synchronous if its execution is partitioned into rounds; in each round, every agent arrives at a node, executes local computation on the node, and stays on the node or starts migration to one of the neighboring nodes.

A state of an agent is represented by the set of variables the agent has and the set of information the agent collects, and a state of a node is represented by the state of its own whiteboard. A system configuration $C$ is represented by the states of all nodes, the states of all agents, and the locations of all agents. A system configuration is changed by events of agents (e.g., migration to a neighboring node or access to a whiteboard on a node). Let $C_{0}$ be the initial configuration of a system and $E v_{i}$ be the set of events that occurs simultaneously at the configuration $C_{i}$. An execution of a distributed system is an alternative sequence of configurations and sets of events $E X=C_{0}, E v_{0}, C_{1}, E v_{1}, C_{2}, \cdots$, such that occurrence of events $E v_{i-1}$ changes the configuration from $C_{i-1}$ to $C_{i}$.

[^15]
### 2.2 Mobile Agent Gossip Problem

In this paper, we consider the mobile agent gossip problem(MAGP). At an initial configuration, each agent $p_{j}$ has only its own information $I_{j}$. The goal of this problem is that every agent collects the information of all agents. The MAGP is defined as follows.

Let $S_{j}\left(C_{i}\right)$ be the set of information an agent $p_{j}$ has at a configuration $C_{i}$. At an initial configuration $C_{0}$, the set of information $S_{j}\left(C_{0}\right)$ each agent $p_{j}$ has includes only its own information $I_{j}$ :

$$
\begin{equation*}
S_{j}\left(C_{0}\right)=\left\{I_{j}\right\} \tag{1}
\end{equation*}
$$

The mobile agent gossip problem is solved when all $k$ agents terminate after the following condition is satisfied at a configuration $C_{i}$ :

$$
\begin{equation*}
\forall j(0 \leq j<k) S_{j}\left(C_{i}\right)=\bigcup_{0 \leq l<k}\left\{I_{l}\right\} \tag{2}
\end{equation*}
$$

We make no assumption on the size of information each agent initially has. To avoid introducing huge space for whiteboard, we disallow each agent $p_{j}$ to leave the set of information $S_{j}\left(C_{i}\right)$ on a whiteboard. Agents can write only the control information on a whiteboard, e.g., some number of identifiers and counter values. Instead, we allow agents on a same node to exchange the set of information with each other. When $h$ agents $p_{0}, p_{1}, \cdots, p_{h-1}$ are located on a same node at a configuration $C_{i}$, then the following holds for the configurations $C_{i+1}$ :

$$
\begin{equation*}
\forall j(0 \leq j<h) S_{j}\left(C_{i+1}\right)=\bigcup_{0 \leq l<h} S_{l}\left(C_{i}\right) \tag{3}
\end{equation*}
$$

We define one move as a migration of an agent from one node to its neighbor. The complexity of the MAGP is measured by the total number of moves until all agents terminate in the worst case.

## 3 Reduction of the Leader Election Problem to MAGP

By reduction from the leader election problem of nodes, we obtain the lower bounds on the number of total moves for MAGP. In this section, we prove that the leader election problem of nodes (LEP) can be reduced to MAGP. Notice that we consider the leader election among "nodes" in message passing systems, instead of agents. Informally, the objective of LEP is that each node eventually decides a single common leader node. This paper considers LEP under the assumption that only $k$ nodes spontaneously initiate an algorithm for LEP and each other nodes initiates an algorithm for LEP when it receives a message. More precisely, the leader election problem is specified as follows:

Definition 1 (Leader Election Problem of $k$ Initiator Nodes (LEP)) Let $v_{0}, \ldots, v_{k-1}(1 \leq k<N)$ be the initiator nodes on the network $G$. An algorithm is said to solve the leader election problem if it satisfies the following conditions:

- Exactly one of the nodes is elected as the leader and all the other nodes existing in the network $G$ know the identifier of the leader node.
- Once a node decides whether to be as the leader, the node never changes the decision.

We can obtain the following relation between LEP and MAGP.
Theorem 1. When the total moves for MAGP is $m_{g}$ and the total moves required for an agent to travel the whole of the network is $m_{t}, L E P$ can be solved with $m_{g}+m_{t}$ messages in an message passing system.

Proof . We prove this theorem by showing that LEP can be solved by using an MAGP algorithm in agent systems. In message passing systems, the behavior of agents can be simulated in the same number of messages as the agents' moves. Each initiator node $v_{i}$ creates an agent $p_{i}$ that has information including $v_{i}$ 's identifier. By applying an algorithm for MAGP, the $k$ agents created by $k$ initiator nodes can collect all identifiers of the initiator nodes. Each agent can elect exactly one leader agent from the $k$ agents based on the initiator nodes' identifiers. The leader agent, say $p_{j}$, travels the whole network so that the node $v_{j}$ becomes the leader and the other nodes know the identifier of $v_{j}$.

## 4 Algorithms for MAGP

In this section, we present the upper and the lower bounds for MAGP. All proposed algorithms for MAGP consist of two phases. At the first phase (called election phase), a leader agent is elected from $k$ agents, and at the second phase (called traverse phase), the leader agent travels the whole network to collect and deliver information each agent has while all the other agents. When more than one agent is initially located on a same node, one agent is elected among the agents based on their identifiers and the elected agent executes the election phase. Therefore, in what follows, we consider the initial configuration where at most one agent is located on a node.

### 4.1 Non-rooted Tree Networks

In this subsection, we present an algorithm for MAGP on a non-rooted tree.
At the election phase, each agent joins a tournament to become the leader. For easy understanding, suppose an initial configuration where each leaf node (i.e., a node with a single incident link) has a single agent. We ignore all the agents on internal nodes, that is, they make no action. Then, the leader agent is elected as follows: the agent on a leaf node migrates to the neighboring node $u$. On the node $u$, the agent waits until agents come from all neighboring nodes except only one node, and then, one of the agents on $u$ wins this stage of the tournament and migrates to the connecting node no agent has come from.


Fig. 1. Example of agents' behavior on a non-rooted tree

By repeating the above actions, only one agent wins the tournament ${ }^{2}$. The tournament needs $O(N)$ moves since each link is used exactly once ${ }^{3}$.

In MAGP, however, there is no assumption of initial locations of agents: we cannot assume that each leaf node has an agent at the initial configuration. Therefore, at the start of the election phase, agents create a configuration where one agent stays on each leaf node.

In what follows, we explain the agent's behavior at the election phase. On the first step at the election phase, each agent on a leaf node or an internal node travels on the tree by the depth-first-search (DFS) to construct its territory so that territories of different agents have no common node and those of all agents cover the whole network: the first agent that arrives at a node $v$ becomes the owner of $v$ (Fig. 1 (b)). When the agent can construct its territory including all nodes in the tree, that is, there is only one agent in the tree, the agent becomes the leader. Otherwise, each agent proceeds the second step. On the second step, each agent travels again in its territory (a subtree) by the DFS. Each agent considers its home node as a root node of the subtree. Then, on each link $e_{u v}$ (node $v$ is one of children nodes of node $u$ ), the agent cuts the link $e_{u v}$ when the node $v$ has no descendant node connecting with the territory of another agent. At the configuration after the cutting links on all nodes, each leaf node has a single agent (Fig (1)). And then, each agent on leaf nodes competes at the tournament including only the non-cutted links as mentioned above. Agents on internal nodes after the second step do not join the tournament and wait until the leader agent collects and delivers the information.

At the traverse phase, the leader agent travels the whole network by DFS with $O(N)$ moves.

On the first and the second step, the total number of agents' moves is $O(N)$ since each agent travels in only its territory by the DFS. The leader election with the tournament needs $O(N)$ moves. Thus, the following theorem holds.

[^16]Theorem 1 (Upper bound on tree networks). MAGP can be solved with the total number of moves $O(N)$ in any asynchronous non-rooted tree of size $N$.

The following theorem is trivial.
Theorem 2 (Lower bound on tree networks). Any algorithm for MAGP requires the total number of moves $\Omega(N)$ in any asynchronous non-rooted tree of size $N$.

### 4.2 Complete Networks Without Sense of Direction

In this subsection, we propose an algorithm of MAGP on complete networks without sense of direction. That is, links connecting to a node have arbitrary local labels.

At the election phase, a leader agent is elected by simulating the algorithm for LEP on complete networks without sense of direction proposed in 10. In the algorithm, each node repeatedly captures other nodes, and finally, the node that has captured more than half nodes on the network becomes the leader.

In what follows, we briefly describe the election phase in our algorithm simulating the algorithm proposed in 10 . We define three states of a node:

- a candidate node is a home node of an agent that tries to capture other nodes and that has a chance of becoming the leader agent.
- A captured node is the node captured by an agent.
- A passive node is one that is neither a candidate node nor a captured node.

Let $i$ be the identifier of agent $p_{i}$. Each agent $p_{i}$ writes its identifier $i$ and the number of captured nodes on the whiteboard at its home node $v$ (the number of captured nodes is initially set to zero). Let $n_{i}$ be the number of captured nodes by an agent $p_{i}$. Each agent $p_{i}$ repeats the following actions until $p_{i}$ captures more than half nodes of the network or its home node $v$ becomes passive or captured : $p_{i}$ on its home node $v$ migrates one of its neighbors $u$ to try to capture it. Let $n_{u}$ and $i d_{u}$ be the number of nodes and the identifier written on $u$ 's whiteboard respectively. The next action of the agent $p_{i}$ depends on the state of $u$ :

- (Case1) The node $u$ is passive node: the agent $p_{i}$ captures $u$.
- (Case2) The node $u$ is candidate node: if $n_{i}$ is larger than $n_{u}$, or if $n_{i}$ is the same number as $n_{u}$ and $i$ is larger than $i d_{u}, p_{i}$ captures $u$. Otherwise, the agent $p_{i}$ returns to its home node $v$ and makes $v$ passive.
- (Case3) The node $u$ is captured node: the agent $p_{i}$ attacks the node $w$ that is the home node of the agent capturing $u$. The agent $p_{i}$ migrates to the node $w$, and then, $p_{i}$ captures $u$ and makes $w$ passive if one of the following conditions is satisfied: (1) the node $w$ is a passive or captured node, (2) $n_{i}$ is larger than $n_{w}$, or (3) $n_{i}$ is the same number as $n_{w}$ and $i$ is larger than $i d_{w}$. Otherwise, the agent $p_{i}$ returns to its home node $v$ and makes $v$ passive.

When the agent $p_{i}$ captures a node $u, p_{i}$ marks the link connecting to its home node so that other agents visiting $u$ can move to the home node of $p_{i}$.

The agent $p_{i}$ increments the number of $n_{v}$ on the whiteboard at its home node $v$ every time $p_{i}$ captures a new node.

At the traverse phase, the leader agent travels the whole network with $O(N)$ moves.

The message complexity of the algorithm in 10 has been proved to be $O(N \log N)$. In our algorithm, agents simulate one-message transmission by one migration among nodes. The number of agents that can capture $N / 2+1$ nodes is one, and the number of agents that can capture $N / 2$ nodes is at most two. Similarly, the number of agents that can capture $N / h$ nodes is at most $h$. Therefore, the captures of nodes are done at most $(N / 2+1)+\sum_{h=2}^{k} 1 / h \cdot N \leq$ $N \log k+N / 2+1$ times in total. The capture of one node by an agent needs at most 4 moves. Thus, the following theorem holds.

Theorem 3 (Upper bound on complete networks without sense of direction). MAGP can be solved with the total number of moves $O(N \log k+N)$ in any asynchronous complete network without sense of direction of size $N$, where $k$ is the number of agents.

It is proved in 10 that the message complexity of any LEP algorithm on complete networks without sense of direction is $\Omega(N \log N)$. In the case of $k$ initiator nodes, we can prove the $\Omega(N \log k+N)$ lower bound on the message complexity for LEP by similar proof as one in [10]. From Theorem 1 and the above fact, we can show the following lower bound on the number of agents' moves for MAGP on complete networks without sense of direction.

Theorem 4 (Lower bound on complete networks without sense of direction). Any algorithm for MAGP requires the total number of moves $\Omega(N \log k+N)$ in any asynchronous complete network without sense of direction of size $N$, where $k$ is the number of agents.

### 4.3 Complete Networks with Sense of Direction

In this subsection, we propose an algorithm for MAGP on complete networks with sense of direction. The sense of direction is given at each node as follows: nodes are denoted by $v_{0}, v_{1}, \cdots, v_{N-1}$, numbered clockwise in the ring, and for every $i, j(0 \leq i, j \leq N-1, i \neq j)$, the link $e_{v_{i} v_{j}}$ is labeled by $(j-i) \bmod N$ at $v_{i}$ and $(i-j) \bmod N$ at $v_{j}$. Figure 2(a) shows an complete network with the sense of direction of six nodes.

At the election phase, the behavior of each agent is similar to the algorithm for LEP proposed in [13]. In this algorithm, each node sends messages including its identifier along the ring in both directions. On the first stage, the ring consists of the links labeled 1 or $N-1$. When a node receives the messages, the node decides whether it survives or not, based on their identifiers. To reduce the message cost, the winner node uses the chordal links between the winner and the looser, and the looser and the looser nodes on the next stage. That is, the ring is shrunk into a smaller one. On the next stage, the winner nodes repeat the above actions


Fig. 2. An example of agents' behavior on a complete network with sense of direction
on the smaller ring. These actions are continued until only one node wins over. The final winner becomes the leader.

In our algorithm for MAGP, each agent simulates the algorithm proposed in [13] to elect a leader agent. Each agent first writes its identifiers on the whiteboard at its home node. Figure 2(b) shows an example of an agent's migrations on the first stage. On the first stage, each agent migrates along the links labeled 1 with counting the number of passed nodes. When the agent finds the identifier of another agent on the whiteboard at visited node $v$, it checks the identifier and directly returns to its home node through the chordal link between $v$ and its home node, which can be found using the number of passed nodes. Similarly, the agent repeats the above actions in the reverse direction. The agent that wins both of its neighboring agents based on their identifiers can survive into the next stage. The looser agents stop their migration and wait on their home node. On the next stage, the winner repeats the above actions on the smaller ring, which consists of the chordal links connecting the home nodes of the winner and the looser, or the looser and the looser agents on the previous stage (Fig. 2(c)). When only one winner exists on the ring, the election phase terminates and the agent that wins all other agents becomes the leader.

At the traverse phase, by migrating along the links labeled 1 , the leader agent travels the whole network with $O(N)$ moves.

On each stage, each link included in a ring is used at most four times for agents' migrations. The ring size on the first stage is $N$, and on the second stage is $k$ since the ring on the second stage is constructed by only agents' home nodes. On the $h$-th stage, the ring size is at most $k / 2^{h-2}$, and the number of winner agents is at most $k / 2^{h-1}$. Therefore, by the $\log k$-th stage, the leader agent is elected. Thus, the following theorem holds.

Theorem 5 (Upper bound on complete networks with sense of direction). MAGP can be solved with the total number of moves $O(N)$ in any asynchronous complete network with sense of direction of size $N$.

The lower bound on complete networks is trivial.

Theorem 6 (Lower bound on complete networks with sense of direction). Any algorithm for MAGP requires the total number of moves $\Omega(N)$ in any asynchronous complete network with sense of direction of size $N$.

### 4.4 Arbitrary Networks

In this subsection, we propose an algorithm for MAGP on arbitrary networks, where no sense of direction is assumed.

The outline of the election phase is as follows: each agent first constructs its territory that has no common node with territories of other agents by the DFS: each agent captures nodes in its territory on a first-come-first-capture basis. Let $T_{i}$ be the territory of agent $p_{i}$. And then, each agent merges its territory with other agents' territories. When the territories of agents $p_{i}$ and $p_{j}$ are merged, either $p_{i}$ or $p_{j}$ becomes the owner of the merged territory. Finally, the agent that captures all nodes in its territory becomes the leader.

To merge territories, each agent behaves similar actions with Gallager's algorithm for constructing minimum spanning tree (MST) proposed in 8. In Gallager's algorithm, the MST is constructed by merging subtrees based on weights of links. To simulate Gallager's algorithm, in our algorithm, each link is assigned a value as its weight. More precisely, the label $(\min \{i d(u), i d(v)\}, \max \{i d(u), i d(v)\})$ is assigned to each link $e_{u v}$ as its weight, where $i d(u)$ is the identifier of node $u$. Two weight labels $\left(u_{1}, v_{1}\right)$ and $\left(u_{2}, v_{2}\right)$ are compared with lexicographic order, that is, $\left(u_{1}, v_{1}\right)<\left(u_{2}, v_{2}\right) \leftrightarrow u_{1}<u_{2} \vee\left(u_{1}=\right.$ $\left.u_{2} \wedge v_{1}<v_{2}\right)$. Each territory can be considered as a sub-tree constructed by Gallager's algorithm. Therefore, by simulating Gallager's algorithm for constructing MST, only one agent can construct territory including all nodes.

In what follows, we explain the outline of Gallager's algorithm. A minimum outgoing link of a territory $T_{i}$ is the link with the lowest weight connecting a node in $T_{i}$ and a node in another territory. Let $M O L_{i}$ be the minimum outgoing link for territory $T_{i}$. Gallager's algorithm repeats two procedures in each territory: one is to search $M O L_{i}$ in the territory $T_{i}$, and another is to merge the territory $T_{i}$ with the other territory connecting via $M O L_{i}$. We define the level $L_{i}$ of territory $T_{i}$ as the number of times to search $M O L_{i}$ in $T_{i}$ (the initial level of each territory is set to zero). Note that the level $L_{i}$ is not the number of times that territory $T_{i}$ merges other territories, and is the number of times to find $M O L_{i}$ by searching all of outgoing links in $T_{i}$. To reduce the message cost, Gallager's algorithm executes the search of $M O L_{i}$ and the merger of territories according to levels of each territory.

1. The territory $T_{i}$ merges the other territory $T_{j}(i>j)$ only if one of the following conditions is satisfied.
(a) $L_{i}>L_{j}$ and $M O L_{j}$ connects a node in the territory $T_{i}$ : the territory $T_{i}$ merges the territory $T_{j}$. The level of $T_{i}$ is not changed. That is, the search of $M O L_{i}$ is not restarted in $T_{i}$.
(b) $L_{i}=L_{j}$ and $M O L_{i}=M O L_{j}$ : the territories $T_{i}$ merges the territory $T_{j}$. The level of $T_{i}$ is set to $L_{i}+1$. That is, the search of $M O L_{i}$ is executed in the merged territory.
2. If the territory $T_{i}$ has an outgoing link connecting with the territory $T_{j}$ that has the level $L_{j}$ smaller than the level $L_{i}\left(L_{j}<L_{i}\right), T_{i}$ might merge $T_{j}$ on the link. Hence, if the territory $T_{i}$ finds such outgoing link while searching $M O L_{i}, T_{i}$ suspends searching $M O L_{i}$ until $T_{i}$ knows whether or not $T_{i}$ merges $T_{j}$.
Gallager had proved in [8] the level of each territory is at most $\log N$ by applying the above rules, where $N$ is the number of nodes that executes the algorithm.

At the election phase in our algorithm, each agent simulates Gallager's algorithm. Each agent $p_{i}$ writes its identifier and the level of its territory on the whiteboards at nodes in its territory. The search of $M O L_{i}$ is done by the DFS traversing whole of the territory $T_{i}$, and needs $O\left(\left|T_{i}\right|\right)$ moves. The state of each connecting link whether the link is outgoing link or not and the weight of outgoing link are written on whiteboard at each node. Let link $e_{v u}$ be the $M O L_{i}$, where nodes $v$ and $u$ are included in the territories $T_{i}$ and $T_{j}(i \neq j)$ respectively. When the agent $p_{i}$ finds the link $e_{v u}$ is $M O L_{i}, p_{i}$ migrates to the node $u$ and reads the level $l_{u}$ written on $u$ 's whiteboard. Then, the agent $p_{i}$ behaves in accordance with the above rules of merger for the levels $L_{i}$ and $l_{u}$. When the territory $T_{i}$ is merged by the territory $T_{j}$ (i.e., $L_{i}<l_{u}$ ), the agent $p_{i}$ travels whole of the territory $T_{i}$ by the DFS writing the identifier $j$ and the level $l_{u}$ on each whiteboard. When the territories $T_{i}$ and $T_{j}$ are merged (i.e., $L_{i}=l_{u}$ and $M O L_{i}=M O L_{j}$ ), either agent $p_{i}$ or $p_{j}$ is elected (depending on their identifiers) as the owner of the merged territory, and the another is not the owner and waits on the staying node. Let $p_{i}$ be the owner of the new territory. The agent $p_{i}$ travels whole of the territories $T_{i}$ and $T_{j}$ by DFS writing the identifier $i$ and the new level $L_{i}+1$. The agent that captures all nodes in its territory becomes the leader.

At the traverse phase, by the DFS on the MST, the leader agent travels the whole network with $O(N)$ moves. The checks of all links to construct first territory of each agent are required $O(|E|)$ moves, where $E$ is the set of links. Every link is checked at most once whether the link is outgoing link or not, so the check of all link is required $O(|E|)$ moves in total. The searches of minimum outgoing link on each level is required $O(N)$ moves in total on each level. Since the number of territories at the start of constructing MST is $k$, the level of any territory is at most $\log k$. Therefore, the following theorem holds.

Theorem 7 (Upper bound on arbitrary networks). MAGP can be solved with the total number of moves $O(N \log k+|E|)$ in any asynchronous network of size $N$, where $k$ is the number of agents and $|E|$ is the number of links.

The lower bound on message complexity for LEP has proved to be $\Omega(N \log k+$ $|E|)$ in [8]. We can get the following lower bound on moves for MAGP from the trivial lower bound $\Omega(|E|)$, and the traverse $\operatorname{cost} O(|E|)$ and Theorem 1 .

Theorem 8 (Lower bound on arbitrary networks). Any algorithm for MAGP requires the total number of moves $\Omega(N \log k+|E|)$ in any asynchronous network of size $N$, where $k$ is the number of agents and $|E|$ is the number of links.

### 4.5 Asynchronous Ring Networks

In this subsection, we propose an algorithm for MAGP on asynchronous ring networks. On ring networks, the network has no sense of direction. That is, links connecting to a node have arbitrary local labels.

From Theorem 7 the following theorem holds.
Theorem 9 (Upper bound on asynchronous ring networks). MAGP can be solved with the total number of moves $O(N \log k+N)$ in any asynchronous ring network of size $N$, where $k$ is the number of agents.

As in the case of complete networks without sense of direction, we can get the following lower bound on moves for MAGP from Theorem 1 and the lower bound $\Omega(N \log k)$ on message complexity for LEP proved in 9$]$.

Theorem 10 (Lower bound on asynchronous ring networks). Any algorithm for MAGP requires the total number of moves $\Omega(N \log k+N)$ in any asynchronous ring network of size $N$, where $k$ is the number of agents.

By using the ring structure, we can simplify the election phase of the algorithm for MAGP on arbitrary networks as stated in the following. At the election phase, the agent simulates the algorithm for LEP proposed in 9 . Each agent writes its identifier on the whiteboard at its home node and acts the following actions repeatedly: the agent migrates in a direction along the ring and checks the identifier of its neighboring agent, and then, does the same actions in the reverse direction. If the agent has the larger identifier than its two neighboring agents, the agent merges its territory with the two neighboring territories and becomes the owner of the merger territory. Otherwise, the agent is not the owner and waits on the staying node. If the agent can return to its home node without meeting other owners, the agent becomes the leader. As the results, the maximum level of territory is at most $\log k$.

### 4.6 Synchronous Ring Networks

In this subsection, we present an algorithm for MAGP on synchronous rings. On synchronous ring, the number of required moves can be reduced by using synchronous clock each agent has.

At the election phase, agents simulate the algorithms for LEP proposed in [7]. On synchronous rings, each agent waits on a node for a time depending on its identifier to reduce the number of moves: each agent $p_{i}$ waits for $2^{i}-1$ rounds every time $p_{i}$ arrives at each node. That is, the agent $p_{i}$ migrates to one of neighbors at most once every $2^{i}$ rounds.

The outline of the election phase is as follows: each agent first writes its identifier on the whiteboard at its home node, and migrates in a direction along the ring. When the agent finds an identifier of other agent, the agent decides, according to the identifier, whether it should continue its migration or not. If the agent has the larger identifier than the written identifier, the agent stops its
migration and waits on the node. The only one agent can return to its home node and then it becomes the leader.

At the traverse phase, the leader agent travel the whole network by migrating in a direction with $O(N)$ moves.

The message complexity of the algorithm for LEP proposed in 7 has been proved to be $O(N)$. At the election phase in our algorithm, the agents simulate one-message transmission by one migration among nodes: a migration event of an agent from a node $v$ to $u$ corresponds to a send event of a message from the node $v$ to $u$ in an execution of the algorithm proposed in 7. Thus, the following theorem can holds.

Theorem 11 (Upper bound on synchronous ring networks). MAGP can be solved with the total number of moves $O(N)$ in any synchronous ring network size $N$.

The lower bound on synchronous rings is trivial.
Theorem 12 (Lower bound on synchronous ring networks). Any algorithm for MAGP requires the total number of moves $\Omega(N)$ in any synchronous ring network of size $N$.

## 5 Conclusions

In this paper, we have considered the mobile agent gossip problem (MAGP), which has been newly proposed. The gossip is the most fundamental scheme supporting cooperation among mobile agents. The goal of MAGP is that all agents obtain all information each agent initially has with the smallest number of moves. MAGP inherently has lower complexity for the total number of moves than the rendezvous problem.

We have proposed algorithms for MAGP on several network topologies: rings, trees, complete networks and arbitrary networks. For all network topologies, we can prove that all proposed algorithms are asymptotically optimal in term of the total number of moves. All the proposed algorithms have the move complexities sublinear in $k$. Especially, the complexity of the algorithms for synchronous rings, trees and complete networks with sense of direction is independent of $k$. Some of our results are based on the investigation of the relation between MAGP and the process leader election problem (LEP): some of the upper/lower bounds for MAGP have been obtained from those for LEP.
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# Swing Words to Make Circle Formation Quiescent 
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#### Abstract

In this paper, we first introduce the swing words. Based on intrinsic properties of these words, we present a new approach to solve the Circle Formation Problem in the semi-synchronous model (SSM) no two robots are supposed to be at the same position in the initial configuration. The proposed protocol is quiescent - all the robots are eventually motionless in the desired configuration, which remains true thereafter. In SSM, the improvement of the latest recent work for this problem is twofold: (1) the protocol works for any number $n$ of weak robots, except if $n=4$, and (2) no robot is required to reach its computed destination in one step.

Finally, starting from a biangular configuration, our protocol also solves CFP in the fully asynchronous model (CORDA). To our best knowledge, it is the first CFP protocol for SSM which is compatible with CORDA.


Keywords: Distributed Coordination, (Uniform) Circle Formation, Mobile Robot Networks, Self-Deployment.

## 1 Introduction

Consider a distributed system where the computing units are mobile weak robots (sensors or agents), i.e., devices equipped with sensors and designed to move in a two-dimensional plane. By weak, we mean that the robots are anonymous, autonomous, disoriented, and oblivious, i.e., devoid of (1) any local parameter (such that an identity) allowing to differentiate any of them, (2) any central coordination mechanism or scheduler, (3) any common coordinate mechanism or common sense of direction, and (4) any way to remember any previous observation nor computation performed in any previous step. Furthermore, all the robots follow the same program (uniform or homogeneous), and there is no kind of explicit communication medium. The robots implicitly "communicate" by observing the position of the others robots in the plane, and by executing a part of their program accordingly.

In such a weak and unrealistic model, there has been considerable interest in the design of deterministic coordination protocols (or algorithms). One of the common features of these works is the study of the minimal level of ability the robots are required to have to achieve the desired task. So far, the studied tasks are geometric problems, so that pattern formation, line formation, gathering, and circle
formation-refer to 18,11|1415 for this problems. Basically, every protocol for these problems aim to be quiescent, i.e., in every execution, all the robots are eventually motionless in the desired configuration, which remains true thereafter.

The Circle Formation Problem (CFP) belongs to the class of pattern formations. It consists in the design of a protocol insuring that starting from an initial arbitrary configuration, all the robots eventually form a circle with equal spacing between any two adjacent robots. (This problem is sometime referred as the uniform circle formation Problem [15].) In other words, the system is expected to converge to a configuration where the robots stop by forming a regular n-gon.

Related Works. An informal CFP algorithm was first given in 4. Several CFP protocols were subsequently proposed. An heuristics based algorithm was proposed in [16]. A protocol for non-oblivious robots is given in [18. Deterministic CFP algorithms were first presented in [511. All the above solutions guaranteed only asymptotical convergence toward a configuration in which the robots are uniformly distributed on the boundary of a circle. In other words, these solutions are not quiescent, i.e., the robots move infinitely often and never reach the desired final configuration.

The above solutions work in the semi-synchronous model (SSM) [17] in which the cycles of all the robots are synchronized and their actions are atomic. In each cycle, every robot is either active or inactive (at least one of them is active), and only active robots perform their cycle. Every execution in SSM is assumed to be fair, i.e., every robot becomes active infinitely often.

The solution in [12] works in a fully asynchronous model, called CORDA [13]. In CORDA, each robot infinitely and independently from the other robots, asynchronously cycles through a WAIT state, an OBSERVE state (the robot observes its environment), a COMPUTE state (the robot computes its destination point based on the current locations of the other robots), and a MOVE state (the robot moves toward the computed destination of an unpredictable amount of space assumed to be neither infinite, nor infinitesimally small. Each state and the distance traveled while in the MOVE state are assumed to be finite. Since CORDA is a weaker model than SSM, solutions designed in CORDA also work in SSM [14]-the reverse is not true.

On top of working in CORDA, the solution in 12 is quiescent, i.e., the robots eventually stop in a final configuration where they are regularly spread out along the border of a circle. However, if $n$ is even, the robots may only achieve a biangular circle - the distance between two adjacent robots is alternatively either $\alpha$ or $\beta$. In 77, a deterministic quiescent CFP protocol is proposed-the exact $n$-gon is eventually built-using the useful properties of Lyndon words. However, the solution in [7] works in SSM and only for a prime number of robots.

A common strategy in order to solve a non trivial problem as CFP is to combine subproblems which are easier to solve. In general, CFP is separated into two distinct parts. The first subproblem consists in placing the robots along the boundary of a circle $C$, without considering their relative positions. The second subproblem, called uniform transformation problem (UTP), consists in starting from there, and arranging robots, without them leaving the circle $C$,
evenly along the boundary of $C$. In [5], the authors conjecture that there is no deterministic solution solving UTP in finite time in the semi-synchronous model in SSM-the robots being uniform, anonymous, oblivious, and none of them sharing any kind of coordinate system or common sense of direction. In a recent paper [10], the validity of the conjecture is proven. The solution in (6) tackles this latter problem by providing a deterministic algorithm for any number of robots except 4, 6 and 8 . The solution in [6] combines the solution in 12 and a non-trivial method based on a concentric circles to eventually achieve a regular $n$-gon. However, the solution in 6 works assume that no robot can stop before reaching its destination. Note that all the solutions so far assume that in the initial configuration, no two robots are located at the same position. This partially contradicts the specification of CFP since the initial configuration is assumed to be arbitrary. As already noticed in 5], this implies that none of them is self-stabilizing [9]. In a recent paper [8], we provide a randomized self-stabilizing protocol to scatter the robots at distinct positions.

Contribution. We first present a new approach to solve CFP, based on Swing Words. Informally, a finite non-empty word $w$ over an ordered alphabet $A(|A| \geq$ $2)$ is a swing word if and only if the five following conditions are true:

1. The length of $w$ is even,
2. the word $w$ contains at least two different letters,
3. each odd letter of $w$ is greater than or equal to (respectively, lower than or equal to) its following letter,
4. each even letter of $w$ but the last one is lower than or equal to (respectively, greater than or equal to) its following letter,
5. the last letter of $w$ is lower than or equal to (respectively, greater than or equal to) the first letter of $w$.

For instance, over $A=\{a, b, c\}, a<b<c$, the words $a b a c b c$, $b c b c$, and $a a a a a a a b$ are swing words, whereas $a b a c b a, a a a a b$, and $b a a b$ are not-more examples and a formal definition of swing words are given in Section 3 .

Using intrinsic properties of Swing Words, we provide an original deterministic quiescent protocol for CFP in SSM (assuming that no two robots are initially at the same position). As in 6, the proposed protocol is not based on UTP. It is based on an original technique using the convex hull formed by the robots. It works for any number $n$ of weak robots except if $n=4$. So, it improves our previous result which was not working for $n=6$ and $n=8$. Moreover, in contrast with the solution proposed in [6, our protocol assume that no robot is required to reach its computed destination in one step. Finally, starting from a biangular configuration, our protocol solves CFP in CORDA. To our best knowledge, it is the first CFP protocol for SSM which is compatible with CORDA.

Outline of the Paper. In the next section (Section 2), we describe the distributed system and the problem we consider in this paper. In the same section, we present the Swing words and some properties. The deterministic algorithm is proposed in Section 3. Finally, we conclude this paper in Section 4.

## 2 Preliminaries

In this section, we define the distributed system, basic definitions and the considered problem.

Distributed Model. We adopt the model introduced in 17, below referred to as $S S M$. The distributed system considered in this paper consists of $n$ robots $r_{1}, r_{2}, \cdots, r_{n}$-the subscripts $1, \ldots, n$ are used for notational purpose only. Each robot $r_{i}$, viewed as a point in the Euclidean plane, move on this two-dimensional space unbounded and devoid of any landmark. When no ambiguity arises, $r_{i}$ also denotes the point in the plane occupied by that robot. It is assumed that the robots never collide and that two or more robots may simultaneously occupy the same physical location. Any robot can observe, compute and move with infinite decimal precision. The robots are equipped with sensors enabling to detect the instantaneous position of the other robots in the plane. Each robot has its own local coordinate system and unit measure. The robots do not agree on the orientation of the axes of their local coordinate system, nor on the unit measure. They are uniform and anonymous, i.e, they all have the same program using no local parameter (such that an identity) allowing to differentiate any of them. They communicate only by observing the position of the others and they are oblivious, i.e., none of them can remember any previous observation nor computation performed in any previous step.

Time is represented as an infinite sequence of time instants $t_{0}, t_{1}, \ldots, t_{j}, \ldots$ Let $P\left(t_{j}\right)$ be the multiset of the positions in the plane occupied by the $n$ robots at time $t_{j}(j \geq 0)$. For every $t_{j}, P\left(t_{j}\right)$ is called the configuration of the distributed system in $t_{j} . P\left(t_{j}\right)$ expressed in the local coordinate system of any robot $r_{i}$ is called a view, denoted $v_{i}\left(t_{j}\right)$. At each time instant $t_{j}(j \geq 0)$, each robot $r_{i}$ is either active or inactive. The former means that, during the computation step $\left(t_{j}, t_{j+1}\right)$, using a given algorithm, $r_{i}$ computes in its local coordinate system a position $p_{i}\left(t_{j+1}\right)$ depending only on the system configuration at $t_{j}$, and moves towards $p_{i}\left(t_{j+1}\right)-p_{i}\left(t_{j+1}\right)$ can be equal to $p_{i}\left(t_{j}\right)$, making the location of $r_{i}$ unchanged. In the latter case, $r_{i}$ does not perform any local computation and remains at the same position. In every single activation, the distance traveled by any robot $r$ is bounded by $\sigma_{r}$. So, if the destination point computed by $r$ is farther than $\sigma_{r}$, then $r$ moves toward a point of at most $\sigma_{r}$. This distance may be different between two robots.

The concurrent activation of robots is modeled by the interleaving model in which the robot activations are driven by a fair scheduler. At each instant $t_{j}$ $(j \geq 0)$, the scheduler arbitrarily activates a (non empty) set of robots. Fairness means that every robot is infinitely often activated by the scheduler.

The Circle Formation Problem. In this paper, the term "circle" refers to a circle having a radius strictly greater than zero. Consider a configuration at time $t_{k}$ $(k \geq 0)$ in which the positions of the $n$ robots are located at distinct positions on the circumference of a circle $C$. At time $t_{k}$, the successor $r_{j}, j \in 1 \ldots n$, of any robot $r_{i}, i \in 1 \ldots n$ and $i \neq j$, is the single robot such that no robot exists
between $r_{i}$ and $r_{j}$ on $C$ in the clockwise direction. Given a robot $r_{i}$ and its successor $r_{j}$ on $C$ centered in $O$ :

1. $r_{i}$ is said to be the predecessor of $r_{j}$,
2. $r_{i}$ and $r_{j}$ are said to be adjacent,
$3 \widehat{r_{i} O r_{j}}$ denotes the angle centered in $O$ and with sides the half-lines $\left[O, r_{i}\right)$ and $\left[O, r_{j}\right)$ such that no robots (other than $r_{i}$ and $r_{j}$ ) is on $C$ inside $\widehat{r_{i} O r_{j}}$.

Definition 1 (regular $n$-gon). A cohort of $n$ robots ( $n \geq 2$ ) forms (or is arranged in) a regular n-gon if the robots take place on the circumference of a circle $C$ centered in $O$ such that for every pair $r_{i}, r_{j}$ of robots, if $r_{j}$ is the successor of $r_{i}$ on $C$, then $\widehat{r_{i} O r_{j}}=\delta$, where $\delta=\frac{2 \pi}{n}$. The angle $\delta$ is called the characteristic angle of the $n$-gon.

The problem considered in this paper, called CFP (Circle Formation Problem) consists in the design of a distributed protocol which arranges a group of $n$ $(n>2)$ mobile robots with initial distinct positions into a regular $n$-gon in finite time. In this paper, we ignore the trivial cases $n \leq 2$ because in that cases, they always form a regular $n$-gon.
Swing-Word. Let an ordered non-empty alphabet $A$ be a finite set of letters. Denote $\prec$ an order on $A$. A non empty word $w$ over $A$ is a finite sequence of letters $a_{0}, \ldots, a_{i}, \ldots, a_{l-1}, l>0$. The concatenation of two words $u$ and $v$, denoted $u \circ v$ or simply $u v$, is equal to the word $a_{0}, \ldots, a_{i}, \ldots, a_{k-1}, b_{0}, \ldots, b_{j}, \ldots, b_{l-1}$ such that $u=a_{0}, \ldots, a_{i}, \ldots, a_{k-1}$ and $v=b_{1}, \ldots, b_{j}, \ldots, b_{l-1}$. Let $\epsilon$ be the empty word such that for every word $w, w \epsilon=\epsilon w=w$. The length of a word $w$, denoted by $|w|$, is equal to the number of letters of $w-|\epsilon|=0$. The mirror word of a word $w=a_{0}, \ldots, a_{l-1}$, denoted by $\bar{w}$, is equal to the word $a_{l-1}, \ldots, a_{0}-\bar{\epsilon}=\epsilon$.

A word $u$ is lexicographically smaller than or equal to a word $v$, denoted $u \preceq v$, iff there exists either a word $w$ such that $v=u w$ or three words $r, s, t$ and two letters $a, b$ such that $u=r a s, v=r b t$, and $a \prec b$.

Let $k$ and $j$ be two positive integers. The $k^{t h}$ power of a word $w$ is the word denoted $s^{k}$ such that $s^{0}=\epsilon$, and $s^{k}=s^{k-1} s$. The $j^{t h}$ rotation of a word $w=a_{0}, \ldots, a_{|w|-1}$, notation $R_{j}(w)$, is defined by:

$$
R_{j}(w) \stackrel{\text { def }}{=} \begin{cases}\epsilon & \text { if } w=\epsilon \\ a_{j}, \ldots, a_{|w|-1}, a_{0}, \ldots, a_{j-1} & \text { otherwise }(0 \leq j<|w|)\end{cases}
$$

Let $u=a_{0} a_{1} \ldots a_{l-1}(l \geq 2)$ be a finite word over $A$. Denote $\Lambda_{u}$ the subset of words $v=b_{0} b_{1} \ldots b_{l^{\prime}-1}$ over $\{0,1\}$ such that (1) $l^{\prime}=l$, and (2) for every $i \in 0 \ldots l^{\prime}-1$ :

$$
b_{i}=\left\{\begin{array}{l}
0 \text { if } a_{i \bmod l} \leq a_{(i+1) \bmod l} \\
1 \text { if } a_{i \bmod l} \geq a_{(i+1) \bmod l}
\end{array}\right.
$$

Remark that the words in $\Lambda_{u}$ are built on the cyclic representation of $u$. Let us consider the two following examples:
Example 1. Assume that $A=\{1,2\}(1<2)$. Then, $\Lambda_{11}=\Lambda_{22}=\{00,01,10,11\}$, $\Lambda_{12}=\{01\}, \Lambda_{112}=\{001,101\}, \Lambda_{1112}=\{0001,1001,0101,1101\}$, and $\Lambda_{1221}=$
$\{0110,0111,0010,0011\}$. For instance, since both $1 \geq 1$ and $1 \leq 1$ are true, $\Lambda_{112}=\{001,101\}$ because both $a_{0} \leq a_{1} \leq a_{2} \geq a_{0}$ and $a_{0} \geq a_{1} \leq a_{2} \geq a_{0}$ are true.

Example 2. Assume that $A=\{1,2,3\}(1<2<3)$.
Then, $\Lambda_{11231}=\{00010,00011,10010,10011\}$, and
$\Lambda_{311122}=\{101000,100000,110000,111000,101010,100010,110010,111010\}$.
Definition 2 (Swing-Word). A finite non-empty word $w=a_{0} a_{1} \ldots a_{l-1} \quad(l \geq$ 1) made over $A$ is a Swing-Word iff the following two conditions are true: (1) $w \neq a_{0}^{l}$, and (2) there exists $u \in \Lambda_{w}$ such that $u \in\left\{(01)^{\frac{l}{2}},(10)^{\frac{l}{2}}\right\}-u$ is called an associate Swing-word of $w$.

For instance, in Example 1 (resp., Example 2) above, 1112 (resp. 311122) is a Swing-word- $0101 \in \Lambda_{1112}$ (resp. $101010 \in \Lambda_{311122}$ ). (Note that even if $\Lambda_{11}$ and $\Lambda_{22}$ contain 01, both 11 and 22 are not swing words because they are equal to 1 and 2 , respectively.)

The following lemma directly follows from Definition 2
Lemma 1. If a word $w=a_{0} a_{1} \ldots a_{l-1}(l \geq 1)$ is a Swing-word, then:

1. $l=2 p(p \geq 1)$;
2. $\bar{w}$ is a Swing-word;
3. For every $j \in 0 \ldots l-1, R_{j}(w)$ is a Swing-word.

Lemma 2. If a word $w=a_{0} a_{1} \ldots a_{l-1}(l \geq 1)$ is a Swing-word, then $w$ have $a$ unique associate Swing-word.

Proof. Let $\Lambda_{w}^{S}$ be the subset of $\Lambda_{w}$ such that $u \in\left\{(01)^{\frac{l}{2}},(10)^{\frac{l}{2}}\right\}$. Since the length of $w$ is finite, $\Lambda_{w}^{S}$ contains at most 2 words. From Definition 2, $\Lambda_{w}^{S}$ contains at least one word. Assume by contradiction that $\Lambda_{w}^{S}=\left\{u_{1}, u_{2}\right\}$. Without lost of generality, $u_{1}=(01)^{\frac{l}{2}}$, and $u_{2}=(10)^{\frac{l}{2}}$. So, from Definition 2, we have both:

1. $a_{0} \leq a_{1} \geq \ldots \leq a_{l-1} \geq a_{0}$, and
2. $a_{0} \geq a_{1} \leq \ldots \geq a_{l-1} \leq a_{0}$.

So, $a_{0}=a_{1}=\ldots=a_{l-1}=a_{0}$. This contradicts the first condition of Definition 2

## 3 Circle Formation Protocol

In this section, we present the main result of this paper. We first provide some basic definitions, followed by particular configurations of the system which we use for simplifying the design and proofs of the protocol. Next, the protocol is presented with the correctness proof.

### 3.1 Definitions and Basics Properties

Definition 3 (Biangular circle). A cohort of $n$ robots ( $n \geq 2$ ) forms (or is arranged in) a biangular circle if the robots take place on the circumference of
a circle $C$ centered in $O$ and there exist two non zero angles $\alpha, \beta$ such that for every pair $r_{i}, r_{j}$ of robots, if $r_{j}$ is the successor of $r_{i}$ on $C$, then $\widehat{r_{i} O r_{j}} \in\{\alpha, \beta\}$ and $\alpha$ and $\beta$ alternate in the clockwise direction.

Obviously, if $\alpha=\beta$ then, for any $n$ value, the $n$ robots form a regular $n$-gon. If $\alpha \neq \beta$, then $n$ must be even ( $n=2 p, p>1$ ). In that case, the biangular circle is called a strict biangular circle-refer to Figure 1 .


Fig. 1. An example showing a strict biangular circle $(\alpha \neq \beta)$

Definition 4 (Convex Hull). : Given $n \geq 2$ points $p_{1}, p_{2}, \cdots, p_{n}$ on the plane, their Convex Hull CH $\left(p_{1}, p_{2}, \cdots, p_{n}\right)$ (CH for short, if no ambiguity arises) is the smallest polygon such that all the points are on its edges or inside it.

Now, we introduce a definition of adjacent, predecessor and successor more general than the one presented in Section 2, Given a team $R$ of $n$ robots located at distinct positions on $C H(R)$, we said that two robots are $C H$-adjacent if and only if they are connected by an edge belonging to $C H(R)$. We say also that any robot $r^{\prime}$ is the $C H$-successor (resp. $C H$-predecessor) of $r$ if and only if $r^{\prime}$ is the CH -adjacent robot in clockwise direction (resp. counterclockwise direction) on CH .

Observation 1. We can associate an unique regular $2 k$-gon to a regular $k$-gon $(k \geq 3)$ centered in $O$, by applying the following construction (refer to Figure ):

1. Consider one CH's edge $\left[p_{1}, p_{2}\right]$ of the regular $k$-gon, and place two points $x_{1}, x_{2}$ on this edge such that $\widehat{x_{1} O x_{2}}=\frac{\pi}{k}$ and the distance between $x_{1}$ and $p_{1}$ is equal to the distance between $x_{2}$ and $p_{2}$.
2. Reiterate with the other CH's edges.

These adding points form a regular $2 k$-gon.
String of Edges. We use the subscript $i$ in the notation of a robot $r_{i}, i \in 1 \ldots n$, to denote the order of the robots in an arbitrary clockwise direction on the Convex Hull CH . We proceed as follows: A robot is arbitrarily chosen as $r_{1}$ on $C H$. Next, for any $i \in 1 \ldots n-1, r_{i+1}$ denotes the $C H$-successor of $r_{i}$ on $C H$ (in the clockwise direction). Finally, the successor of $r_{n}$ is $r_{1}$.


Fig. 2. An example showing a regular $2 k$-gon associated to a regular $k$-gon $-k=3$

Let the alphabet $A$ be the set of $k(k \leq n)$ strictly positive reals $x_{1}, x_{2}, \ldots, x_{k}$ such that $\forall i \in 1 \ldots n$, there exists $j \in 1 \ldots k$ such that $x_{j}=$ length of one of the CH's edges.

The order on $A$ is the natural order $(<)$ on the reals. So, the lexicographic order $\preceq$ on the words made over $A$ is defined as follows:

$$
u \preceq v \stackrel{\text { def }}{\equiv}(\exists w \mid v=u w) \vee(\exists r, s, t, \exists a, b \in A \mid(u=r a s) \wedge(v=r b t) \wedge(a<b))
$$

For instance, if $A=\{1,2\}$, then $1 \preceq 11 \preceq 12 \preceq 122 \preceq 2$.
For each robots $r_{i}$, let us define the word $S E\left(r_{i}\right)$ (respectively, $\overline{S E\left(r_{i}\right)}$ ) over $A$ ( $S E$ stands for "string of edges") as follows:

$$
\begin{gathered}
S E\left(r_{i}\right)=a_{i} a_{i+1} \ldots a_{n-1} a_{0} \ldots a_{i-1} \\
\left(\operatorname{resp} . \overline{S E\left(r_{i}\right)}=a_{i-1} \ldots a_{0} a_{n-1} a_{n-2} \ldots a_{i}\right)
\end{gathered}
$$



Fig. 3. $S E\left(r_{1}\right)=x_{1}\left(x_{2}\right)^{2} x_{3} x_{1} x_{4} x_{5}$

An example showing a string of edges is drawn in Figure 3 Note that, if $k$ robots are on $C H$, then for every robot $r_{i},\left|S E\left(r_{i}\right)\right|=\left|\overline{S E\left(r_{i}\right)}\right|=k$. Moreover, if the configuration is a regular $n$-gon, then for every robot $r_{i}, S E\left(r_{i}\right)=\overline{S E\left(r_{i}\right)}=$ $u^{n}$, where $u$ is the common length of all the edges of $C H$.

Swing and Perfect Convex Hulls.
Definition 5 (Swing Convex Hull). A Convex Hull CH is said to be a Swing convex hull (notation, Swing-CH) iff there exists any robot $r_{i}$ on $C H$ such that $S E\left(r_{i}\right)$ is a Swing-word.

The following lemma directly follows from Lemmas 1 and 2
Lemma 3. If $S E\left(r_{i}\right)$ is a Swing-word, then for every $r_{i^{\prime}}$ on $C H, S E\left(r_{i^{\prime}}\right)$ and $\overline{S E\left(r_{i^{\prime}}\right)}$ are swing words.

Corollary 1. If a Convex Hull CH is a Swing convex hull, then each robot $r_{i}$ on $C H$ can determine that $C H$ is a Swing convex hull by locally computing its String of Edge, regardless the local clockwise direction of $r_{i}$.

Let $S E\left(r_{0}\right)=s_{0} s_{1} \cdots s_{l-1}$ be a Swing-word on a Swing-CH and $u=u_{0} u_{1} \cdots$ $u_{l-1}$ its associate Swing-word. We said that the edge $\left[r_{i}, r_{i+1}\right]$ is an up-edge (resp., a down-edge) iff $u_{i}=1$ (resp. $u_{i}=0$ ). From Lemmas 1 and 2 again, we can easily deduce that the up-edges and down-edges are the same for all the robots on a Swing-CH.

Given two robots robots $r_{i}$ and $r_{i^{\prime}}$ such that $r_{i}$ and $r_{i^{\prime}}$ are $C H$-adjacent on a Swing- CH , we say that they form a couple if and only if the CH 's edge, linking $r_{i}$ and $r_{i^{\prime}}$ is a down-edge. In a Swing-CH, denote SetLines the set of lines $\left(r_{i}, r_{i+1}\right)$ passing through both robots of the same couple. IntersectionLines (called shortly $I L$ ) is the set of intersection points between all lines $l_{1}=\left(r_{i}, r_{i+1}\right)$ and $l_{2}=\left(r_{i+2}, r_{i+3}\right)$ such that $l_{1} \in$ SetCoupleLine, $l_{2} \in$ SetCoupleLine and $r_{i+1} \mathrm{CH}$-adjacent to $r_{i+2}$.

Definition 6 (Perfect Convex Hull). Let a team of $n=2 k$ robots on the convex hull CH. This latter is perfect if the four conditions holds:

1. $n=2 k$ and $k \geq 3$.
2. CH is a Swing-CH.
3. $I L$ is a regular $k$-gon.
4. All the robots are on the edges of the regular $2 k$-gon associated to $I L$.

Note that Condition (1) in the above definition, excludes the case $k<3$ because in this case $I L$ does not exist.

We say that the cohort $R$ is in Perfect Convex Hull if $C H(R)$ is perfect and all the robots are located at distinct position on it-refer to Figure 4 where non-perfect and perfect convex hull are shown.

Observation 2. If all the robots are in strict biangular circle then they are in perfect convex hull.

Definition 7 (Equivalence). Two perfect convex hull are said to be equivalent if they share the same regular $k$-gon $I L$ in a system configuration.

The only possible difference between two equivalent perfect convex hulls is different positions of the robots on the regular $n$-gon associated to $I L$.


Fig. 4. Examples showing Swing convex hulls

### 3.2 The Protocol

Let us consider the overall scheme of our protocol presented in Algorithm It is mainly based on the perfect convex hull configuration presented in the previous subsection. The proposed scheme is combined with the protocol presented in [12] which leads a cohort of $n$ robots from an arbitrary into a biangular configuration, whether $n \geq 2$. In the remainder, we refer to the protocol in [12] as Procedure $<$ $A \leadsto B>$-from an Arbitrary configuration to a Biangular configuration.

Theorem 3 ([14]). Any algorithm that correctly solves a problem $P$ in Corda, correctly solves $P$ in $S S M$.

The above result means that Procedure $<A \leadsto B>$ can be used in SSM. Obviously, Procedure $<A \leadsto B>$ trivially solves the CFP if the number of robots $n$ is odd. So, to solve CFP for any number of robots, it remains to deal with a system in a strict biangular configuration when $n$ is even.

In the remainder, we consider that the system is in an arbitrary configuration if the robots do not form either (1) a regular $n$-gon, (2) a perfect convex hull, or (3) a strict biangular circle. Let us describe the general scheme provided by Algorithm [1.

Procedure $<A \sim B>$ excluded, the protocol mainly consists of one procedure called Procedure $<\mathrm{PCH} \leadsto N$ gon $>$ which is used when the system form a perfect convex hull. It leads the system into a regular $n$-gon. Let us explain how the procedures are used by giving the overall scheme of Algorithm 1 Starting from an arbitrary configuration, using Procedure $\langle A \leadsto B\rangle$, the system is eventually in a biangular circle. If $n$ is odd, then the robots form a regular $n$-gon and the system is done. Otherwise ( $n$ is even), the robots form either a regular $n$-gon or a strict biangular circle. Starting from the latter case, each robot executes Procedure $<\mathrm{PCH} \sim N$ gon $>$ (from Observation 2 we know that when the robots form a strict biangular circle, they form a perfect convex hull too). The resulting configuration of the execution of Procedure $<\mathrm{PCH} \sim N$ gon $>$ is a regular $n$-gon.

```
Algorithm 1. Procedure \(<A \leadsto N\) gon \(>\) for any \(r_{i}\) in a cohort of \(n \neq 4\) robots
\(\mathrm{n}:=\) the number of robots;
if \(n\) is even
then if the robots do not form a regular \(n\)-gon
        then if the robots form a perfect convex hull
            then Execute \(<\mathrm{PCH} \sim N\) gon \(>\);
            else Execute \(<A \sim B>\);
else Execute \(<A \sim B>\);
```

Theorem 4. Assuming that initially no two robots are located at the same position, Procedure $<A \leadsto N$ gon $>$ is a deterministic Circle Formation Protocol for any number $n \neq 4$ of robots in SSM.

The above theorem follows from Procedure $<A \leadsto N$ gon $>$, Algorithm [1] [12, and Lemmas 5 This last Lemma shows that, starting from a perfect convex hull, Procedure $<\mathrm{PCH} \leadsto N$ gon $>$ described below deterministically solves CFP.
Procedure $<\mathrm{PCH} \leadsto N$ gon $>$. Let us assume that in the initial configuration, the robots form a perfect convex hull. In such a configuration, every active robots $r_{i}$ applies the following sheme - refer to Figure 5

1. Robot $r_{i}$ computes $I L$ and the associated $n$-gon.
2. Robot $r_{i}$ considers its neighbor $r_{i}^{\prime}$ such that $\left\{r_{i}, r_{i}^{\prime}\right\}$ is a couple of the perfect convex hull. Then, $r_{i}$ moves away from $r_{i}^{\prime}$ toward the vertex of the associated $n$-gon, on the line ( $r_{i}, r_{i}^{\prime}$ ).

Lemma 4. In SSM, using Procedure $<\mathrm{PCH} \leadsto N$ gon $>$, if all the robots are in a perfect convex hull at time $t_{j}$, then at time $t_{j+1}$, either the configuration is an equivalent perfect convex hull, or the n-gon is not formed.


Fig. 5. An example describing the Procedure $<\mathrm{PCH} \sim N$ gon $>$

Proof. From Lemma 3 and Corollary 1, all the perfect convex hulls computed by the robots are all equivalent. Let Unit be the distance between two adjacent vertices on the associated $n$-gon. Using Procedure $<\mathrm{PCH} \leadsto N$ gon $>$, at time $t_{j+1}$, the distance between two CH -adjacent robots forming a couple is lower or equal to Unit, whereas the distance between two CH -adjacent robots, not forming a couple, is greater or equal $U n i t$. So, at time $t_{j+1}$ the up-edge and the down-edge are the same ones than $t_{j}$, because $\mid$ down edge $|\leq U n i t \leq|$ up edge $\mid$. Furthermore, each robot moves only on the edge of the associated regular $n$ gon without collision. So, each robot can recompute the same $I L$ and the same associated regular $n$-gon.

The following lemma follows from Lemma 4 and fairness:
Lemma 5. In SSM, Procedure $<\mathrm{PCH} \leadsto N$ gon $>$ is a deterministic algorithm transforming a perfect convex hull into a regular $n$-gon whether $n>4$.

Procedure $<A \leadsto N$ gon $>$ in $C O R D A$. Assume the fully asynchronous model CORDA, i.e., one or more robots can move while some others are either observing or computing - the case of waiting robots gets off the scope of this discussion. Let assume that the robots form a perfect convex hull. Lemma 4 shows that, while the regular $n$-gon is not formed, Procedure $<\mathrm{PCH} \leadsto N$ gon $>$ guarantees that the associated regular $\frac{n}{2}$-gon is preserved for every robot. So, even assuming CORDA, the perfect convex hull computed by the robots remains equivalent for every pair of robots while the regular $n$-gon is not formed. Thus, Lemma 4 also holds in CORDA. As a result, the following theorem holds:

Theorem 5. If the initial configuration where the robots form a biangular circle, Procedure $<A \leadsto N$ gon $>$ is a deterministic Circle Formation Protocol for any number $n \neq 4$ of robots in CORDA.

## 4 Conclusion and Discussion

In this paper, we first introduced the Swing Words. We then provided a quiescent deterministic protocol for the Circle Formation Problem in SSM assuming that
no two robots are initially at the same position. The proposed protocol works for any number $n \neq 4$ of weak robots, which are not assume to reach their computed destination in one step.

In CORDA, our protocol solves CFP starting from a biangular configurationif $n \neq 4$. Starting from a different configuration, the protocol in 12 solves the CFP if $n$ is odd, and brings the system in a biangular configuration otherwise. Hence, we have two algorithms which together cover all possible initial configurations. However, these two algorithms cannot be simply combined to solve CFP in CORDA. A similar problem is related in 3 for the Gathering Problem, and solved in [2]. This question remains open for the Circle Formation Problem.
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#### Abstract

A number of recent studies address systems of mobile autonomous robots from a distributed computing point of view. Although such systems employ robots that are relatively weak and simple (i.e., dimensionless, oblivious and anonymous), they are nevertheless expected to have strong fault tolerance capabilities as a group. This paper studies the partitioning problem, where $n$ robots must divide themselves into $k$ size-balanced groups, and examines the impact of common orientation on the solvability of this problem. First, deterministic crash-fault tolerant algorithms are given for the problem in the asynchronous fullcompass and semi-synchronous half-compass models, and a randomized algorithm is given for the semi-synchronous no-compass model. Next, the role of common orientation shared by the robots is examined. Necessary and sufficient conditions for the partitioning problem to be solvable are given in the different timing models. Finally, the problem is proved to be unsolvable in the no-compass asynchronous model.


## 1 Introduction

Background: Systems of multiple autonomous mobile robots (also known as robot swarms) are of interest for a variety of reasons, including decreased costs and a wide range of applications, such as military operations, search and rescue, fire fighting and space missions.

Most experimental and empirical studies of multiple robot systems rely on a central controller for managing the robots, and their coordination algorithms are based on heuristics. Recently, multiple robot systems have been studied from a distributed computing point of view [16, 10]. A number of distributed computation models were proposed in the literature, and a number of studies focused on characterizing the influence of the model on the ability of a robot swarm to perform its task. The common distributed models assume relatively weak and simple robots. In particular, these robots are assumed to be dimensionless, oblivious, anonymous and with no common coordinate system, orientation or scale, and no explicit communication. Each robot operates in simple "look-computemove" cycles, basing its movements on viewing its surroundings and analyzing

[^17]the configuration of robot locations. A robot is capable of locating all robots within its visibility range on its private coordinate system, thereby calculating their position with respect to itself.

As the common models of multiple robot systems assume cheap, simple and relatively weak robots, the problem of possible failures becomes prominent, since in such systems one cannot possibly rely on assuming reliable hardware or software, especially when such robot systems are expected to operate in hazardous or harsh environments. At the same time, one of the main attractive features of multiple robot systems is their potential for enhanced fault tolerance; it seems plausible that the inherent redundancy of such systems may be exploited in order to enable them to perform their tasks even in the presence of faults.

Among the tasks studied so far are formation of geometric patterns (i.e., organizing the robots in a geometric form), gathering and convergence (i.e., collecting the robots to the same point), flocking (i.e., following a pre-designated leader), even distribution of robots within simple geometric patterns, searching a target within a bounded area, and more.

Another important task that has been studied to a lesser extent is that of partitioning. In this task, the robots must divide themselves into (size-balanced) groups. This task is closely related to that of converging. In this paper we examine the partitioning problem within various computation models.
Computation Models: The basic model studied in previous papers, e.g., [18, 19, 12, 6, can be summarized as follows. Each of the robots executes the same algorithm in cycles, with each cycle consisting of three steps:

1. "Look": Determine the current configuration by identifying the location of all visible robots and marking them on the robot's private coordinate system.
2. "Compute": Execute the algorithm, resulting in a goal point $\tilde{p}$.
3. "Move": Travel towards the point $\tilde{p}$. The robot might stop before reaching $\tilde{p}$, but is guaranteed to traverse at least a minimal distance unit $s$ (unless reaching the goal first). The value of $s$ is not known to the robots and they cannot use it in their computations.

In the common distributed model [16, 18, 17, 10, 4, the robots are assumed to be dimensionless, namely, treated as points that do not obstruct each other's visibility or movement, and oblivious or memoryless, namely, do not remember their previous actions or the previous positions of the other robots, and therefore cannot rely on information from previous cycles, or have alternating states. Also, the robots are indistinguishable and cannot identify each and every one of their peers. Moreover, the robots have no means of explicit communication. On the other hand, the robots are assumed to possess unlimited visibility, and sensors, computations and movements are assumed to be accurate.

The models considered here vary in two attributes. The first is timing models.

1. Fully-synchronous (FSYNC) model: the robots are driven by an identical clock, operate according to the same cycles and are active in every cycle.
2. Semi-synchronous (SSYNC) model: the robots operate according to the same cycles, but need not be active in every cycle. A fairness constraint guaran-
tees that each robot will eventually be active (infinitely many times) in any infinite execution.
3. Asynchronous (ASYNC) model: the robots operate on independent cycles of variable length. Formally, this can be modeled by each cycle starting with an additional "Wait" step.

The second attribute is orientation, referring to the local views of the robots in terms of their $\mathrm{x}-\mathrm{y}$ coordinates. Elaborating on 12, the following sub-models of common orientation levels are considered.

1. Full-compass: Directions and orientations of both axes are common to all robots
2. Half-compass: Directions of both axes are common to all robots, but the positive orientation of only one axis is common. (i.e., in the other axis, different robots may have different views of the positive orientation).
3. Direction-only: Directions of both axes are common to all robots, but the positive orientations of the axes are not common.
4. Axes-only: Directions of both axes are common to all robots, but the positive orientations of the axes are not common. In addition the robots do not agree on which of the two axes is the x axis and which is the y axis.
5. No-compass: There are no common axes.

In the no-compass and half-compass sub-models, the robots do not share the notion of "clockwise" or "right hand side". Note that the robots do not share a common unit distance or a common origin point even in the full-compass model.

Fault Tolerance: A major algorithmic aspect considered in this paper is fault tolerance. The algorithm may be required to operate in a model in which robots may fail. In such a setting, we may ask how well the algorithm can cope with one or more faulty robots.

The model discussed in this paper is the crash-fault model, in which a faulty robot simply stops moving. Since nonfaulty robots may also stay in place from time to time, there is no way for the active robots to identify a faulty robot. An $f$-fault-tolerant algorithm is one that operates correctly so long as there are no more than $f$ faulty robots in the swarm. (The pattern and timing of failures can be thought of as controlled by an adversary, which may crash robots at any time in an adaptive manner, i.e., the faulty robots need not be picked in advance.) The exact requirements of the algorithm (i.e., the meaning of "operating correctly" in a faulty environment) is specific to the problem at hand.

For randomized algorithms we consider two possible adversary types. An adaptive adversary is allowed to make its decisions after learning the (possibly randomized) choices made by the algorithm. This means that in each cycle, first the robot computes its goal position, and then the adversary chooses the maximal distance the robot will reach in the direction of its goal point. In contrast, a non-adaptive adversary must make its decisions independently of the random choices of the algorithm. Namely, in each cycle, the adversary chooses the maximal distance the robot will reach before the robot computes its goal
point (i.e., before knowing the direction in which the robot will move, which may be chosen randomly by the algorithm). Note that despite its name, there is some adaptiveness even in the non-adaptive adversary, since it still has control over the timing of the robots. We will normally assume the adaptive adversary, except when explicitly noted otherwise.

The Partitioning Problem: We consider the problem Partition $(n, k)$, in which $n$ robots, at initially distinct positions, must divide themselves into $k$ size-balanced subsets. The robots in each subset must converge, so that some minimal distance is kept between robots of different subsets.

We use the following basic definitions. Let $\operatorname{dist}(a, b)$ denote the Euclidean distance between points $a$ and $b$. For sets of points $X$ and $Y$, denote $\operatorname{dist}(X, Y)=$ $\min \{\operatorname{dist}(x, y) \mid x \in X, y \in Y\}$. Denote the position of robot $r_{i}$ at time $t$ as $p_{i}[t]=\left(x_{i}[t], y_{i}[t]\right)$. (We sometimes omit the parameter $t$ when no confusion arises.) Denote the set of all robot positions at time $t$ as $P[t]$.

Formally, the partitioning problem Partition $(n, k)$ is defined as follows.
Input: A set of $n$ robots $R=\left\{r_{1}, \ldots, r_{n}\right\}$, positioned in a 2 -dimensional space, with initial positions $P_{I}=P\left[t_{0}\right]=\left\{p_{1}\left[t_{0}\right], \ldots, p_{n}\left[t_{0}\right]\right\}$, and an integer $k$. We assume that $n$ is divisible by $k$ and define $m=n / k$.
Goal: For some fixed $\eta>0$, for every $\eta \geq \varepsilon>0$, there is a time $t_{\varepsilon}$, such that for every time $t>t_{\varepsilon}, R$ can be partitioned into $k$ disjoint subsets $S_{1}, \ldots, S_{k}$ satisfying the following:

- Partition: $R=\bigcup_{i=1}^{k} S_{i}$ and $S_{i} \cap S_{j}=\emptyset$ for every $i \neq j$.
- Size-balance: The subsets are balanced, i.e., $\left|S_{i}\right|=m$ for every $i$.
- Proximity: Robots in the same subset are within $\varepsilon$ of each other, i.e., $\operatorname{dist}\left(r_{w}, r_{l}\right)<\varepsilon$ for every $i$ and for every $r_{w}, r_{l} \in S_{i}$.
- Separation: Robots in different subsets are farther than $2 \eta$ apart, i.e., $\operatorname{dist}\left(S_{i}, S_{j}\right)>2 \eta$ for every $i \neq j$.

Although robots are dimensionless, we make the following assumption.
Non-overlap: No two robots have the same initial position, i.e., $p_{i}\left[t_{0}\right] \neq p_{j}\left[t_{0}\right]$ for every $i \neq j$.

In the general case, where $n$ is not divisible by $k$, define $m=\lfloor n / k\rfloor$ and require that the subsets are nearly-balanced, i.e., $m \leq\left|S_{i}\right| \leq m+1$ for every $i$.

Note that the choice of the separation distance as $2 \eta$ is arbitrary, and any clear separation between the subsets will do. In practice, we may set $\eta=\frac{1}{2} d_{\text {min }}$, where $d_{\text {min }}$ is the minimal distance between any two robots at time $t_{0}$. Note also that requiring the conditions to hold on every time $t>t_{\varepsilon}$ implies that the subsets $S_{i}$ do not change after time $t_{\eta}$. (To see this, suppose they do change, so that two robots $r_{i}, r_{j}$ that were in the same subset at time $t_{\eta}$ are later separated. Then there must be a time $t>t_{\eta}$ whence $\eta<\operatorname{dist}\left(r_{i}, r_{j}\right)<2 \eta$, in contradiction to both the proximity and separation requirements).

An algorithm for solving the Partition $(n, k)$ problem is considered to be $f$-fault-tolerant if the following holds. In a non-faulty setting, the algorithm achieves a partitioning as defined above. In a faulty setting in which $\hat{f} \leq f$
robots crash, all the non-faulty robots are required to converge into $k$ subsets. Each subset must be of size greater than $\max \{m-\hat{f}, 0\}$ and smaller than $m+1$. Note that in case $f \geq m$, fewer than $k$ actual subsets may be formed since some subsets may be empty.

Related Work: Most of the literature on distributed control algorithms for autonomous mobile robots has concentrated on the two basic tasks of gathering and convergence. Gathering requires the robots to occupy a single point within finite time, regardless of their initial configuration. Convergence is the closely related task in which the robots are required to converge to a single point, rather than reach it. More precisely, for every $\varepsilon>0$ there must be a time $t_{\varepsilon}$ by which all robots are within a distance of at most $\varepsilon$ of each other. Hence the convergence problem may be considered as the special case $\operatorname{Partition}(n, 1)$.

The problem of gathering autonomous mobile robots was studied extensively in two computational models. The first was the SSYNC model, introduced by Suzuki et al. [16, 19, and the second is the closely related CORDA model described by Prencipe et al. [12,13], which is equivalent to our ASYNC model. In the SSYNC model, it was proven that it is impossible to gather two oblivious autonomous mobile robots that have no common sense of orientation under the SSYNC model [18, 19]. The algorithms presented therein for $n \geq 3$ robots rely on the assumption that a robot can identify a point $p^{*}$ occupied by two or more robots (a.k.a. multiplicity point). This assumption was later proven to be essential for achieving gathering in all asynchronous and semi-synchronous models [14, 15. Under this assumption, an algorithm is developed in [19] for gathering $n \geq 3$ robots in the SSYNC model. In the ASYNC model, an algorithm for gathering $n=3,4$ robots is presented in [14], and an algorithm for gathering $n \geq 5$ robots has been described in [3]. We use a similar assumption, stating that a robot can tell the number of robots in a multiplicity point. In [2] a gathering algorithm was given in a model in which the above assumption has been replaced by equipping the robots with an unlimited amount of memory.

Fault tolerance properties of the gathering problem are discussed in [1]. In the crash-fault model and the SSYNC model, an algorithm is given for gathering $n$ robots with one crashed robot.

Some studies try to characterize the class of geometric patterns that the robots can form in various models. These results relate to the partitioning problem only in part. On the one hand, in partitioning the outcome is not restricted to one specific geometric shape. Instead, it is a collection of constraints that must be satisfied by the configuration. On the other hand, in a model where every geometric pattern is achievable, partitioning must be achievable as well (by forming a well-partitioned geometric pattern).

The effect of common orientation on the class of achievable geometric patterns (in the ASYNC model) is summarized in [12]. In the full-compass model, the robots can form an arbitrary given pattern. In the half-compass model the robots can form an arbitrary pattern only when $n$ is odd (this is shown in 14 to hold also in a model in which the robots share axis directions only). In the no-compass model, with no common orientation, the robots cannot form an arbitrary given
pattern. The class of patterns achievable by an even number of robots in the half-compass model is characterized in [11].

Non-oblivious robots in the SSYNC model are examined in 17, 19. The problem of agreement on a common $x-y$ coordinate system is shown to be reducible to that of forming certain geometric patterns. The robots are always capable of agreeing on both the origin and a unit distance in this model, thus the difficulty lies in agreement on direction.

The convergence properties of Algorithm Go_to_COG are explored in [6, 5]. In this simple algorithm a robot sets its goal point to be the center of gravity of all observed robot positions. Algorithm Go_to_COG is used extensively in the current paper. In [6] it is proven that the algorithm converges in the FSYNC and SSYNC models. In [5] it is proven to converge in the ASYNC model as well. In addition, the convergence rate is established in the FSYNC model. The number of cycles it takes to achieve gathering in the FSYNC model (in two dimensions) is $O(h / s)$, where $h$ is the maximal width of the convex hull at time $t_{0}$, and $s$ is the minimal movement distance unit. In the crash-fault model, it is shown that Algorithm Go_to_COG works for any number of faulty robots, and that in particular, the non-faulty robots will converge to the center of gravity of the crashed robots. Convergence and gathering with inaccurate sensors and movements are examined in [7]. Gathering is shown to be impossible for robots with inexact measurements, while a variant of Algorithm Go_to_COG is shown to converge for sufficiently small errors in measurements.

An algorithm for partitioning is shown in [16. That algorithm uses a previous algorithm presented for flocking. It does not comply with the models presented above, mainly because it requires outside intervention (i.e., it requires an outside supervisor to move a few robots which the others will follow). Moreover, the robots are not indistinguishable, and the algorithm operates in two stages, thus requiring some memory.

Our Results: This paper discusses the partitioning problem on robot swarms, focusing on understanding the effects of common orientation on the solvability of the partitioning problem.

In Section 2 we present crash-fault tolerant partitioning algorithms for various levels of common orientation and different timing models. We start by presenting the basic Algorithm Part, which works for all timing models assuming a full compass. Variants of this algorithm are subsequently used throughout the paper. Next, an algorithm is given for the half-compass model in the FSYNC and SSYNC timing models. In the no-compass model we present a randomized algorithm that works in the SSYNC timing model against an adaptive adversary.

The role of common orientation levels shared by the robots, and its effect on their ability to achieve partitioning, is explored in Section 3. We examine a refined scale of common orientation levels (with respect to the directions and orientations of the axes). It is established that in the FSYNC and SSYNC timing models, having common axis directions is a necessary and sufficient condition for the feasibility of partitioning. In the ASYNC timing model, this is a necessary condition, and having also one common axis orientation is a sufficient condition.

In a companion paper [9], we examine the no-compass ASYNC model. As the partitioning problem is unsolvable in this model, we consider the effects of some simple modifications to the model on the solvability of the problem. We prove that if the initial configuration is not symmetric then partitioning is achievable. We then show that if the robots are identifiable, then the problem has an easy solution. In fact, the problem has a deterministic solution even in a setting where only one robot is identifiable. Finally, we prove that adding one bit of memory and communication makes the problem solvable by a randomized algorithm against a non-adaptive adversary.

## 2 Fault Tolerant Partitioning Algorithms

In this section we present deterministic algorithms that solve the Partition $(n, k)$ problem in the full-compass ASYNC model and in the half-compass SSYNC model, and randomized algorithms for the no-compass FSYNC and SSYNC models. All of the algorithms presented are crash-fault tolerant.

### 2.1 The Full-Compass ASYNC Model

In this model the robots share a full compass, i.e., common x and y axes (directions and orientations). The algorithm described works in the asynchronous model.

The availability of a full compass permits a solution based on an ordering of the robots. Define the order relation $<_{o}$ by increasing coordinates on the x -axis and then on the y -axis, i.e., for positions $p_{i}, p_{j}$, we have that $p_{i}<_{o} p_{j}$ $\Longleftrightarrow\left(x_{i}<x_{j}\right) \vee\left(x_{i}=x_{j} \wedge y_{i}<y_{j}\right)$. Although the actual coordinates privately stored by each of the robots may differ, the common directions and orientations of the axes ensure that the order relations defined by the robots are the same. By the non-overlap assumption all initial positions are distinct, therefore at time $t_{0}$ we have a full ordering of the robots.

Lemma 1. In the full-compass model, the robots can reach agreement on a total order relation $<_{o}$ of the robot locations at time $t_{0}$.

Without loss of generality, denote the robots by $r_{1}, \ldots, r_{n}$ according to their order $<_{o}$ at $t_{0}$. Define the order-based partition of the robots, $P_{O B}$, by breaking the robots into $k$ blocks of equal size in this order, i.e., $S_{1}=\left\{r_{1}, \ldots, r_{m}\right\}, \ldots, S_{k}=$ $\left\{r_{n-m+1}, \ldots, r_{n}\right\}$. We have the following.

Lemma 2. In the full-compass model, the robots can reach agreement on the order based partition $P_{O B}$ without moving.

This initial agreement on a partitioning suggests an algorithm in which robots of each subset $S_{i}$ perform an arbitrary convergence algorithm (e.g., Algorithm Go_to_COG) within their subset, as formalized in Algorithm Part. For a set of $n$ points $P=\left\{\left(x_{i}, y_{i}\right) \mid 1 \leq i \leq n\right\}$, define the center of gravity of $P$ as $\operatorname{Cog}(P)=\left(\sum_{i} x_{i} / n, \sum_{i} y_{i} / n\right)$.

## Algorithm Part (code for robot $r_{i}$ )

1. Determine the order-based partition $P_{O B}$ of $R$.
2. Identify the robots in your subset $S$.
3. Calculate $\operatorname{Cog}(S)$ and set it as your goal point $\tilde{p}$.
4. Move towards $\tilde{p}$.

For the analysis, first define $C H_{i}[t]$ to be the convex hull of $S_{i}$ and the goal points of the robots of $S_{i}$ at time $t$, namely, the convex hull of the points $\left\{p_{l}[t] \mid\right.$ $\left.r_{l} \in S_{i}\right\} \bigcup\left\{\tilde{p}_{l}[t] \mid r_{l} \in S_{i}\right\}$. Consider the initial state of these convex hulls (at $\left.t_{0}\right)$. Note that initially, only the robot positions in $S_{i}$ affect $C H_{i}\left[t_{0}\right]$, since the goal points are either not calculated yet or precisely $\operatorname{Cog}\left(S_{i}\right)$ (in any case we will treat them as the latter).

We now make the following two observations. The first states that the different convex hulls do not intersect, based on the unique initial position of each robot (the non-overlap assumption).

Observation 1. For every $i \neq j, C H_{i}\left[t_{0}\right] \cap C H_{j}\left[t_{0}\right]=\emptyset$.
The second observation states the relation between points in different convex hulls.

Observation 2. For $i<j$ and points $p \in C H_{i}\left[t_{0}\right], p^{\prime} \in C H_{j}\left[t_{0}\right]$, it holds that $p<{ }_{o} p^{\prime}$.
The following lemma, proven in [6, 5], states that the convex hull shrinks during Algorithm Go_to_COG within a set of robots.
Lemma 3. [6, 5] For robots performing Go_to_COG with $C H[t]$ defined as above, for times $t_{2}>t_{1}, C H\left[t_{2}\right] \subseteq C H\left[t_{1}\right]$.

Our next lemma states that the partition into subsets as determined initially, stays valid during the execution of the algorithm. (Throughout, proofs are omitted but can be found in [8].)

Lemma 4. During the execution of Algorithm Part, the partition $P_{O B}$ does not change.

Note that the internal order of robots within a subset may change during the algorithm.

We conclude with the validity of Algorithm Part.
Proposition 1. Algorithm Part solves the $\operatorname{Partition}(n, k)$ problem in the fullcompass ASYNC model and is n-fault-tolerant in the crash-fault model.

### 2.2 The Half-Compass SSYNC Model

We now turn to a model where the robots share a half compass, i.e., common direction and orientation of one axis only (w.l.o.g the $y$-axis). This implies that
the x -axis direction is also known, but not its orientation ("positive direction"). We assume the semi-synchronous timing model.

In this model, a solution based on ordering will not work, as implied by the following lemma.

Lemma 5. In the half-compass model, the robots cannot always agree on a full ordering of their positions at time $t_{0}$.

Nevertheless, the following observation shows that an initial partitioning can always be obtained statically.

Observation 3. In the half-compass model, the robots can always reach agreement on a partition without moving.

Unfortunately, the following observation indicates that devising an algorithm based on an initial partition as in the previous observation is problematic.

Observation 4. In the half-compass model, there is an initial setting $P_{I}$ s.t. in any partition that the robots can agree on without moving (as in Observation (3), the convex hulls of at least two different subsets intersect.

A consequence of the last observation is that use of the simple Algorithm Go_to_COG (such as in Part) will not work here. Besides the possibility of robots from different subsets crossing one another and maybe switching subsets, there can be situations in which the centers of gravity of different subsets coincide at the same point, preventing a minimal distance between the subsets.

Subsequently, for the half-compass model we use Algorithm Part enhanced with a tie-break procedure, described next. The procedure is activated on a set $L$ of robots sharing the same x coordinate $x_{0}$, with at least one robot on each side.

## Procedure Tie-Break (code for a robot $r$ in a set $L$ of $l$ robots with the same x position $x_{0}$ )

- Let $\delta_{+}=\min \left\{x-x_{0}\right\}$ over all robots with $x>x_{0}$.
- Let $\delta_{-}=\min \left\{x_{0}-x\right\}$ over all robots with $x<x_{0}$.
- Let $\delta=\min \left\{\delta_{+}, \delta_{-}\right\}$.
- Robot $r \in L$ moves a distance of $\delta / 2$ in the direction determined as follows:
(a) If $r$ is among the $\lceil l / 2\rceil$ robots with the largest y coordinates in $L$ then set $\operatorname{dir} \leftarrow$ positive, else set $\operatorname{dir} \leftarrow$ negative.
(b) If $\delta_{+}>\delta_{-}$then move towards x direction dir.
(c) If $\delta_{+}<\delta_{-}$then move towards the x direction opposite dir.
(d) If $\delta_{+}=\delta_{-}$then move towards the positive x direction.

Note that although the robots do not agree on the positive x orientation, in case $\delta_{+} \neq \delta_{-}$their choice of direction will be consistent. Also note that in the SSYNC model it may happen that only some of the robots in $L$ perform

Procedure Tie-Break on a certain cycle, since some may not be active on that cycle. Clearly, $\delta$ is updated every cycle.

We now describe Algorithm Part2, which uses Procedure Tie-Break in order to partition the robots. For Algorithm Part2, consider the ordering of the robots by their x positions and the order-based partition $P_{O B}$ induced by it as in Subsection 2.1. Conflicts of robots with the same x position are resolved in the following manner. For a group $L$ of robots with the same x coordinate $x_{0}$, define "out" to be the x orientation with fewer robots (relative to $x_{0}$ ), and "in" as the other x orientation. The robots of $L$ can now be partitioned into subsets by their y positions, so that those with larger y coordinates belong to outer subsets and those with smaller y coordinates belong to inner subsets.

By this partitioning method $\hat{P}$, a robot can determine the index of its subset $S_{i}$ (although not necessarily all of its members) in most cases. The only case in which it cannot do so is if its x position is not unique, and there is an equal number of robots on both x directions.

It follows that there could be at most one group of robots that cannot determine their set in the partition, and these robots are in the same x coordinate as the median robot.

Denote by $Y$ the group of median robots, when the robots are ordered by their x positions (i.e., all robots in $Y$ have the same x coordinate $x_{0}$ and there are fewer than $n / 2$ robots on either side of $Y)$. Note that if $n$ is even then $|Y| \geq 0$ and if $n$ is odd then $|Y| \geq 1$. Also $Y$ does not necessarily have the same number of robots on both sides. Denote by Same $(Y)$ the event that all robots in the median group $Y$ belong to the same subset in the partition $\hat{P}$.

## Algorithm Part2

- If all robots share the same x coordinate, then partition into groups by constructing the y-order-based partition $P_{O B}$ on the y coordinates.
- Determine a partition $\hat{P}$.
- Determine the index $i$ of your subset.
- Identify the subset of robots that are guaranteed to be in your subset $S_{i}$.
Denote this new subset as $S_{i}^{\prime}$.
- State [Same]: Event Same ( $Y$ ) holds.
- If $Y \subseteq S_{i}$, then set your goal point $\tilde{p} \leftarrow \operatorname{Cog}(Y)$.
- Else, set your goal point $\tilde{p} \leftarrow \operatorname{Cog}\left(S_{i}^{\prime}\right)$.
- State [Diff]: Event Same $(Y)$ does not hold.
- If you belong to $Y$, then invoke Procedure Tie-Break.
- Else, set $S_{i}^{\prime} \leftarrow S_{i}^{\prime} \backslash Y$ and set your goal point $\tilde{p} \leftarrow \operatorname{Cog}\left(S_{i}^{\prime}\right)$.

Let us sketch the correctness proof of Algorithm Part2. We first examine event Same ( $Y$ ).
Lemma 6. If all robots in $Y$ belong to some subset $S_{i}$ then the only robots that can join $Y$ are robots from $S_{i}$.

Corollary 1. Once state [Same] is reached, the system will remain in state [Same].

In state [Diff], the number of robots in $Y$ decreases with time as shown in the next lemma.

Lemma 7. In state [Diff], if $|Y|=p>0$ then eventually the system will reach either a configuration with $|Y|<p$ or state [Same].

Since having zero or one robots in $Y$ implies state [Same], the system will eventually reach it.

Corollary 2. State [Same] will eventually be reached.
Combining Corollaries 2and 1, the system will eventually reach state [Same] and remain in this state. For the convergence of the different subsets in state [Same], a proof similar to that of Algorithm Part yields the following proposition.

Proposition 2. Algorithm Part2 solves the Partition $(n, k)$ problem in the half-compass SSYNC model and is n-fault-tolerant in the crash-fault model.

The fault-tolerance of the algorithm stems from the fact that all non-faulty robots will converge to the center of gravity of the faulty robots in their subset. Crashed robots in $Y$ cannot prevent other robots from converging, since the nonfaulty robots in $Y$ will eventually move, and achieve separation of the median robots. All other robots will converge as in Algorithm Part.

### 2.3 The No-Compass Model

Finally, we turn to the extreme model where the robots do not share any common direction, orientation or unit distance. As will be shown in Section 3 in this model the partitioning problem is not deterministically solvable. Thus we allow the robots to use randomness, and present a randomized (Las Vegas) algorithm for solving the partitioning problem in the no-compass SSYNC model against an adaptive adversary.

Let $D_{\text {Max }}=\max _{i, j}\left\{\operatorname{dist}\left(p_{i}, p_{j}\right)\right\}$ denote the maximal distance between a pair of robots. Define $Q$ to be the set of robots that belong to a robot pair of maximal distance, i.e., $Q=\left\{r_{i}: \exists r_{j}\right.$ s.t. $\left.\operatorname{dist}\left(p_{i}, p_{j}\right)=D_{M a x}\right\}$. Denote by $\hat{Q}$ the set of positions occupied by the robots in $Q$. If a robot $r \notin Q$ is allowed to move only within the convex hull of the robot positions then $Q$ may change, but $\hat{Q}$ will not change, as shown in the following lemma.

Lemma 8. Let $C H_{P}[t]$ be the convex hull of all robot positions, $Q[t]$ the set of maximal distance robots and $\hat{Q}[t]$ the set of positions of these robots (all at time $t)$. If robots in $Q$ do not move, and all other robots move within $C H_{P}[t]$, then robots can join $Q$ only in positions of $\hat{Q}[t]$, i.e., $\hat{Q}[t+1]=\hat{Q}[t]$

A configuration is unique if there is only one pair of robot positions, $\left(p_{1}, p_{1}^{\prime}\right)$, such that $\operatorname{dist}\left(p_{1}, p_{1}^{\prime}\right)=D_{\text {Max }}$, i.e., $\hat{Q}=\left\{p_{1}, p_{1}^{\prime}\right\}$. Note that each of these two positions may be occupied by more than one robot, i.e., $|Q| \geq 2$.

In a unique configuration, define the x axis direction to be on the line connecting $p_{1}$ and $p_{1}^{\prime}$. Now determine an order-based partitioning of the robots based on this axis and the ordering induced by it. For undecided groups of robots (having the same x coordinate and possibly also the same y coordinate), we can either use the deterministic Tie-Break procedure, or define a new randomized Procedure Rand-Tie-Break presented next, in which the robots choose randomly between one of the two $x$ directions. In both cases an additional restriction must be imposed, to ensure that no pair of robots moves more than $D_{M a x}$ apart, thus changing the x axis agreed upon.

## Procedure Rand-Tie-Break <br> (for robot $r_{i}$ in a subset $L$ of robots with the same $\mathbf{x}$ coordinate $x_{0}$ )

1. Calculate the convex hull of robot positions, $C H_{P}$.
2. Set $\delta \leftarrow \min \left\{\left|x_{j}-x_{0}\right|\right\}$ over all robot $x$ coordinates $x_{j}$ such that $x_{j} \neq x_{0}$.
3. If $p_{i}$ is on $C H_{P}$ then do:
(a) Let $e$ be the edge of $C H_{P}$ containing $p_{i}$.
(b) Choose one of the two directions of the edge $e$ randomly.
(c) Move a distance of $\delta / 4$ in that direction.
4. Else do:
(a) Choose one of the two x directions randomly.
(b) Let $d$ be the distance to $\mathrm{CH}_{P}$ in that direction.
(c) Move a distance of $\min \{\delta / 4, d\}$ in the direction chosen.

Notice that a robot $r_{i}$ cannot have the same x coordinate as $p_{1}$, unless it is located at $p_{1}$. The same applies to $p_{1}^{\prime}$. Moreover, moving in both directions defined in Procedure Rand-Tie-Break is always possible (from positions different than $p_{1}$ and $p_{1}^{\prime}$ ), and does not affect $D_{M a x}$.

In a non unique configuration, the following Procedure Expand transforms the system into a unique configuration by moving a random robot from $Q$ outwards. All other robots move onto positions in $\hat{Q}$, to handle the case where all robots in $Q$ crash.

## Procedure Expand (code for robot $r_{i}$ )

If $r_{i} \in Q$ then do:

1. Pick $r_{j}$ such that $\operatorname{dist}\left(p_{i}, p_{j}\right)=D_{M a x}$.
2. With probability $\frac{1}{|Q|}$ move a distance of $D_{M a x} / 100$ in the direction opposite of $p_{j}$.
With probability $1-\frac{1}{|Q|}$ do not move.
Else pick $p_{j} \in \hat{Q}$ such that $\operatorname{dist}\left(p_{i}, p_{j}\right)$ is minimal and set $p_{j}$ to be your goal point.

Lemma 9. If Procedure Expand is activated at time $t$ in a non unique configuration, and at least one robot in $Q$ is active, then the probability that the configuration at time $t+1$ be unique is at least $\frac{1}{n}$.

The following algorithm uses Procedures Expand and Rand-Tie-Break to solve Partition $(n, k)$.

## Algorithm Part_Expand (code for robot $r_{i}$ in position $p_{i}$ )

1. State [Non-unique]: The configuration is not unique. Invoke Procedure Expand.
2. State [Unique]: The configuration is unique.

- Define the x axis and determine an order-based partition $P_{O B}$, with $p_{1}$ and $p_{1}^{\prime}$ as the two robot positions of maximal distance.
- Case [Point]: $p_{i} \in\left\{p_{1}, p_{1}^{\prime}\right\}$.
- Substate [Point-few]: At most $m$ robots reside at $p_{i}$ : do not move at this cycle.
- Substate [Point-many]: More than $m$ robots reside at $p_{i}$ : invoke Procedure Expand.
- Case [Middle]: $p_{i} \notin\left\{p_{1}, p_{1}^{\prime}\right\}$.
- Substate [Middle-tied]: You cannot determine your subset (due to other robots with the same x coordinate): invoke Procedure Rand-Tie-Break.
- Substate [Middle-untied]: You can determine your subset:
(a) Identify the subset $S_{i}^{\prime}$ of robots guaranteed to be in your subset $S_{i}$.
(b) If there exists $r_{j} \in S_{i}^{\prime}$ such that $p_{j} \in\left\{p_{1}, p_{1}^{\prime}\right\}$, then set goal point $\tilde{p} \leftarrow p_{j}$.
(c) Else, set goal point $\tilde{p} \leftarrow \operatorname{Cog}\left(S_{i}^{\prime}\right)$.

The following proposition states the correctness of the algorithm.
Proposition 3. The randomized Algorithm Part_Expand solves Partition $(n, k)$ in the SSYNC model with probability 1 and is n-fault-tolerant in the crash-fault model.

Finally, we remark that the randomized method used in order to break symmetry exploits the ability of the robots to decide randomly whether to make a move or not. This ability is effective in the FSYNC and SSYNC models. In the ASYNC model, however, an adversary can delay a robot's move until other robots decide to move as well, so this method is not applicable.

## 3 Basic Conditions for Partitioning

This section examines the effect of common orientation levels on the ability of the robots to achieve partitioning. The robots are assumed to be failure-free.

We consider a scale of possible levels of common orientation (ranging from fullcompass to no-compass) and establish the following.

Proposition 4. 1. In the FSYNC and SSYNC model, having common axes direction is necessary and sufficient for $\operatorname{Partition}(n, k)$ to be deterministically solvable for all values of $n$ and $k$.
2. In the ASYNC model, having common axes direction is necessary, and having common axes direction and one common axis orientation is sufficient, for $\operatorname{Partition}(n, k)$ to be deterministically solvable for all values of $n$ and $k$.

Half-compass: In the half-compass model, Proposition 2 states that the partitioning problem is solvable in the SSYNC model. We now claim that it is solvable in the ASYNC model as well.

Proposition 5. Partitioning is solvable in the half-compass ASYNC model.
The solution is not fault-tolerant in the crash-fault model, since one crashed robot can delay the algorithm forever. Whether there exists a non-sequential (and fault-tolerant) such algorithm is still an open question.

No-compass: We now examine the no-compass model in which the robots do not have any common direction or orientation. Unfortunately, as shown next, in this model no algorithm can solve the partitioning problem.
Proposition 6. In the no-compass model, for any timing model, Partition $(n, k)$ is unsolvable for $k>1$.
The proof above holds also for a model in which the robots have some sense of direction. For the sake of refining the scale of different models, define the axes-only model in which the robots have common axes directions, but they do not share the positive axes orientations, and moreover, they cannot distinguish between the x and y axes. For some values of $n$ and $k \operatorname{Partition}(n, k)$ can be shown to be unsolvable with a similar proof (for example $n=4, k=2$ and the robots start out in a symmetric square). This is stated in the following proposition.

Proposition 7. In the axes-only model, for any timing model, Partition $(n, k)$ is unsolvable for some values of $n$ and $k$.

Direction-Only: For the direction-only model in which the robots share the x and y axes directions but not their positive orientations, the following holds.

Proposition 8. In the direction-only model and for the SSYNC timing model, $\operatorname{Partition}(n, k)$ is solvable for all values of $n$ and $k$.

For the direction-only model in the ASYNC timing model, we do not yet know if such an algorithm exists. The algorithm above cannot be considered, since Procedure Tie-Break does not work asynchronously when two or more robots are allowed to move at the same time. Nevertheless, we can argue that partitioning is achievable when $n$ is odd (for any $k$ ) by the same argument as for the SSYNC model, based on [10].
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#### Abstract

The focus of the present paper is on providing a local deterministic algorithm for colouring the edges of Yao-like subgraphs of Unit Disc Graphs. These are geometric graphs such that for some positive integers $l, k$ the following property holds at each node $v$ : if we partition the unit circle centered at $v$ into $2 k$ equally sized wedges then each wedge can contain at most $l$ points different from $v$. We assume that the nodes are location aware, i.e. they know their Cartesian coordinates in the plane. The algorithm presented is local in the sense that each node can receive information emanating only from nodes which are at most a constant (depending on $k$ and $l$, but not on the size of the graph) number of hops away from it, and hence the algorithm terminates in a constant number of steps. The number of colours used is $2 k l+1$ and this is optimal for local algorithms (since the maximal degree is $2 k l$ and a colouring with $2 k l$ colours can only be constructed by a global algorithm), thus showing that in this class of graphs the price for locality is only one additional colour.
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## 1 Introduction

The problem of graph edge coloring consists of associating colors to the edges of the graph, so that no two adjacent edges are of the same color. The minimal such number of colors required is called edge chromatic number of the graph. The wellknown theorem of Vizing 1964 implies that the edge chromatic number of a simple
graph is either $\Delta$ or $\Delta+1$, where $\Delta$ is the maximum vertex degree of the graph. For arbitrary graphs the problem was shown to be NP-complete by Holyer 1981].

Interest in the wireless networks research community on the edge coloring problem (see Ramanathan 1999]) comes from its applications, e.g. in packet scheduling (Kumar et al. 2004), channel assignment (Kodialam and Nandagopal 2005) or link scheduling (Gandham et al. 2005]). Many wireless and ad hoc networks are modeled by Unit Disk Graphs (UDGs), where nodes are embedded in the plane and two nodes are adjacent if and only if their Euclidean distance is at most one. In this model it is assumed that wireless nodes possess the same transmission range and two nodes can communicate when they are in each other's transmission range.

To reduce network complexity and enable important network functions, researchers often construct network spanners, whereby certain edges of the network are being omitted from consideration while at the same retaining network connectivity. Although many different types of spanners have been considered in the literature, good spanners must possess some useful properties like small node degree, low edge set complexity and stretch factor. Another important property of spanners for wireless and ad hoc networks is that they may enable local computations, i.e. distributed algorithms that never need to transmit messages more than a constant number of hops from source to destination. Introduced in the seminal work of Linial 1992 the concept of locality has been explored in different contexts (cf. Peleg 2000]). It follows that in this model, a local algorithm is completed in a constant number of steps and thus its complexity is independent of the size of the network. In dynamically changing, in mobile wireless as well as in ad hoc networks locality has proven to be particularly important, because eventual changes are localized and need only be performed within the areas affected, without disturbing the entire system.

The most popular spanners of UDGs, which may be computed locally include relative neighborhood graphs, Gabriel graphs and Yao graphs. However among them only Yao graphs achieve bounded stretch factor (or dilation), i.e. the distance of two nodes in the spanner is at most a constant factor larger than their distance in the original graph. In this paper we propose local algorithms for edge coloring of $(l, k)$-edge/wedge graphs. These graphs, besides being generalizations of Yao graphs, include other classes of subgraphs of UDGs, which appear in the literature, like local approximations of minimum spanning trees, Delauney triangulations or half-space proximals (most typically with $l=1$ and $k=3$ ). Notwithstanding proposed heuristics and algorithms for coloring UDGs (e.g. Marathe et al. [1995], Matsui 1998], Barrett et al. 2006]), none of these approaches address edge coloring under the locality conditions defined above. We assume a geometric network with location aware nodes, i.e. nodes that know their Cartesian coordinates in the plane.

### 1.1 Preliminaries and Results of the Paper

Consider a class of graphs for which the following property holds in each node $u$. For some integer parameters $k$ and $l$, if we divide all possible edge directions into


Fig. 1. 8 wedges of width $\pi / 4$ around the vertex $u$. Further, we assume that the horizontal slope is not internal to any wedge. Depicted are the eight wedges numbered $0,1, \ldots, 7$, an upstream edge $(u, v)$ and a downstream edge $\left(u, v^{\prime}\right)$.
$2 k$ equally sized wedges (or cones) of width $\pi / k$ then at most $l$ edges incident to $v$ lie in any fixed wedge. Figure depicts such a partition into eight wedges $(k=4)$ with at most three points per wedge $(l=3)$. We will call such graphs $(l, k)$-edge/wedge graphs. This gives rise to a natural partition of the edges: we partition the edges into $k$ classes $\mathcal{C}_{i}$ for $i=0,1, \ldots, k-1$ (edges of two opposite wedges-called double-wedge-are put into the same class). Notice that we want an edge to belong to the same class when looking from both its endpoints, which also explains why we do not consider the case of odd number of wedges. More formally, for $i \leq k-1, \mathcal{C}_{i}$ is the set of all directed edges $(u, v)$ such that the edge's slope lies either within the wedge $\langle i \pi / k,(i+1) \pi / k)$ and the edge's length $|u, v|<1$, or within the wedge $\langle\pi+i \pi / k, \pi+(i+1) \pi / k)$ and $|u, v| \leq 1$; we call the former upstream edges and the latter downstream edges. A path $p$ is said to belong to the class $\mathcal{C}_{i}$, and abusing notation we abbreviate this with $p \in \mathcal{C}_{i}$, if each of the edges of $p$ is from the class $\mathcal{C}_{i}$.

Many subgraphs of UDGs that appear in the literature are in fact $(l, k)$-edge/ wedge graphs, for some $l, k$. These include Yao graphs as defined in Yao 1982], for $k$ chosen arbitrarily as desired. Similarly, Local Delaunay in Li et al. 2003], Local Minimum Spanning Tree (LMST) Spanners in Chavez et al. 2006b], Wang and Li [2003], and Half-space proximal in Chavez et al. 2006a]) with typical values $l=1$ and $k=3$. Interestingly, for many subgraphs of unit disc graphs either there is also a lower bound on the sharpest angle between incident edges (e.g., in LMST as given in Chavez et al. [2006b], Wang and Li 2003] and Half-space proximal Chavez et al. [2006a]) or by construction there is an explicit limit on the number of edges per wedge (e.g. Yao graphs in Yao 1982] and their variants Chavez et al. [2006b]). This means that many spanners of geometric graphs are, in fact,
$(l, k)$-edge/wedge graphs. Finally, some variants of Yao graphs in Yao 1982] are $(l, k)$-edge/wedge graphs for $l>1$ (e.g. take in each wedge both the shortest and the longest edge).

### 1.2 Results and Structure of the Paper

The focus of the present paper is on providing deterministic, local algorithms for edge-colouring $(l, k)$-edge/wedge subgraphs of unit disk graphs. The wireless networks considered consist of nodes that have the same circular transmission range of size 1 . We assume location awareness, i.e., each node of the graph knows its geometric position in the plane. The main result of the paper is a new local, deterministic algorithm for edge-colouring $(l, k)$-edge/wedge subgraphs of UDGs, for all integers $l, k$. An important parameter in our algorithms is the horizon distance $d$ : a given node $u$ never needs to be aware of the location of nodes beyond its horizon, as measured by the euclidean distance from $u$. More specifically, in Section 2 we give the basic $2 k+1$ edge colouring algorithm for $(l, k)$-edge/wedge subgraphs of UDGs using a local horizon distance $7.81 \cdot l k$. Section 3 contains two lower bounds. First, we show that no colouring can be locally constructed in UDGs if there is no geometric information available to the nodes, and second give a lower bound of $d=2 k l$ for the horizon distance used in our algorithm. In Section 4 we give improved constructions for the practically important cases of $k=3$ and $k=4$.

## 2 Basic Construction

In this section we provide the basic construction in detail. To clarify the ideas we first consider the case of at most one point per wedge and later show how to generalize it to multiple points per wedge.

### 2.1 Virtual Cutting Lines and Grids

Consider first the case $l=1$ whereby for each node there is at most one point per wedge. The edges of class $\mathcal{C}_{i}$ form a set of vertex-disjoint paths. If we colour each path of class $\mathcal{C}_{i}$ by alternating the colours $2 i$ and $2 i+1$, we get a globally consistent edge colouring of the whole graph. However, such an algorithm is inherently global, in fact, even a single path cannot be 2-coloured using a local algorithm since the edges at the endpoints would have to decide on their colour locally, in which case an adversary could adjust the number of edges in the middle segment (which are beyond the horizon of the endpoints) in order to force the use of the third colour.

Therefore the first idea in our algorithm is to use the geometric information to design a tiling of the plane containing the network. This way we can cut the potentially long paths of edges of the same class into path segments of bounded size, each one within a single tile, locally colour the segment edges and use a third colour (per class) to resolve conflicts on the segment boundaries. Let us look
more closely at one of the classes $\mathcal{C}_{i}$, for $i=0,1, \ldots, k-1$. The cutting of paths of class $\mathcal{C}_{i}$ can be achieved by selecting a set of virtual cutting lines (abbreviated VCL ) which are normal to the axis of the double-wedge corresponding to $\mathcal{C}_{i}$ and spaced at a distance more than 2 . We ensure that each edge $e \in \mathcal{C}_{i}$ intersecting such cutting line will take the third colour, say $2 k+i$. The placement of VCLs inside each tile will be identical with respect to the tile boundaries. Hence, the nodes at the endpoints of edges which are cut by the VCLs will use the geometric information to identify the edges which will receive the additional third colour. The fact that the cutting lines are normal to the wedge as well as sufficiently separated ensures that there are no two adjacent edges coloured by the same third colour (if two edges share a node located exactly on a cutting line, only one of them gets assigned the third colour). In this approach the VCLs of different classes do not interfere and can be considered separately, thus resulting in a colouring using overall $3 k$ colours.

The main technical contribution of this paper comes from the realization that the VCLs can be designed in such a way that a single conflict-resolution colour can be shared by all classes without interference. The crucial concept is that of $d$-cutting the class $\mathcal{C}_{i}$, which refers to a set $S$ of line segments that intersects every path $p \in \mathcal{C}_{i}$ with Euclidean diameter at least $d$. More formally we define
Definition 1 ( $d$-cutting the class $\mathcal{C}_{i}$ ). We say that a set $S$ of line segments in a plane is d-cutting the class $\mathcal{C}_{i}$ if, for each path $p \in \mathcal{C}_{i}$ it is true that

- if the Euclidean diameter of $p$ is at least $d$ then $p$ intersects $S$, and
- two consecutive edges of $p$ may intersect $S$ only if their shared endpoint is in $S$
Note that $S$ is an infinite set; typically it is a pattern of line segments that is repeated infinitely. Also observe that we can deal with the case $l>1$ by locally ordering (arbitrarily) the edges of class $\mathcal{C}_{i}$ incident to a vertex $v$. In this case the edges of the same class and the same rank within this class form a set of vertex disjoint paths. This means that we need as many as $l k$ VCLs ( $l$ for each class) which we denote by $\mathrm{VCL}_{i}^{j}$ for $i=0,1, \ldots, k-1$ and $j=0,1, \ldots, l-1$, with each $\mathrm{VCL}_{i}^{j} d$-cutting the class $\mathcal{C}_{i}$.

The following definition captures the area reachable by edges of $\mathcal{C}_{i}$ which also intersect $\mathrm{VCL}_{i}^{j}$. Namely we have
Definition 2 (Reachability by edges of $\mathcal{C}_{i}$ ). Let us denote by $M S_{i}^{j}$ the Minkowski sum of $V C L_{i}^{j}$ and $\mathcal{C}_{i}$, that is $M S_{i}^{j}=\left\{v \mid u \in V C L_{i}^{j}\right.$ and $\left.(u, v) \in \mathcal{C}_{i}\right\}$
As we require that the VCLs do not interfere with each other, a Virtual Cutting Grid is a union of VCLs for each class and each rank such that their Minkowski sums are pairwise disjoint:
Definition 3 ( $d$-Virtual Cutting Grid (VCG)). $S$ is a d-Virtual Cutting Grid (abbreviated VCG) for $(l, k)$-edge/wedge graphs if
$-S=\bigcup_{i=0}^{k-1} \bigcup_{j=0}^{l-1} V C L_{i}^{j}$,

- each VCL $_{i}^{j}$ is d-cutting $\mathcal{C}_{i}$, and
$-M S_{i}^{j} \cap M S_{i^{\prime}}^{j^{\prime}}=\emptyset$, for all $i, j, i^{\prime}, j^{\prime}$ such that $i \neq i^{\prime}$ or $j \neq j^{\prime}$.


### 2.2 Local Edge Coloring Algorithm

Before proceeding with the construction of the VCG, let us formally present the colouring Algorithm 1 .

```
Algorithm 1. Local Edge Colouring Algorithm
Input: \(k\) and an implicitly known \(d-\) VCG
    // The algorithm at vertex \(u\) : Independently process each downstream edge ( \(u, v\) ).
    Determine your class \(\mathcal{C}_{i}\); locally sort all edges of class \(\mathcal{C}_{i}\) incident to \(u\) in clockwise
        direction and determine your rank \(r\) (from 0 to \(l-1\) ) - this determines \(\mathrm{VCL}_{i}^{r}\)
        relevant to you.
        // Learn your path upstream up to Euclidean distance d.
    2: Broadcast your location to all reachable points downstream along the path of class
        \(\mathcal{C}_{i}\) and rank \(r\); forward downstream any message received from upstream if its
        origin is closer than \(d\).
    if intersecting \(\mathrm{VCL}_{i}^{r}\) in a node different then \(v\) then
        select colour \(2 k l\)
    else if \(e\) is the first edge of the path, or immediately follows (in its path) an edge
        coloured \(2 k l\) then
        select colour \(2(i l+r)\)
    else
        // This is local computation using the information obtained in line 2.
        select colour \(2(i l+r)\) or \(2(i l+r)+1\), depending on the parity of the path from
        an edge coloured by the previous rule, ensuring the colours alternate.
    end if
```

The following lemma asserts the locality of the algorithm by specifying the length of the required horizon at each node.

Lemma 1. Each edge decides on its colour using only information from vertices which are at most $2 d \cos (\pi / k)$ hops away.

Proof. According to line 2 of the algorithm, no information is forwarded further than Euclidean distance $d$ from its origin. This may take $2 d-1$ hops if forwarded in a straight line (alternating hops of length 1 and $\epsilon$, where $\epsilon$ depends on $k$ and can be chosen arbitrarily small). However the edges of class $\mathcal{C}_{i}$ can zigzag only within a wedge of angular width $\pi / k$, thus possibly increasing the required distance by a factor of at most $\cos (\pi / k)$. This completes the proof of the lemma.

Assuming that each edge is "waken up" by any activity within its 1-neighbourhood, Lemma 1 also implies that each edge decides on its colour after at most $4 d \cos (\pi / k)$ steps since it may need to wake up the upstream path. The correctness of the algorithm follows by construction and from the definition of the VCG.

Theorem 1. Algorithm 1 computes a $2 k l+1$ edge colouring of a $(l, k)$-edge/wedge subgraph of a $U D G$.

Proof. We first prove that each edge can compute its colour. Let us call start edges the edges that have determined their colour in lines 4 or 6 of Algorithm 1 From the fact that $\mathrm{VCL}_{i}^{j}$ is a $d$-cutting class $\mathcal{C}_{i}$ it follows that each edge is at distance $d$ from a start edge and will therefore compute its colour in line 8 (if it did not do so in lines 4 or 6 ).

The definition of VCG (second property of each $\mathrm{VCL}_{i}^{j}$ and the fact that all $\mathrm{MS}_{i}^{j}$ s are pairwise disjoint) implies that no two edges of colour $2 k l$ are incident to each other. From the construction (line 8 ) and the structure of $(l, k)$-edge/wedge graphs it follows that no two edges of the same colour are incident.

### 2.3 Construction of Virtual Cutting Grids

It remains to be shown that given $k$ and $l$, there indeed exists a $d-$ VCG for $(l, k)$-edge/wedge graphs with $d$ depending only on $k$ and $l$. Without loss of generality, let us rotate all classes $\pi / 4$ clockwise. This allows us to partition the classes into three categories as follows:

- mostly horizontal: $\mathcal{C}_{i} \bmod \pi \subseteq(-\pi / 4, \pi / 4\rangle$,
- mostly vertical: $\mathcal{C}_{i} \bmod \pi \subseteq(\pi / 4,3 \pi / 4\rangle$, or
- straddling the diagonal: $\mathcal{C}_{i} \bmod \pi \subseteq(\pi / 6, \pi / 3)$

The basic idea is to use vertical VCLs to cut the mostly horizontal classes and horizontal VCLs to cut the mostly vertical lines. However, as VCLs must be separated, there must be gaps in the vertical cutting lines to allow placement of the horizontal cutting lines, and vice versa. The gaps are offset by an angle of $\pi / 4$ from each other, but because of their width this still allows paths to leak from one gap to another. The square areas between the Minkowski sums of the mesh lines are used for placement of additional cutting lines to stop these leaks. The resulting VCG for $k=2$ and $l=1$ is depicted in Figure 2

Each leak-stopping square (we call them leak-stoppers) contains two vertical and two horizontal line segments, each of them blocking half of the gap width. The leak-stoppers are of two types (called black and white), placed in chessboard manner, with black leak-stoppers being mirror image of white ones.

This design can be straightforwardly generalized to $l>1$ by enlarging the basic mesh by a factor of $l$ and having $\mathrm{VCL}_{i}^{j}$ shifted $2 j$ horizontally (for $i=0$ ) or vertically (for $i=1$ ). This idea is illustrated in Figure 3 refer also to the first line of Table (1).

Note that if $k$ is even, the classes $\mathcal{C}_{0}, \mathcal{C}_{1}, \ldots, C_{k / 2-1}$ are mostly horizontal and the remaining $k / 2$ classes are mostly vertical. This means that we can reuse solution for $k^{\prime}=2, l^{\prime}=l k / 2$, i.e. the pattern from Figure 3 works for $k=6, l=1$ as well (refer to the second line of Table (1).

If $k$ is odd, there will be exactly one class $\mathcal{C}_{\lfloor k / 2\rfloor}$ straddling the diagonal, with $\lfloor k / 2\rfloor$ classes being mostly horizontal and mostly vertical, respectively. For such class, neither vertical, nor horizontal VCL works. Consequently, in this case, we


Fig. 2. The design of VCG for $k=2$, showing also the diameter of the longest not-cut path of class $\mathcal{C}_{0}$. The side of a basic square is 2 .
use the pattern for $k+1$ classes and let $\mathrm{VCL}_{\lfloor k / 2\rfloor}^{j}$ be a union of a horizontal and a vertical VCL- this also facilitates uniform construction with the same number of horizontal and vertical VCLs. For example, for $k=5$ and $l=1$, this result in the construction illustrated in the last row of Table 1

Summing up, this means that we can design a VCG for every $l$ and $k$.
Theorem 2. $d \geq\left(2 \sqrt{61(l\lceil k / 2\rceil)^{2}+34(l\lceil k / 2\rceil)+5}\right)$, every $(l, k)$-edge/wedge graph, for $k \geq 2$ and $l \geq 1$, has a d-VCG.

Proof. Firstly, we need to prove that the constructed set is indeed a VCG for $l$ and $k$. For this purpose we have to show that (1) Minkowski sums are disjoint and that the VCLs satisfy the requirements of Definition 1 in particular that (2) no two consecutive edges are incident to a VCL unless they share an endpoint

Table 1. Possible assignments of VCLs for $l k=6$ or $k=5, l=1$

| $k$ | $l \mid$ | $L 0$ | $L 1$ | $L 2$ | $L 3$ | $L 4$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | $L 5$ |  |  |  |  |  |
| 2 | $\mathrm{VCL}_{0}^{0}$ | $\mathrm{VCL}_{0}^{1}$ | $\mathrm{VCL}_{0}^{2}$ | $\mathrm{VCL}_{1}^{0}$ | $\mathrm{VCL}_{1}^{1}$ | $\mathrm{VCL}_{1}^{2}$ |
| 6 | 1 | $\mathrm{VCL}_{0}^{0}$ | $\mathrm{VCL}_{1}^{0}$ | $\mathrm{VCL}_{2}^{0}$ | $\mathrm{VCL}_{3}^{0}$ | $\mathrm{VCL}_{4}^{0}$ |
| 5 | 1 | $\mathrm{VCL}_{5}^{0}$ |  |  |  |  |



Fig. 3. The design of VCG for $l k=6$, showing also the longest non-cut path. The side of a basic square is 2 .
and (3) there is a finite (depending only on $l$ and $k$ ) diameter $d$ such each $\mathrm{VCL}_{i}^{j}$ $d$-cuts all paths of class $\mathcal{C}_{i}$ and rank $j$.

Proving (1): The $\mathrm{MS}_{i}^{j}$,s are pairwise disjoint because the closest distance between two points of different $\mathrm{VCL}_{i}^{j}$ and $\mathrm{VCL}_{i^{\prime}}^{j^{\prime}}$ is 2, i.e. two edges of length at most 1 connecting them must lie on the same line - and therefore must lie in the same class. Hence, one is an upstream edge and the other one is a downstream edge. However, by definition $\mathcal{C}_{i}$ does not contain upstream edges of length 1, i.e. the Minkowski sums do not overlap even when the VCLs are at distance exactly 2 .

Proving (2): Note that for each $i$, no line segment of $\mathrm{VCL}_{i}$ has a slope inside $\mathcal{C}_{i}$. This is also true for the classes with bounding slopes being multiples of $\pi / 4$ (the classes contain only the smaller of their boundary angles, by definition the mostly horizontal/vertical classes contain only the larger one). Together with (1) this means that the second property of Definition 1 is satisfied as well.

Proving (3): It is not difficult to observe that the diameter points shown in Figures 2and 3are indeed the furthest possible points of a path of class $\mathcal{C}_{0}$ which is not cut by its VCL. By symmetry, their distance is the diameter distance for other classes as well (the diameter of the straddling the diagonal class, if any, is even smaller). As the VCL line separation is 2 , the diameter points are offset by $2(5 l\lceil k / 2\rceil+1)$ horizontally and $2(6 l\lceil k / 2\rceil+2)$ vertically. The statement of the theorem is obtained using the Pythagorean theorem.

## 3 Lower Bounds

In this section we look at lower bounds. First, at the impossibility of local construction of edge colourings if the nodes are not location aware and second at lower bounds for the horizon distance $d$.

### 3.1 Impossibility of Edge Coloring When No Geometric Information Is Available

In this subsection we show that having the geometric information is indeed crucial in achieving a local algorithm. If the nodes only have distinct IDs without additional information, no non-trivial edge colouring can be locally constructed. Erdös 1962 addressed this question by using the probabilistic method to show that for all $k$ and $\epsilon>0$ there exist graphs with sufficiently large number $n$ of nodes that have chromatic number $>k$ but such that every set of vertices of size at most $\epsilon n$ is 3 colourable.

In the present paper we adapt the proof technique of Naor and Stockmever [1995]. The main difference is that since we are dealing with UDGs, our concept of locality is somewhat different. Instead of requiring limited hop-count in the actual graph, we limit the hop-count to the underlying UDG. The principal result of Naor and Stockmeyer 1995] we use is based on Ramsey's theorem and states that we can limit ourselves to algorithms that do not depend on the actual values of the IDs, but only on their relative ordering.

Theorem 3 (Naor and Stockmeyer [1995]). Fix a class of graphs $\mathcal{G}$ and a locally checkable labeling problem $\mathcal{L}$. If there is a local algorithm $A$ with time bound $t$ that solves a problem $\mathcal{L}$ in $\mathcal{G}$, then there is an order-invariant local algorithm $A^{\prime}$ that solves $\mathcal{L}$ in $\mathcal{G}$ in time $t$.

Informally, a problem has a locally checkable labeling if it can be locally verified whether a given vertex (or edge) labeling satisfies the requirements. Refer to Naor and Stockmever 1995 for the formal statement. For our purposes it is sufficient to state that vertex colouring and edge colouring are both locally checkable labellings.

Theorem 4. For every $l \geq 1, k \geq 2$ there is a (l,k)-edge/wedge subgraph of a UDG that is not locally colourable.

Proof. Consider a mesh of vertices with the distance $w$ between neighboring mesh vertices equal to $w=\sqrt{2} l \tan (\pi / k)$. Define the graph $G$ in which each vertex $v$ of the mesh is connected to the closest $l$ vertices in each wedge. The choice of $w$ ensures that all these edges are of length at most 1, i.e. $G$ is a subgraph of the UDG of these mesh vertices. Since neighboring vertices of the mesh are neighbors in $G$, for each edge $e$ of the UDG there exists a path in $G$ of length at most $x=\sqrt{2} / w$ connecting the endpoints of $e$.

Assume now, by contradiction, there exists a local (in the UDG) algorithm $A$, examining the neighbourhood up to distance $t$. Therefore, there must exist a
constant $x$ and a local (in $G$ ) algorithm $A^{\prime}$ examining the neighbourhood up to distance $x t$. By Theorem 3 there is also an order invariant algorithm $A^{\prime \prime}$.

Consider now a mesh of size $(2 x t+3) \times(2 x t+3)$, with the vertex at location $[i, j]$ labeled $j(2 x t+3)+i$. As $A^{\prime}$ examines the neighbourhood up to distance at most $x t$, nodes $v_{1}=[x t, x t], v_{2}=[x t+1, x t]$ and $v_{3}=[x t+2, x t]$ all see the same pattern (monotonically increasing from upper left to lower right) and cannot deterministically decide on different colours for edges $\left(v_{1}, v_{2}\right)$ and $\left(v_{2}, v_{3}\right)$. This contradicts the fact that $A^{\prime}$ is a local edge-colouring algorithm.

### 3.2 Lower Bound on d

Theorem 2 gives a bound for $d$ of about $7.81 \cdot l k+O(1)$. As the construction seems quite ad hoc and not optimized (it gives the same bound for fixed $l k$, despite the fact that the case $l=1$ and large $k$ is much more restrictive than $k=2$ and large $l$ ), an obvious question is how for from the optimal it actually is. A somewhat surprising answer is that it is not far at all, namely we have the following result.
Theorem 5. There is no $d-V C G$ for $(l, k)$-edge/wedge graphs with $d<2 k l$.
Proof. The idea is to show that each $\mathrm{MS}_{i}^{j}$ covers a $1 / 2 d$ fraction of the area. Since all these Minkowski sums must be pairwise disjoint, this would prove the theorem. Consider $\mathrm{VCL}_{i}^{j}$. Take a line $l$ whose slope is the axis of the class $\mathcal{C}_{i}$. Note that $l$ is cut by $\mathrm{VCL}_{i}^{j}$ into line segments of length at most $d$. The parts of $l$ at distance less then 1 both downstream and upstream from the cutpoints belong to $\mathrm{MS}_{i}^{j}$, i.e. a $2 / d$ fraction of $l$ is in $\mathrm{MS}_{i}^{j}$. As this is true for every position of $l$ in the plane, (and the behaviour is continuous, as VCLs are sets of line segments) $\mathrm{MS}_{i}^{j}$ indeed takes $1 / 2 d$ fraction of the area and the statement of the theorem follows.

## 4 Refined Constructions

As noted above, the construction used in Theorem 2 is based on the case $k=2$, with the angular width of the wedges being $\pi / 2$. This means that the paths have a lot of 'wiggle room' to avoid the VCL s, forcing a conservative construction with relatively large horizon distance $d$. The horizon distance can be noticeably reduced by more careful analysis for specific $k$. In particular, the case $k=3$ warrants special attention, as this is the most relevant case in practical situations (both LMST and Half-space proximal lead to (1,3)-edge/wedge graphs and $k=3$ is the lowest $k$ for which the Yao graph is connected). An ad-hoc construction of the VCG using hexagonal symmetry and careful analysis of Minkowski sums yields:

Theorem 6. There exists 15.466-VCG for (1,3)-edge/wedge graphs.
The case $k=4$ is practically important as well, as it corresponds to the smallest $k$ for which the Yao graph is connected and has a convenient east/north/west/south symmetry.

Theorem 7. There exists 26.989-VCG for (1,4)-edge/wedge graphs.
Finally, for the limit case of $k \rightarrow \infty$ the wedges are very narrow, which allows the use of several additional techniques to further reduce the horizon distance:

Theorem 8. There exists $3.3745 l k+o(l k)-V C G$ for $(l, k)$-edge/wedge graphs.
Details of the proofs of these theorems will appear in a forthcoming complete version of this paper.

## 5 Conclusions

In this paper we identified a new subclass of unit disk graphs, called $(l, k)$ edge/wedge graphs, that encompass a variety of well-known and commonly used graphs in the wireless networks literature (Yao graphs, Local Delaunay, Local Minimum Spanning Tree spanners, and Half-Space Proximals). We gave local, deterministic algorithms for edge coloring these graphs and provided several ways for improving the algorithm depending on the density of the point set that determines the graph. Several questions and tradeoffs concerning the optimality of our algorithm remain open and would be interesting to consider in future investigations.
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#### Abstract

The proliferation of cheap portable, wireless computing devices (e.g., cell phones and PDAs) promises the availability of a large number of computing devices in a relatively small geographic region. Researchers have proposed using such an ensemble of wireless devices to create a wireless ad-hoc lattice computer (WAdL) to harness the collective computing capabilities of the devices for the common cause of scientific computing via analogical simulations. Faulty devices or lack of wireless coverage leads to "gaps" in a WAdL, rendering it ineffective for analogical simulations.

In this paper we discuss our soultion to the problem of bridging gaps in WAdLs by assigning active devices on the perimeter of the gap as proxies for the defective devices in the gap. We establish lower bounds on the communication dilation witnessed by such proxy assignments for singlerow gaps and general row-column convex gaps, and present dilationoptimal, constant time algorithms for computing proxy assignments for single-row gaps and gaps that are rectangular in shape.


## 1 Introduction

The proliferation of cheap portable, wireless computing devices (e.g., cell phones and PDAs) promises the availability of a large number of computing devices in

[^18]a relatively small geographic region (9). Based on the foundations of cellular automata and lattice computers [2|8|11], Gupta et al. 6|7] propose the use of such an ensemble of wireless devices to create a wireless ad-hoc lattice computer ( $W A d L$ ). The goal of a WAdL is to harness the collective computing capabilities of the devices for the common cause of scientific computing via analogical simulations. The methodology, formalised by earlier work on lattice computers, is (1) to represent, by computing devices logically arranged as a part of a lattice, the region of euclidean space in which a phenomenon unfolds, and (2) to have the computing devices analogically simulate the unfolding of the phenomenon in this representation of euclidean space. In analogical simulations on a lattice computer (and hence on a WAdL), the motion of an object across euclidean space is carried out as a sequence of steps, in time proportional to real time, where in each step the representation of the object may move from one processing element to a neighbour, as defined by the underlying lattice of the lattice computer [13. (See Section 2 for a brief discussion of analogical simulations.)

Clearly, the accuracy of the results of these simulations is directly dependent on the resolution of the underlying lattice of a WAdL. Moreover, since the devices in a WAdL are logically, but not necessarily physically, at lattice points (in the underlying lattice), the communication distance between devices is not proportional to the physical distance between lattice points represented by those devices. To ensure analogical simulations that unfold in time proportional to the real time unfolding of the phenomenon being simulated, additional adjustments have to be made (see [67]) to the lattice computer algorithms described in the literature 2. Faulty devices or lack of wireless coverage leads to "gaps" in the collection of devices, further exacerbating this problem.

In this paper, we focus on the problem of bridging "gaps" in the underlying lattice of a WAdL. We adopt the approach proposed by Moore et al. 12 - to assign, for each faulty device, $x$, an active device, $l(x)$, in the WAdL to serve as a proxy for $x$. As a consequence, the communication between two neighbouring faulty devices $x$ and $y$ will be carried out as a communication between the two proxy devices $l(x)$ and $l(y)$. These proxy devices, though, may not be neighbours, and thus analogical simulations being carried out on such a WAdL will run slower than on a WAdL with no faulty devices. Moore et al. [12] present assignment schemes for square gaps. We extend that work and study gaps of more general shapes. As in Moore et al., our primary goal is to devise assignment schemes for bridging gaps so that the communication time between proxies for any pair of neighbouring faulty devices is minimised.

In Section 3 we introduce some useful concepts, and then formally define the problem we are addressing in this paper. It is convenient to discuss our solution for the problem separately for two different classes of gaps - we discuss our treatment of the two classes in Sections 4 and 5. We conclude in Section 6 with some open problems.

## 2 Analogical Simulations

A physical phenomenon is a development in a region of Euclidean space over a period of time. At each instant in time (in a given time period), the set of objects participating in the phenomenon, together with their attribute values (such as speed, spin, etc.) at that time, completely describes a snapshot in the unfolding of the phenomenon. Most problems in scientific computing are about phenomena whose unfolding involves the motion of participating objects in Euclidean space. Solutions to these phenomena usually involve determining (predicting) the attribute values of objects over time. Some phenomena can be solved analytically using closed form functions of time. On the other hand, there are phenomena where the only apparent method for predicting the attribute values of participating objects at any instant in time, is to simulate the unfolding of the phenomenon up through that instant of time [5].

When carried out on a digital computer, such simulations, necessarily, develop in a discretized representation of a region of Euclidean space, and over discrete time units. Moreover, such simulations must use, at any given instant of simulation time, only information available locally, at a discrete point in the represented Euclidean space, to compute the attribute values of participating objects at the next instant of simulation time. Cellular automaton machines [8] and lattice computers [2] provide the necessary framework for a discretized representation of Euclidean space in which to carry out such simulations. Several physical phenomena, including spherical wavefront propagation and fluid flow 414, have been successfully simulated on such a framework where the simulation algorithms do not use the traditional analytical models for the phenomena.

## 3 Preliminaries

Consider a collection of devices arranged on a subset of the cells of a square grid, one device per cell.

Definition 1. A collection of devices is said to be row convex (respectively, column convex) if every row (resp. column) of devices forms a contiguous interval of devices within that row (resp. column). The collection is said to be row-column convex if it is simultaneously row convex and column convex. Moreover, if the collection is such that there are at least two devices in each row and each column, then the collection is said to be thick row-column convex.

Figure 1 shows examples of such collections of devices to illustrate the notions in Definition 1. The notion of row-column convex collections is similar to the notion of hv-convex polyominoes discussed in the literature 3|10.

As discussed in earlier work on WAdLs [7], the expectation is to harness the collective power of mobile devices in a given geographic region, say a few blocks in the downtown area of a city. It is quite likely that some buildings in that area do not have wireless coverage, or that the office occupying some building is closed on a particular day, and thus there are no mobile devices in the physical


Fig. 1. Examples of collections of devices: (a) column convex but not row convex, (b) row-column convex (not thick), (c) thick row-column convex, (d) row-column convex (not thick)
space occupied by that office. Such situations will lead to gaps in a WAdL in that area, and such gaps can be faithfully modeled by a row-column convex collection of devices. Indeed, in this paper we assume that the collection of faulty devices in a WAdL is row-column convex. We will refer to such a collection of faulty devices in a WAdL as a gap or a hole in the WAdL.

Thus the overall picture is of a row-column convex device collection consisting of a bunch of active devices surrounding a row-column convex gap of defective devices. The set of active devices that are immediately adjacent to the defective ones form a contiguous contour that we will call the active perimeter of the gap.

As mentioned in Section 11 to simulate lattice computations completely, we now seek to assign to every defective device, a corresponding device on the active perimeter that will serve as its proxy in the computation; for convenience, we will think of active perimeter devices as being trivially their own proxies. Consider a device $x$ and its proxy $l(x)$. If device $x$ were active, it would have been able to communicate directly with adjacent devices along its row and its column. However, if device $x$ is defective, communication for $x$ is now handled instead by the proxy $l(x)$. Additionally, communication takes place along paths whose individual hops (edges) only connect active devices.

Accordingly, in the presence of a hole, the distance, $d(x, y)$, between any two active devices at positions $x$ and $y$ in the square grid is the length of the shortest path between $x$ and $y$ that is composed entirely of horizontal hops (along a row) or vertical hops (along a column) between adjacent active devices. In general, we expect that the communication between two proxies $l(x)$ and $l(y)$ takes place along the shortest path on the active perimeter between $l(x)$ and $l(y)$. Indeed, if the active perimeter encloses a row-column convex gap, then the following folklore result can be easily shown by induction:

Lemma 1. Given a row-column convex gap in a WAdL, the shortest distance between any two active devices $x$ and $y$ on the active perimeter equals the length of the shortest path that only uses the perimeter edges.

Definition 2. For any proxy assignment that maps a device $x$ to a proxy $l(x)$ on the active perimeter, we define the dilation, load and congestion of the assignment as follows:

Dilation: The maximum distance, $d(l(x), l(y))$, taken over all pairs of adjacent devices $x$ and $y$. (Note that, in the literature, the notion of dilation is not restricted to neighbouring devices.)
Load: The maximum number of devices assigned to any active perimeter device.
Congestion: The maximum, over every active perimeter edge e, of the number of distinct proxy-communication paths that simulate one-hop communications between two devices, at least one of which is defective.

Henceforth, for convenience, we will use proxy assignment to mean "proxy assignment of defective devices to the active perimeter devices". Our problem can be stated as follows: for any row-column convex collection, $\mathcal{C}$, of defective devices in a WAdL, find a proxy assignment such that the dilation, load and congestion of the assignment are minimised. If the dilation of a proxy assignment is the best possible we will call that assignment a dilation-optimal assignment (similarly, load-optimal assignment and congestion-optimal assignment).

Without loss of generality,
Definition 3. For any row-column convex collection $\mathcal{C}, R(\mathcal{C})$ is the unique, smallest rectangle of cells such that $R(\mathcal{C})$ contains $\mathcal{C}$ and each border row and column of $R(\mathcal{C})$ contains at least one element of $\mathcal{C}$. The number of rows and columns of $R(\mathcal{C})$ are denoted by $r(\mathcal{C})$ and $c(\mathcal{C})$, respectively. The number of active perimeter devices around $\mathcal{C}$ is denoted by $p(\mathcal{C})$.

When the context is clear, we will refer to the above quantities as simply $r, c$ and $p$. Without loss of generality, we will assume that the top left corner cell of $R(\mathcal{C})$ has co-ordinates $(1,1)$, and the bottom right corner cell of $R(\mathcal{C})$ has co-ordinates $(r, c)$. We will refer to the devices by the co-ordinates of the cell that the device occupies.


Fig. 2. A row-column convex gap. $r=6, c=6, p=28$

Figure 2 illustrates the above definition. Figure 2 also illustrates our reference co-ordinate system for naming devices. The active perimeter devices are shown shaded.

It is, then, easy to verify the following two lemmas.
Lemma 2. For any row-convex collection $\mathcal{C}$,

$$
p(\mathcal{C})=p(R(\mathcal{C}))=2(r(\mathcal{C})+c(\mathcal{C}))+4
$$

Lemma 3. For any gap, the load of any proxy assignment is at least the ratio of the number of defective devices to the number of active perimeter devices.

## 4 Single Row Gaps

In this section we will deal with the special case of connected gaps where $r=1$. Clearly, such gaps are row-column convex. In Section 4.1 we will establish a lower bound on the dilation of any proxy assignment for such a gap. Then, in Section 4.2 we discuss a dilation-optimal and load-optimal assignment scheme for single-row gaps.

### 4.1 Lower Bound on Dilation

If a gap contains a single row that has one defective device, i.e., $r=c=1$, then it is easy to verify that the dilation of any proxy assignment must be at least 3 . The following theorem establishes a lower bound on the dilation of proxy assignments for single-row gaps with more than one defective device.

Theorem 1. In a WAdL containing a collection $\mathcal{C}$ of defective devices such that $r(\mathcal{C})=r=1$ and $c(\mathcal{C})=c \geq 2$, every proxy assignment of active perimeter devices to the defective ones has dilation at least $D=\lceil(2 c+5) / 3\rceil$.


Fig. 3. Numbering of devices for a single-row gap

Proof. Given a collection $\mathcal{C}$ of defective devices such that $r(\mathcal{C})=r=1$ and $c(\mathcal{C})=c \geq 2$, the active perimeter $p(\mathcal{C})=p=2 c+6$. We denote the defective devices as $f_{1}, f_{2}, \ldots, f_{c}$ proceding from left to right and the active perimeter devices as $0,1, \ldots, 2 c+5$ starting from cell $(0,0)$ and proceding clockwise (see Figure 3 for an example). For convenience, for every $x \in[1, c]$, we denote the devices $2 c+4-x$ as $b(x)$; with this notation, the defective device $f_{x}$ has device $x$ as its neighbor above and device $b(x)$ as its neighbor below. Thus, in any proxy assignment $l$ that assigns active device $l(x)$ to the defective device $f_{x}$, the
dilation will be lower bounded by the maximum taken over the following four sets of distances:

1. $\{d(l(x), x) \mid x \in[1, c]\}$,
2. $\{d(l(x), b(x)) \mid x \in[1, c]\}$,
3. $\{d(l(x), l(x+1)) \mid x \in[1, c-1]\}$,
4. $\{d(2 c+5, l(1)), d(l(c), c+2)\}$.

Let $D=\lceil(2 c+5) / 3\rceil$ (about a third of the active perimeter), and assume, by way of contradiction, that $L$ has dilation at most $D-1$. Let $A(x)$ denote the possible range of values that $l(x)$ can take if $d(l(x), x)$ and $d(l(x), b(x))$ both respect the assumed dilation bound, i.e. if both these distances are no more than $D-1$. Consider the specific defective devices $f_{x}$ and $f_{y}$ where $x$ and $y$ are given by:

$$
\begin{aligned}
y & =D-1 \\
& =\lceil(2 c+5) / 3\rceil-1 \text { and } \\
x & =(c+1)-y \\
& =\lfloor(c+1) / 3\rfloor .
\end{aligned}
$$

Note that $x$ and $y$ are equi-distant from the left and the right ends of the defective row. From the definition of $y$, it is easy to see that the distance to $b(y)$ from any device in the range $[0, y-1]$ is greater than $D$. Similarly, the distance to $y$ from any device in the range $[b(y)+1,2 c+5]$ is at least $D$. Consequently, $A(y)$, the allowable range for $l(y)$, is the interval $[y, b(y)]$ that consists of the devices to the right of (and including) $y$ (respectively, $b(y)$ ) in the row above (respectively, row below) the defective row. Similar reasoning yields the complementary fact that $A(x)$, the admissible range for $l(x)$, is the interval $[b(x), x]$ (in the circular ordering in clockwise order around the perimeter). Note that $A(x)$ contains exactly those devices to the left of (and including) $x$ (respectively, $b(x)$ ) in the row above (respectively, row below) the defective row.

In fact, a more general characterization can be given for $A(x+i)$ as $i$ ranges from 0 through $(y-x): A(x+i)$ consists of two disjoint intervals (not both empty) containing the left and the right ends of the perimeter. Specifically, the proxy $l(x+i)$ either lies in the interval $A_{l}(x+i)=\{2 c+4-(x-i), \ldots, x-i\}$ (in circular clockwise order) or in the interval $A_{r}(x+i)=\{c+3-i, \ldots, c+1+i\}$; we have

$$
A(x+i)=A_{l}(x+i) \bigcup A_{r}(x+i)
$$

for all $i \in[0,(y-x)]$. For the extreme values of $i$ in its range, we have $A(x)=$ $A_{l}(x)$ with $A_{r}(x)$ empty, and have $A(y)=A_{r}(y)$ with $A_{l}(y)$ empty. So as one considers the proxies proceeding from $f_{x}$ towards $f_{y}$, there must come a point where $l(x+i)$ is from the left admissible interval $A_{l}(x+i)$ but the next proxy, $l(x+i+1)$, is from the right admissible interval $A_{r}(x+i+1)$, i.e. the proxies are from opposite sides of the perimeter.

But we require $d(l(x+i), l(x+i+1))$ to be at most the assumed dilation. However, the shortest perimeter distance between any such pair of proxies is
no less than the distance between the closest pair of devices from $A_{l}(x+i)$ and $A_{r}(x+i+1)$ respectively, viz. the distance between $x-i \in A_{l}(x+i)$ and $c+3-i \in A_{r}(x+i+1)$. In summary,

$$
\begin{aligned}
d(l(x+i), l(x+i+1)) & \geq d(x-i, c+3-i) \\
& =c+3-x \\
& =D+1
\end{aligned}
$$

This contradicts the assumed dilation bound of $D-1$, and yields the result.
Note that the same argument also works for a gap consisting of a single column, and, with minor modifications, for any row-convex gap consisting of connected single rows and columns such that each device in the gap has no more than two neighbours in the gap. (See Figure (d) for an example of such a gap.)

### 4.2 Dilation-Optimal Assignment

The following theorem states that the lower bound for dilation for a gap of one row and $c \geq 2$ columns given in Section 4.1 is tight. The proof is constructive as it provides a dilation-optimal and load-optimal proxy assignment.

Theorem 2. There exists a dilation-optimal and load-optimal proxy assignment for a gap with one row and $c \geq 2$ columns.

Proof. Let $d=\lceil(2 c+5) / 3\rceil$ and $x=\left\lfloor\frac{c}{2}\right\rfloor+1+d$.
Assign $l\left(\left\lfloor\frac{c}{2}\right\rfloor+1\right)=x$, and $l\left(\left\lfloor\frac{c}{2}\right\rfloor\right)=x+d$.
Complete the proxy assignment $l$ as follows:
$-l\left(\left\lfloor\frac{c}{2}\right\rfloor+i+1\right)=x-i$ for $1 \leq i \leq\left\lceil\frac{c}{2}\right\rceil-1 ;$
$-l\left(\left\lfloor\frac{c}{2}\right\rfloor-j\right)=(x+d+j) \quad(\bmod 2 c+6)$ for $1 \leq j \leq\left\lfloor\frac{c}{2}\right\rfloor-1$.
It is easy to see that $l$ is feasible and load-optimal, and its dilation is equal to $\lceil(2 c+5) / 3\rceil$.

From this result and Theorem 1 the claim follows.

## 5 Row-Column Convex Gaps

In this section we first establish, in Section 5.1 a lower bound on the dilation of proxy assignments for general row-column convex gaps with $r, c>1$. Specifically, we will show that every proxy assignment will have dilation greater than or equal to about one-fourth of the active perimeter (rather than about one-third for the case discussed in the case of single-row gaps (see Theorem 1 above)). Then, in Section 5.2 we restrict our attention to rectangular gaps with $r, c>1$ and present an algorithm for a dilation-optimal and load-optimal proxy assignment for such gaps.

### 5.1 Lower Bound on Dilation

Theorem 3 establishes a lower bound on the dilation of any proxy assignment for row-column convex gaps. The idea of the proof for the theorem is inspired by the proof of Sperner's lemma in Aigner et al. (see [1], page 148).

Theorem 3. In a WAdL containing a row-column convex hole with $r, c>1$ and active perimeter $p$, every proxy assignment of active perimeter devices to the defective ones in the hole has dilation at least $D=\lceil p / 4\rceil$.

Proof. Any row-column convex hole of defective devices can be easily shown to have an even number of devices on its active perimeter. Consider a row-column convex hole with active perimeter $p$. Starting at an arbitrary position on the perimeter and proceeding clockwise, we color the active perimeter devices as follows:

- The first $\lceil p / 4\rceil$ devices are colored $A$.
- The next $\lceil p / 4\rceil$ devices in order are colored $B$.
- The next $\lfloor p / 4\rfloor$ devices in order are colored $C$.
- The last $\lfloor p / 4\rfloor$ devices are colored $D$.

Consider any proxy assignment $l$ that assigns an active perimeter device $l(x)$ to a defective device $x$ within the gap. As usual, this proxy device is now responsible for simulating the communication that would have ordinarily been initiated by the device $x$, now defunct. The proxy assignment induces - in a natural way - a coloring of the defective devices: the device $x$ is given the same color $(A, B, C$ or $D$ ) as that given to its active proxy $l(x)$.

Given assignment $l$, let $G_{l}$ be the corresponding induced subgraph of the mesh consisting of cells corresponding to the active perimeter devices and the defective devices in the row-column convex gap enclosed by the active perimeter. The edges of $G_{l}$ replicate the mesh connectivity among adjacent devices and each vertex of $G_{l}$ is assigned the same color $(A, B, C$ or $D)$ as its corresponding device.

Clearly, $G_{l}$ is a planar graph with square faces, except for the outer face that traces the active perimeter contour. We now define a special kind of planar dual of $G_{l}$ as follows. Every face $f$ of $G_{l}$ (including the outer face) corresponds to a unique vertex $u_{f}$ in the dual graph $G_{l}^{d}$. However, unlike the standard planar dual, vertices $u_{f}$ and $u_{f^{\prime}}$ are connected by an edge in $G_{l}^{d}$ iff $f$ and $f^{\prime}$ are adjacent faces and the common edge between the adjacent faces $f$ and $f^{\prime}$ has its endpoints colored $A B$ or $B C$ or $C D$. (Note that $G_{l}$ is not the standard planar dual.)

Figure 4(a) shows a row-column convex gap with $r=3$ and $c=2$, and the coloring induced by a proxy assignment. Note that $p=14$, and so there are 4 active perimeter devices colored $A, 4$ colored $B, 3$ colored $C$ and 3 colored $D$. Figure [(b) shows the connectivity graph of the devices in dotted lines and the dual graph as defined above in bold lines. The dual graph vertex corresponding to the outer face is labelled $u_{0}$.

Consider the dual vertex $u_{0}$ that corresponds to the outer (perimeter) face of $G_{l}$. Since the perimeter is colored in sequence with contiguous $A \mathrm{~s}, B \mathrm{~s}, C \mathrm{~s}$ and $D \mathrm{~s}$, it follows that $u_{0}$ has degree 3 witnessed by the unique edges colored


Fig. 4. (a) Coloring induced by a proxy assignment. (b) Dual graph.
$A B, B C$ and $C D$ at the color transitions. All other dual vertices correspond to square faces of $G_{l}$ and hence have degree at most 4. Moreover, by the handshake lemma for graphs, it follows that among the remaining dual vertices (excluding the odd-degree vertex $u_{0}$ ), there must be an odd number of vertices of odd degree. In particular, there must be at least one dual vertex $u_{f}$ that corresponds to a mesh square (face) $f$ and has degree 1 or 3 .

It is easy to verify that up to rotational and mirror symmetries, a dual vertex $u_{f}$ has degree 3 if and only if the four corners of face $f$ in $G_{l}$ are colored $A B C D$ in cyclic order. Also, a dual vertex $u_{f}$ has degree 1 if and only if face $f$ in $G_{l}$ has corners colored $A B B D, A B D A, A B D D, B C A D, C D A C$ or $C D D A$ in cyclic order (modulo rotations and mirror symmetries).

However, recall that the colors identify groups of active perimeter devices that serve as proxies for defective devices in the gap. Hence, any edge of $G_{l}$ whose endpoints are colored $A C$ or $B D$ will correspond to a pair of proxies that must be at least $\lceil p / 4\rceil$ apart along the perimeter. Since the shortest distance between any two perimeter devices is indeed along the perimeter, we immediately see from the preceding paragraph that all the faces $f$ whose dual vertices $u_{f}$ have degree 1 witness a dilation of at least $\lceil p / 4\rceil$ for the assignment $l$.

This leaves the only remaining possibility of a face $f$ with corners colored $A B C D$ in cyclic order. Noting that the corners correspond to four proxies $\bar{a}, \bar{b}, \bar{c}$ and $\bar{d}$ colored $A, B, C$ and $D$, respectively, along the perimeter. Again, noting that the shortest distance between proxies is along the perimeter, we have

$$
d(\bar{a}, \bar{b})+d(\bar{b}, \bar{c})+d(\bar{c}, \bar{d})+d(\bar{d}, \bar{a})=p,
$$

and hence, at least one of the distances must be greater than or equal to $\lceil p / 4\rceil$.

### 5.2 Dilation and Load Optimal Assignment for Rectangular Gaps

In this section we provide a constant time algorithm for a dilation-optimal proxy assignment when the gap is rectangular with at least 2 rows and 2 columns. Our proxy assignment is load-optimal as well when the number of rows and the number of columns are even.

Theorem 4. There exists a dilation-optimal proxy assignment for rectangular gaps with $r, c>1$. Moreover, this proxy assignment is load-optimal when $r$ and $c$ are even.

Proof. The assignment scheme when $r>1$ must take into account the parity of both $r$ and $c$. We give three different schemes for the following three cases:

1. $r$ and $c$ are even;
2. $r+c$ is odd;
3. $r$ and $c$ are odd.

Recall that for each $0 \leq a \leq r+1$ and $0 \leq b \leq c+1,(a, b)$ denotes the devices in the $a$-th row and $b$-th column. Of these, the devices $(a, b)$ where $1 \leq a \leq r$ and $1 \leq b \leq c$ are the defective devices. We number the $p=2(r+c)+4$ active perimeter devices sequentially from 0 starting with the device $(0,0)$ and proceeding clockwise (see Figure 5 for an example).

## Case 1:

Compute $d=\frac{c+r}{2}+1$.
For $1 \leq i \leq \frac{c}{2}$ assign:

- defective device $\left(\frac{r}{2}, i\right)$ to active perimeter device $i$ for $1 \leq i \leq \frac{c}{2}$;
- defective device $\left(\frac{r}{2}, \frac{c}{2}+i\right)$ to active perimeter device $\frac{c}{2}+d+1-i$;
- defective device $\left(\frac{r}{2}+1, \frac{c}{2}+i\right)$ to active perimeter device $\frac{c}{2}+2 d+1-i$;
- defective device $\left(\frac{r}{2}+1, i\right)$ to active perimeter device $3 d+i$.

For $1 \leq j \leq \frac{r}{2}-1$ assign:

- defective device $\left(\frac{r}{2}-j, \frac{c}{2}\right)$ to active perimeter device $2 c+\frac{3}{2} r+3+j$;
- defective device $\left(\frac{r}{2}-j, \frac{c}{2}+1\right)$ to active perimeter device $\frac{c}{2}+j$;
- defective device $\left(\frac{r}{2}+1+j, \frac{c}{2}+1\right)$ to active perimeter device $c+\frac{r}{2}+1+j$;
- defective device $\left(\frac{r}{2}+1+j, \frac{c}{2}\right)$ to active perimeter device $\frac{3}{2} c+r+2+j$.

The assignemt can be completed by assigning defective devices from the northwest quadrant to active perimeter devices whose number correspond to an $A$, north-east with $B$ etc. Note that as these assignment can be freely done, it is possible to balance the number of defective devices assigned to active perimeter devices in the contour of the gap, and thus the assignment witnesses an optimal load.

It is easy to see that the assignment can be computed in constant time and has dilation $d=\frac{r+c}{2}+1$.

An example of applying this scheme for a gap of 8 rows and 14 columns is depicted in Figure 5.

| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 47 |  |  |  |  |  |  | 46 | 10 |  |  |  |  |  |  |  |
| 46 |  |  |  | A |  |  | 45 | 9 |  |  |  | B |  |  | 16 |
| 45 |  |  |  |  |  |  | 44 | 8 |  |  |  |  |  |  | 17 |
| 44 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 19 | 18 | 17 | 16 | 15 | 14 | 13 | 19 |
| 43 | 37 | 38 | 39 | 40 | 41 | 42 | 43 | 31 | 30 | 29 | 28 | 27 | 26 | 25 | 20 |
| 42 |  |  |  |  |  |  | 32 | 20 |  |  |  |  |  |  | 21 |
| 41 |  |  |  | D |  |  | 33 | 21 |  |  |  | C |  |  | 22 |
| 40 |  |  |  |  |  |  | 34 | 22 |  |  |  |  |  |  | 23 |
| 39 | 38 | 37 | 36 | 35 | 34 | 33 | 32 | 31 | 30 | 29 | 28 | 27 | 26 | 25 | 24 |

Fig. 5. Assignment scheme applied to a rectangular gap of 8 rows and 14 columns

For cases 2 and 3 we give a sketch of the assignment that deals only with the most critical positions. The schemes are easy to complete but tedious to describe in details.

## Case 2:

Compute $d=\frac{c+r+1}{2}+1$.
Suppose w.l.o.g. that $r$ is even and $c$ is odd.
For $1 \leq i \leq r$, assign the defective device $(i, c)$ to active perimeter device $c+1+i$.

Assign:

- the defective device $\left(\frac{r}{2},\left\lfloor\frac{c}{2}\right\rfloor\right)$ to active perimeter device $\left\lfloor\frac{c}{2}\right\rfloor$;
- the defective device $\left(\frac{r}{2},\left\lfloor\frac{c}{2}\right\rfloor+1\right)$ to active perimeter device $\left\lfloor\frac{c}{2}\right\rfloor+d$;
- the defective device $\left(\frac{r}{2}+1,\left\lfloor\frac{c}{2}\right\rfloor+1\right)$ to active perimeter device $\left\lfloor\frac{c}{2}\right\rfloor+2 d-1$;
- the defective device $\left(\frac{r}{2}+1,\left\lfloor\frac{c}{2}\right\rfloor\right)$ to active perimeter device $\left\lfloor\frac{c}{2}\right\rfloor+3 d-1$.

To complete the assignment, the scheme for case 1 can be applied with minor changes.

## Case 3:

Compute $d=\frac{r+c}{2}+1$.
For $1 \leq i \leq r$, assign the defective device $(i, c)$ to active perimeter device $c+1+i$.

For $j \leq 1<c$ assign the defective device $(r, j)$ to active perimeter device $2 c+r+3-j$.

Assign:

- the defective device $\left(\left\lfloor\frac{r}{2}\right\rfloor,\left\lfloor\frac{c}{2}\right\rfloor\right)$ to active perimeter device $\left\lfloor\frac{c}{2}\right\rfloor$;
- the defective device $\left.\left(\left\lfloor\frac{r}{2}\right\rfloor\right\rfloor\left\lfloor\frac{c}{2}\right\rfloor+1\right)$ to active perimeter device $\left\lfloor\frac{c}{2}\right\rfloor+d$;
- the defective device $\left(\left\lfloor\frac{r}{2}\right\rfloor+1,\left\lfloor\frac{c}{2}\right\rfloor+1\right)$ to active perimeter device $\left\lfloor\frac{c}{2}\right\rfloor+2 d$;
- the defective device $\left(\left\lfloor\frac{r}{2}\right\rfloor+1,\left\lfloor\frac{c}{2}\right\rfloor\right)$ to active perimeter device $\left\lfloor\frac{c}{2}\right\rfloor+3 d$.

Also in this case, the assignment can be completed by applying the scheme for case 1] with minor changes.

As the dilation obtained by the assignments given by these schemes equals the lower bound given in Theorem 3, the thesis follows.

## 6 Conclusions and Open Problems

In this paper we study the problem of bridging gaps in wireless ad-hoc lattice computers by assigning active devices on the perimeter of the gap as proxies to the defective devices in the gap. We establish lower bounds on the communication dilation witnessed by such proxy assignments for single-row gaps and general row-column convex gaps. We present dilation-optimal, constant time algorithms for computing proxy assignments for single-row gaps and gaps that are rectangular in shape. Moreover, we also show that our proxy assignments are load-optimal.

In Section 3, we introduce the notion of thick row-column convex gaps. We conjecture that, for any thick row-column convex gap $\mathcal{C}$, the lower bound provided in Theorem 3 is tight, i.e., there exists a dilation-optimal proxy assignment for $\mathcal{C}$ with dilation no more than $\lceil p / 4\rceil$. We are currently working on settling this conjecture. Establishing bounds and studying the optimality of proxy assignments with respect to congestion (defined in Section[3) is an interesting open problem.
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#### Abstract

We present the first location oblivious distributed unit disk graph coloring algorithm having a provable performance ratio of three (i.e. the number of colors used by the algorithm is at most three times the chromatic number of the graph). This is an improvement over the standard sequential coloring algorithm since we present a new lower bound of $10 / 3$ for the worst-case performance ratio of the sequential coloring algorithm. The previous greatest lower bound on the performance ratio of the sequential coloring algorithm was $5 / 2$. Using simulation, we also compare our algorithm with other existing unit disk graph coloring algorithms.
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## 1 Introduction

A unit disk graph is a graph that admits a representation where nodes are points in the plane and edges join two points whose distance is at most one unit. In wireless ad hoc networks, communicating nodes are sometimes assumed to have the same communication range. For this reason, unit disk graphs are used to model wireless ad hoc networks. Breu and Kirkpatrick 1] showed that determining if an abstract graph is a unit disk graph is an NP-hard problem, which implies that finding a unit disk graph representation is also NP-hard. This difficulty has led to the development of two varieties of algorithms on unit disk graphs depending on how the graphs are represented. If the unit disk graph representation is given (i.e. vertices are points in the plane and edges join pairs of points whose distance is at most one unit) then this situation is referred to as

[^19]location-aware since each node is aware of its geometric location. On the other hand, if one is simply given an abstract graph (i.e. that a valid representation exists), then this situation is referred to as location oblivious.

A coloring of a graph $G$ is a function $c$ mapping vertices of $G$ to a set of colors (which can be thought of as a set of integers) such that adjacent vertices are assigned different colors. The graph coloring problem is to find a coloring which uses the minimum number of colors. The minimum number of colors needed to color a graph $G$ is called its chromatic number and is denoted by $\chi(G)$. The graph coloring problem is NP-complete [6], even for unit disk graphs [5]. The performance ratio of a coloring algorithm is defined as the ratio of the number of colors it uses over the chromatic number of the input graph. Approximation algorithms have been proposed to address the unit disk graph coloring problem (see Erlebach and Fiala [4] for a survey), but there exists no coloring algorithm that is 1) distributed, 2) location oblivious, and 3) has a performance ratio of three. In this paper, we introduce the first distributed unit disk graph coloring algorithm that has all these three properties.

A standard approach used in the context of coloring graphs is the sequential coloring algorithm. The sequential coloring algorithm is the algorithm that colors the nodes of a graph in an arbitrary order, assigning to each node the lowest color that has not been assigned to one of its neighbors. In the literature, the greatest lower bound on the worst-case performance ratio of the sequential coloring algorithm over unit disk graphs is $5 / 2$, by Caragiannis et al. (2]. Therefore, it was unclear whether one slightly more complex algorithm with a performance ratio of three is better than the trivial sequential algorithm. In this paper, we show that algorithms having a performance ratio of three outperform the sequential coloring algorithm in the worst-case by providing an example where the performance ratio of the sequential coloring algorithm is exactly $10 / 3$.

The rest of this paper is organized as follows: In Section 2 we review related work on coloring unit disk graphs. In Section 3 we give our coloring algorithm. We prove its termination, correctness and performance properties in Section 4 In Section [5e give new lower bounds on the worst-case performance ratio of sequential coloring of unit disk graphs. In Section 6, using simulation, we compare the average performance ratio of our algorithm with other algorithms. In Section 7 , we discuss some optimization techniques we used to speed-up the simulation. We conclude in Section 8

## 2 Related Work

A sequential coloring algorithm takes a graph as input, computes some ordering on the nodes, and greedily assigns colors to nodes according to that order. Each node is assigned the lowest color that has not been assigned to any of its neighbors. We denote the maximum degree of a graph $G$ by $\Delta(G)$, and the size of the largest clique in $G$ (the clique number of $G$ ) by $\omega(G)$. Since the number of colors used by a sequential coloring algorithm cannot exceed $\Delta(G)+1$, we have that $\chi(G) \leq \Delta(G)+1$. On the other hand, since no two nodes in a clique can

Table 1. Summary of Unit Disk Graph Coloring Algorithms Properties

|  | distributed | location <br> oblivious | worst-case <br> perf. ratio |
| :--- | :---: | :---: | :---: |
| sequential | yes | yes | 5 |
| lexicographic | yes | no | 3 |
| smallest-last | no | yes | 3 |
| our algorithm | yes | yes | 3 |

have the same color, we have that $\chi(G) \geq \omega(G)$. For unit disk graphs, Marathe et al. 7] pointed out the following relation: $\Delta(G) \leq 6 \omega(G)-6$ (see Figure (1). This implies that all sequential unit disk graph coloring algorithms have a performance ratio of at most six. In fact, a minor adjustment of that proof shows that the performance ratio is no greater than five (4].

What distinguishes sequential coloring algorithms from each other is the order in which they color the nodes. When an arbitrary order is used, we will simply refer to it as the sequential coloring algorithm. For graphs embedded in the plane, the lexicographic ordering is the one induced by the $(x, y)$ coordinates of the nodes (nodes with smaller $x$-coordinate are colored first, with ties broken according to the $y$-coordinate). For the case of unit disk graphs, Peeters [10] showed that the lexicographical ordering achieves a performance ratio of three. Note that this approach can be easily implemented in a distributed manner provided the nodes are aware of their location. The smallest-last coloring algorithm [9] computes the following ordering over the nodes of a graph $G$ : a node $v$ of minimum degree is colored last (ties are broken arbitrarily). The rest of the ordering is computed recursively on the graph $G \backslash\{v\}$. Gräf et al. [5] showed that the smallest-last coloring algorithm achieves a performance ratio of at most three over unit disk graphs. However, this algorithm is not distributed. Table 1 summarizes unit disk graph coloring algorithms properties. As one can see, there seems to be a trade-off between being distributed, location oblivious, and having a worst-case performance ratio of three. We show that in fact, no such trade-off exists.

## 3 Location Oblivious Distributed Algorithm

Lexicographic coloring achieves a performance ratio of three because for every node $u$, no more than $3 \omega(G)-3$ neighbors of $u$ will choose their color before $u$ (see Figure 1). The key of our algorithm is to show how to compute an ordering


The nodes located within each sector, including $u$, form a clique.

Fig. 1. The neighborhood of a node does not contain more than $6 \omega(G)-6$ nodes
that has this property in a distributed manner when the nodes do not know their position in the plane (i.e. in a location oblivious manner). The main observation is the following: in every unit disk graph $G$, there is at least one node that has at most $3 \omega(G)-3$ neighbors.

We denote by $\omega(u)$ the size of a largest clique in which node $u$ belongs. If the neighborhood of a node $u$ has size at most $3 \omega(u)-3$, we say that it has the small neighborhood property. Lexicographic coloring exploits the fact that the leftmost node has this property. In fact, all nodes on the convex hull of the nodes also have this property. Since the size of a maximum clique in a unit disk graph can be computed in polynomial time, even without the unit disk representation 11], each node can locally determine whether or not it has the small neighborhood property. Notice that since $\omega(u) \leq \omega(G)$ for every node $u$, if a node has the small neighborhood property, then it also has at most $3 \omega(G)-3$ neighbors.

The intuition behind our algorithm is the following: in order to reach a performance ratio of three, nodes having the small neighborhood property can pick their colors after their neighbors. We then remove all these nodes from the graph, recursively color the remaining subgraph, put the removed nodes back in, and then sequentially color them. Recursion is guaranteed to make progress because there are always nodes having the small neighborhood property. What remains to be shown is how this can be done in a distributed manner.

The distributed algorithm works in two phases. In the first phase, the nodes establish a local order by each selecting a rank. The ranks, together with the identifier, determine the local order in which they will decide their color. The second phase is the actual coloring. Each phase is event-driven, i.e. the nodes do not need synchronous clocks.

```
Algorithm 1. RankingPhase \(\left(i d, G_{i d}\right)\)
Input: id, a node identifier
    \(N\), a list containing the identifiers of the neighbors of node id
    \(G_{i d}\), the subgraph of \(G\) induced by \(N\)
Output: ranks, a table containing the neighbors ranks
    max_clique \(\leftarrow \omega\left(G_{i d}\right)\)
    while \(\{u \in N: \operatorname{ranks}[u]=0\} \neq \emptyset\) do
        if ranks \([i d]=0\) and \(|\{u \in N: \operatorname{ranks}[u]=0\}| \leq 3 *\) max_clique -3 then
            \(\operatorname{ranks}[i d] \leftarrow \max \{u \in N: \operatorname{ranks}[u]\}+1\)
            send RANK (id, ranks[id])
        else
            receive RANK \((u, r)\)
            ranks \([u] \leftarrow r\)
        end if
    end while
```

The underlying idea of the ranking algorithm is the following: we want to make sure that for every node $u$ of a unit disk graph $G$, no more than $3 \omega(u)-3 \leq$ $3 \omega(G)-3$ nodes pick their color before $u$. In order to ensure this, each node $u$ collects the connectivity information of its distance one neighborhood and

```
Algorithm 2. ColoringPhase(id, \(N\), ranks)
Input: \(i d\), a node identifier
    \(N\), a list containing the identifiers of the neighbors of node id
    ranks, a table containing the neighbors' ranks
Output: colors, a table containing the node's colors (initial values are all 0 )
    while \(\{u \in N:\) colors \([u]=0\} \neq \emptyset\) do
        if colors \([i d]=0\) and
        \(\nexists u \in N: \operatorname{colors}[u]=0\) and \(\langle\operatorname{ranks}[i d], i d\rangle<\langle\operatorname{ranks}[u], u\rangle\) then
            colors \([i d] \leftarrow \min \{i>0:\{u \in N: \operatorname{colors}[u]=i\}=\emptyset\}\)
            send \(\operatorname{COLOR}(i d\), colors \([i d])\)
        else
            receive \(\operatorname{COLOR}(u, c)\)
            colors \([u] \leftarrow c\)
        end if
    end while
```

computes $\omega(u)$. A node $u$ having a total number of neighbors less than or equal to $3 \omega(u)-3$ (i.e. having the small neighborhood property) selects rank one and informs its neighbors of its decision. A node $u$ having more than $3 \omega(u)-3$ neighbors must wait. Ranking information from neighbors is recorded in a table. When the number of neighbors of a node $u$ with undetermined rank becomes less than or equal to $3 \omega(u)-3$, node $u$ takes a rank that is one more than the maximum rank among its neighbors. Node $u$ then informs its neighbors about its decision. A node $u$ terminates the ranking phase when all its neighbors have chosen their rank. Algorithm 1. gives the details of the ranking phase.

When all neighbors have chosen their ranks, a node may start the coloring phase. Note that two neighbors may have chosen the same rank. Locally, nodes then choose their color according to the order induced by the pair $\langle r a n k, i d\rangle$. Nodes with higher rank pick their color first, and ties are broken according to their identifier. Algorithm 2. gives the details of the coloring phase.

## 4 Theoretical Properties

Proposition 1. After Algorithm 1. terminates, all nodes have selected a rank.
Proof: Suppose after Algorithm 1.terminates, there is a set of nodes $S$ of $G$ which have not yet chosen their rank. This means that every node $u \in S$ has more than $3 \omega(u)-3$ neighbors which have not yet chosen their rank (i.e. which are in $S$ ). In particular, this is true for a node $v$ which is on the convex hull of $S$. Also, since $v$ is on the convex hull of $S$, all of its neighbors which are in $S$ are located on a half-plane whose boundary passes through $v$. As for lexicographic coloring, $v$ cannot have more than $3 \omega(v)-3$ neighbors in $S$, which is a contradiction. Therefore, when no more messages are being sent, all nodes have chosen their ranks.

Proposition 2. Algorithm 2. produces a valid coloring.

Proof: First of all, Algorithm [2. terminates. The reason for this is that, among the nodes which have not yet chosen their color, there is always a node which is a global maximum according to the ordered pair $\langle r a n k, i d\rangle$. In particular, this node is a local maximum which will pick its color. Also, no two neighbors can pick their color at the same time. This is because the ordered pair $\langle r a n k, i d\rangle$ induces a total order on the nodes. Therefore, of two neighbor nodes which have not picked their color, at most one of them can satisfy the condition on line 2, Finally, no two neighbors can pick the same color. This is because the second one will only pick a color which is still available (line 4).

Lemma 1. For a node $u$ of a unit disk graph $G$, let $h(u)$ denote the number of neighbors of $u$ with higher rank than the rank of $u$. Then $|h(u)| \leq 3 \omega(u)-3$.

Proof: In Algorithm 1., a node $u$ will choose its rank only when fewer than $3 \omega(u)-3$ of its neighbors have undetermined rank (line 3). Also, when $u$ chooses its rank, it chooses it such that it is greater than all ranks that have been chosen in its neighborhood. Therefore, only less than $3 \omega(u)-3$ nodes could potentially choose rank greater than the one chosen by $u$.

Proposition 3. Using the order computed by Algorithm 1., the color chosen by a node $u$ in Algorithm 2. is less than or equal to $3 \omega(u)-2$.

Proof: In the neighborhood of $u$, only nodes with rank greater than $u$ can choose their color before $u$. By Lemma there are no more than $3 \omega(u)-3$ such nodes. Therefore, the color chosen by $u$ is no greater than $3 \omega(u)-2$.

Theorem 1. Using the order computed by Algorithm 1., the number of colors used by Algorithm 2. to color a unit disk graph $G$ is no greater than three times the optimal. During the execution of these algorithms, each node sends exactly two messages.

Proof: By Proposition 3, all nodes $u$ are assigned color at most $3 \omega(u)-2 \leq$ $3 \omega(G)-2$. The performance ratio follows from the fact that at least $\omega(G)$ colors are needed to color $G$. In Algorithm [1. each node sends exactly one Rank message. In Algorithm 2. each node sends exactly one color message. Therefore, each node sends exactly two messages.

## 5 Lower Bounds

We now give new lower bounds on the worst-case performance ratio of the sequential coloring algorithm for unit disk graphs. The currently greatest lower bound is $5 / 2$, given by Caragiannis et al. 22]. To prove a lower bound of $b$, we have to show that there exists a unit disk graph $G$ for which there exists an ordering $<$ of the nodes such that the number of colors used by the sequential coloring algorithm is at least $b \cdot \chi(G)$. The construction of such a unit disk graph proceeds as follows: first, decide what the chromatic number of the graph will be. Then, at least one node must pick color $b \cdot \chi(G)$. In order to ensure this, it must


Fig. 2. Lower Bound of 3
have at least $b \cdot \chi(G)-1$ neighbors, picking all colors ranging from 1 to $b \cdot \chi(G)-1$. The construction of the graph then continues recursively in order to force these nodes to pick these colors. To force the sequential algorithm to use many colors, one needs to construct a graph with vertices of high degree. The difficulty lies in increasing the degree of vertices without increasing the chromatic number of the graph.

We first prove a lower bound of three. A case where a performance ratio of three can be reached is shown in Figure $2^{1}$ This graph is bipartite (no two dashed nodes touch each other, and no two solid nodes touch each other). Hence, it can be colored with two colors. However, it is also possible to order the nodes in such a way that the sequential coloring algorithm uses six colors: simply order them in non-decreasing order of labels. Using this ordering, the sequential coloring algorithm will then use six colors whereas only two colors are necessary, which means that in that case, it achieves a performance ratio of three. Thus, since the graph shown in Figure 2 is triangle-free, we have proved the following:

Proposition 4. For triangle-free unit disk graphs, the worst-case performance ratio of the sequential coloring algorithm is at least three.

The reason why it is interesting to restrict the preceding proposition to trianglefree unit disk graphs is that the bound is tight for that class of graphs, as shown below.

Proposition 5. For triangle-free unit disk graphs, the worst-case performance ratio of the sequential coloring is at most three.

Proof: Suppose that there exists a node $u$ of a unit disk graph $G$ such that the color attributed to $u$ by the sequential coloring algorithm is 7 . This means that $u$ has degree at least 6 . Since no node of a unit disk graph can have more than
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Fig. 3. Lower Bound of $10 / 3$
five independent neighbors [7], at least two of these six neighbors, say $v$ and $w$, are neighbors of each other. Therefore, $v, w$ and $u$ form a triangle, which means that $G$ is not triangle-free.

For graphs that are not necessarily triangle-free, we show a worst-case lower bound of $10 / 3$. The construction is depicted in Figure 3. As one can see, this graph can be colored using only three colors (solid, dashed and dotted nodes form a 3-partition of the graph). However, there exists an ordering of the nodes such that sequentially coloring the graph in that order uses ten colors, leading to a performance ratio of $10 / 3$. In order to force the sequential coloring algorithm to use ten colors, the solid bold node which has degree nine is colored last. Its nine neighbors are forced to take all colors ranging from one to nine thereby forcing color ten on the solid bold node. The coloring of its neighbors is forced in a similar fashion. The existence of this graph allows us to conclude the following:

Proposition 6. For unit disk graphs, the worst-case performance ratio of the sequential coloring algorithm is at least 10/3.

The importance of this last result is that we now have a confirmation that there exist cases where it is worth making the effort of computing an ordering which is guaranteed to achieve a performance ratio of three. However, as we see from our simulations, when nodes are randomly and uniformly placed in a unit square, all strategies are equally good on average.

## 6 Simulation Results

In the preceding section, we saw that it is fairly complicated to build an example where the sequential coloring algorithm achieves a performance ratio worse than three. Here, using simulation, we compare the coloring algorithm introduced in this paper with other existing coloring algorithms. We gave our nodes a fixed radius of 0.05 , meaning that two nodes share an edge if and only if they are at distance 0.05 or less of each other. We first randomly generated 400 unit disk graphs of 200 nodes each. Nodes have been placed on a unit square (a square of side length equal to one) and their $x$ and $y$-coordinates have been chosen following a uniform distribution. We also generated unit disk graphs having up to 2000 nodes, by incrementally adding 100 nodes to each of the 400 unit disk graphs.

We then colored each of these unit disk graphs using five different coloring algorithms. Using the heuristic described in the next section, we also computed a lower bound on the size of the maximum clique for each of these unit disk graphs. In order to optimize the running time of the simulation, the same heuristic has also been used to simulate the three-cliques-last coloring algorithm.

The five coloring algorithms we have used are the following: sequential (nodes are colored in the order induced by their identifier), three-cliques-last (the algorithm introduced in this paper), lexicographic (nodes are colored from left to right), smallest-last (nodes of small degree are colored last) and largest-first (nodes of large degree are colored first).

The difference between smallest-last and largest-first is the following: in smallest-last, a node $u$ with minimum degree in a graph $G$ is colored last, and the order in which the other nodes are colored is computed recursively on the graph $G \backslash\{u\}$. In largest-first, a node $u$ with maximum degree is colored first, and the order in which the other nodes are colored is computed recursively on the same graph.

Figure 4 shows the simulation results we obtained. It displays the average number of colors used by each algorithm as a function of the number of nodes in the graph. It also plots the average estimated value of the size of a maximum clique. As explained in the next section, this estimated value is a lower bound on the actual size of a maximum clique. Therefore, it is also a lower bound on the chromatic number. The exact values of our simulation results can be found in the technical report version of this paper [3].


Fig. 4. Simulation Results

The first observation that can be made by looking at the simulation results is that the algorithm we proposed in this paper (three-cliques-last) provides almost no significant improvement over sequential coloring. In fact, the difference between values obtained for the two algorithms is less than the width of the $95 \%$ confidence interval. However, this does not really mean that our algorithm performs badly. What it really means is that sequential coloring performs better than expected.

Also, it is not surprising to see that the algorithm which performed the best is the smallest-last coloring. The span of an ordering is defined as the maximum, over all nodes $u$, of the number of neighbors of $u$ that have smaller index than $u$. Matula [8] showed that smallest-last ordering attains minimum span. Since the span of an ordering provides an upper bound on the number of colors that will be used, smallest-last coloring can be expected to provide good results.

What is really interesting is to see is that largest-first coloring provided better results than both three-cliques-last and lexicographic. There is no known proof that largest-first has a performance ratio better than five, and still it performs better than algorithms which have an upper bound of three on the performance ratio. Since largest-first is distributed, location oblivious and simpler to implement than three-cliques-last, looking at the simulation results allows us to conclude that it is preferable to use largest-first even though there is no proof that it performs better.

## 7 Simulation Optimization

Since computing the maximum clique in the neighborhood of a node can be quite time consuming for simulation purposes, we used some heuristics to compute a lower bound on the size of a largest clique. The main idea of our heuristic is the following: the size of the largest clique is the maximum number of nodes contained in a subset of the plane whose diameter is at most one. Since the geometric shape maximizing an area of fixed diameter is the circle, it is reasonable to expect that the maximum number of nodes contained in a disk of radius one is a good approximation of the size of a maximum clique. Since it is sufficient to look at disks having two nodes on their boundaries, the maximum number of points contained in a disk of radius one can be computed in time $O\left(n^{3}\right)$.

For a node $u$, let $C(u)$ be the maximum number of nodes contained in a disk of radius one which also contains $u, \omega(u)$ be the size of a maximum clique containing $u$, and $N(u)$ be the set containing $u$ and its neighbors. The heuristic we used is the following: if $|N(u)| \leq 3 C(u)-3$, then use $C(u)$ as an estimate for $\omega(u)$. Otherwise, compute the exact value of $\omega(u)$. Using this estimate instead of computing the exact value of $\omega(u)$ does not affect the simulation results. If a node $u$ is such that $|N(u)| \leq 3 C(u)-3$, then it is also the case that $|N(u)| \leq 3 \omega(u)-3$ and therefore it will be assigned rank one in Algorithm 1. anyway.

Table 2. Percentages of nodes $u$ such that $|N(u)| \leq 3 C(u)-3$

| nodes | $\%$ | nodes | $\%$ | nodes | $\%$ | nodes |  |
| :---: | :---: | :---: | :---: | :--- | :---: | :--- | :---: |$\%$

Table 2 shows the proportion of nodes $u$ which were such that $|N(u)| \leq$ $3 C(u)-3$. The $95 \%$ confidence interval for these values is at most $\pm 0.0002$. The first observation to be made is that the heuristic allowed us to accelerate the simulation in more than $99 \%$ of the cases. This means that the heuristic was worth using it. The second observation to be made is that the percentages diminish as the graph becomes denser. This makes sense, because the area of a disk of diameter one is only $1 / 4$ the area of the unit disk around a node.

The most important observation to be made is that all nodes such that $|N(u)| \leq 3 C(u)-3$ are assigned rank one in Algorithm 1. Therefore, Table 2 also gives a lower bound on the proportion of nodes which are assigned rank one. Since this proportion is always higher than $99 \%$, the order used by Algorithm 2. in the second phase is almost the same as the one used by the sequential algorithm, and this gives an intuition of why the simulation results are so similar for these two algorithms.

## 8 Conclusion

We presented the first distributed location oblivious coloring algorithm which achieves a performance ratio of three on unit disk graphs. However, simulation results showed that this algorithm does not provide a significant improvement over the algorithm which sequentially colors the nodes in an arbitrary order. Simulation results also showed that, in the average case, largest-first (which is also distributed and location oblivious) performs better than the algorithm we proposed. It also performs better than lexicographic coloring, which also has a worst-case performance ratio of at most three. However, no one has shown whether largest-first has a better worst-case performance ratio than five. In fact, it is also an open question whether coloring the nodes of a unit disk graph in an arbitrary order can, on the worst case, use less than five or more than 10/3 times the minimum number of colors that are necessary.
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#### Abstract

Let $G$ be a $k_{G}$-edge connected graph and $\overline{\mathcal{D}}_{c}(G)$ denote the diameter of $G$ after deleting any of its $c<k_{G}$ edges. We prove that if $G_{1}, G_{2}, \ldots, G_{q}$ are $k_{1}$-edge connected, $k_{2}$-edge connected,..., $k_{q}$-edge connected graphs and $0 \leq a_{1}<k_{1}, 0 \leq a_{2}<k_{2}, \ldots, 0 \leq a_{q}<k_{q}$ and $a=a_{1}+a_{2}+\ldots+a_{q}+(q-1)$, then the edge fault-diameter of $G$, the Cartesian product of $G_{1}, G_{2}, \ldots, G_{q}$, with $a$ faulty edges is $\overline{\mathcal{D}}_{a}(G) \leq \overline{\mathcal{D}}_{a_{1}}\left(G_{1}\right)+\overline{\mathcal{D}}_{a_{2}}\left(G_{2}\right)+\ldots+\overline{\mathcal{D}}_{a_{q}}\left(G_{q}\right)+1$.


Keywords: Cartesian graph products, edge fault-diameter, interconnection network.

## 1 Introduction

In the design of large interconnection networks several factors have to be taken into account. A usual constraint is that each processor can be connected to a limited number of other processors and the delays in communication must not be too long. Extensively studied network topologies in this context include graph products and bundles. For example the meshes, tori, hypercubes and some of their generalizations are Cartesian products. It is less known that some wellknown topologies are Cartesian graph bundles, i.e. some twisted hypercubes 558 and multiplicative circulant graphs [16. Other graph products, sometimes under different names, have been studied as interesting communication network topologies [16154].

Furthermore, an interconnection network should be fault-tolerant. Since nodes and edges of a network do not always work, if some nodes or edges are faulty, some information may not be transmitted through these nodes and by these edges. Usually, it is assumed that either only nodes or only edges are faulty and hence either node fault-diameter (or, simply, fault diameter) or edge faultdiameter is studied. The fault diameter has been determined for many important networks recently [7/6|14|18]. The concept of fault diameter of Cartesian product graphs was first described in [13, but the upper bound was wrong, as shown by $\mathrm{Xu}, \mathrm{Xu}$ and Hou who corrected the mistake [18]. An upper bound for the fault diameter of Cartesian graph bundles was given in [1 and for arbitrary

[^21]Cartesian products in [2]. When a preliminary version of [1|2] was presented at the conference [3], a question was asked whether similar results can be proved for the edge fault-diameter.

In this paper we study the diameter of a graph after deleting some of the edges. As a $k$-edge connected graph remains connected if up to $k-1$ edges are missing, we study the diameter of a graph with any permitted number of edges deleted. In this paper, we prove the three theorems listed below.

Theorem 1. Let $G_{1}, G_{2}, \ldots, G_{q}$ be $k_{1}$-edge connected, $k_{2}$-edge connected,..., $k_{q}$-edge connected graphs. Let $0 \leq a_{1}<k_{1}, 0 \leq a_{2}<k_{2}, \ldots, 0 \leq a_{q}<k_{q}$ and $a=a_{1}+a_{2}+\ldots+a_{q}+(q-1)$. Then the edge fault-diameter of a graph $G$, the Cartesian product of $G_{1}, G_{2}, \ldots, G_{q}$, with a faulty edges is

$$
\overline{\mathcal{D}}_{a}(G) \leq \overline{\mathcal{D}}_{a_{1}}\left(G_{1}\right)+\overline{\mathcal{D}}_{a_{2}}\left(G_{2}\right)+\ldots+\overline{\mathcal{D}}_{a_{q}}\left(G_{q}\right)+1 .
$$

In fact, Theoremimplies a more precise result for an upper bound of the edge fault-diameter of a Cartesian product of graphs:

Theorem 2. Let $G_{1}, G_{2}, \ldots, G_{q}$ be $k_{1}$-edge connected, $k_{2}$-edge connected,..., $k_{q}$-edge connected graphs, and $G$ the Cartesian product of $G_{1}, G_{2}, \ldots, G_{q}$. Let $0 \leq a<k_{1}+k_{2}+\ldots+k_{q}$. Then

$$
\begin{gathered}
\overline{\mathcal{D}}_{a}(G) \leq \min \left\{\overline{\mathcal{D}}_{a_{1}}\left(G_{1}\right)+\overline{\mathcal{D}}_{a_{2}}\left(G_{2}\right)+\ldots+\overline{\mathcal{D}}_{a_{q}}\left(G_{q}\right)+1 \mid\right. \\
\left.a_{1}+a_{2}+\ldots+a_{q}=a-(q-1), 0 \leq a_{1}<k_{1}, 0 \leq a_{2}<k_{2}, \ldots, 0 \leq a_{q}<k_{q}\right\} .
\end{gathered}
$$

Furthermore, for cases with a small number of faulty edges we prove the exact formula for computing the edge fault-diameter:

Theorem 3. Let $G_{1}, G_{2}, \ldots, G_{q}$ be connected graphs, and $G=\square_{i=1}^{q} G_{i}$. Then

1. $\overline{\mathcal{D}}_{a}(G)=\sum_{i=1}^{q} \overline{\mathcal{D}}_{0}\left(G_{i}\right)=\overline{\mathcal{D}}_{0}(G)$ for $0 \leq a<q-1$;
2. $\overline{\mathcal{D}}_{0}(G) \leq \overline{\mathcal{D}}_{q-1}(G) \leq \overline{\mathcal{D}}_{0}(G)+1$.

Note that $\overline{\mathcal{D}}_{0}(G)$ is just the diameter of $G$. In fact we prove more than stated in Theorem 3, namely: if all the factors are trees and there is a factor that is a complete graph (i.e. $K_{2}$ ), then $\overline{\mathcal{D}}_{q-1}(G)=\overline{\mathcal{D}}_{0}(G)+1$; and if none of the factors is a complete graph, then $\overline{\mathcal{D}}_{q-1}(G)=\overline{\mathcal{D}}_{0}(G)$.

While the results proven here are very similar to the results for the node fault version [2] and the methods used are similar, we were not able to find a faster proof, for example a theorem which would "translate" the results from node fault version to the edge fault version of the theorems. It may be an interesting task to look for such a tranformation or to find reasons why this seemingly is difficult. On the positive side, we believe that the same method can be used to prove the edge fault version of the result [1] for graph bundles. Another interesting question is whether the approach can be extended to prove analogous bounds for the mixed problem, in which both nodes and edges may be faulty.

## 2 Preliminaries

A simple graph $G=(V, E)$ is determined by a vertex set $V=V(G)$ and a set $E=E(G)$ of (unordered) pairs of vertices, called the set of edges. As usual, we will use the short notation $u v$ for edge $\{u, v\}$. Two graphs $G_{1}$ and $G_{2}$ are isomorphic, $G_{1} \simeq G_{2}$, if there is a bijection between the vertex sets that preserves adjacency.

Let $G_{1}$ and $G_{2}$ be graphs. The Cartesian product of graphs $G_{1}$ and $G_{2}, G=$ $G_{1} \square G_{2}$, is defined on the vertex set $V\left(G_{1}\right) \times V\left(G_{2}\right)$. Vertices $\left(u_{1}, v_{1}\right)$ and $\left(u_{2}, v_{2}\right)$ are adjacent if either $u_{1} u_{2} \in E\left(G_{1}\right)$ and $v_{1}=v_{2}$ or $v_{1} v_{2} \in E\left(G_{2}\right)$ and $u_{1}=u_{2}$. For $u \in V\left(G_{1}\right)$ we define the layers $G_{2}(u)=\left\{(u, x) \mid x \in V\left(G_{2}\right)\right\}$ and for $v \in V\left(G_{2}\right)$ the layers $G_{1}(v)=\left\{(x, v) \mid x \in V\left(G_{1}\right)\right\}$. The layers are clearly isomorphic to factors, $G_{1}(u) \simeq G_{1}$ and $G_{2}(v) \simeq G_{2}$. For further reading on graph products we recommend 9.

A walk between $x$ and $y$ is a sequence of vertices and edges $v_{0}, e_{1}, v_{1}, e_{2}, v_{2}$, $\ldots, v_{k-1}, e_{k}, v_{k}$ where $x=v_{0}, y=v_{k}$, and $e_{i}=v_{i-1} v_{i}$ for each $i$. A walk with all vertices distinct is called a path. The length of a path $P$, denoted by $\ell(P)$, is the number of edges in $P$. The distance between vertices $x$ and $y$ is the length of a shortest path between $x$ and $y$ in $G$. The diameter of a graph $G, \mathbf{d}(G)$, is the maximum distance between any two vertices in $G$. A path $P$ in $G$, defined by a sequence $x=v_{0}, e_{1}, v_{1}, e_{2}, v_{2}, \ldots, v_{k-1}, e_{k}, v_{k}=y$ can alternatively be seen as a subgraph of $G$ with $V(P)=\left\{v_{1}, v_{2}, \ldots, v_{k}\right\}$ and $E(P)=\left\{e_{1}, e_{2}, \ldots, e_{k}\right\}$.

Let $G$ be a graph, $x, y \in V(G)$ distinct vertices, $P$ a path from $x$ to $y$ in $G$, and $z \in V(P) \backslash\{x, y\}$. We will use $x \xrightarrow{P} z$ to denote the subpath $\tilde{P} \subseteq P$ from $x$ to $z$. If $z$ is adjacent to $x$ in $P$, we will simply use $x \rightarrow z$.

Let $G=G_{1} \square G_{2}, P$ a path in $G_{2}$, and $v$ a vertex of $G_{1}$. For simplicity of notation, we will also use $P$ to denote the path $\{v\} \square P$ in the layer $G_{2}(v)$.

Let $G$ be a graph and $X \subseteq V(G)$. A path $P$ from a vertex $x$ to a vertex $y$ avoids $X$ in $G$, if $V(P) \cap X=\emptyset$, and it internally avoids $X$, if $(V(P) \backslash\{x, y\}) \cap X=\emptyset$.

The edge connectivity of a graph $G, \lambda(G)$, is the minimum cardinality over all edge-separating sets in $G$. A graph $G$ is said to be $k$-edge connected, if $\lambda(G) \geq k$. An $x, y$-edge cut is an edge-separating set that separates $x$ and $y$, i.e. where the nodes $x$ and $y$ are in different connected components.

To state that $G$ is 1-edge connected we will sometimes simply say it is edge connected, or, even shorter, connected.

One of the Menger's theorems (see, for example, [17], page 167) reads:
Theorem 4. (Menger) If $x$ and $y$ are vertices of a graph $G$ and $(x, y) \notin E(G)$, then the minimum size of an $x, y$-edge cut equals the maximum number of pairwise edge disjoint $x, y$-paths.

The following well-known corollary easily follows
Corollary 1. Let $G$ be a $k$-edge connected graph and $\delta_{G}$ be its minimum degree. Then $\delta_{G} \geq k$.

For Cartesian product graphs, there is a well-known bound for the edge connectivity of the product (see for example [7]).

Corollary 2. Let $G_{1}$ and $G_{2}$ be $k_{1}$ and $k_{2}$-edge connected graphs, respectively. Then $G_{1} \square G_{2}$ is at least $\left(k_{1}+k_{2}\right)$-edge connected.

Let $G$ be a graph and $x \in V(G)$ a vertex. The neighborhood of the vertex $x$ in the graph $G, N_{G}(x)$, is the set of all vertices in $G$ that are adjacent to $x$.
Let $G$ be a $k$-edge connected graph and $0 \leq a<k$. Then we define the $a$-edge fault-diameter of $G$ as

$$
\overline{\mathcal{D}}_{a}(G)=\max \{\mathrm{d}(G \backslash X)|X \subseteq E(G),|X|=a\}
$$

Note that $\overline{\mathcal{D}}_{a}(G)$ is the largest diameter among subgraphs of $G$ with $a$ edges deleted, hence $\overline{\mathcal{D}}_{0}(G)$ is just the diameter of $G$. For $a \geq k$, the edge fault-diameter of $k$-edge connected graph does not exist. In this case we write $\overline{\mathcal{D}}_{a}(G)=\infty$ as some of the graphs are not edge connected.

## 3 Product of $\boldsymbol{q}$ Factors

Before proving Theorem 1 let us prove Lemma 1 which will be useful in the proof of Theorem 1
Lemma 1. Let $G_{1}, G_{2}, \ldots, G_{q}$ be 1-edge connected graphs, and $G=\square_{i=1}^{q} G_{i}$. Then

1. $\overline{\mathcal{D}}_{a}(G)=\sum_{i=1}^{q} \overline{\mathcal{D}}_{0}\left(G_{i}\right)=\overline{\mathcal{D}}_{0}(G)$ for $0 \leq a<q-1$;
2. $\overline{\mathcal{D}}_{0}(G) \leq \overline{\mathcal{D}}_{q-1}(G) \leq \overline{\mathcal{D}}_{0}(G)+1$;
3. if none of the factors $G_{i}$ is a complete graph, then $\overline{\mathcal{D}}_{q-1}(G)=\overline{\mathcal{D}}_{0}(G)$;
4. if all of the factors $G_{i}$ are trees and at least one of $G_{i}$ is a $K_{2}$, then $\overline{\mathcal{D}}_{q-1}(G)=\overline{\mathcal{D}}_{0}(G)+1$.

Proof. Let $x$ and $y$ be two distinct vertices of $G$. For each $i=1,2,3, \ldots, q$, let $p_{i}: G \rightarrow G_{i}$ be the projection on $G_{i}$.
Case 1. $p_{i}(x) \neq p_{i}(y)$ for all $i$. Then there are at least $q$ edge-disjoint paths $P$ of length $\ell(P) \leq \sum_{i=1}^{q} \overline{\mathcal{D}}_{0}\left(G_{i}\right)=\overline{\mathcal{D}}_{0}(G)$. As $a<q$, at least one of them avoids faulty edges. Therefore there is a path $P$ in $G$ such that $P$ avoids faulty edges, and $\ell(P) \leq \overline{\mathcal{D}}_{0}(G)$. Therefore $\overline{\mathcal{D}}_{a}(G) \leq \overline{\mathcal{D}}_{0}(G)$.
Case 2. $p_{i}(x)=p_{i}(y)$ for at least two indices $i$. Without loss of generality, assume that $p_{i}(x) \neq p_{i}(y)$ for $i=1,2, \ldots, k$ and $p_{i}(x)=p_{i}(y)$ for $i=k+1, \ldots, q$. There are at least $k$ edge disjoint shortest paths between $x$ and $y$ within the first $k$ factors. The length of these paths is at most $\ell=\sum_{i=1}^{k} \overline{\mathcal{D}}_{0}\left(G_{i}\right)$. We can construct additional $q-k$ edge disjoint paths from $x$ to $y$ of length $\ell+2$ as follows. Take any of the shortest paths $P$, choose a neighbor in the $i$-th factor (for $i=q, q-1, \ldots, k+1$ ) and construct a new path.

$$
x \rightarrow u \xrightarrow{P} v \longrightarrow y
$$

More precisely, for $i=q$, take $u=\left(x_{1}, \ldots, x_{k}, x_{k+1}, x_{k+2}, \ldots, x_{q-1}, u_{q}\right)$, a neighbor of $x$. Then $v=\left(y_{1}, \ldots, y_{k}, x_{k+1}, x_{k+2}, \ldots, x_{q-1}, u_{q}\right)$ is a neighbor of $y$ and there is a path of length $1+\ell+1$ from $x$ to $y$. Clearly $\ell+2 \leq \sum_{i=1}^{k} \overline{\mathcal{D}}_{0}\left(G_{i}\right)+q-k \leq$ $\sum_{i=1}^{q} \overline{\mathcal{D}}_{0}\left(G_{i}\right)$.
Case 3. $p_{i}(x)=p_{i}(y)$ for exactly one $i$. Say $p_{q}(x)=p_{q}(y)$. Then there are at least $q-1$ edge disjoint paths $P$ from $x$ to $y$ in the layer $L(x)=p_{q}^{-1}\left(p_{q}(x)\right)$ with length $\ell(P) \leq \sum_{i=1}^{q-1} \overline{\mathcal{D}}_{0}\left(G_{i}\right)<\sum_{i=1}^{q} \overline{\mathcal{D}}_{0}\left(G_{i}\right)$. If $a<q-1$, then there is a path $P$ in $G$ that avoids faulty edges and $\ell(P) \leq \sum_{i=1}^{q} \overline{\mathcal{D}}_{0}\left(G_{i}\right)=\overline{\mathcal{D}}_{0}(G)$. Therefore $\overline{\mathcal{D}}_{a}(G) \leq \overline{\mathcal{D}}_{0}(G)$. If $a=q-1$, then either one of the paths has no faulty edges or all the faulty edges appear in $L(x)$. In the worst case (if all the faulty edges appear in $L(x)$ ) there is a path $P$ from $x$ to $y$ with length $\ell(P) \leq 1+\sum_{i=1}^{q-1} \overline{\mathcal{D}}_{0}\left(G_{i}\right)+1 \leq \overline{\mathcal{D}}_{0}(G)+1$. Therefore $\overline{\mathcal{D}}_{a}(G) \leq \overline{\mathcal{D}}_{0}(G)+1$.

Summarizing, we have $\overline{\mathcal{D}}_{a}(G) \leq \overline{\mathcal{D}}_{0}(G)$ for $a<q-1$. As $\overline{\mathcal{D}}_{a}(G) \geq \overline{\mathcal{D}}_{0}(G)$ for each $a$, hence $\overline{\mathcal{D}}_{a}(G)=\overline{\mathcal{D}}_{0}(G)=\sum_{i=1}^{q} \overline{\mathcal{D}}_{0}\left(G_{i}\right)$ for all $a, 0<a<q-1$. If $a=q-1$, then we have $\overline{\mathcal{D}}_{a}(G) \leq \overline{\mathcal{D}}_{0}(G)+1$ and hence $\overline{\mathcal{D}}_{0}(G) \leq \overline{\mathcal{D}}_{a}(G) \leq$ $\overline{\mathcal{D}}_{0}(G)+1=\sum_{i=1}^{q} \overline{\mathcal{D}}_{0}\left(G_{i}\right)+1$. Furthermore, if there is an integer $i$ such that $G_{i}$ is a complete graph, then $\mathbf{d}\left(G_{i}\right)<2$, and it is easy to construct examples showing that $\overline{\mathcal{D}}_{q-1}(G)=\overline{\mathcal{D}}_{0}(G)+1$. If none of the factors is a complete graph, i.e. $\mathbf{d}\left(G_{i}\right) \geq 2$ for all integers $i$, then $\overline{\mathcal{D}}_{q-1}(G)=\overline{\mathcal{D}}_{0}(G)$.

Now assume that all graphs $G_{i}$ are trees and at least one factor is a $K_{2}$. Let $G_{q}=K_{2}$ and let $v=\left(v_{1}, v_{2}, \ldots, v_{q-1}, 1\right)$ and $u=\left(u_{1}, u_{2}, \ldots, u_{q-1}, 1\right)$ be two vertices at maximal distance in $\left(\square_{i=1}^{q-1} G_{i}\right) \square\{1\}$, i.e. such that $v_{i}$ and $u_{i}$ are at maximal distance in $G_{i}$ for each $i=1,2, \ldots q-1$. As $\left(\square_{i=1}^{q-1} G_{i}\right) \square\{1\}$ is ( $q-1$ )-edge connected, it is clear that $q-1$ faulty edges may cut all the paths between $u$ and $v$ in $\left(\square_{i=1}^{q-1} G_{i}\right) \square\{1\}$. Hence $\overline{\mathcal{D}}_{q-1}(G)=\overline{\mathcal{D}}_{0}(G)+1$.
Example 1. Let $G=Q_{q}=\square_{n=1}^{q} K_{2}$. Then $G$ is $q$-edge connected. It follows from Lemma 1 that $\overline{\mathcal{D}}_{q-1}(G)=q+1$, and $\overline{\mathcal{D}}_{a}(G)=\overline{\mathcal{D}}_{0}(G)=q$ for $0 \leq a<q-1$. (See Fig. 1 $^{(1)}$
In the proof of Lemma 1 we only used the assumption that the factors are edge connected, therefore essentially the same proof gives

Theorem 3. Let $G_{1}, G_{2}, \ldots, G_{q}$ be edge connected graphs, and $G=\square_{i=1}^{q} G_{i}$. Then

1. $\overline{\mathcal{D}}_{a}(G)=\sum_{i=1}^{q} \overline{\mathcal{D}}_{0}\left(G_{i}\right)=\overline{\mathcal{D}}_{0}(G)$ for $0 \leq a<q-1$;
2. $\overline{\mathcal{D}}_{0}(G) \leq \overline{\mathcal{D}}_{q-1}(G) \leq \overline{\mathcal{D}}_{0}(G)+1$.

Now we recall and prove Theorem 1
Theorem 1, Let $G_{1}, G_{2}, \ldots, G_{q}$ be $k_{1}$-edge connected, $k_{2}$-edge connected,..., $k_{q}$-edge connected graphs. Let $0 \leq a_{1}<k_{1}, 0 \leq a_{2}<k_{2}, \ldots, 0 \leq a_{q}<k_{q}$ and $a=a_{1}+a_{2}+\ldots+a_{q}+(q-1)$. Then the edge fault-diameter of $G$, the Cartesian product of $G_{1}, G_{2}, \ldots, G_{q}$, with a faulty edges is

$$
\overline{\mathcal{D}}_{a}(G) \leq \overline{\mathcal{D}}_{a_{1}}\left(G_{1}\right)+\overline{\mathcal{D}}_{a_{2}}\left(G_{2}\right)+\ldots+\overline{\mathcal{D}}_{a_{q}}\left(G_{q}\right)+1
$$



Fig. 1. $\overline{\mathcal{D}}_{2}\left(Q_{3}\right)=\overline{\mathcal{D}}_{0}\left(Q_{3}\right)+1=3+1=4$

Proof. We prove the result by induction on the number of factors. The assertion holds for $q=1$, trivially.

Let $G=\square_{i=1}^{q} G_{i}, X \subseteq E(G)$, such that $|X|=a$, and let $x=\left(x_{1}, x_{2}, \ldots, x_{q}\right)$ and $y=\left(y_{1}, y_{2}, \ldots, y_{q}\right) \in V(G)$. We shall construct a path $P$ from $x$ to $y$ in $G \backslash X$ such that the length $\ell(P) \leq \overline{\mathcal{D}}_{a_{1}}\left(G_{1}\right)+\overline{\mathcal{D}}_{a_{2}}\left(G_{2}\right)+\ldots+\overline{\mathcal{D}}_{a_{q}}\left(G_{q}\right)+1$. We assume that the theorem holds for less than $q$ factors and show that it holds also for $q \geq 2$ factors.

In the rest of the proof below we also assume that there is at least one factor which is more than 1-edge connected. (Recall that we proved the claim of Theorem 1 for a product of 1-edge connected graphs by proving Lemma 1 )

Let for each $i=1,2,3, \ldots, q, p_{i}: G \rightarrow G_{i}$ be the $i$-th projection on $G_{i}$.
Case 1. $p_{i}(x)=p_{i}(y)$ for some $i$. Without loss of generality, we can say $i=q$. For each $u \in V\left(G_{q}\right)$ let $w(u)=\left|X \cap p_{q}^{-1}(u)\right|$ and for each $e \in E\left(G_{q}\right)$ let $w(e)=\left|X \cap p_{q}^{-1}(e)\right|$. If $w\left(p_{q}(x)\right)<a-a_{q}$ then there is a path $P$ in $p_{q}^{-1}\left(p_{q}(x)\right) \subseteq G$ from $x$ to $y$ with the required length, by induction. Assume $w\left(p_{q}(x)\right) \geq a-a_{q}$. The vertex $p_{q}(x)$ has at least $a_{q}+1$ neighbors $z_{1}, z_{2}, z_{3}, \ldots, z_{a_{q}+1}$ in $G_{q}$ because $G_{q}$ is at least $\left(a_{q}+1\right)$-edge connected. As $w\left(p_{q}(x)\right) \geq a-a_{q}$, there is an index $i \in\left\{1,2,3, \ldots, a_{q}+1\right\}$ such that $w\left(e_{i}\right)=0$ and $w\left(z_{i}\right)=0$, where $e_{i}=p_{q}(x)$, $z_{i} \in E\left(G_{q}\right)$. Therefore there is a path $\tilde{P}$ in $p_{q}^{-1}\left(z_{i}\right)$ from $\left(x_{1}, x_{2}, \ldots, x_{q-1}, z_{i}\right)$ to $\left(y_{1}, y_{2}, \ldots, y_{q-1}, z_{i}\right)$ with length $\ell(\tilde{P}) \leq \overline{\mathcal{D}}_{0}\left(G_{1}\right)+\overline{\mathcal{D}}_{0}\left(G_{2}\right)+\ldots+\overline{\mathcal{D}}_{0}\left(G_{q-1}\right)$ and

$$
P: x \rightarrow\left(x_{1}, x_{2}, \ldots, x_{q-1}, z_{i}\right) \xrightarrow{\tilde{P}}\left(y_{1}, y_{2}, \ldots, y_{q-1}, z_{i}\right) \rightarrow y
$$

is a path from $x$ to $y$ in $G$ with length $\ell(P) \leq 1+\overline{\mathcal{D}}_{0}\left(G_{1}\right)+\overline{\mathcal{D}}_{0}\left(G_{2}\right)+\ldots+$ $\overline{\mathcal{D}}_{0}\left(G_{q-1}\right)+1 \leq \overline{\mathcal{D}}_{a_{1}}\left(G_{1}\right)+\overline{\mathcal{D}}_{a_{2}}\left(G_{2}\right)+\ldots+\overline{\mathcal{D}}_{a_{q}}\left(G_{q}\right)+1$.
Case 2. $p_{i}(x) \neq p_{i}(y)$ for all $i$. Let $G_{q}$ be one of the factors which is more than 1 -edge connected. As before, let $w(u)=\left|X \cap p_{q}^{-1}(u)\right|$ for each $u \in V\left(G_{q}\right)$ and $w(e)=\left|X \cap p_{q}^{-1}(e)\right|$ for each $e \in E\left(G_{q}\right)$. We distinguish two subcases.

Subcase 2.1. $w\left(p_{q}(x)\right) \geq a-a_{q}$ or $w\left(p_{q}(y)\right) \geq a-a_{q}$. We may assume $w\left(p_{q}(x)\right) \geq$ $a-a_{q}$. Then there is a neighbor $u$ of $p_{q}(y)$ in $G_{q}$ such that $w(u)=0$ and $w\left(p_{q}(x) u\right)=0$ (recall that $p(y)$ has at least $a_{q}+1$ neighbors in $\left.G_{q}\right)$. Therefore there is a path $\tilde{P}$ in $p_{q}^{-1}(u)$ from $\left(y_{1}, y_{2}, \ldots, y_{q-1}, u\right)$ to $\left(x_{1}, x_{2}, \ldots, x_{q-1}, u\right)$ with length $\ell(\tilde{P}) \leq \overline{\mathcal{D}}_{0}\left(G_{1}\right)+\overline{\mathcal{D}}_{0}\left(G_{2}\right)+\ldots+\overline{\mathcal{D}}_{0}\left(G_{q-1}\right)$. There are at most $a_{q}$ faulty edges in the layer of $x,\left|G_{q}(x) \cap X\right| \leq a_{q}<a_{q}+1$, and hence there is a path $Q$ from $\left(x_{1}, x_{2}, \ldots, x_{q-1}, u\right)$ to $x$ in $G_{q}(x)$ with length $\ell(Q) \leq \overline{\mathcal{D}}_{a_{q}}\left(G_{q}\right)$. Therefore the path (see Fig. (2)

$$
P: y \rightarrow\left(y_{1}, y_{2}, \ldots, y_{q-1}, u\right) \xrightarrow{\tilde{P}}\left(x_{1}, x_{2}, \ldots, x_{q-1}, u\right) \xrightarrow{Q} x
$$

is a path from $y$ to $x$ in $G$ with length $\ell(P) \leq 1+\overline{\mathcal{D}}_{0}\left(G_{1}\right)+\overline{\mathcal{D}}_{0}\left(G_{2}\right)+\ldots+$ $\overline{\mathcal{D}}_{0}\left(G_{q-1}\right)+\overline{\mathcal{D}}_{a_{q}}\left(G_{q}\right) \leq \overline{\mathcal{D}}_{a_{1}}\left(G_{1}\right)+\overline{\mathcal{D}}_{a_{2}}\left(G_{2}\right)+\overline{\mathcal{D}}_{a_{3}}\left(G_{3}\right)+\ldots+\overline{\mathcal{D}}_{a_{q}}\left(G_{q}\right)+1$.


Fig. 2. The construction of a path in subcase 2.1. for $q=3$

Subcase 2.2. $w\left(p_{q}(x)\right)<a-a_{q}$ and $w\left(p_{q}(y)\right)<a-a_{q}$.
Assume first $w\left(p_{q}(x)\right)+w\left(p_{q}(y)\right)>a-a_{q}$. In $E\left(G_{q}\right)$ there are at most $a_{q}-1$ edges $e$, such that $w(e)>0$. As $G_{q}$ is at least $\left(a_{q}+1\right)$-edge connected, there is a neighbor $v$ of $p_{q}(x)$ with $w(v)=0$ and $w\left(p_{q}(x) v\right)=0$. We construct a path $\tilde{P}$ in $G_{q}$ from $v$ to $p_{q}(y)$ with length $\ell(\tilde{P}) \leq \overline{\mathcal{D}}_{a_{q}}\left(G_{q}\right)$, such that $w(e)=0$ for each edge $e$ of $\tilde{P}$. As $w(v)=0$, there is a path $Q$ from $\left(x_{1}, x_{2}, \ldots, x_{q-1}, v\right)$ to $\left(y_{1}, y_{2}, \ldots, y_{q-1}, v\right)$ in $p_{q}^{-1}(v)$ with length $\ell(Q) \leq \overline{\mathcal{D}}_{0}\left(G_{1}\right)+\overline{\mathcal{D}}_{0}\left(G_{2}\right)+\ldots+$ $\overline{\mathcal{D}}_{0}\left(G_{q-1}\right)$. Therefore the path (see Figure 3)

$$
P: x \rightarrow\left(x_{1}, x_{2}, \ldots, x_{q-1}, v\right) \xrightarrow{Q}\left(y_{1}, y_{2}, \ldots, y_{q-1}, v\right) \xrightarrow{\tilde{P}} y
$$

is the path from $x$ to $y$ in $G$ with length $\ell(P) \leq 1+\overline{\mathcal{D}}_{0}\left(G_{1}\right)+\overline{\mathcal{D}}_{0}\left(G_{2}\right)+\ldots+$ $\overline{\mathcal{D}}_{0}\left(G_{q-1}\right)+\overline{\mathcal{D}}_{a_{q}}\left(G_{q}\right) \leq \overline{\mathcal{D}}_{a_{1}}\left(G_{1}\right)+\overline{\mathcal{D}}_{a_{2}}\left(G_{2}\right)+\ldots+\overline{\mathcal{D}}_{a_{q}}\left(G_{q}\right)+1$.

Now assume $w\left(p_{q}(x)\right)+w\left(p_{q}(y)\right) \leq a-a_{q}$. If there are less than $a_{q}$ edges $e$ in $G_{q}$, such that $w(e)>0$, then it is easy to construct a required path $P$ from $x$ to $y$ in $G$. Otherwise, we claim that there is a path $\tilde{P}$ from $p_{q}(x)$ to $p_{q}(y)$ in


Fig. 3. The construction of the path $P$ for $q=3$ in subcase 2.2
$G_{q}$ such that $w(\tilde{P}) \leq a-a_{q}$. This is easily seen as follows: In the subgraph $G_{q}$, choose a set $Y$ of $a_{q}$ edges with maximal $w$. Then $w\left(G_{q} \backslash Y\right) \leq a-a_{q}$ and from the $\left(a_{q}+1\right)$-edge connectivity of $G_{q}$ it follows that there is a path $\tilde{P}$ of length at $\operatorname{most} \ell(\tilde{P}) \leq \overline{\mathcal{D}}_{a_{q}}\left(G_{q}\right)$ and with $w(\tilde{P}) \leq a-a_{q}$, which proves the claim. Let $p$ : $G_{1} \square G_{2} \square \ldots \square G_{q-1} \square \tilde{P} \rightarrow G_{1} \square G_{2} \square \ldots \square G_{q-1}$ be the projection, defined with $p\left(x_{1}, x_{2}, \ldots, x_{q-1}, x_{q}\right)=\left(x_{1}, x_{2}, \ldots, x_{q-1}\right)$. For each $u \in V\left(G_{1} \square G_{2} \square \ldots \square G_{q-1}\right)$ let $W(u)=\left|p^{-1}(u) \cap X\right|$ and for each $e \in E\left(G_{1} \square G_{2} \square \ldots \square G_{q-1}\right)$ let $W(e)=$ $\left|p^{-1}(e) \cap X\right|$. We consider next two possibilities.

- $W(p(x))=0$ or $W(p(y))=0$. Say $W(p(x))=0$. Therefore there is a path $Q$ from $x$ to $\left(x_{1}, x_{2}, \ldots, x_{q-1}, y_{q}\right)$ in $p^{-1}(x)$, such that $\ell(Q) \leq \ell(\tilde{P}) \leq \overline{\mathcal{D}}_{a_{q}}\left(G_{q}\right)$. As $w\left(p_{q}(y)\right)<a-a_{q}$, there is a path $\tilde{Q}$ in $p_{q}^{-1}(p(y))$ from $\left(x_{1}, x_{2}, \ldots, x_{q-1}, y_{q}\right)$ to $y$ with length $\ell(\tilde{Q}) \leq \overline{\mathcal{D}}_{a_{1}}\left(G_{1}\right)+\overline{\mathcal{D}}_{a_{2}}\left(G_{2}\right)+\ldots+\overline{\mathcal{D}}_{a_{q-1}}\left(G_{q-1}\right)+1$. Hence

$$
P: x \xrightarrow{Q}\left(x_{1}, x_{2}, \ldots, x_{q-1}, y_{q}\right) \xrightarrow{\tilde{Q}} y
$$

is a path from $x$ to $y$ in $G$, such that $\ell(P) \leq \overline{\mathcal{D}}_{0}\left(G_{q}\right)+\overline{\mathcal{D}}_{a_{1}}\left(G_{1}\right)+\overline{\mathcal{D}}_{a_{2}}\left(G_{2}\right)+$ $\ldots+\overline{\mathcal{D}}_{a_{q-1}}\left(G_{q-1}\right)+1 \leq \overline{\mathcal{D}}_{a_{1}}\left(G_{1}\right)+\overline{\mathcal{D}}_{a_{2}}\left(G_{2}\right)+\ldots+\overline{\mathcal{D}}_{a_{q}}\left(G_{q}\right)+1$ (see Figure 4).


Fig. 4. The construction of the path $P$ for $q=3$ when $W(p(x))=0$
$-W(p(x))>0$ and $W(p(y))>0$. Recall that $w(\tilde{P}) \leq a-a_{q}$, i.e. $\mid\left(G_{1} \square G_{2} \square\right.$ $\left.\ldots \square G_{q-1} \square \tilde{P}\right) \cap X \mid \leq a-a_{q}$. We consider next two possibilities.

- If $q>2$, there is a path $Q$ from $p(x)$ to $p(y)$ in $G_{1} \square G_{2} \square \ldots \square G_{q-1}$ with length $\ell(Q) \leq \overline{\mathcal{D}}_{a_{1}}\left(G_{1}\right)+\overline{\mathcal{D}}_{a_{2}}\left(G_{2}\right)+\ldots+\overline{\mathcal{D}}_{a_{q-1}}\left(G_{q-1}\right)+1$, such that for each $u \in V(Q) \backslash\{p(x), p(y)\}, W(u)=0$, and for each $e \in E(Q)$, $W(e)=0$. As $q>2$, there is such a vertex $u \in V(P)$ (here we need the fact that $G_{1} \square G_{2} \square \ldots \square G_{q-1}$ is not isomorphic to $K_{2}$, which is trivially true if $q>2)$. Let $u$ be the vertex adjacent to $p(x)$ in $Q$. As $W(u)=0$,


Fig. 5. The construction of the path $P$ for $q=3$ when $W(p(x))>0$ and $W(p(y))>0$
there is a path $\tilde{Q}$ from $\left(u, x_{q}\right)$ to $\left(u, y_{q}\right)$ in $p^{-1}(u)$ with length $\ell(\tilde{Q}) \leq$ $\ell(\tilde{P}) \leq \overline{\mathcal{D}}_{0}\left(G_{q}\right)$. Finally we may construct the required path

$$
P: x \rightarrow\left(u, x_{q}\right) \xrightarrow{\tilde{Q}}\left(u, y_{q}\right) \xrightarrow{Q} y
$$

from $x$ to $y$, such that $\ell(P) \leq 1+\overline{\mathcal{D}}_{0}\left(G_{q}\right)+\overline{\mathcal{D}}_{a_{1}}\left(G_{1}\right)+\overline{\mathcal{D}}_{a_{2}}\left(G_{2}\right)+\ldots+$ $\overline{\mathcal{D}}_{a_{q-1}}\left(G_{q-1}\right)+1-1 \leq \overline{\mathcal{D}}_{a_{1}}\left(G_{1}\right)+\overline{\mathcal{D}}_{a_{2}}\left(G_{2}\right)+\ldots+\overline{\mathcal{D}}_{a_{q}}\left(G_{q}\right)+1$ (see Figur(5).

- If $q=2$, we consider the following possible cases. If $p(x)$ is not adjacent to $p(y)$, the required path $P$ from $x$ to $y$ can be found as in previous case, when $q>2$. Now assume $p(x)$ is adjacent to $p(y)$, and let $e$ be the edge connecting $p(x)$ to $p(y)$. Let $w(\tilde{P})=k \leq a-a_{2}=a_{1}+1$. If $w\left(p_{2}(x)\right)=k$ or $w\left(p_{2}(y)\right)=k$ (say $\left.w\left(p_{2}(x)\right)=k\right)$, then there $\left(x_{1}, y_{2}\right)$ is adjacent to $y$ in $p_{2}^{-1}\left(p_{2}(y)\right)$ and the edge is not faulty. Hence the path

$$
P: x \xrightarrow{\tilde{P}}\left(x_{1}, y_{2}\right) \rightarrow y
$$

is a path from $x$ to $y$ in $G$ with length $\ell(P) \leq \overline{\mathcal{D}}_{a_{2}}\left(G_{2}\right)+1 \leq \overline{\mathcal{D}}_{a_{1}}\left(G_{1}\right)+$ $\overline{\mathcal{D}}_{a_{2}}\left(G_{2}\right)+1$. If $w\left(p_{2}(x)\right)<k, w\left(p_{2}(y)\right)<k$ and $k<a_{1}+1$, then $w\left(p_{2}(x)\right)<a_{1}$ and $w\left(p_{2}(y)\right)<a_{1}$. In this case, let the edge $e$ be one of the faulty edges. In $p_{2}^{-1}\left(p_{2}(x)\right)$ there are at most $a_{1}$ faulty edges, and we may construct a path $Q$ from $p(x)$ to $p(y)$ in $p_{2}^{-1}\left(p_{2}(x)\right)$ with length $\ell(Q) \leq \overline{\mathcal{D}}_{a_{1}}\left(G_{1}\right)$, which contains a vertex $u \neq p(x), p(y)$ with $W(u)=0$,
such that for each edge $e$ on $Q, W(e)=0$. Now we finish the proof in the same way as in the case when $q>2$. If $w\left(p_{2}(x)\right)=a_{1}$, then from $W(p(x))>0$ we have $W(p(y))=0$, which is a contradiction with the assumption that $W(p(x))>0$ and $W(p(y))>0$.

In the proof of Theorem 1 we have assumed that each $G_{i}$ is at least $a_{i}+1$ edge connected, and we only needed that $a_{i}+1 \leq k_{i}$. Given $G$ and $X$ we may read the proof with arbitrary choice of $a_{i}$ which satisfies the conditions $\left.a_{1}+a_{2}+\ldots+a_{q}=a-(q-1), 0 \leq a_{1}<k_{1}, 0 \leq a_{2}<k_{2}, \ldots, 0 \leq a_{q}<k_{q}\right\}$. This argument proves

Theorem 2, Let $G_{1}, G_{2}, \ldots, G_{q}$ be $k_{1}$-edge connected, $k_{2}$-edge connected,..., $k_{q}$-edge connected graphs, and $G$ the Cartesian product of $G_{1}, G_{2}, \ldots, G_{q}$. Let $0 \leq a<k_{1}+k_{2}+\ldots+k_{q}$. Then

$$
\begin{gathered}
\overline{\mathcal{D}}_{a}(G) \leq \min \left\{\overline{\mathcal{D}}_{a_{1}}\left(G_{1}\right)+\overline{\mathcal{D}}_{a_{2}}\left(G_{2}\right)+\ldots+\overline{\mathcal{D}}_{a_{q}}\left(G_{q}\right)+1 \mid\right. \\
\left.a_{1}+a_{2}+\ldots+a_{q}=a-(q-1), 0 \leq a_{1}<k_{1}, 0 \leq a_{2}<k_{2}, \ldots, 0 \leq a_{q}<k_{q}\right\} .
\end{gathered}
$$

Example 2. Let $G=C_{6} \square C_{100}$. From Theorem 2,

$$
\begin{gathered}
\overline{\mathcal{D}}_{2}(G) \leq \min \left\{\overline{\mathcal{D}}_{1}\left(C_{6}\right)+\overline{\mathcal{D}}_{0}\left(C_{100}\right), \overline{\mathcal{D}}_{0}\left(C_{6}\right)+\overline{\mathcal{D}}_{1}\left(C_{100}\right)\right\}+1= \\
=\min \{55,102\}+1=56
\end{gathered}
$$

Clearly, the bound from Theorem 2 improves the upper bound from Theorem 1 For example, for $a=0$ and $b=1$, Theorem gives $\overline{\mathcal{D}}_{a+b+1}(G) \leq \overline{\mathcal{D}}_{a}\left(C_{6}\right)+$ $\overline{\mathcal{D}}_{b}\left(C_{100}\right)+1=103$. On the other hand, one can easily check that $\overline{\mathcal{D}}_{2}(G)=53$, therefore Corollary 2 does not give the exact formula for computing the fault diameter. In fact, the bound can be far from the exact value. For example, by Theorem 2, $\overline{\mathcal{D}}_{3}(G) \leq 105$, while the exact value is $\overline{\mathcal{D}}_{3}(G)=53$.

Example 3. We have computed the fault diameters of the hypercube using Theorem 3 in Example 1 Hypercube $Q_{q}$ can be represented also as $\left(\square_{i=1}^{r} C_{4}\right) \square K_{2}$ if $q=2 r+1$ or $\square_{i=1}^{r} C_{4}$ if $q=2 r$. Let us apply the Theorem 2,

First, let $a=q-1$. The only 'legal partitions' of $a$ are $a=\underbrace{1+1+\ldots+1}_{r}+0+$ $r$, if $q=2 r+1$, and $a=\underbrace{1+1+\ldots+1}_{r}+r-1$, if $q=2 r$. By Theorem 2 $\overline{\mathcal{D}}_{a}\left(Q_{q}\right) \leq \underbrace{3+3+\ldots+3}_{r}+1+1=3 r+2$ for $q=2 r+1$. For $q=2 r, \overline{\mathcal{D}}_{a}\left(Q_{q}\right) \leq$ $\underbrace{3+3+\ldots+3}_{r}+1=3 r+1$.

Second, let $a<q-1$. The same way as in the first case we get $\overline{\mathcal{D}}_{a}\left(Q_{q}\right) \leq q+1$. For example, if $a=q-2$, we have $a=\underbrace{1+1+\ldots+1}_{r-1}+0+0+r=2 r-1$, if $q=2 r+1$, and $a=\underbrace{1+1+\ldots+1}_{r-1}+0+r-1=2 r-2$, if $q=2 r$. In the first
case we have $\overline{\mathcal{D}}_{a}\left(Q_{q}\right) \leq \underbrace{3+3+\ldots+3}_{r-1}+2+1+1=3 r+1$. In the second case we have $\overline{\mathcal{D}}_{a}\left(Q_{q}\right) \leq \underbrace{3+3+\ldots+3}_{r-1}+2+1=3 r$.

Hence Theorem 2 gives only an upper bound for $\overline{\mathcal{D}}_{a}\left(Q_{q}\right)$ which is around $50 \%$ too large while Theorem 3 gives the exact result. The example shows that it is profitable to use the Cartesian product structure of the network studied. It may be worth mentioning that the recognition (i.e. factorization) with respect to the Cartesian product can be done efficiently, in time $O(\mathrm{mn})$ 910. Furthermore, it is also possible to efficiently reconstruct a Cartesian product graph with not too many nodes missing under mild assuptions [11|12]. Loosely speaking, if we know that the original structure was a Cartesian product of $k$ factors with at least $k$ vertices each, and at most $k-1$ nodes are missing, then we can reconstruct the original graph, up to isomorphism.
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#### Abstract

This paper studies the problem of broadcasting in synchronous point-to-point networks, where one initiator owns a piece of information that has to be transmitted to all other vertices as fast as possible. The model of fractional dynamic faults with threshold is considered: in every step either a fixed number $T$, or a fraction $\alpha$, of sent messages can be lost depending on which quantity is larger.

As the main result we show that in complete graphs and hypercubes it is possible to inform all but a constant number of vertices, exhibiting only a logarithmic slowdown, i.e. in time $O(D \log n)$ where $D$ is the diameter of the network and $n$ is the number of vertices.

Moreover, for complete graphs under some additional conditions (sense of direction, or $\alpha<0.55$ ) the remaining constant number of vertices can be informed in the same time, i.e. $O(\log n)$.


## 1 Introduction

Fault tolerance has been a crucial issue in the distributed computing since its beginnings [3, 5, 6, 10, 16, 25. Because a typical distributed system is designed to contain a large number of individual components, attention must be paid to the fact that, even if the failure probability of a single component is negligible, the probability that some components fail may be high. There are numerous ways how to cope with failures, using either probabilistic or deterministic approaches. In the probabilistic setting, it is supposed that a failure probability of each component follows some probability distribution [4|, 8, 11|,26|27. Failures of individual components are usually assumed to be independent random events. The goal is to design algorithms and protocols that perform well with high probability if the failures follow the conjectured distribution.

The deterministic approach, which is pursued also in this paper, copes with failures in a different way. Instead of considering a failure probability distribution for each individual component, algorithms and protocols are designed to perform well in the worst case, under some a-priori constraints on the failure behavior. [1, [2|7|12 13 14 19, 20 22| 24| 28 . These constraints may take the form of considering only computations with a limited overall number of faults [1,19], limited number

[^22]of faults during any single computation step [7, 13, 14, 24, 28, or during any window of first $t$ steps [20, requiring that after some finite time there is a long enough fault-free computation [10, 15] etc. While the probabilistic model is analyzed with respect to the expected behavior, the deterministic models have been mostly analyzed for the worst case scenario.

We shall focus our attention on synchronous point-to-point distributed systems, i.e. systems in which the communication is performed by sending messages along links connecting pairs of vertices. Moreover, the vertices are synchronized by a common clock, and the delivery of every message takes exactly one time unit. This model has been widely considered [7||8, 12|, 13||14|20||22|24||26||27||28] not only for its theoretical appeal, but for its practical relevance as well (e.g. many wireless networking standards, like IEEE 802.11, or GSM, operate in discrete time steps). We shall consider only one type of failures: message loss.

The oldest deterministic model of faults considered in this setting is the static model [1,3, in which it is assumed that at most a fixed constant number $k$ of messages may be lost in every step, and moreover, the failures are always located on the same links. Later, other models have been considered, too, like the dynamic model $[7,13,14,24,28$ in which the $k$ failures may be located on arbitrary links in every step, linearly bounded faults [20], fractional faults [22], etc.

We continue in the analysis of the fractional model with threshold from [12]. Here, the number of messages lost in one time step is bounded by the maximum of a fixed threshold $T$ and a fixed fraction $\alpha$ of sent messages. This restriction implies that if, in a given step, fewer than $T$ messages are sent they may all be lost. On the other hand, if there are many messages sent, at least a fixed fraction $1-\alpha$ of them is delivered. The threshold $T$ is always assumed to be one less than the edge connectivity, since this is the largest value under which the network stays connected. This model has been developed in order to avoid some unrealistic special cases of static and dynamic models (the number of faults is independent on the actual network traffic), as well as those of fractional model (if just one message is being sent, its delivery is always guaranteed).

The broadcasting problem is a crucial communication task in the study of distributed systems (e.g. [21). One vertex, called initiator, has a piece of information that has to be distributed among all remaining vertices. The broadcasting has not only been used as a test-bed application for the study of the complexity of communication in various communication models, but has served as a building stone of many applications (e.g. [29]) as well.

We analyze the broadcasting in complete graphs and hypercubes. The broadcasting time in these graphs has been studied in the static [19, dynamic 13, 14,24, and simple threshold [12] models, and the results are summarized in Table 1

We address a natural relaxation of the broadcasting problem in which we allow a small constant number of vertices to stay uninformed in the end (a

[^23]Table 1. Known time complexities of the complete broadcasting in various models

| Model | $K_{n}$, chordal sense of direction | $\begin{aligned} & K_{n} \\ & \text { unoriented } \end{aligned}$ | $Q_{d}, n=2^{d}$ |
| :---: | :---: | :---: | :---: |
| static | $\Theta(1)$ | $\Theta(1)$ | d+1 [19] |
| dynamic | $\Theta(1)$ | $\Theta(1)$ [24] | $d+2$ [13] |
| fractional | $\Theta(\log n)$ | $\Theta(\log n) 22$ | $O\left(d^{3}\right)$ [22] |
| simple threshold | $\Omega(n), O\left(n^{2}\right) 12$ | $\Omega\left(n^{2}\right), O\left(n^{3}\right)$ 12] | $O\left(n^{4} d^{2}\right)$ 12] |

Table 2. Results for the complete and almost complete broadcasting in the fractional model with threshold

| Scenario | Almost complete <br> broadcasting | Complete <br> broadcasting |
| :--- | :--- | :--- |
| $K_{n}$, , unoriented | $O(\log n)$ | $\Omega(\log n)\left[22, O\left(n^{3}\right)[12]\right.$ |
| $K_{n}$, chordal sense of direction | $O(\log n)$ | $\Omega(\log n)[22, O(\log n)$ |
| $K_{n}, \alpha<0.55$ | $O(\log n)$ | $\Omega(\log n)[22, O(\log n)$ |
| $Q_{d}$ | $O\left(d^{2}\right)$ | $\Omega(d), O\left(n^{4} d^{2}\right)[12]$ |

problem called almost complete broadcasting), and analyze the worst case time needed to solve the problem. Our main motivation to study almost complete broadcasts is the fact that in large faulty networks it is often vital to finish a communication task fast, even subject to some small error. In the probabilistic setting, this is modelled by allowing a failure probability that tends to zero with increasing network size: in the worst case the task is not successful but this worst case scenario has a small probability. Since in our deterministic setting we study the worst case, another model of allowed error must be chosen. If we look at the broadcast as an optimization problem where the task is to inform as many vertices as possible, it is natural to introduce a constant additive error by allowing a constant number of vertices to stay uninformed ${ }^{2}$.

For complete graphs and hypercubes, we show that the problem can be solved in time $O(D \log n)$, where $D$ is the diameter of the graph and $n$ is the number of its nodes.

Moreover, we show that if the complete graph is equipped with the chordal sense of direction, complete broadcasting can be performed in time $O(\log n)$. This is asymptotically optimal since the broadcasting time in the fractional model is a lower bound for the fractional model with threshold. Similarly we show that the broadcasting can be completed in time $O(\log n)$ for values $\alpha<0.55$. The overview of the results can be found in Table 2.

## 2 Definitions

We consider a synchronous, point-to-point distributed system with a coordinated start-up. The system consists of a number of nodes and a number of commu-

[^24]nication links connecting some pairs of nodes. The system is modelled by an undirected graph, in which vertices correspond to nodes and edges correspond to communication links. In this respect, we shall use the terms "node" and "vertex" interchangeably. Sometimes we need to argue about outgoing and incoming links; in this cases we consider a directed graph obtained from the undirected one by replacing each edge by two opposite arcs.

At the beginning of the computation all nodes are active and start performing the given protocol. The computation consists of a number of steps: at the beginning of each step, messages sent during the previous step are delivered to their destinations, then each vertex performs some local computation, possibly sending some message $\sqrt[3]{3}$, and the next step begins.

The failure model we consider is the fractional dynamic faults with threshold from [12, which can be described as a game between the algorithm and an adversary: in a time step $t$ the algorithm sends $m_{t}$ messages and the adversary may destroy up to

$$
F\left(m_{t}\right)=\max \left\{c(G)-1,\left\lfloor\alpha m_{t}\right\rfloor\right\}
$$

of them, where $c(G)$ is the edge connectivity of the graph and $\alpha$ is a known, fixed constant $0<\alpha<1$. There is no built-in mechanism of acknowledgements, so the sender node is not informed whether a particular message was delivered or destroyed.

We consider the problem of broadcasting, where an initiator has a piece of information to be transmitted to all remaining vertices. We call a broadcast complete if all vertices have the information after the termination of the algorithm. A broadcast is called almost-complete if there is a fixed constant $c$ (independent on the network size) such that after the termination there are at most $c$ uninformed vertices. Hence, to prove the existence of an almost-complete broadcasting algorithm for a family of graphs $\mathcal{G}$, one has to prove that there exists a constant $c$ such that for each $G \in \mathcal{G}$ the broadcasting algorithm informs all but $c$ vertices of $G$.

In all presented algorithms only the informed vertices send messages. Arcs (i.e. directed edges) leading from an informed vertex can be classified as being either active, passive or hyperactive during the computation:

Definition 1. Let e be an arc leading from an informed vertex. We call e active if it leads to an uninformed vertex. We call an arc e passive, if some message has been delivered via the opposite arc of $e$. Finally, we call an arc $e$ hyperactive if it leads to an informed vertex, and is not passive.

If the $\operatorname{arc} e$ is passive, the source vertex of $e$ is aware of the fact that the destination vertex of $e$ has already been informed. The main idea of our algorithms is to perform appropriate number of simple rounds defined as follows:

Definition 2. A simple round consists of two time steps. In the first step, every informed vertex sends a message along each of its incident arcs, excluding

[^25]the passive ones In the second step, all vertices that have received a message send an acknowledgement (and mark the arc as passive). Vertices that receive acknowledgement mark the corresponding arc as passive.

For the remainder of this paper, let $0<\alpha<1$ be a known fixed constant, and let us denote

$$
X:=\frac{1}{\alpha(1-\alpha)}
$$

The rest of the paper is organized as follows. In the next two sections we present algorithms for the almost-complete broadcasting on complete graphs and hypercubes, respectively, that run in time $O(D \log n)$. Then we show how to obtain broadcast in complete graphs equipped with chordal sense of direction, and for unoriented complete graphs for $\alpha<0.55$, having the same time complexity.

Due to space restrictions some technical parts have been omitted from this paper, and can be found in the technical report [23].

## 3 Complete Graphs

In a complete graph $K_{n}$, all $n$ vertices have degree $n-1$, and $n-1$ is also the edge connectivity. Hence, in each step $t$ the adversary can destroy up to $\max \left\{n-2,\left\lfloor\alpha m_{t}\right\rfloor\right\}$ messages, where $m_{t}$ is the number of messages sent in the step $t$. In this section we present an algorithm that informs all but a constant number of vertices in logarithmic time. The idea of the algorithm is very straightforward - just repeat simple rounds sufficiently many times. However, the arguments given in the analysis of a simple round below hold only if there are enough informed vertices participating in the round. To satisfy this requirement two steps of a simple greedy algorithm are performed, during which each informed vertex just sends the message to all vertices. After two steps of this algorithm, the number of informed vertices is as shown in Lemma 1 .

Lemma 1. After two steps of the greedy algorithm, at least

$$
1+\min \left\{\frac{n}{2},(n-1)(1-\alpha)\right\}
$$

vertices are informed.
After these two steps, the algorithm performs a logarithmic number of simple rounds. To show that logarithmic number of simple rounds is sufficient to inform all but one vertex we first provide a lower bound on the number of acknowledgements delivered in each round, and then we show that each delivered acknowledgement decreases a certain measure function.

[^26]Theorem 1. Let $\varepsilon>1$ be an arbitrary constant. For large enough $n$ it is possible to inform all but at most $X \varepsilon$ vertices in logarithmic time. Moreover, the number of remaining hyperactive arcs is at most $X(n-2)$.

Proof. At the beginning, two steps of the greedy algorithm are executed. Then, a logarithmic number of simple rounds is performed. Now consider the situation at the beginning of the $i$-th round. Let $k_{i}$ be the number of uninformed vertices, and $h_{i}$ the number of hyperactive arcs. We claim that if $k_{i}>X \varepsilon$ or $h_{i}>X(n-2)$ then at least $\left[k_{i}\left(n-k_{i}\right)+h_{i}\right](1-\alpha)^{2}$ acknowledgements are delivered in this round. Since there are $k_{i}\left(n-k_{i}\right)+h_{i}$ messages sent in this round, in order to prove the claim it is sufficient to show that $\alpha(1-\alpha)\left[k_{i}\left(n-k_{i}\right)+h_{i}\right] \geq n-2$. Obviously, if $h_{i}>X(n-2)$ the inequality holds, so consider the case $k_{i}>X \varepsilon$. We prove that in this case $k_{i}\left(n-k_{i}\right) \geq X(n-2)$, i.e. $k_{i}^{2}-n k_{i}+X(n-2) \leq 0$. Let $f(n):=$ $1 / 2\left(n-\sqrt{n^{2}-4 X(n-2)}\right)$; the roots of the equation $k_{i}^{2}-n k_{i}+X(n-2)=0$ are $f(n)$ and $n-f(n)$, so we want to show that $f(n) \leq k_{i} \leq n-f(n)$. Since $\lim _{n \mapsto \infty} f(n)=X$, we get that $k_{i}>X \varepsilon>f(n)$ holds for large enough $n$. Hence, the only remaining step is to show the inequality $k_{i} \leq n-f(n)$. From Lemma 1 it follows that $n-k_{i}>\min \{n / 2,(n-1)(1-\alpha)\}$. Since $f(n)<n / 2$, if $n-k_{i}>n / 2$ it holds $k_{i}<n-f(n)$. So let us suppose that $n-k_{i}>(n-1)(1-\alpha)$, i.e. $k_{i}<1+\alpha(n-1)$. Let $n \geq \frac{\varepsilon+\alpha(1-\alpha)^{2}}{\alpha(1-\alpha)^{2}}$. Then it holds for large enough $n$ that

$$
k_{i}<1+\alpha n-\alpha \leq n-\frac{\varepsilon}{\alpha(1-\alpha)}=n-\varepsilon X \leq n-f(n)
$$

We have proved that if $k_{i}>X \varepsilon$ or $h_{i}>X(n-2)$ then at least

$$
\left[k_{i}\left(n-k_{i}\right)+h_{i}\right](1-\alpha)^{2}
$$

acknowledgements are delivered in round $i$.
To conclude the proof we show that after logarithmic number of iterations we get $k_{i} \leq X \varepsilon$ and $h_{i} \leq X(n-2)$. Let $M_{i}:=2(n-1) k_{i}+h_{i}$; then every delivered acknowledgement decreases $M_{i}$ by at least one: indeed, if the acknowledgement was delivered over a hyperactive arc, $h_{i}$ decreases by 1 . If, on the other hand, the acknowledgement was delivered over an active arc, the number of uninformed vertices is decreased by at least one, and the number of hyperactive arcs is increased by at most $2 n-3$ (new hyperactive arcs are between the newly informed vertex and any other vertex, with the exception of the arc that delivered the acknowledgement which is passive).

From Lemma 1 it follows that either $n-k_{i}>n / 2$ or $n-k_{i}>(n-1)(1-$ $\alpha)$. In the first case it follows that at least $(1-\alpha)^{2}\left[k_{i}\left(n-k_{i}\right)+h_{i}\right]>(1-$ $\alpha)^{2}\left[k_{i} n / 2+h_{i}\right] \geq \frac{(1-\alpha)^{2}}{4} M_{i}$ acknowledgements are delivered. In the second case we get that at least $(1-\alpha)^{2}\left[k_{i}\left(n-k_{i}\right)+h_{i}\right]>(1-\alpha)^{2}\left[k_{i}(n-1)(1-\alpha)+h_{i}\right] \geq$ $\frac{(1-\alpha)^{3}}{2} M_{i}$ acknowledgements are delivered. Let $c:=\min \left\{\frac{(1-\alpha)^{2}}{4}, \frac{(1-\alpha)^{3}}{2}\right\}$, then obviously every iteration decreases the value of $M_{i}$ at least by factor $c$. Since

[^27]the value of $M$ at the beginning of the algorithm is $M_{1}=O\left(n^{2}\right), \log _{1 / c} M_{1}=$ $O(\log n)$ steps are sufficient to inform all but a constant number (at most $X \varepsilon$ ) of vertices and to ensure that the number of remaining hyperactive arcs is linear (at most $X(n-2))$.

## 4 Hypercubes

In this section we consider $d$-dimensional hypercubes. The hypercube $Q_{d}$ has $2^{d}$ vertices, and both diameter and edge connectivity are $d$. We present an algorithm that informs all but a constant number of vertices in time $O\left(d^{2}\right)$.

The general idea is the same as for complete graphs: first we perform two initialization steps to make sure there are enough informed vertices for the subsequent analysis to hold. Next, simple rounds are repeated for a sufficient number of times. The analysis, however, is more complicated in this case.

The next lemma covers the initialization steps. In the first step, the initiator sends a message to all its neighbors, and at least one of these messages is delivered. In the second step, the initiator sends a message to all its neighbors again; moreover, each of the vertices informed in the first step sends a message to all its neighbors except the initiator.

Lemma 2. After the first two steps of the algorithm, at least $\frac{1-\alpha}{2}(2 d-1)$ vertices are informed.

For the rest of this section we suppose that there are at least $\frac{1-\alpha}{2}(2 d-1)$ informed vertices. We show that after $O\left(d^{2}\right)$ simple rounds all but some constant number of vertices are informed, and there are only linearly many hyperactive arcs. At the end of this section, we shall be able to prove the following theorem.

Theorem 2. Let $\varepsilon \in(0,1)$ be an arbitrary constant. For large enough $d$ it is possible to inform all but at most $X /(1-\varepsilon)$ vertices of $Q_{d}$ within $O\left(d^{2}\right)$ time steps. Moreover, the number of remaining hyperactive arcs is at most $X(d-1)$.

In our analysis we need to assert that enough acknowledgements are delivered, given the number of informed vertices. To bound the number of sent messages, we rely heavily upon the following isoperimetric inequality due to Chung et. al. 9]:

Claim. [9] Let $S$ be a subset of vertices of $Q_{d}$. The size of the edge boundary of $S$, denoted as $\partial(S)$ is defined as the number of edges connecting $S$ to $Q_{d} \backslash S$. Let $\partial(k)=\min _{|S|=k} \partial(S)$, and let $\lg$ denote the logarithm of base 2. It holds that

$$
\partial(k) \geq k(d-\lg k)
$$

The first step in the analysis is to prove that if there are enough uninformed vertices, or enough hyperactive arcs at the beginning of a round $i$, then sufficiently many acknowledgements are delivered in this round:

Lemma 3. Consider a d-dimensional hypercube with $k$ non-informed vertices and $h$ hyperactive arcs. Let $\varepsilon \in(0,1)$ be an arbitrary constant, and let $k>$ $X /(1-\varepsilon)$ or $h>X(d-1)$. Then in the second step of a simple round at least $\beta(h+\partial(k))$ acknowledgements are delivered, where $\beta=(1-\alpha)^{2}$.

Sketch of the proof. Let $S$ be the set of informed vertices. In the first step of the round, $h+\partial(S)$ messages are sent. Since the edge boundary of informed and uninformed vertices is the same, at least $h+\partial(k)$ messages are sent in the first step of the round. The idea of the proof is to show that $\alpha(h+\partial(k)) \geq d-1$, so in the first step at most $\alpha(h+\partial(k))$ messages are lost, and at least $(1-\alpha)(h+\partial(k))$ of them are delivered. Next we prove that $\alpha(1-\alpha)(h+\partial(k)) \geq d-1$, so in the second step at least $(1-\alpha)^{2}(h+\partial(k))$ messages are delivered. Since $1-\alpha<1$, it is sufficient to prove that $\alpha(1-\alpha)(h+\partial(k)) \geq d-1$. If $h>X(d-1)$ then clearly $h+\partial(k) \geq X(d-1)$ and the statement holds. Hence, the main goal of the proof is to show that for $k>X /(1-\varepsilon)$, it holds $\partial(k) \geq X(d-1)$. To do so, the inequality $2^{d}-k \geq \frac{1-\alpha}{2}(2 d-1)$, which is granted by Lemma 2 is used.

In the rest of the proof of Theorem 2 we show that $O\left(d^{2}\right)$ simple rounds are sufficient to inform almost all vertices. The analysis is divided into two parts. In the first part we prove that within $O\left(d^{2}\right)$ rounds at least $2^{d} / 3$ vertices are informed. In the second part we show that another $O\left(d^{2}\right)$ rounds are sufficient to finish the algorithm.

Lemma 4. After performing $O\left(d^{2}\right)$ simple rounds on $Q_{d}$ at least $2^{d} / 3$ vertices are informed.
Sketch of the proof. Let $l:=2^{d}-k$ be the number of informed vertices. From Lemma 3 it follows that at least $\beta \partial(k)$ acknowledgements are delivered in one simple round. Since the edge boundary of informed vertices is also the boundary of uninformed vertices, the number of delivered acknowledgements is at least $\beta \partial(l)$. Furthermore, every delivered acknowledgement adds one passive arc, so the number of passive arcs grows at least by $\beta \partial(l)$ each round, which we show to be at least a factor of $\left(1+\frac{1}{\beta \lg 3}\right)$. Because the number of passive arcs cannot grow over $d 2^{d} / 3$ without informing at least $2^{d} / 3$ vertices, we get the statement of the lemma.

Lemma 5. Let $\varepsilon \in(0,1)$ be an arbitrary constant, and let $k_{i} \leq(2 / 3) 2^{d}$ be the number of uninformed vertices and $h_{i}$ the number of hyperactive arcs of an $d$-dimensional hypercube at the beginning of round $i$. Then after $O\left(d^{2}\right)$ simple rounds there are at most $X /(1-\varepsilon)$ uninformed vertices and at most $X(d-1)$ hyperactive arcs.

Sketch of the proof. Similarly to the proof of Theorem lit us consider the measure $M_{i}:=2 d k_{i}+h_{i}$ which decreases with every acknowledgement delivered. We show that as long as the requirements of Lemma 3 hold, $M_{i}$ decreases in each round by a factor $\left(1+\frac{\beta \lg (2 / 3)}{d}\right)$. Since $M_{i} \leq(5 / 3) d 2^{d}$, we get the statement of the lemma.

Combining Lemma 2 with Lemma 4 and Lemma 5 completes the proof of Theorem [2]

## 5 Complete Broadcast in Complete Graphs

In Section 3 we have shown how to inform all but some constant number of vertices in a complete graph $K_{n}$ in time $O(\log n)$. A natural question is to ask if it is possible to inform also the remaining vertices in the same time complexity. In this section we partially answer this question. In particular, we show in the following subsection that if the graph is equipped with a chordal sense of direction, then the complete broadcasting can be performed in time $O(\log n)$. In the subsequent subsection, we show that if the constant $\alpha<0.55$, complete broadcast can be performed in time $O(\log n)$ without the sense of direction, too.

### 5.1 Chordal Sense of Direction

Let us consider a complete graph with a fixed Hamiltonian cycle $\mathcal{C}$ (unknown to the vertices). We say that the complete graph has a chordal sense of direction if in every vertex the incident arcs are labeled by the clockwise distance on $\mathcal{C}$ (see Figure 11). The notion of a sense of direction has been defined formally for general graphs, and it has been known to significantly reduce the complexity of many distributed tasks (e.g. [17, 18]).


Fig. 1. $K_{5}$ with the chordal sense of direction

We show how to perform a complete broadcast on a complete graph with the sense of direction in time $O(\log n)$. The process consists of three steps. First, using Theorem 1 all but a constant number of vertices are informed. In the second phase the information is delivered to all but one vertex. In the last phase the remaining single vertex is informed.

The sense of direction is essential to our algorithm. Since there is a unique initiator of the broadcasting, all vertices can derive unique identifiers defined as their distance on $\mathcal{C}$ from the initiator. Furthermore, the sense of direction allows each vertex to know the identifier of a destination vertex of any of its incident arcs.

Lemma 6. It is possible to inform all vertices but one on complete graphs with chordal sense of direction in time $O(\log n)$. Furthermore, after finishing the algorithm vertex 0 or vertex 1 knows a constant number of candidates for the uninformed vertex.

Proof. The outline of the algorithm is as follows: At first the algorithm from Theorem is performed, which ensures that all but a constant number of vertices are informed. Afterwards a significant group of vertices negotiate a common set $U$ of candidates for uninformed vertices, such that all uninformed vertices are in $U$ and the size of $U$ is constant. The vertices then cooperate to inform all vertices in $U$ but one. As a side effect, the set $U$ will be known to vertex 0 or vertex 1 , hence satisfying the second claim of the lemma. Now we present this algorithm in more detail:

Phase 1. Run the algorithm from Theorem (1) This phase takes $O(\log n)$ time and ensures that there are at most $X \varepsilon$ uninformed vertices and at most $X(n-2)$ hyperactive arcs.
Phase 2. Each vertex $v$ that has at most $3 X(1+\varepsilon)$ non-passive (i.e. active or hyperactive) links leading to the set of vertices $U_{v}$ sends a message containing $U_{v}$ to vertices with number 0 and 1.
Now we show that at least one of these messages is delivered. It is easy to see that there are at least $2 n / 3$ vertices satisfying the above-mentioned condition, otherwise there would be more than $n / 3$ vertices with at least $3 X(1+\varepsilon)$ non-passive links, so there would be more than $n X(1+\varepsilon)$ active or hyperactive arcs. But since the number of uninformed vertices is at most $k \leq X \varepsilon \leq n / 2$ for large $n$, there are $k(n-k) \leq X \varepsilon(n-X \varepsilon)$ active arcs. So the total number of active or hyperactive arcs is at most $X \varepsilon(n-X \varepsilon)+X(n-2) \leq$ $X n(1+\varepsilon)$, which is a contradiction.
The rest of the algorithm will be time-multiplexed into two parts. In even time steps, the case that the vertex 0 received a message in phase 2 is processed. In odd time steps, the case that the vertex 1 received a message is processed analogously. Hence, we can restrict to the first case in the rest of the algorithm description. As there are only two cases the asymptotic complexity of the algorithm is unaffected by the multiplexing.
Phase 3. The vertex 0 received at least one message containing a set of possibly uninformed vertices. It is obvious that the set of uninformed vertices is a subset of every received message. Hence the set $U$ can be defined as the intersection of the received messages: Indeed, every uninformed vertex is in $U$ and the size of $U$ is at most $3 X(1+\varepsilon)=O(1)$. The set $U$ is then distributed using the algorithm in Theorem 1 among at least $n-X \varepsilon$ vertices in time $O(\log n)$.
Phase 4. There are at least $n-X \varepsilon$ vertices aware of the set $U$. In this phase they cooperate to inform all but one vertex in $U$, using an idea similar to Lemma 2 in 12: every vertex aware of the set $U$ iterates through all pairs $[i, j](i, j \in U)$ in lexicographical order; in each time step it sends the original message to both vertices $i$ and $j$. Since in each time step at least $2 n-X \varepsilon$ messages are sent, at least one of them is delivered (for large enough $n$ ). As
all vertices process the same pair $[i, j]$ in every time step, this ensures that a new vertex is informed whenever both $i$ and $j$ were uninformed. Hence, at the end of this phase all vertices but one are informed. The time complexity of this phase is $O\left(|U|^{2}\right)=O(1)$.

It is obvious that after finishing the Phase 4 the claim of the Lemma holds.
Finally, we show how to inform the last remaining vertex, thus proving the following theorem:

Theorem 3. It is possible to perform broadcasting on complete graphs with chordal sense of direction in time $O(\log n)$.

Sketch of the proof. Suppose that after performing the algorithm from Lemma 6 all vertices with the exception of some vertex $v$ are informed and vertex 0 knows a set $U$ of constant size containing candidates for $v$. The algorithm from Lemma 6 is used again to broadcast $U$ with two possible outcomes: either $v$ was informed during the broadcast, or all other vertices have the same set of candidates, which they try to inform one by one.

### 5.2 Without Sense of Direction

As a last result in this paper we show that it is possible to perform broadcasting on complete graphs in time $O(\log n)$ for small values of $\alpha$ (i.e. $\alpha \lesssim 0.55$ ) even without the sense of direction. The idea is to use the algorithm from Theorem 1 to inform all but constantly many vertices. Next, instead of repeating 2-step simple rounds, some $\log n$-step extended rounds are repeated, such that each extended round informs a yet uninformed vertex. During an extended round messages are sent for $O(\log n)$ steps in such a way that in every step the number of hyperactive arcs is decreased by some factor $\sqrt{6}$ unless a new vertex is informed.

Theorem 4. Let $1-\alpha-2 \alpha^{2}+\alpha^{3}>0$. Then it is possible to perform broadcasting on complete graphs without sense of direction in time $O(\log n)$.

Proof. The algorithm is described as Algorithm 1.
At first, the algorithm from Theorem 1 is performed, ensuring that there are at most $k \leq X \varepsilon$ uninformed vertices and at most $h \leq X(n-2)$ hyperactive arcs ( $X$ and $\varepsilon$ have the same meaning as in Theorem(1). The purpose of one iteration of the loop on lines 314 is to inform at least one uninformed vertex. Taking $L_{1}:=X \varepsilon=O(1)$ ensures that all vertices will be informed.

The loop on lines 410 reduces the number of hyperactive arcs to zero unless a new vertex is informed. One iteration of this loop either informs a new vertex or reduces the number of hyperactive arcs from $h$ to $(1-Y / 2) h$, where $0<Y<1$ is a constant (depending on $\alpha$ ) defined later. Hence the number of hyperactive arcs decreases exponentially with number of iterations of the loop and $\log _{1 /(1-Y / 2)} h$ iterations are sufficient to eliminate all hyperactive arcs. Since the condition

[^28]```
Algorithm 1. Complete graphs without sense of direction
    perform almost-complete broadcast according to Theorem 1
    let \(k\) denote the number of uninformed vertices, let \(h\) denote the number of hyper-
        active arcs
    loop \(L_{1}\) times // Perform \(L_{1}\) extended rounds
        loop \(L_{2}(n)\) times // In each iteration \(h\) decreases by a constant factor
            \(E:=\) set of all currently active or hyperactive arcs; \(P:=\emptyset\)
            loop \(L_{3}\) times
                send the message via all arcs in \(E \cup P\)
                    \(P:=P \cup\left\{e \left\lvert\, \begin{array}{l}\text { a message has been delivered in this step } \\ \text { via the opposite arc of } e\end{array}\right.\right\}\)
                end loop
        end loop
        loop \(L_{4}(n)\) times // Inform new vertex and decrease a
                perform one simple round
        end loop
    end loop
The values of \(L_{1}, L_{2}(n), L_{3}\) and \(L_{4}(n)\) are specified in the analysis of the algorithm, such that \(L_{1}, L_{3}=O(1)\) and \(L_{2}(n), L_{4}(n)=O(\log n)\).
```

$h \leq X(n-2)$ holds before every execution of the loop (this is provided either directly by Theorem 1 or by the loop on lines 1113), we can define $L_{2}:=$ $\log _{1 /(1-Y / 2)}(X(n-2))=O(\log n)$.

Now we describe one iteration of the loop on lines 4 10. We distinguish two types of arcs that are hyperactive at the beginning of the considered iteration: An $\operatorname{arc} e$ is a single hyperactive arc if and only it is hyperactive and the opposite arc of $e$ is passive at the beginning of the iteration. Otherwise (i.e. if both $e$ and the opposite arc of $e$ are hyperactive at the beginning of the iteration), $e$ is a double hyperactive arc.

Let $E$ be the set of all active or hyperactive arcs at the beginning of the iteration, and $P$ be the set of all arcs opposite to arcs through which some message has been delivered in the current iteration. Furthermore, let $k^{\prime}$ be the number of uninformed vertices at the beginning of the current iteration, $h^{\prime}$ be the number of hyperactive arcs at the beginning of the current iteration and $p=$ $|P \backslash E|$ be number of arcs in $P$ that were passive at the beginning of the current iteration. It clearly holds that $|E|=k^{\prime}\left(n-k^{\prime}\right)+h^{\prime}$ and that $k^{\prime}\left(n-k^{\prime}\right)+h^{\prime}+p$ messages are sent on every execution of line 7 . Since at least $n-1$ messages are lost (because we may assume that no new vertex is informed), at most $\alpha\left(k^{\prime}\left(n-k^{\prime}\right)+h^{\prime}+p\right)$ of them are lost, i.e. at least $(1-\alpha)\left(k^{\prime}\left(n-k^{\prime}\right)+h^{\prime}+p\right)$ are delivered.

Now assume by contradiction that the number of hyperactive arcs does not decrease below $(1-Y / 2) h^{\prime}$, and no new vertices are informed during the current iteration of the loop on lines 4-10, Consider any message delivered over an arc $e$ which is a double hyperactive arc or an arc in $P \backslash E$; it is easy to see that the opposite arc of $e$ is passive after the delivery and that it was hyperactive at the
beginning of the iteration. This fact yields that at most $(Y / 2) h^{\prime}$ messages are delivered over a double hyperactive arc or an arc in $P \backslash E$ on any execution of line 7

Now we show a lower bound on the number of messages that pass over double hyperactive arcs or arcs in $P \backslash E$ or single hyperactive arcs whose opposite arcs are not in $P \backslash E$. Intuitively, every such message ensures some progress of the algorithm, since either an arc is made passive (in the first two cases) or a new arc is added to $P \backslash E$ (in the third case). As no messages passes over active arcs by our assumption, and at most $p$ messages pass over single hyperactive arcs whose opposite arcs are in $P \backslash E$, there are at least $(1-\alpha)\left(k^{\prime}\left(n-k^{\prime}\right)+h^{\prime}+p\right)-p$ messages satisfying one of these three cases. Using the inequalities $k^{\prime}\left(n-k^{\prime}\right) \geq n-1$ and $p \leq h^{\prime}$ yields $(1-\alpha)\left(k^{\prime}\left(n-k^{\prime}\right)+h^{\prime}+p\right)-p \geq(1-\alpha)(n-2)+(1-2 \alpha) h^{\prime}$. Because $h^{\prime} \leq X(n-2)$ which is equivalent to $(n-2) \geq \alpha(1-\alpha) h^{\prime}$, we have $(1-\alpha)\left(k^{\prime}\left(n-k^{\prime}\right)+h^{\prime}+p\right)-p \geq\left(1-\alpha-2 \alpha^{2}+\alpha^{3}\right) h^{\prime}$. Defining $Y:=1-\alpha-2 \alpha^{2}+\alpha^{3}$, which is positive and less than one by the assumption of the Lemma, we have shown that there are at least $Y h^{\prime}$ messages satisfying one of the three cases.

However, at most $(Y / 2) h^{\prime}$ of them satisfies the first two cases, hence there are at least $(Y / 2) h^{\prime}$ arcs added to $P$ in every execution of line 8. So taking $L_{3}:=2 / Y+1$ ensures that $P$ contains opposite arcs to all single hyperactive arcs at the beginning of the last iteration of the loop on lines 6. However, this is a contradiction with the fact that new arcs are added to $P$ at line 8 .

We conclude the proof with the analysis of the loop on lines 1113 . In the first iteration of the loop a new vertex is informed, because there are no hyperactive arcs left after the loop on lines 40 finished (unless the new vertex has already been informed in that loop). Due to Theorem next $O(\log n)$ iterations are sufficient to ensure that $h \leq X(n-2)$, which is an invariant required by the loop on lines 10 Hence putting $L_{4}(n):=O(\log n)$ (according to Theorem $\mathbb{1}$ ) is sufficient to make the algorithm work correctly in time $L_{1}\left(L_{2}(n) L_{3}+L_{4}(n)\right)=$ $O(\log n)$.

## 6 Conclusions, Open Problems, and Further Research

We have studied the problem of almost complete broadcast under the model of fractional dynamic faults with threshold. We showed that both in complete graphs and in hypercubes, it is possible to inform all but constantly many vertices in time $O(D \log n)$ where $D$ is the diameter of the graph and $n$ is the number of vertices.

Moreover, we have proved that if the complete graph is equipped with the chordal sense of direction, or the parameter $\alpha<0.55$, a complete broadcast can be performed in time $O(\log n)$.

This research leaves many open questions and directions for further research, from which we mention at least a few. One obvious question is to ask if it is possible to perform a complete broadcast in complete graphs also for large values of $\alpha$ in polylogarithmic time. The difficulty of broadcast in the fractional dynamic model with threshold stems from the fact that, in order to inform the
last few vertices, all informed vertices must cooperate very tightly. In general, the relationship between the almost complete and complete broadcast in various models is worth studying. We have also not considered non-constant values of $\alpha$. It would be interesting to extend our results to more general classes of graphs.

We finish by noting that there is a lack of any non-trivial lower bounds in the model of fractional faults with threshold.
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#### Abstract

The problem we consider originates from the design of efficient on-board networks in satellites (also called Traveling Wave Tube Amplifiers). Signals incoming in the network through ports have to be routed through an on-board network to amplifiers. The network is made of expensive switches with four links and subject to two types of constraints. First, the amplifiers may fail during satellite lifetime and cannot be repaired. Secondly, as the satellite is rotating, all the ports are not well oriented and hence not available. Let us assume that we have $p+\lambda$ ports (inputs) and $p+k$ amplifiers (outputs), then a ( $p, \lambda, k$ )-network is said to be valid if, for any choice of $p$ inputs and $p$ outputs, there exist $p$ edge-disjoint paths linking all the chosen inputs to all the chosen outputs. Then, the objective is to design a valid network having the minimum number of switches denoted $N(p, \lambda, k)$. In the special case where $\lambda=0$, these networks were already studied as selectors. Here we present validity certificates from which derive lower bounds for $N(p, \lambda, k)$; we also provide constructions of optimal (or quasi optimal) networks for practical values of $\lambda$ and $k(1 \leq \lambda \leq k \leq 8)$ and a general way to build networks for any $k$ and any $\lambda$.


## 1 Introduction

Motivation. The problem we consider here was asked by Alcatel Space Industries and consists of designing efficient on-board networks in satellites (problem called Traveling Wave Tube Amplifiers). The satellites under consideration are used for TV and video transmission (like for example the Eutelsat or Astra series) as well as for private applications. Signals incoming in a telecommunication satellite through ports have to be routed through an on-board network to amplifiers. A first constraint is that the network is built of switches with four links. But other constraints appear. On the one hand the amplifiers may fail during satellite lifetime and cannot be repaired. On the other hand, as the satellite is rotating, all the ports and amplifiers are not well oriented and hence not available. So more amplifiers and ports are needed than the number of signals which have to be routed. Note that in this context, contrary to classical networks, there

[^29]are no failure of links nor switches. Indeed the switches are very reliable rotating mechanical systems and links are just big wave-tubes. However two different signals cannot use the same tube.

To decrease launch costs, it is crucial to minimize the network physical weight, i.e. for us, to minimize the number of switches. Each switch weighs about 200 g and saving a switch implies a gain of more than 20000 Euros; therefore it is worth saving even one. Space industries are interested in designing such networks for specific values of the parameters. However the general theory is of interest by itself.

Problem. We consider here networks, that is graphs connecting inputs to outputs and where vertices represent the switches. We define a $(p, \lambda, k)$-network as a network with $p+\lambda$ inputs and $p+k$ outputs. A $(p, \lambda, k)$-network is said to be valid, if, for any choice of $p$ inputs and of $p$ outputs, there exist $p$ edge-disjoint paths linking all the chosen inputs to all the chosen outputs. For symmetry reason, we may assume in the following that $k \geq \lambda$ and we note $n:=p+k$. Note that when chosen the paths become directed from the input to the output. But the disjointness condition is undirected as there cannot be two signals in a wave-tube (edge).

We study the case where the switches of the network have degree four (although the theory can be generalized to any degree) which is of primary interest for the applications. The problem is to find $N(p, \lambda, k)$, the minimum number of switches in a valid $(p, \lambda, k)$-network and to give constructions of such optimal networks (see Figure 4).

Note that finding a minimal network is a challenging problem: the number of possible networks grows exponentially and even testing the validity of a given network is hard. Indeed if we fix the valid inputs and the valid outputs testing the validity reduces to a flow problem but the number of possible choices for inputs and outputs grows exponentially as they are binomial coefficients. Still, the problem is in Co-NP, since one prove that a network is not valid by exhibiting a bad cut. In fact, deciding if a given $(p, \lambda, k)$-network is valid is a Co-NP complete problem, see [1].

In the specific case $\lambda=k$, it is interesting to design networks with a particular property: every switch linked to a port is also linked to an amplifier; indeed if there is no failure the incoming signal is routed directly to the amplifier connected to its entering switch. This minimizes the length of signals and avoids the interferences. These networks are called simplified networks. Observe that in that case every switch is linked to either two or four switches.

Related Work. When $\lambda=0$, a valid network is called a selector (For a survey on selectors, see [2] or the seminal work of Pippenger [3]). A general theory of selectors can be found in [4] where several results are obtained for small values of $k$. For example it is proved that $N(p, 0,4)=\left\lceil\frac{5 p}{4}\right\rceil$.

In [5] the case of selectors with switches of degree $2 k>4$ is considered. In [6] the authors consider a variant of selectors where some signals have priority and should be sent to amplifiers offering the best quality of service. In [7] the au-
thors study the case were all the amplifiers are different and where a given input has to be sent to a dedicated output the problem being related to permutation networks.

Results. We first present a simple cut criterion which implies the validity of networks. This criterion will be useful both to prove the validity of the designed networks (giving upper bounds) and also to find lower bounds for the minimal number $N(p, \lambda, k)$ of switches of valid $(p, \lambda, k)$-networks.

In Section 3, we present ways to build valid networks close to minimal for small values of $\lambda$ and $k(1 \leq \lambda \leq k \leq 8)$. For instance, for $k \in\{3,4\}$ and $0<\lambda \leq 4$

$$
N(p, \lambda, k)=\left\lceil\frac{5 n}{4}\right\rceil
$$

For $k \in\{5,6\}$ and $0<\lambda \leq 6$

$$
N(p, \lambda, k) \leq\left\lceil\frac{3 n}{2}\right\rceil
$$

Examples of $(p, 4,4)$ and $(p, 6,6)$-networks are given in Figure 3. In Section 4 we present a general way to build networks for any $k$ and any $\lambda$.

## 2 Preliminaries

In this section, we define more formally the problem and introduce notations used throughout the paper.

We state a cut criterion (Proposition 11): this criterion is fundamental because it characterizes the validity of $(p, \lambda, k)$-networks. It is extensively used to prove that networks are valid. In Section 3 we use the cut criterion to detect forbidden patterns leading to lower bounds for the number of switches of valid networks.

Proofs of lower and upper bounds are simplified by the construction theorems given here (Theorems 11 and 2). We also give one way to build any $(p, \lambda, k)$-networks from $(p, k)$-selectors leading us to a linear bound for the number of switches of $(p, \lambda, k)$-networks.

Notations. Let $G=(V, E)$ be a graph and let $W \subseteq V$ be a subset of vertices of $G$. We denote by $\Delta(W)$ the set of edges connecting W and $\bar{W}=V \backslash W$ and by $\Gamma(W)$ the set of vertices of $\bar{W}$ adjacent to vertices of $W$.

The cardinality of $\Delta(W)$ is denoted by $\delta(W)$. More generally, the convention used in this paper is that, if a set is denoted by an upper case letter, the corresponding lower case letter denotes its cardinality.

For the sake of simplicity, when a subset has a single element, we note $\delta(v)$ instead of $\delta(\{v\})$.
$(p, \lambda, k)$-networks and valid $(p, \lambda, k)$-networks. A $(p, \lambda, k)$-network is a triple $N=\{(V, E), i, o\}$, where $(V, E)$ is a graph. $i, o$ are positive integral functions defined on V , called input and output functions, such that for any $v \in V$,
$i(v)+o(v)+\delta(v) \leq 4$ (for parity reasons, some switches can be linked to a dead-end. The total number of inputs is $i(V)=\Sigma_{v \in V} i(v)=p+\lambda$, and the total number of outputs is $o(V)=\Sigma_{v \in V} o(v)=p+k$. We can see a network as a graph where all vertices but the leaves have degree 4 , and where the leaves correspond to inputs or outputs or dead-ends. A non-faulty output function is a function $o^{\prime}$ defined on $V$ such that $o^{\prime}(v) \leq o(v)$ for any $v \in V$ and $o^{\prime}(V)=p$. A used input function is a function $i^{\prime}$ defined on $V$ such that $i^{\prime}(v) \leq i(v)$ for any $v \in V$ and $i^{\prime}(V)=p$. A $(p, \lambda, k)$-network is said valid if for any faulty output function $o^{\prime}$ and any used input function $i^{\prime}$, there are $p$ edge-disjoint paths in $G$ such that each vertex $v \in V$ is the initial vertex of $i^{\prime}(v)$ paths and the terminal vertex of $o^{\prime}(v)$ paths.

Design Problem. Let $N(p, \lambda, k)$ denotes the minimum number of switches of a valid $(p, \lambda, k)$-network. The Design Problem consists in determining $N(p, \lambda, k)$ and in constructing a minimum $(p, \lambda, k)$-network, or at least a valid $(p, \lambda, k)$ network with a number of vertices close to the optimal value.

We introduce a variation of the problem: consider networks with $p+\lambda$ switches with exactly one input and one output (we call such a switch a doublon), and with $k-\lambda$ switches with only one output. To find minimum valid network like these is what we call the Simplified Design Problem. Networks of this kind are especially good for practical applications, as they simplify the routing process, minimize path lengths and lower interferences between signals. The minimal number of switches of such networks is noted $N^{\prime}(p, \lambda, k)$.

Excess, Validity and Cut-criterion. We show that, to verify if a network is valid, instead of solving a flow/supply problem for each possible configuration of output failures and of used inputs, it is sufficient to look at an invariant measure of subsets of the network, the excess, as expressed in the following proposition.
Definition 1 (Excess $\varepsilon(W)$ ). Let $\{(V, E), i, o\}$ be a $(p, \lambda, k)$-network and $W \subseteq$ $V$ a subset of vertices. The excess in inputs of $W$ is defined as

$$
\varepsilon_{i}(W):=\delta(W)+o(W)-\min (k, o(W))-\min (i(W), p)
$$

The excess in outputs of $W$ is defined as

$$
\varepsilon_{o}(W):=\delta(W)+i(W)-\min (\lambda, i(W))-\min (o(W), p)
$$

Lemma 1. Let $\{(V, E), i, o\}$ be a $(p, \lambda, k)$-network. Consider a subset $W \subseteq V$. We have $\varepsilon_{o}(\bar{W})=\varepsilon_{i}(W)$.
Proof. As $\delta(\bar{W})=\delta(W), o(\bar{W})=p+k-o(W), i(\bar{W})=p+\lambda-i(W)$,

$$
\begin{aligned}
\varepsilon_{o}(\bar{W})= & \delta(W)+p+\lambda-i(W)-\min (\lambda, p+\lambda-i(W)) \\
& -\min (p+k-o(W), p) \\
= & \delta(W)+p+\lambda-i(W)-(\lambda-i(W) \\
& +\min (i(W), p))-(p-o(W)+\min (k, o(w))) \\
= & \delta(W)+o(W)-\min (k, o(w))-\min (i(W), p) \\
= & \varepsilon_{i}(W)
\end{aligned}
$$

So we can mainly restrict our attention to $\varepsilon(W):=\varepsilon_{i}(W)$.
Proposition 1 (Cut Criterion). A $(p, \lambda, k)$-network is valid if and only if, for any subset of vertices $W \subset V$, the excess of $W$ satisfies $\varepsilon(W) \geq 0$.

The intuition is that the signals arriving in $W$ (in number at most $\min (i(W), p)$ ) should be routed either to the valid outputs of $W$ (in number at least $o(W)-$ $\min (k, o(W))$ ) or to the links going outside (in number $\delta(W)$ ). The omitted formal proof reduces to a supply/demand flow problem.

Proposition 2 (Cut Criterions and Symmetry). A ( $p, \lambda, k$ )-network is valid if and only if one of the following proposition is true.

1. For all $W$, we have $\varepsilon_{i}(W) \geq 0$.
2. For all $W$, we have $\varepsilon_{o}(W) \geq 0$.
3. For all $W$, with $o(W) \leq\left\lceil\frac{p+k}{2}\right\rceil$ or $i(W) \leq\left\lceil\frac{p+\lambda}{2}\right\rceil$, we have $\varepsilon_{i}(W) \geq 0$ and $\varepsilon_{o}(W) \geq 0$.

Proof. Direct by Proposition 1 and Lemma 1
Proposition 3 (Cut Criterions and Connectivity). For all cut criterions of Proposition 园, it is sufficient to consider only connected subsets $W$ with connected complements $\bar{W}$.

This comes from the submodularity of $\varepsilon$ (the proof is omitted here). Intuitively, if a $W$ has a negative excess, one of its connected component also has a negative excess. If $W$ has a negative excess, $\bar{W}$ has negative excess in outputs, and so one of its connected component.

## Construction Theorems



Fig. 1. Valid symmetric (2,0,2)-network and (2,2,0)-network

Theorem 1. The problem is symmetric in inputs and outputs, that is $N(p, \lambda, k)=$ $N(p, k, \lambda)$

Proof. As soon as we have a valid $(p, \lambda, k)$-network, we can immediately build a valid $(p, k, l)$-network which is the same after we have inverted the inputs and the outputs (see example of Figure 11). The validity is given by Proposition 2,

Theorem 2. A valid $(p, \lambda, k)$-network $\mathcal{R}$ can be built from a valid $(p, k, k)-$ network $\mathcal{R}^{\prime}$ by removing $k-\lambda$ inputs.

Proof. $\mathcal{R}$ and $\mathcal{R}^{\prime}$ have the same set of switches, $V$. Let $W$ be a subset of $V$. $i_{\mathcal{R}}(W)$ (resp. $i_{\mathcal{R}^{\prime}}(W)$ ) denotes the number of inputs attached to $W$ in $\mathcal{R}$ (resp. $\left.\mathcal{R}^{\prime}\right)$. As $i_{\mathcal{R}}(W) \leq i_{\mathcal{R}^{\prime}}(W), \varepsilon_{\mathcal{R}}(W) \geq \varepsilon_{\mathcal{R}^{\prime}}(W)$, finishing the proof.


Fig. 2. A $(p, \lambda, k)$-network built with two selectors in series

Links with $(p, k)$-networks or $(p, k)$-selectors. $(p, \lambda, k)$-networks where all the inputs are used $(\lambda=0)$ have been studied in [4] and [8 and are called $(p, k)$-networks or $(p, k)$-selectors. We have

$$
\begin{equation*}
N(p, 0, k)=N(p, k, 0)=N(p, k) \tag{1}
\end{equation*}
$$

Definition 2 (2selectors ( $p, \lambda, k$ )-networks). A 2selectors ( $p, \lambda, k$ )-network is formed by a $(p, \lambda)$-selector and a $(p, k)$-selector in serial, as indicated in the following theorem.

## Theorem 3

$$
\begin{gathered}
N(p, \lambda, k) \leq N(p, \lambda)+N(p, k) \\
N(p, \lambda, k) \leq O(p+k)
\end{gathered}
$$

Proof. The proof is constructive. We can construct a valid $(p, \lambda, k)$-network with two valid selectors, a $(p, \lambda)$-selector and a $(p, k)$-selector as shown in Figure 2. The idea is to use the first selector in a symmetric way by replacing its $p+\lambda$ outputs by our inputs, then to link the inputs of the two selectors all together. The outputs of the second selector will be our outputs. Any subset of size $p$ of the inputs can be routed to the $p$ central links by the first selector. The second one can route these links to any subset of our outputs. So the network is valid. We call the networks built this way 2 selectors $(p, \lambda, k)$-networks (Definition 2).

As it is shown in [4] and [8, that the minimum number of switches of a ( $p, k$ )-selector is linear, we have the same result for $(p, \lambda, k)$-networks.

## 3 Constructions for Small Cases

Recall that we may assume here that $1 \leq \lambda \leq k$ (see Theorem 1 and Equation 1 ). We first present results for $p=1,2$ and $k=1,2$, then for $p \geq 3$ and $k \geq 3$. We construct valid networks for $1 \leq k \leq 8$, called respectively 2networks, 4networks, 6 networks and 8 networks. The number of switches of these networks are optimal for $\lambda=k$. For $\lambda<k$ we use Theorem 2 to obtain networks close to minimal. The proofs are mostly omitted here.
Case $p=1,2$ and any $\lambda, k$.
Theorem 4. $N(1, \lambda, k)=\left\lceil\frac{\lambda+k}{2}\right\rceil$ and $N(2, \lambda, k)=\left\lceil\frac{\lambda+k}{2}\right\rceil+2$
Proof. When $p=1$, we build a network consisting of a path where one end vertex has 3 inputs and the other 3 outputs. The internal vertices have either 2 inputs or 2 outputs when $\lambda$ and $k$ are even as shown in Figure 4 One vertex can have only one input or one output or one input and one output according $\lambda$ or $k$ or both are odd. When $p=2$, we build similarly a network consisting of a cycle with a maximal number of switches with 2 inputs or outputs, as shown in Figure 4 . The numbers of switches of the above networks attain these bounds.

To prove the validity we will use the cut criterion. When $p=1$, let $W$ be a connected subset of $V$ (see Proposition 3 for this choice of $W$ ). As $\delta(W) \geq 1$, we have $\varepsilon(W) \geq 1+o(W)-\min (o(W), k)-1 \geq 0$. The cut criterion finishes the proof. When $p=2$, we have $\delta(W) \geq 2$. So $\varepsilon(W) \geq 2+o(W)-\min (o(W), k)-2 \geq 0$. The networks are valid.

When $p=1$, the network is minimal because a valid minimal network has to be connected. When $p=2$, if we construct a network with one vertex less, we have a node $v$ with 2 inputs and 1 output (or 2 outputs and 1 input). $\varepsilon(\{v\})=$ $1+1-1-2=-1\left(\varepsilon_{o}(\{v\})=-1\right)$ and the network would not be valid.

Case $k=1,2$ (2networks).
A 2network consists of a cycle of $p+\lambda$ vertices with one input and one output, plus one vertex with one output if $\lambda=1$ and $k=2$, connected in a cycle, as shown in Figure 3 A.

Theorem 5. $N(p, \lambda, 2)=p+2 . N(p, \lambda, 1)=p+1$.
Proof. If $W \subseteq V$, we have $\delta(W)=2$. As $k \leq 2, \delta(W)-\min (k, o(W)) \geq 0$. Moreover, as, by construction, $i(W) \leq o(W)$, we have $o(W)-\min (p, i(W)) \geq 0$. So $\varepsilon(W) \geq 0$ and 2 networks are valid.

If we construct a network with one vertex less, we obligatary have a vertex with $i(v)=1$ and $o(v)=2$. Consider the subset $W$ made of this switch $\varepsilon_{o}(W)=$ $1+1-1-2=-1$. This network would not be valid. So 2 networks are minimal. For $\mathrm{k}=1$ we use a connection of the switches via a path.

Case $p \geq 3$ and $k \geq 3$
Let $\mathcal{R}$ be a $(p, \lambda, k)$-network. Recall that $n:=p+k$. In what follows we suppose $p \geq 3$ and $k \geq 3$.


Fig. 3. Constructions for small $k$

Definition 3 (Doublons, R-Switches). A doublon of $\mathcal{R}$ is a vertex with $i(v)=o(v)=1$. An R -switch is a vertex that is not a doublon.

Definition 4 (Edges of kind $E_{0}, E_{1}$ and $E_{2}$ ). We build a graph $G$ associated to $\mathcal{R}$. Its vertices are the $R$-switches of $\mathcal{R}$. Its edges are of three kinds, respectively $E_{0}, E_{1}$ and $E_{2}$ : the edges of $\mathcal{R}$ between two $R$-switches, the edges corresponding in $\mathcal{R}$ to a path of length 2 with a doublon in the middle and those corresponding to a path of length 3 with 2 doublons in the middle.

Note that the R-switches and doublons partition $\mathcal{R}$ and that the cut criterion gives immediately that edges of other kinds corresponding to paths of length more than 3 with doublons in the middle are forbidden. Indeed, if we consider the set W consisting of these doublons, we have $\delta(W)=2$ and $o(W)=i(W) \geq 3$.


Fig. 4. Valid and minimum $(1, \lambda, k)$-network and $(2, \lambda, k)$-network

## Case $k \leq 3,4$, (4networks).

A 4network is built from blocks made of one node with no inputs nor outputs and 4 doublons on 2 edges of kind $E_{2}$. A block is connected to two identical blocks in serial as shown in the $(16,4,4)-4$ network of Figure 3 B. Each block has 5 nodes, 4 inputs and 4 outputs except one or two if $(p+k) \bmod 4 \neq 0$ or $(p+\lambda) \bmod 4 \neq 0$. Counting the number of switches and checking that the 4networks are valid gives the following theorem:

Theorem 6. For $k=3,4, N(p, \lambda, k) \leq n+\frac{n}{4}+c_{4}^{\prime}-c, c_{4}^{\prime}=\left\lceil\frac{n \bmod 4}{4}\right\rceil$ and $c=\left\lfloor\frac{k-\lambda}{2}\right\rfloor$.

On the other hand we can prove the following lower bound:
Theorem 7. For $k \geq 3, N(p, \lambda, k) \geq n+\frac{n}{4}-c_{4}^{\prime \prime}$, where $c_{4}^{\prime \prime}=\frac{k-\lambda}{2}+\frac{k-\lambda}{8}$.
Notice that the difference between the number of switches of a $(p, \lambda, k)-4$ network and the lower bound is at most 1 and that in the case $\lambda=k=4$ we obtain:

Corollary 1. $N(p, 4,4)=n+\frac{n}{4}$.
Case $k=5,6$, (6networks).
A 6 network is built from blocks made of 3 switches connected in circle, each of them is connected to two doublons on an edge of kind $E_{2}$. A block is connected to two identical blocks in serial as shown in the $(24,6,6)-6$ network of Figure 3C. Each block has 9 nodes, 6 inputs and 6 outputs except one or two if
$(p+k) \bmod 4 \neq 0$ or $(p+\lambda) \bmod 4 \neq 0$. Counting the number of switches of a $(p, \lambda, k)-6$ network and checking the validity of the 6 networks we obtain:

Theorem 8. For $k=5,6, N(p, \lambda, k) \leq n+\frac{n}{2}+c_{6}^{\prime}-c$, where $c_{6}^{\prime}=3\left\lceil\frac{n \bmod 6}{6}\right\rceil$ and $c=\left\lfloor\frac{k-\lambda}{2}\right\rfloor$.

Theorem 9. For $k \geq 5$ and for the Simplified Design Problem

$$
N^{\prime}(p, \lambda, k) \geq n+\frac{n}{2}-c_{6}^{\prime \prime},
$$

with $c_{6}^{\prime \prime}=\frac{k-\lambda}{2}+\frac{k-\lambda}{4}$.
Notice that the difference between the number of switches of a $(p, \lambda, k)-6$ network and the lower bound is at most 4 . In the general case we have obtained the following bound:
Theorem 10. For the General Design Problem and for $k \geq 5$

$$
N(p, \lambda, k) \geq n+\frac{3 n}{8}-c^{\prime \prime}
$$

with $c^{\prime \prime}=\frac{k-\lambda}{2}+\frac{3(k-\lambda)}{16}$.
We found also an other family of valid networks with the same number of switches. Nodes with no inputs nor outputs are connected on a grid on a sphere with edges of kind $E_{1}$, as shown in Figure 3 D.

Case $k=7,8$, (8networks).
An 8network is built with $n$ doublons, $\frac{n}{4}$ nodes in $N_{4}$ and $\frac{n}{3}$ nodes in $N_{3}$. Nodes in $N_{4}$ and $N_{3}$ have no inputs nor outputs. A node in $N_{4}$ is connected to four nodes in $N_{3}$ via an edge of kind $E_{1}$ (see Definition (4). A nodes in $N_{3}$ is connected to three nodes in $N_{4}$ via an edge of kind $E_{1}$ and to one node in $N_{3}$ via an edge in $E_{0} . N_{3}$ is divided in four groups with the condition that two nodes linked with an edge in $E_{0}$ are in different groups. Each node in $N_{4}$ is connected to there four groups as shown in the $(4,8,8)-8$ network with 19 nodes of Figure 3 E. Here again counting the number of switches and checking that the 8networks are valid we obtain:
Theorem 11. For $k=7,8$,

$$
N(p, \lambda, k) \leq n+\frac{7 n}{12}+c_{8}^{\prime}-c
$$

with $c_{8}^{\prime}=7\left\lceil\frac{n \bmod 12}{12}\right\rceil$ and $c=\left\lfloor\frac{k-\lambda}{2}\right\rfloor$.
Theorem 12. For $k \geq 7$ and for Simplified Design Problem with no edges $E_{2}$ :

$$
N^{\prime}(p, \lambda, k) \geq n+\frac{7 n}{12}-c_{8}^{\prime \prime}
$$

with $c_{8}^{\prime \prime}=\frac{k-\lambda}{2}+\frac{7(k-\lambda)}{24}$.
Notice that the difference between the number of switches of a $(p, \lambda, k)-8$ network and the lower bound is at most 8 .

## 4 Constructions for Any $k$ and Any $\lambda$. General ( $\boldsymbol{p}, \boldsymbol{\lambda}, \boldsymbol{k}$ )-Networks

We present here General $(p, \lambda, k)$-Networks (see Definition 7). Their sizes are close to minimal for small $k$ (see Remark 11). They are built with $\nu$-boxes introduced in Definition 6.

### 4.1 Preliminaries: $\nu$-Boxes and $\nu$-Permutation Networks

The decisive property of $\nu$-boxes is expressed in Lemma 2.
Definition 5 ( $\nu$-graph). A $\nu$-graph $(\nu \geq 2)$ is a pair $(G, l)$, where $G=(V, E)$ is a simple non oriented graph and l a positive integer function defined on $V$ such that $l(V)=2 \nu$ and that, for every vertex $x$, one has $l(x)+\delta(x)=4$.


Fig. 5. A minimal 4-box

Definition 6 ( $\nu$-box). A $\nu$-box is a $\nu$-graph such as for all integer function $i$ defined on $V$ with $0 \leq i \leq l$ and $i(V)=\nu$, there exist $\nu$ edge-disjoint paths such that every vertex $x$ is the beginning of $i(x)$ paths and the end of $l(x)-i(x)$ paths.

Examples: For $\nu=1$ a minimal $\nu$-box is reduced to a vertex. For $\nu=2$ a minimal $\nu$-box consists of a triangle. A minimal 4-box can be seen in Figure 5. These examples are obtained from permutation networks. A $\nu$-permutation network is a network that can route its $\nu$ inputs to any permutation of its $\nu$ outputs.

Proposition 4. $A \nu$-permutation network is a $\nu$-box.
Proofs of properties of $\nu$-boxes are omitted here. There exist linear asymptotic constructions for $\nu$-boxes. Nevertheless, for small $\nu$, no constructions of $\nu$-box smaller than the corresponding permutation network have been found. For $\nu \leq 6$, it has been proved that minimal permutation networks are optimal $\nu$-boxes. For $\nu \leq 6$, these minimal networks are known as AS-Waksman Permutations networks see [7]. For these reason we choose AS-Waksman permutation networks for our $\nu$-boxes for small $k$.

An useful tool to prove validity is:
Lemma 2. In a $\nu$-box, for every subset $X \subseteq V$ we have

$$
|\Gamma(X)| \geq \min (l(X), l(\bar{X}))
$$

where $\Gamma(W)$ is the set of vertices of $\bar{X}$ adjacent to a vertex of $W$.
The proof reduces to a flow problem.

### 4.2 General $(p, \lambda, k)$-Networks

Definition 7 (General ( $p, \lambda, k$ )-Networks). A General $(p, \lambda, k)$-Networks (see Figure (6) is built with $\left\lceil\frac{p+k}{k}\right\rceil\left\lceil\frac{k}{2}\right\rceil$-boxes connected in circle. These boxes are connected with

- a maximal number, $\left\lfloor\frac{p+\lambda}{2}\right\rfloor$, edges of type $E_{2}$,
- 1 edge of kind $E_{1}$ if $p+\lambda$ is odd and 0 otherwise,
$-\left\lfloor\frac{k-\lambda}{2}\right\rfloor$ edges with one node with 2 outputs on it (edges of kind $E_{2}^{\prime}$ ),
- 1 edge with one node with one output on it (edge of kind $E_{1}^{\prime}$ ), if $k-\lambda$ is odd and 0 otherwise,
- the remaining of type $E_{0}\left(\left\lceil\frac{k}{2}\right\rceil\left\lceil\frac{p+k}{k}\right\rceil-e_{2}-e_{1}-e_{2}^{\prime}-e_{1}^{\prime}\right)$.


Fig. 6. Scheme of General $(p, \lambda, k)-$ Networks

Lemma 3. The number of switches of a general- $(p, \lambda, k)$-network is

$$
n+\frac{B_{\min }\left(\left\lceil\frac{k}{2}\right\rceil\right)}{2\left\lceil\frac{k}{2}\right\rceil} n+c_{g}^{\prime}-c,
$$

with $B_{\min }(\nu)$ the number of nodes of a minimal $\nu-b o x$, with $c_{g}^{\prime}=B_{\text {min }}\left\lceil\frac{n \bmod 2\left\lceil\frac{k}{2}\right\rceil}{2\left\lceil\frac{k}{2}\right\rceil}\right\rceil$ and $c=\left\lfloor\frac{k-\lambda}{2}\right\rfloor$.

| $k$ | 3,4 | 5,6 | 7,8 | 9,10 | 13,14 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Size | $n+\frac{n}{4}$ | $n+\frac{n}{2}$ | $n+\frac{5 n}{8}$ | $n+\frac{8 n}{10}$ | $2 n$ |

Fig. 7. Size of General $(p, \lambda, k)$-networks for small $k$

Remark 1. The sizes of General $(p, \lambda, k)$-networks for small $k$ using ASWaksman permutation networks as $\left\lceil\frac{k}{2}\right\rceil$-boxes can be seen in Figure 7. General ( $p, \lambda, k$ )-networks for small $k$ are close to minimal networks (To compare with the networks of Section (3).

Proposition 5. A General $(p, \lambda, k)$-Network is a valid $(p, \lambda, k)$-Network.

## 5 Conclusion

There remain a lot of open problems in this general issue. For example, the demands of Alcatel include networks with few (six) to around thirty unused inputs that have to tolerate few (ten) to around twenty output failures. We present some networks close to minimal for $k$ from one to a dozen. But it remains to find tighter bounds for them and to explore larger values of $k$.
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#### Abstract

This paper studies a gathering problem for a system of asynchronous autonomous mobile robots that can move freely in a twodimensional plane. We consider robots equipped with inaccurate (incorrect) compasses which may point a different direction from other robots' compasses. A gathering problem is that the robots are required to eventually gather at a single point which is not given in advance from any initial configuration.

In this paper, we propose several inaccurate compass models and give two algorithms which solve the gathering problem on these models. One algorithm is the first result dealing with the compasses whose indicated direction may change in every beginning of execution cycles of robots. It solves the problem when compasses point different at most $\pi / 8$ from the (absolute) north. The other one solves the problem when the compasses never change its pointed direction and their difference is at most $\pi / 3$ among robots.


## 1 Introduction

Background. The system constituted by autonomous mobile robots is one of the autonomous distributed systems. Such a system is really effective under the circumstances like in deep sea or space where it is hard to control the robots because of difficulties of communications (i.e., long delay, bit deficiencies and so on). There are two standpoints in this research area that are practical and theoretical ones. We are focusing on the theoretical point in this paper.

In recent years, the research of the problem which achieves some kind of consensus among autonomous mobile robots has attracted attentions of researchers. One of the interesting problems is a gathering problem, where all robots meet at a single point which is not predefined, with inconsistent coordinate systems. There are some literatures dealing with this problem under various assumptions (i.e., additional capabilities of robots such as a multiplicity, restrictions for compasses' inaccuracies, and so on).

In this paper, we study on inaccuracies of compasses and the gathering problem in asynchronous autonomous mobile robot systems with inaccurate compasses. Prencipe proposed a model of the asynchronous autonomous robot called

CORDA 12]. In the asynchronous robot systems, it is known that a very simple problem, a gathering problem, cannot be solved under some assumptions. Prencipe has shown that there exist no deterministic algorithms which solve the gathering problem in a finite time [3]. If robots have a capability of multiplicity, which means that a robot can count the number of robots that is at a same point, it has been shown that the problem is solvable for three or more robots [4. In [5], it has been introduced that the problem can be solved for any number of robots under the assumption that coordinate systems on the robots are consistent, that is to say, all robots have perfectly accurate compasses. But it is an unrealistic assumption, so Souissi et al. [677 and Imazu et al. 8] have proposed some models of inaccurate compasses and algorithms that solve the gathering problem on them.

Our main interests are that (1) what and how many kinds of the inaccuracies of compasses exist? (2) with what kinds of the inaccurate compass the gathering problem can be solved? (3) what is the bound of the angles between inaccurate compasses to solve the problem? Therefore, in this paper, we classify inaccurate compasses and propose their models, and give two algorithms that solve the gathering problem for two robots. Our robot model is CORDA, that is, robots act asynchronously and are oblivious, meaning that, they cannot memorize their previous states, actions, and positions of other robots. This model seems to be too weak (over-restrictive). But it is very interesting to develop algorithms from a theoretical point, because any algorithm which solves a problem correctly in this model, can solve it in other (stronger) models, that is to say, the applicable situation is very wide. Moreover, the algorithm can get to have a fault tolerance, which is called self-stabilizing property, that the system reaches some predefined legal configuration (behavior) in despite of starting the algorithm from any initial configuration.

Our contribution. There are three our main contributions in this paper. The first is classifications and definitions of inaccurate compass models. The second is proposing two algorithms solving the gathering problem for two types of inaccurate compass models. One is for two robots with $\pi / 4$-absolute error semi-dynamic compasses. This compass model means that the compass of each robot may change its pointed direction infinitely often during the execution of the algorithm, and its difference from the direction of absolute north is at most $\pi / 8$. That is to say, the angle between two pointed directions of two robots' compasses is at most $\pi / 4$. This algorithm is the first algorithm with a model where the compass may dynamically change its pointed direction during execution of algorithms. Another one is for two robots with $\pi / 3$-relative error fixed compasses. This algorithm solves the problem when a difference of any two robots' compasses is at most $\pi / 3$. On relative error fixed compass, there exist two algorithms that solve the problem when a difference is at most $\pi / 478$. Our result improves these results with regard to inaccuracy of angle.

Related work. Suzuki and Yamashita [910] proposed the first algorithm to solve the gathering problem deterministically under their semi-synchronous robot
model. We call their model SYm. They have also proven that it is impossible to solve the gathering problem if oblivious robots have no common orientation (coordinate system) even when the number of robots is 2 .

In [9|10, the robots have unlimited visibility. Ando et al. proposed an algorithm with the same model except limited visibility of the robot [11].

Prencipe proposed an asynchronous robot model called CORDA [12, and Cielibak et al. provided a deterministic algorithm which solves the gathering problem using CORDA [4]. Their algorithm requires ability to detect the multiplicity of robots at a point. Flocchini et al. proposed an algorithm for the gathering problem using CORDA with limited visibility [5]. But their algorithm requires robots to have perfectly accurate compasses.

Recently, several fault tolerant algorithms are proposed. Agmon et al. studied the gathering problem in the presence of faulty robots [12]. They proposed an algorithm which tolerates one crash faulty robot where there are three or more robots in the system. They also introduced impossibility of solving the gathering problem where a Byzantine robot exists in asynchronous 3 robots system. Their result is improved by Defago et al. in [13. They showed that impossibility also holds in a stronger model. Imazu et al. [8] and Souissi et al. [7] introduced algorithms which solve the gathering problem using inaccurate compasses. Souissi et al. [6] also proposed a gathering algorithm that solves the problem using SYm with eventually stabilizing compasses. Cohen et al. studied about the effect of errors in robot measurements, calculations and move [14]. One of their main positive results is an algorithm for convergence with bounded errors of measurement, movement and calculation. But they did not consider errors of compasses.

Structure. The remaining parts of this paper are organized as follows. In Section 2, we introduce a model of robots, inaccurate compasses, and some basic terminologies. In Section 3 we describe our first proposed algorithm to solve the gathering problem for two robots under the assumption of absolute $\pi / 8$ inaccurate and semi-dynamic compasses, and prove its correctness. In Section 4, our second proposed algorithm solving the problem with relative $\pi / 3$ inaccurate and fixed compasses and its proof is described. Finally, we conclude our work in Section 5.

## 2 System Models and Definitions

In this section, we describe models of systems which consist of autonomous robots, and then, classify and define some types of inaccurate compass models.

### 2.1 Robot Model

We consider a system which consists of a set of autonomous mobile robots $\mathcal{R}=$ $\left\{r_{1}, r_{2}, \cdots, r_{n}\right\}$. We use CORDA model as a model of robots and is defined as follows:

- Each robot has no volume and so we can treat it as a point.
- It can move freely in the two-dimensional plane.
- It is anonymous in the sense that it does not have any kinds of identifiers and cannot be distinguished from other robots.
- It repeats its own cycle asynchronously that consists of the four states, "Look", "Compute", "Move" and "Wait".
- The range of its view (the observation range) is infinite.
- Each robot is oblivious, meaning that it cannot remember any kind of information of the previous cycles, which includes its actions and positions of other robots (observations).
- It has sensorial capabilities to observe positions of all other robots and no direct means of communication capabilities. It can form its local view of the world by observation.
- All robots execute a same algorithm.
- Each robot has its own rectangular coordinate system which may be different from other robots', in other words, their direction of $y$ axis and/or the unit distance is different from other robots. The $x$ and $y$ axes of the coordinate system are given by their own compass. We assume that the direction of $y$ positive axis on the robot is agreed with the north directed by its compass.

As described above, the cycle consists of four states described as follows:

- Look: In this state, a robot observes the world by using its sensor, which will return a snapshot of positions of all other robots as a set of robots' coordinate with respect to its local coordinate system. We consider that the observating (looking) robot exists on the origin of its coordinate system. It is assumed that robots are transparent. It means that any robot does not obstruct the view of other robots.
- Compute: In this state, a robot performs local computation according to its result of observation and the algorithm. The result of the computation is a destination point (a coordinate on its own coordinate system).
- Move: The robot moves on the line from the current position to the destination. If the destination is equal to its current location, it performs a null movement that means the robot does not move actually.
- Wait: In this state, a robot is idle. We assume that all robots are in this state at the initial configuration.

A snapshot of the system is called "configuration". So, in look state, a robot can get configuration at the time when it observes the world by its sensor.

The time that passes between two successive states of the same robot is finite, but unpredictable. And no time assumption within a state can be made. This implies that a destination got in a last "Compute" state may be different from a destination which is computed with the actual (real time) configuration.

The model makes two assumptions on the cycle of the robot.
Assumption 1. A robot travels at least the distance of some constant $\delta(>0)$ during a single move state. If a distance to the destination is less than or equal to $\delta$, the robot can reach there in one move. Moreover, a robot may stop at any
point on its way of destination (of course, the distance between starting and stopping points is greater than or equal to $\delta$ ).

Assumption 2. A time needed to finish one cycle is at least some constant $\varepsilon(>0)$ and finite.

An execution of the system is a sequence of configurations. And it is produced by a schedule which consists of a sequence of time that a robot performs its actions and the way of its movement. The way of a movement means all of nondeterministic factors of movements, typically including the traveling distance.

We may take two different models with respect to the behavior of a robot movement as the followings.
(i) Movement depending on a local coordinate system: A robot moves toward its destination represented by its local coordinate system. The coordinate of the destination is changed according to the variance of its local coordinate system (i.e., the variance of its compass). If the coordinate system is changed during movement, the robot's trajectory will not be a straight line.
(ii) Movement not depending on a local coordinate system: A robot moves toward its destination according to a movement vector for the destination. For instance, the command like "turn right wheel 2 , turn left wheel -3 " is given to an actuator on the robot. The destination point on the absolute (global) coordinate system (if exists) is never changed even though a local coordinate system is changed.

In this paper, we use a model of (i).

### 2.2 Compass Models

In this subsection, we introduce new models of compasses with which robots are equipped. These models are classified with regard to inaccuracies of their indicated directions. In general, compasses (magnetic, gyro, GPS and so on) are error-prone because of magnetic interference, limitation of precision and/or mechanical preciseness. Therefore, it is very natural to assume that compasses have inaccuracies.

By standing two points of view, the variance of indicated direction and the difference between compasses, we define inaccurate compass models.

Variance of Compasses. We define four types of inaccurate compasses on the point of variance of indicated direction.

Definition 1. The full dynamic compass (FDC) is a compass whose indicated direction may vary at any time during the execution.

Definition 2. The semi-dynamic compass (SDC) is a compass whose indicated direction may vary at the time between any two cycles, but it is never changed during one cycle.

Definition 3. The fixed compass (FXC) is a compass whose indicated direction never varies.

Definition 4. The eventually fixed compass (EFC)[6] is a compass whose indicated direction is fixed after some point of a time but may vary before that time.

FDC is the weakest model and SDC is stronger than FDC. SDC is weaker than FXC. FXC is the strongest model in these four models. It means that if an algorithm solves a problem with FDC, it can solve the problem with SDC. For SDC and FXC, we can make the same discussion too.

EFC can be considered as a property of FDC, SDC and FXC. For instance, FDC-EFC model can be considered that the indicated direction of the compass may be varied at any time but it is eventually fixed. Note that, under the assumption of an infinite visibility, EFC can be considered as the same with FXC in the sense of solvability. That is, if a robot's view is limited, the case may exist such that some robot moves out from other robot's view due to the variance of the compass. On the other hand, if an infinite view is assumed, every robot can always observe each other. And after the compass was fixed, we can look on EFC as FXC.

In this paper, we assume infinite visibility, so EFC is not considered. And FDC and SDC can be considered as the same model (in the sense of solvability) if a movement is not depending on the local coordinate system. Our work is the first work dealing with the compasses which change their indicated direction dynamically.

Difference between Compasses. We define two types of inaccurate compasses on the point of difference of indicated directions between any two compasses equipped on robots.

Definition 5. ( $\alpha$-absolute error) Existence of an absolute north is assumed. The absolute north is a vector that indicates the fixed (absolute) north direction. It is agreed with the absolute $y$ positive axis on the coordinate system of the world. For compasses on robots, they have $\alpha$-absolute error iff, for every robot, the each angle which is formed by the indicated direction of its compass and the absolute north direction is at most $\alpha / 2$.

Definition 6. ( $\alpha$-relative error) For compasses on robots they have $\alpha$-relative error iff the angle which is formed by indicated directions of any two robots' compasses is at most $\alpha$.

Now, we consider the variance of a compass is a part of schedule.
From the definitions of the models, we can get the first lemma about the robots' behavior.

Lemma 1. Consider a robot $r$ with $S D C$ or $F X C$. If there is a time $t$ such that the robot $r$ computes the same goal (point) $p$ in any compute state after $t$, it can reach the point $p$ in a finite time after $t$.

Proof. If the robot exists on the point $p$, lemma holds.
According to the robots model, one cycle is done in a finite time and the robot r moves at least $\delta$ during any move. And robots can move only straight, therefore, r can reach the point $p$ after at most $\lceil x / \delta\rceil$ cycles.

Combination of Variances and Differences. Our inaccurate compass models can be considered as combinations with three types of variances and two types of differences. For instance, we can consider an inaccurate compass $\alpha$-absolute error SDC in which the compass' indicated direction may vary at the time between any two cycles and the angle which is formed by the indicated direction of each robot and the absolute north direction is at most $\alpha / 2$.

Note that, it is easy to understand, the compass model of $\alpha$-relative error FXC is the same one as that of $\alpha$-absolute error FXC in the sense of problem solvability. But we can not do the same discussion on SDC.

### 2.3 Gathering Problem

The gathering problem is a problem to require robots to gather at a nonpredefined single point. An algorithm solves the gathering problem iff, from any initial configuration, under any schedules, all robots can gather at a point in a finite time when the robots travel according to the algorithm.

The problem cannot be solved under the assumption of FDC for $\alpha$-absolute $(\alpha>0)$ and $\alpha$-relative $(\alpha \geq 0)$ error. Consider the last move before two robots gathering. Intuitively, a robot cannot arrive at a point where other robot exists because the direction of movement can be changed by an adversarial scheduler.

### 2.4 Notations

In this paper, the following notations are used. Let $p, q$ and $r$ be vertices.

- $\Delta(p, q, r)$ indicates the triangle formed by vertices $p, q$, and $r$.
$-[p, q]$ indicates the segment starting at $p$ and terminating at $q$, including $p$ and $q$.
$-[p, q)$ indicates the half line starting at $p$ and getting through $q$.
- $\widehat{p q r}$ indicates the acute angle formed by two segments $[p, q]$ and $[r, q]$.


## $3 \pi / 4$-Absolute Error SDC Algorithm

The algorithm introduced in this section has been published by Imazu et al. in [8]. They provided it as a $\pi / 4$-relative error FXC algorithm for two robots. We show that the algorithm solves the gathering problem with $\pi / 4$-absolute error SDC. Souissi et al. also proposed a $\pi / 4$-relative error FXC algorithm [7, but it cannot solve the problem with $\pi / 4$-absolute error SDC.

```
1. If (no robot is observed) then
    // gathering has been finished.
    no move;
3. else if (other robot is observed in
                            (1), (2) or (3)) then
4. p := the coordinate where
    the other robot exists;
5. Move(p); //the robot travels toward p.
6. else if (other robot is observed in
                            (4), (5) or (6)) then
7. no move;
8. else if (other robot is observed in
                            (0) or (7)) then
9. p := the coordinate which is right above
        (same x-coordinate) and I can observe
        the other robot in (6);
10. Move(p);
```

Fig. 1. Imazu's algorithm( $\pi / 4$-absolute error SDC algorithm)

### 3.1 Outline of Imazu's Algorithm

Fig 1 shows the algorithm. In this algorithm, the world (a view of a robot) is divided into 8 sectors by the same angle $\pi / 4$ from positive $x$ axis (Fig[2). Each border is included in the sector adjacent on the counter-clockwise side. Every robot decides its action according to the sectors in which the other robot is observed.

We explain the idea of this algorithm. Two robots r1 and r2 are considered. In the case that r1 observes r2 in sector (1), if their compasses are correct, r2 observes r1 in (5). Actually, the compasses differ by at most $\pi / 4$, and so r2 may observe r1 in (4), (5), or (6). That is, if r1 observes r2 in a sector, r2 observes r1 in the origin-symmetric sector or its neighboring sectors. In this fact, we get the following observation.

Observation 1. Let r1 and r2 be two robots. In the case that r1 observes r 2 in sector (i) $(0 \leq \mathrm{i} \leq 7)$ on its own coordinate system, r2 observes r1 in sector (j),


Fig. 3. An observation relation graph $G_{\pi / 4}$ where $\mathrm{j}=\mathrm{i}+3, \mathrm{i}+4$ or $\mathrm{i}+5 \quad(\bmod 8)$.

From Observation 1. "observation-relation graph" can be defined such that we consider sectors as nodes, and observation relations as edges. Fig 3 is the observation-relation graph $G_{\pi / 4}$ which is defined as $G_{\pi / 4}=(V, E)$, where $V=$ $\{V 0, V 1, V 2, V 3, V 4, V 5, V 6, V 7\}$ represents sectors (0)-(7) and $E=\{(V i, V j) \mid$ $\mathrm{i} \in\{0, \cdots, 7\}, \mathrm{j}=\mathrm{i}+3, \mathrm{j}=\mathrm{i}+4$ or $\mathrm{j}=\mathrm{i}+5 \quad(\bmod 8)\}$ is a set of edges which represent observation relations. That is, there is an edge $(V i, V j)$ on $G_{\pi / 4}$, iff there can be a system configuration that if r1 observes r2 in sector (i), r1 is observed in sector ( j ) by r2 on its own coordinate system. In what follows, we say "r1 corresponds to node $V i$ " when r1 observed r2 in sector (i).

On this observation-relation graph, if the graph could be 2 -colorable, it means that all of the nodes can be colored by two colors such that adjacent nodes must have different colors, a gathering problem can be solved. Let's conceive that 2 -coloring with red and blue colors is done for the graph. In such a case, in any configuration, two robots correspond to nodes of two different colors. For instance, if r1 corresponds to node $V i$ and its color is blue (we say a "blue robot"), then r2 must correspond to the red color node (we say a "red robot"). And we define the following two rules:

- A blue robot moves toward the other robot.
- A red robot does not move.


Fig. 4. A 16 divided coordinate system

All robots can gather at a single point according to these rules, because of the assumptions 1 and 2 and also the fact that this movement does not change the sector where the other robot is observed.

Unfortunately, $G_{\pi / 4}$ cannot be colored with two colors. We need three colors for coloring (Fig.3). Then, we add a following rule for an additional color white.

- A white robot moves toward a point where it becomes a red robot. (Consequently, they will form a pair of red and blue robots.)

Therefore, we can say "the algorithm defines the robots' color and act."

### 3.2 Correctness of Imazu's Algorithm

We show that Imazu's algorithm can solve the gathering problem with $\pi / 4$ absolute error SDC.

For the proof of correctness, we use a local coordinate system divided into 16 sectors indexed from 0 to 15 (Fig,(4). In the proof, we use two kinds of indices of Fig 2 (with parentheses) which is also used in the algorithm, and those of Fig 4 (without parentheses). The relation between these two indices is shown in Fig 4 For instance, sector (1) corresponds to the sectors 15 and 0, and so on. Because we are considering $\pi / 4$-absolute error SDC, Fig 5(a) and (b) show two extreme cases where the compass (or the local coordinate system) on the robot rotates counter-clockwise and clockwise, respectively. A local coordinate system on any robot can lies between Fig 5(a) and (b). Note that, indicated direction of the compass may vary only at the starting time of any cycle under SDC.

Next, we define an absolute coordinate system and its sectors. The absolute coordinate system is defined on the world such that its positive $y$-axis points absolute north. This coordinate system is also divided into 16 sectors and indexed same as the local coordinate system. Fig. 4 can be considered as the absolute coordinate system when its positive $y$-axis direction matches with the direction of the absolute north. We call each of those sectors "an absolute sector." Furthermore, we use the term "the absolute sector i of a robot r," which means the

(a)

(b)


Fig. 5. The most rotated coordinate Fig. 6. A supplemental figure for lemma 3 systems (counter-clockwise(a) and clock-
wise(b))
absolute sector i of a robot r when assuming that r exists at the origin of the absolute coordinate system.

If a robot r exists in the absolute sector i on the other robot r', r' exists in the absolute sector $\mathrm{j}=\mathrm{i}+8(\bmod 16)$ on r . Let $\mathcal{C}_{i}$ denote a set of such configurations. Note that if we do not distinguish two robots, $\mathcal{C}_{i}$ and $\mathcal{C}_{i+8}(\bmod 16)$ represents the same configuration. So, we get the next lemma.

Lemma 2. Each configuration which consists of two robots can be represented by one of $\mathcal{C}_{0}, \mathcal{C}_{1}, \mathcal{C}_{2}, \mathcal{C}_{3}, \mathcal{C}_{4}, \mathcal{C}_{5}, \mathcal{C}_{6}$ and $\mathcal{C}_{7}$ as long as they do not gather at a single point.

Table 1. The observation relation for the configurations

| Confs. | Local sector |  | Proof |
| :---: | ---: | ---: | :---: |
|  | r1 | r2 | case |
| $\mathcal{C}_{0}$ | $15,0,1$ | $7,8,9$ | (a) |
| $\mathcal{C}_{1}$ | $0,1,2$ | $8,9,10$ | (a) |
| $\mathcal{C}_{2}$ | $1,2,3$ | $9,10,11$ | (b) |
| $\mathcal{C}_{3}$ | $2,3,4$ | $10,11,12$ | (c) |
| $\mathcal{C}_{4}$ | $3,4,5$ | $11,12,13$ | (d) |
| $\mathcal{C}_{5}$ | $4,5,6$ | $12,13,14$ | (d) |
| $\mathcal{C}_{6}$ | $5,6,7$ | $13,14,15$ | (e) |
| $\mathcal{C}_{7}$ | $7,8,9$ | $14,15,0$ | (e) |

Lemma 3. In Fig 6, for $\Delta(a, b, c)$, let $c^{\prime}$ be any point which is further from $b$ than $c$ on the half line $[b, c)$ and let $a^{\prime}$ be any point on the segment $[c, a]$. In such a situation, $\widehat{a c b}>\widehat{a^{\prime} c^{\prime} b}$ is satisfied and $\widehat{a^{\prime} c^{\prime} b}$ takes the minimum at $a^{\prime}=c$.

Lemma 3 represents a situation where one robot r1 moves from c to c' and r2 moves from a to $a^{\prime}$. That is, r1 moves right above and r2 moves toward r1 following the algorithm. In such a case, the angle between the trajectory of r1's movement and the observed direction of r1 by r2 must decrease.

Corollary 1. Following Imazu's algorithm, there is a time when r1 observes r2 in (its local) sector (6) if r1 observes r2 in sector (0) or (7) (r1 moves toward a point p (Fig 1 line 9)).

Theorem 1. Two robots with $\pi / 4$-absolute error $S D C$ can gather at a single point by executing Imazu's algorithm.

Proof. Because of the limitation of space and simplicity, we show a sketch of the proof. We should discuss the asynchrony more for the complete proof. We show that Imazu's algorithm can gather two robots at a single point in spite of starting from any configuration of lemma 2 Two robots r1 and r2 are considered and without loss of generality, r2 exists at the absolute sector i on r1 at configuration $\mathcal{C}_{i}$.
(a) Case of $\mathcal{C}_{0}$ or $\mathcal{C}_{1}$ : First, $\mathcal{C}_{0}$ is considered. In $\mathcal{C}_{0}$, r1 decides to move toward r2 according to the algorithm because r1 observes r2 in the sectors 15,0 or 1 ((1) or (2)). On the other hand, r2 decides not to move because r2 observes r1 in the sectors 7,8 or $9((5)$ or $(6))$. With SDC, the compass does not change its direction during any cycle, so r1 must move directly toward r2 and the sector does not change in which each robot observes the other one. From lemma r1 and r2 can gather at a point (r2's point) in a finite time.

The case $\mathcal{C}_{1}$ can be proved similarly.
(b) Case of $\mathcal{C}_{2}$ : In this case, r 1 always decides to move toward r 2 , and r 2 decides not to move or to move right above. If r 2 decides not to move continually, the robots can gather at a single point by the same argument with (a). Now, we need to prove the case that r2 decides to move right above.

If r2 decides to move right above, it reaches its goal (from lemma (1) or stops on the way to its goal. In both cases, the direction of r 1 observed by r2 changes (from lemma 3) because the robot moves at least the distance $\delta$.

When r2 decides to move right above, r2 must observe r1 in the sector 11. So, the positive direction of r2's $y$-axis must be rotated clockwise not less than 0 and at most $\pi / 8$ from the absolute north. Hence, the direction of r2's movement is from 0 (includes 0 ) to $\pi / 8$ (includes $\pi / 8$ ) rotated from the absolute north (its positive $y$-axis direction). If r2 moves along the absolute north (the positive direction of r2's $y$-axis), the absolute sector on $r 2$ in which $r 1$ exists is shifted to the absolute sector 9 on r2 from lemma 3 (because r1 moves towards r2's (past) position). On the other hand, if r2 moves along the direction which is rotated clockwise $\pi / 8$ from the absolute north, the direction of r 1 from r 2 is shifted to the absolute sector 8 on r2 by the same argument. Hence, the direction of $r 1$ from r2 is shifted from the absolute sector 11 to the absolute sector 9 or 8 by passing through 10. That is, during finite cycles, r2 moves right above and reaches the point where r 1 exists in the absolute sector 9 (or 8 ) on r 2 . This is a configuration where r 2 exists in the absolute sector 1 (or 0 ) on r 1 .

So, by executing Imazu's algorithm, starting from $\mathcal{C}_{2}$, two robots can gather or the configuration is changed from $\mathcal{C}_{2}$ to $\mathcal{C}_{0}$ or $\mathcal{C}_{1}$.
(c) Case of $\mathcal{C}_{3}$ : The robot r1 always decides to move toward $r 2$ at any cycle, while r2 decides to move right above or not to move according to its own compass. As same as the case (b), we need to prove the case where r2 has cycles deciding to move right above.

We assume that r2's compass differs from the absolute north by clockwise where the difference is not less than 0 and at most $\pi / 8$. In this case, by the same argument with the case (b), the configuration will become $\mathcal{C}_{0}$ or $\mathcal{C}_{1}$ in a finite time.

Next, we assume that r2's compass differs from the absolute north by counterclockwise where the difference is not less than 0 and at most $\pi / 8$. From lemma 3 if r 2 moved to right above, r 1 comes to exist in the absolute sector 10 on r 2 . Then r2 comes to exist in the absolute sector 2 on r 1 .

Hence, starting from the configuration $\mathcal{C}_{3}$, Imazu's algorithm makes the configuration $\mathcal{C}_{0}, \mathcal{C}_{1}, \mathcal{C}_{2}$, or our objective (gathering) configuration.
(d) Case of $\mathcal{C}_{4}$ or $\mathcal{C}_{5}$ : At both configurations, r2 always decides to move right above, while r1 decides to move toward r2 or not to move according to its own compass.

If r1 arrived at r2's position before r2 finished its own observation (Look state), they gathered. If r1 did not arrived at r2's position or decided not to move, r2 must decide to move right above. Hence, the configurations will become $\mathcal{C}_{3}$ or $\mathcal{C}_{2}$ in a finite time from lemma 3
(e) Case of $\mathcal{C}_{6}$ or $\mathcal{C}_{7}$ : At both configurations, r1 always decides not to move while r 2 decides to move right above or toward r 1 .

If r2 continually decides to move toward r1, in other words, r2 always observes r1 in sector 15 or 0 , they gathered at a single point (from lemma 1).

On the other hand, if r2 decides to move right above, by the same arguments as the case (c), the configurations will become $\mathcal{C}_{2}, \mathcal{C}_{3}, \mathcal{C}_{4}$ or $\mathcal{C}_{5}$ in a finite time (from lemma 3).

From these (a)-(e) arguments, Imazu's algorithm can solve the gathering problem with $\pi / 4$-absolute error SDC.

## $4 \pi / 3$-Relative Error FXC Algorithm

In this section, we introduce a $\pi / 3$-relative error FXC algorithm for the gathering problem. The algorithms that solve $\pi / 4$-relative error FXC are known [718]. Our algorithm improves the difference of the angle on relative error FXC.

This algorithm is shown in Fig 7 and uses 6 sectors depicted in Fig 8 Each sector has the same central angle $\pi / 3$ and each border is included in the sector

```
1. If (no robot is observed) then
    // gathering has been finished.
2. no move;
3. else if (other robot is observed in
                            (4) or (5)) then
4. p := the coordinate where
    the other robot exists at;
5. Move(p); // travels toward p.
6. else if (other robot is observed in
                            (0) or (1)) then
7. no move;
8. else if (other robot is shown in
            (2) or (3)) then
9. p := the coordinate at which is
        on $l_1$ and I can observe
        the other robot in (1);
10. Move(p);
```



Fig. 7. $\pi / 3$-relative error FXC algorithm
Fig. 8. A 6 divided coordinate system
adjacent on the counter-clockwise side. We define a line $l_{1}$ which is a border dividing sets of sectors $\{(1),(2),(3)\}$ and $\{(4),(5),(0)\}$. A line $l_{2}$ is defined such that a border dividing sets of sectors $\{(2),(3),(4)\}$ and $\{(5),(0),(1)\}$.

We call the robot's move of line 9 and 10 in Fig 7 "alignment move." In section 3, we knew Imazu's algorithm has the similar move. In Imazu's algorithm, a robot moves to right above, while a robot moves along the line $l_{1}$ in this algorithm.

This $\pi / 3$-relative error FXC algorithm is designed by the same idea as Imazu's algorithm. The observation-relation graph $G_{\pi / 3}$ is used (Fig 9) which can be defined as same as $G_{\pi / 4}$. This graph can be colored by three colors.

### 4.1 Correctness of the $\pi / 3$-Relative Error FXC Algorithm

We prove the correctness of the algorithm that can solve the gathering problem with $\pi / 3-$ relative error FXC. Lemma 3 also holds for alignment moves of the algorithm. So, we can get lemma 4

Lemma 4. When the robots r1 and r2 execute the algorithm (Fig 7), if r1 observes r2 in sector (2) or (3), there exists a time when r1 observes r2 in sector (1).

Theorem 2. Two robots equipped with $\pi / 3$ relative error $F X C$ can gather at a single point by executing the $\pi / 3$-relative error $F X C$ algorithm(Fig 7).


Fig. 9. The observation-relation graph $G_{\pi / 3}$

Proof. Because of the limitation of space and simplicity, we show a proof sketch. We should discuss the asynchrony more for the complete proof.

Starting from any configuration, we show that the robots can gather at a single point by using the observation-relation graph $G_{\pi / 3}$ (Fig 9 ).

The notation (i)-(j) means that the configuration that r1(r2) observes r2(r1) in sector (i) and r2(r1) observes r1(r2) in sector (j). Now, it is easy to be verified that the following 9 configurations are enough to be considered: (0)-(2), (0)-(3), (0)-(4), (1)-(3), (1)-(4), (1)-(5), (2)-(4), (2)-(5), (3)-(5).
(a) Case of (0)-(4), (1)-(4) or (1)-(5): If a robot r1 observes the other robot r2 in sector (0) or (1), it does not move. On the other hand, since r2 observes r1 in sector (4) or (5), r2 moves toward r1. Hence, the robots can gather at a single point in a finite time starting from these three configurations.
(b) Case of (0)-(2), (0)-(3), (1)-(3), (2)-(4), (2)-(5) or (3)-(5): At these configurations, one of two robots does the alignment move. We assume that r1 is the robot which does the alignment move and r 2 is another one.

The robot r2 decides not to move or to move toward r1 according to the algorithm. If r2 arrived at r1 before r1 finish its observation (Look state), the
problem was solved. If not, that is, in the case of which r2 decides not to move or r1 observes r2 before r2 arrives at r1's position, r1 does the alignment move. From lemma 4, r1 moves to the point at which r1 can observe r2 in sector (1) in a finite time. Then, r2 observes r1 in sectors (3), (4), or (5) from the observationrelation graph $G_{\pi / 3}$ (Fig(9). It means that this configuration is (1)-(3), (1)-(4) or (1)-(5).
(b-1) Case of (1)-(4) or (1)-(5): These cases can be proved by same way as (a).
(b-2) Case of (1)-(3): In this case, r2's compass should rotate counter-clockwise by more than 0 , at most $\pi / 3$. In other words, r1's compass should rotate clockwise by more than 0 , at most $\pi / 3$.

After such a case, from lemma (4) the configuration is changed to the new one where r 2 observes r 1 in sector (1). In this configuration, it is easy to say that r1 never observes r2 in sector (0), (1), (2) nor (3). Thus, r1 should observe r2 in sector (4) or (5), that is, the configuration is (1)-(4) or (1)-(5). This is the case of (b-1). These arguments are true under the assumption where r1 does not observe r2 before r2 arrives at its goal. If this assumption does not hold, we can prove the correctness by the same argument as the case (b).

## 5 Conclusion and Remark

In this paper, we have considered the gathering problem when robots are equipped with inaccurate compasses. We classified the models of inaccurate compasses and introduced three results. First, there is no algorithm which can solve the gathering problem with FDC. And we propose two algorithms which can solve the problem with $\pi / 4$-absolute error SDC and $\pi / 3$-relative error FXC, respectively. Especially, the $\pi / 4$-absolute error SDC algorithm is the first algorithm considering a timevarying compass.

We have focused on dynamic (inaccurate) compasses, it is very interesting to declare the difference among our compass models (relative v.s. absolute, EFCSDC v.s. FXC, and so on). Also, we did not discuss about upper and lower bound of differential of compasses. But now we have got some results about it. The results will be published at another opportunity.

By our personal communications with Ms. Souissi, Prof. Défago and Prof. Yamashita, we have known that there is a $\pi$-relative error FXC algorithm for the gathering problem. Their and our results was developed independently, but an approach to the problem has some similarities.
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#### Abstract

The recently established computational equivalence between the traditional message-passing model and the mobile-agents model is based on the existence of a mobile-agents algorithm that simulates the execution of message-passing algorithms. Like most existing protocols for mobile agents, this simulation protocol works correctly only if the agents are fault-free.

We consider the problem of performing the simulation of messagepassing algorithms when the simulating agents may crash unexpectedly. We show how to simulate any distributed algorithm for the messagepassing model in a mobile-agents system with $k$ agents, tolerating up to $f \leq k-1$ crashes during the simulation. Two fault-tolerant simulation algorithms are presented, one for non-anonymous settings (i.e., where either the networks nodes or the agents or both have distinct identities), and one for anonymous systems (where both the network nodes and the agents are anonymous). In both cases, the simulation overhead is polynomial.

Unlike the existing fault-free simulation algorithm, both our protocols are able to detect termination even if the simulated algorithm has no explicit termination detection.


## 1 Introduction

### 1.1 The Framework

A distributed computing environment typically consists of a collection of autonomous computational entities that can communicate among each-other to perform a common task. The most common model of distributed computation is the message-passing model, in which the entities are connected through point-to-point links, according to some fixed topology (often represented as a graph); the entities are stationary and communicate by sending and receiving bounded sequences of bits (called messages), through the incident links (called ports).

Another model of distributed computation that has been studied recently is the mobile agents model. In this model the entities are mobile (rather than stationary) and their movement is constrained by the topology of the environment
(which is again represented by a graph). The entities, called agents or robots, have computing and storage capabilities, and can move along the edges of the graph going from one node to an adjacent node. Each node of the network (called a host), provides a storage area (called whiteboard) for incoming agents, whose access is held in fair mutual exclusion. The communication between the agents occurs by writing notes on and reading notes from the whiteboards.

Mobile agents have been extensively studied for several years by researchers in Artificial Intelligence and in Software Engineering. They offer a simple and natural way to describe distributed settings where mobility is inherent, and an explicit and direct way to describe the entities of those settings, such as mobile code, software agents, viruses, robots, web crawlers, etc. Further, they allow to express immediately notions such as selfish behavior, negotiation, cooperation, etc. arising in the new computing environments. As a programming paradigm, the model allows a new philosophy of protocol and communication software design. As a computational universe, the model opens a variety of new challenging problems (e.g., rendezvous, intruder detection, network decontamination, etc.), most of them with immediate practical relevance and applicability.

In addition to the study of the new problems opened by the mobile agents model, intriguing research questions have naturally arisen on the differences (or similarities) between computing with mobile agents and computing with stationary agents. The two environments were initially compared from a systems engineering point of view by Fukuda et al. 13. An insight on the computational relationship between the two models was provided by Barrière et al. [4], who noticed that any mobile agent algorithm can be simulated in the message-passing model; this immediately implies that all the impossibility results under the messagepassing model hold also for the mobile-agents model. The reverse direction has been an open problem for quite a while. The question has been answered recently by Chalopin et al. [8], who proved that indeed the two models are computationally equivalent; in fact, they showed how to construct a mobile-agents algorithm Y from a message-passing algorithm X in such a way that every possible outcome of Y is a valid outcome for algorithm X . While the consequences of this theoretical result are not yet fully realized, already several results have been transferred between the two models [8]. Like most previous results on mobile agent computing, also these equivalence results and the simulation algorithm assume a fault-free environment.

In this paper, we consider instead systems where agents may fail by crashing at any time, and we investigate the problem of developing a fault-tolerant simulation. Thus the model considered in this paper is more realistic with respect to the typical networked environments where transmission errors or inconsistencies may cause some agents to be dropped or deleted from the system. We show that even in such an environment, we can simulate any message-passing algorithm, while tolerating an arbitrary number of agent crashes.

Moreover, we show that the simulation can be done with explicit termination detection; that is, if the simulated algorithm terminates (explicitly or not), the
simulation will be able to detect this within a finite time and all (surviving) agents would reach terminal states.

### 1.2 Main Results

In this paper, we will focus on the most common type of fault that can occur in mobile agent systems-agent crashes. This kind of fault occurs when an agent is destroyed while moving from one node to another, for example due to network congestion, or unavailability of a host. Let us denote by $k$ the number of agents and by $f$ the number of crashes in the system.

We first consider the non-anonymous setting; that is when the network nodes have distinct identifiers. Notice that, in this case, each agent can choose a distinct identity for itself (if it does not already have one); thus, also agents are nonanonymous. Further note that the case when the network is anonymous but the agents have distinct identities is equivalent to the above one (since agents can assign a distinct names to each node using the whiteboards).

For this setting, we design a simulation algorithm that is robust against any number of crashes, short of the collapse of the entire system. We show that, if the simulated algorithm terminates, the simulation will explicitly terminate within finite time; this will happen regardless of the number $f \leq k-1$ of crashes that occur during the simulation, and even if the simulated computation does not have termination detection. Our simulation algorithm, DisSimulate, has an overhead of at most $O(n)$ moves per agent, for each message transmitted in the original algorithm, where $n$ is the number of nodes. The local memory required by each agent is $O(n \log \Delta)$, where $\Delta$ is the maximum degree in the network.

We then consider the anonymous setting; that is when neither the network nodes nor the agents have distinct identifiers. Assuming some knowledge about the size of the system, the algorithm DisSimulate can be executed on anonymous networks too. However, as expected, the cost is much higher in this case and depends on how efficiently the network can be traversed. In the worst case, an exponential overhead can be incurred for simulating each message transmission. To overcome this difficulty, we propose another algorithm, AnSimulate, that simulates any message-passing computation on an anonymous network even when $f \leq k-1$ of agents crash during the simulation. The overhead of AnSimulate is $O(m+n \cdot k)$ agent moves in total for each message exchanged in the simulated computation (where $m$ is the number of edges in the graph/network). The local memory requirement is same as before. The algorithm AnSimulate requires knowledge of the knowledge of the number of agents in the systen ${ }^{11}$ and as before the simulation explicitly terminates within finite time, even if the simulated computation does not have an explicit termination detection mechanism.

Due to the space constraint, most of the proofs have been omitted from this paper and can be found in the full version.

[^30]
### 1.3 Related Work

Although most of the classical results on distributed computing are based on the message-passing stationary-agent model, some of these algorithms (e.g. [116) use the concept of mobile objects called tokens moving among the stationary processes in the network. Algorithms for network exploration (e.g. [118]) are often described in terms of a travelling process or entity (sometimes modelled as a finite automata, e.g. [12). These algorithms can be thought of as "mobileagent" algorithms, where the mobile agent (or travelling token or automaton) is created by a stationary process to perform a particular task (e.g. exploration) after which it returns to process that created it and is destroyed there.

The model considered in this paper, consists of fully autonomous entities that are not associated with any stationary process and these entities are continuously performing computational tasks while moving among a network of datarepository nodes called whiteboards. Certain problems which are specific to this model, and have been studied recently are agent-rendezvous, (e.g., [17|23]), intruder capture (e.g., [3|6), network decontamination (e.g., 1119), and black hole search (e.g., 1015). The problem of leader election or spanning tree construction have been studied under both the mobile-agents model (e.g., 49) and the message-passing model (e.g., 1416). However, there has not been many studies on the differences (or similarities) between computing with mobile agents and computing with stationary agents, except for 4813 as mentioned before.

There have been numerous studies [2|7|20|22] on computability in anonymous networks under the message-passing model, in terms of which tasks can be computed on a given network and under what conditions. Most of these results would hold under the mobile-agents model too, however the complexity of doing tasks in the mobile-agents model would be different.

The study of mobile-agents systems has mostly been limited to fault-free environments. One exception is the investigation of systems with a black hole, i.e. a highly harmful node that destroys any agent arriving at the node. In this case, the research has mostly focussed on the problem of locating the black hole (e.g., see [1015). The issue of computing with agents that can disappear (i.e. crash) anywhere in the network has not been considered before, to the best of our knowledge.

## 2 Terminology and Definitions

The S.A. model: In the message-passing model, the computational entities are stationary and are connected by point-to-point communication links. We call this the stationary-agents (SA) model, which can be described as follows. The computing environment is modelled by a connected undirected graph $G(V, E)$. Each vertex ${ }^{2}$ of the graph $G$ is associated with a fixed computational entity, called a stationary agent. Each node also contains a local memory which is accessible only to the agent associated with this vertex. Each agent can perform

[^31]any number of computational steps, it can read from and write to the local memory of the node and it can send messages and receive messages on each edge connected to the node. The agents are reactive entities, i.e. they react in response to external stimuli, e.g. the receipt of a message. The state of an agent is defined by the contents of the local memory. Initially some of the agents would be in the special state "Initiator"; such agents would start the computation process spontaneously. The initial value stored in the local memory at a node defines its identity. Thus, the nodes have distinct identities only if the initial contents of memory at each node is different.

The edges incident to a node are labelled by local orientation $\lambda=\left\{\lambda_{v}: v \in\right.$ $V\}$, where for each vertex $u, \lambda_{u}:\{(u, v) \in E: v \in V\} \rightarrow\{1,2, \ldots$, degree $(u)\}$ defines the labelling on its incident edges. We shall use $\lambda(e)$ to denote the labels on the edge $e=(u, v)$ i.e. the pair $\left(\lambda_{u}(u, v), \lambda_{v}(u, v)\right)$. The agent at node $u$ can send a message $m$ on any incident edge $e=(u, v)$ using the primitive $\operatorname{SEND}\left(m, \lambda_{u}(e)\right)$. In this case, the agent at node $v$ receives the information $\left(m, \lambda_{v}(e)\right)$, within a finite amount of time.

The M.A. model: The mobile-agents (MA) model is similar to the above model, with the following differences. As before the environment is modelled by the labelled graph $(G, \lambda)$; however the nodes of the graph are not associated with any fixed computational entities. Instead, there are $k$ computational entities (called mobile agents) each of which may be located at any of the nodes of the graph at any time during the computation. The agents can perform computations and they can move along the edges of the graph. Each agent also has its individual memory that is accessible only by that agent and is called its notebook; This local memory moves with the agent when it travels from one node to another. The contents of the notebook defines the state of the agent (in particular, it contains a special variable called Next-Node). Each agent starts in the same initial state with the notebook containing only the algorithm to be executed. The node where an agent starts from is called its homebase.

In this model, the nodes of the graph are just repositories of data, with no "intelligence" (i.e. computational ability) associated with them. The local memory at each node, called the whiteboard of that node, is accessible to any agent that is physically present at this node. The contents of the whiteboard defines the state of the node. Access to a whiteboard occurs in fair mutual-exclusion.

An agent at any node $v$ can read and modify the contents of the whiteboard of node $v$ as well as its own notebook memory, and it can leave node $v$ through any incident edge $e(v, w)$. When an agent leaves a node $v$ through an edge $e(v, w)$, the agent either reaches node $w$ within a finite amount of time or permanently disappears (i.e. crashes). Initially the agents are all identical and indistinguishable from each other (no unique identities), and they execute the same protocol. In general, a mobile agent at any node $v$ would repeatedly execute the following cycle of steps:

1. [READ] Read the contents of the whiteboard to the agent's notebook.
2. [COMPUTE] Perform a sequence of computations modifying the contents of the agent's notebook.
3. [WRITE] Write to the whiteboard part of the results of the computation.
4. [MOVE] If Next-Node $=x>0$, then leave the node $v$ through the edge labelled $x$. Otherwise if $N e x t-N o d e=0$, remain at node $v$.
During the time an agent $A$ executes steps 1 to 3 at node $v$, the whiteboard of node $v$ would be exclusively accessible to agent $A$. (Prior to executing step-1, the agent obtains a lock on the whiteboard and it releases the lock at end of step-3.)

Assumptions: We make the following assumptions.
[A1] Each communication link-represented by an edge of the graph $G$-satisfies the first-in-first-out property (i.e. agents traversing the same edge may not overtake one-another).
[A2] An agent may crash while traversing an edge (i.e. during the MOVE step) but it cannot die while performing some computation at a node (i.e. during the READ-COMPUTE-WRITE steps) .
[A3] At most $k-1$ agents may crash (i.e. $f \leq k-1$ ). Agent crashes are permanent; Once an agent crashes, it may not become alive again.

## 3 Simulation in Non-anonymous Systems

In this section we consider the case when the network nodes are non-anonymous; that is each node of the graph $G$ is provided with a distinct identity that is initially stored in the local memory(whiteboard) of the node.

Consider an arbitrary (message-passing) algorithm—we shall call it algorithm Z-being executed on a network $(G, \lambda)$, in the conventional stationary-agent (S.A.) model. Such an algorithm can be described as follows:

## Algorithm $Z$

- An initiator, upon starting the algorithm, executes the following steps:

Step-1 Initiate the algorithm and perform local computation, possibly generating messages to be sent.
Step-2 Send zero or more messages through some of the ports.
Step-3 Wait for messages to arrive from one or more ports.

- Any entity, on receiving a message m, executes the following steps:

Step-1 Read message $m$ and perform local computation, possibly generating some messages to be sent.
Step-2 Send zero or more messages through some of the ports.
Step-3 Wait for messages to arrive from one or more ports.
The algorithm is said to have terminated when every node is in Step-3 (passive mode) and there are no messages in transit.

To simulate such an algorithm in a mobile agent system, we need to execute the active steps (Step-1 and Step-2) at each node. This involves performing local computation at the nodes and delivering messages between nodes. The idea of the
simulation is simple - the mobile agents can move from node to node delivering the messages; An agent that delivers a message $m$ to a node $x$, can also perform the local computation at node $x$ that results from the receipt of the message $m$. For effectively simulating the message-passing computation using mobile agents that can fail at any time, we need to address the following issues:
[FR] Fairness: Every message that is generated at a node should be delivered within a finite time to its destination.
[TD] Termination Detection: Once all messages have been delivered and the execution of the original algorithm $Z$ terminates, then each agent should be able to detect this and stop the simulation.

Since an agent may crash while trying to deliver a message, we need to keep track of which messages have been delivered successfully. For this purpose, we maintain two message queues at each node- the To-Be-Delivered (TBD) message queue and the Messages-Received(MR) queue. If message $m$ generated at a node $v$ is to be sent through port $p$, the pair $(m, p)$ is added to the TBD queue at node $v$. Once the message is received at the destination node, say $w$ through port $q$, the pair $(m, q)$ is added to the MR queue at node $w$ and the entry in the TBD queue of node $v$ is removed. An entry in the MR queue can be removed when the message is read and the actions corresponding to the receipt of this message are executed. We keep such messages in a third queue called MessagesExecuted (ME) queue.

The simulation of the message-passing algorithm $Z$ would be started at those nodes which are in the special state "Initiator". In order to ensure that the agents can detect when the computation has terminated, we would maintain a dynamic forest-like structure among the nodes of the graph, using an idea of Shavit and Francez (see [21]). The initiator nodes would be the root nodes and every other (active) node $x$ would contain a link to its parent node i.e. the node $y$ which send the first message to node $x$ to activate it. We would maintain at each node $x$ a child-list containing the links to all its (active) children, i.e. all those nodes which were activated by messages from node $x$ and are still active. Once a leaf node completes its local computation and it does not have any messages to send, then it is removed from the child-list of its parent node and becomes inactive. When a root node has no children and no further messages to send, it becomes inactive too. If all the root nodes become inactive then the simulation is terminated.
The simulation algorithm executed by each agent $A$ is given below:

## Algorithm DisSimulate

I Explore the network $G$ and construct a traversal path $P_{A}$ that starts and ends at the homebase of $A$, and visits every other node at least once.
II Walk through path $P_{A}$ and at each node $v$ which is in the state Initiator do the following -

1. Initiate the algorithm $Z$ at node $v$ and perform all local computation steps until the first time a message needs to be sent or received.
2. Update the state of node $v$ by writing to the whiteboard the current state of execution. In particular, set node-state to "Processing" if a message needs to be sent, and to "Waiting" if a message needs to be received.
3. If a message $m$ has to be sent through port $p$, then add $(\operatorname{MID}(m), p)$ to the TBD queue.
III Walk through path $P_{A}$ and at each node $x$ do the following -
4. If the TBD queue is not empty, then execute procedure Deliver-Message.
5. If node-state $=$ "Processing", then continue with the local computation at current node until a message needs to be sent or received. Update the state of node $x$ by writing to the whiteboard.
6. While the MR queue is not empty, execute procedure Receive-Message.
7. If there are no messages neither in the TBD queue nor in the MR queue, the Child-List is empty, and the node-state is "waiting", then write 'TERM' (for "terminated") on the whiteboard of $x$. Then go to the parent node $y$ (if any) and delete $x$ from the Child-List at node $y$. Now return back to node $x$.
IV If all the nodes visited in the previous step had a 'TERM' symbol written on their whiteboard then terminate the algorithm. Else repeat previous step.
where the procedures Deliver-Message and Receive-Message are as follows:

## Procedure Deliver-Message

1. Let $\left(m_{i}, p\right)$ be the first entry in the TBD queue. Leave the current node $x$ through port $p$ to reach node $y$ (say, through port $q$ ),
2. If the message $\left(m_{i}, q\right)$ is not present in the MR queue (or, the ME queue) at node $y$ Add the message ( $m_{i}, q$ ) to the MR queue, Delete any 'TERM' symbol (if present) from the whiteboard of node $y$, If the parent-link of node $y$ is not set, set it to $q$.
Set result to Success.
Else set result to Fail.
3. Return back to node $x$ and delete message ( $m_{i}, p$ ) from the TBD queue (if present). If the parent-link of node $y$ was set to $q$, then add the link $p=\lambda_{x}(e)$ to the Childlist of node $x$.
4. If the result is Fail and the TBD queue is not empty, then go back to the first step. Otherwise, return the result.

## Procedure Receive-Message

1. Let $\left(m_{i}, q\right)$ be the first entry in the MR queue. Remove the message ( $m_{i}, q$ ) from the MR queue and perform the local computation at the current node that results from receiving this message from port $q$.
2. If a message $m$ has to be sent through port $p$, then add $<M I D(m), p>$ to the TBD queue. Update the state of the current node by writing to the whiteboard.
3. Add $\left(m_{i}, q\right)$ to the ME queue

We denote by $L_{A}$ the length of the traversal path constructed by an agent $A$ and we define $L$ to be the maximum length of such a path. Notice that we can always ensure that $L$ is $O(n)$. The following lemmas show that the algorithm satisfies the Fairness and Termination-Detection properties.

Lemma 1. During the algorithm DisSimulate the following holds: (i) each message generated at some node $x$ and added to the TBD queue at position $r$ is delivered to its destination after at most $3 \cdot L \cdot r$ moves by any single agent and (ii) every message is delivered and executed exactly once (i.e. no message is repeated).

Lemma 2. During any execution of the algorithm DisSimulate, the size of the $T B D$ queue at any node $v$ would be at most 1 and the size of the $M R$ queue would be at most $(k \cdot L)$. The size of ME queue at any node $v$ would be at most the degree of that node.

Lemma 3. When any agent $A$ terminates the simulation, then the following conditions hold: (i) No node has any more messages to send and (ii) there are no messages in transit.

Also notice that once the execution of the original algorithm $Z$ terminates (i.e. when all messages have been delivered and executed), then every agent that is alive would terminate after at most $L \cdot n$ moves.

Theorem 1. The result obtained (i.e. the final state of the nodes) in any possible execution of algorithm DisSimulate, would be exactly identical to the result of some possible execution of the original algorithm $Z$ in the S.A. model.

Notice that the above theorem holds, irrespective of the number of agents failing or crashing, if at least one agent is alive. In other words, we can say the following:

Remark 1. A mobile agent system with at least one agent in a network of $n$ nodes, is computationally as powerful as a stationary agent system with $n$ agents.

Let us now measure the cost of the simulation.
Theorem 2. During the simulation, the total number of moves made by the agents is at most $O(k \cdot L)$ per message exchanged in an execution of the original algorithm $Z$.

The amount of local memory required by each agent (for storing a copy of the traversal path $\left.P_{A}\right)$ is $O(L \log \Delta)$, where $\Delta$ is the maximum degree of the graph. The amount of additional memory required at the nodes needs to be enough for storing the message queues.

## 4 Simulation in Anonymous Systems

In the previous section, we investigated systems having distinct identifiers for either the nodes of the network or the agents, or both. In this section, we consider the simulation of message-passing algorithms in anonymous networks by anonymous agents.

### 4.1 Employing the Existing Solution

The same simulation algorithm of the previous section can possibly be executed on anonymous networks too. Notice that even if the graph is anonymous, it is still possible for an agent to find a traversal path in the graph that visits every node, provided that the agent knows the size $n$ of the graph or at least an upper bound on $n$.

Lemma 4. An agent $A$ starting at a node $v$ of an anonymous graph $G$, can construct a path $P$ (represented by a sequence of edge labels) of finite length that starts and ends at $v$ and is guaranteed to visit each node at least once.

However, the path constructed by an agent may be very large when the graph is anonymous and the agent has no knowledge other than size of the graph. In the worst case, this path may of length exponential in $n$. In fact, given any arbitrary anonymous graph $G$ with $k$ agents placed among the nodes of $G$, there is no known (deterministic) algorithm that will enable the agents to construct a path of length polynomial in $n$, visiting all the vertices of $G$. Thus, we have the following corollary of Theorem 2

Corollary 1. The algorithm DisSimulate when executed on anonymous networks, has an exponential overhead, in terms of agent moves, for delivering each message.

### 4.2 In Absence of Good Traversal Paths

When it is not possible to construct efficient traversal paths, we can use a different approach for simulating a message-passing computation on a graph $G$. We partition the graph $G$ among the $k$ agents and each agent is responsible for the subgraph of $G$ that it owns (we call this the territory of the agent). Each agent simulates the computation within its territory, while periodically checking if any of its neighboring agents have crashed; in that case it annexes the territory of the dead agent. The initial territories are obtained using the procedure EXPLORE (as in [9]). The algorithm given below, simulates a given message-passing algorithm $Z$, on the graph $G$, using $k$ mobile agents. We use the notation $\mathbf{i d}_{v}(e)$ to denote an identifier $3^{3}$ for an edge $e$ at node $v$.

## ALGORITHM AnSimulate:

Phase 0: Each agent $A$ executes procedure EXPLORE to obtain its territory $T_{A}$. The territory $T_{A}$ is a tree rooted at the homebase, and all the other nodes contain a link marked as home-link which connects this node to its parent in the tree $T_{A}$. Let $n_{A}$ be the size of $T_{A}$. Agent $A$ then traverses its territory $T_{A}$ and at each node $v$ that it visits - if $v$ in the state "initiator", then agent $A$ initiates the algorithm $Z$ at node $v$ performing all local computation steps until

[^32]the first time a message needs to be sent or received; Agent $A$ then updates the state of node $v$ and if any message $m$ is to be sent through the port $p$, then the pair $(m, p)$ is added to the To-Be-Delivered (TBD) queue at node $v$.

Phase $i \geq 1$ : Agent A, (if alive) executes the following steps:
STEP 1: Agent $A$ does a depth-first traversal of its territory $T_{A}$. During the traversal, for each node $u$ that it visits, agent $A$ does the following:

- If the TBD queue of node $u$ is not empty, then execute procedure DeliverMessage;
- If node-state $=$ "Processing", then continue with the local computation at current node until a message needs to be sent or received. Update the state of node $x$ by writing to the whiteboard.
- While the MR queue is not empty, execute procedure Receive-Message.
- If there are no messages in both the TBD queue and MR queue, the ChildList is empty, and the node-state is "waiting", then write 'TERM' on the whiteboard of $u$. Then go to the parent node $v$ (if any) and delete $u$ from the Child-List at node $v$. Now return back to node $u$.
- Write $\operatorname{DONE}\left(i, n_{A}\right)$ on the whiteboard of $u$.

If during Step-1, agent A finds an $\operatorname{ANNEXED}\left(j, n_{B}, \mathbf{i d}_{h}\left(e^{\prime}\right)\right)$ mark in its homebase $h$, then agent $A$ goes to the edge $e^{\prime}$ and marks this edge as Tree-edge (For the next phase, $n_{A} \leftarrow n_{A}+n_{B}$ and $T_{A} \leftarrow T_{A}+\left\{e^{\prime}\right\}+T_{B}$.) In this case, agent A skips STEP-2 and jumps to STEP-3 to update its territory.

STEP 2: Agent $A$ starts a depth-first traversal of its territory. During the traversal, for each external edge $e=(u, v)$ incident to some node $u$ in its territory, it traverses the edge $e$ to reach the other end $v$, reads $\operatorname{DONE}\left(j, n_{B}\right)$ from whiteboard ${ }^{4}$ at $v$ and takes the following actions:

- If $(j<i)$ or, $\left(j=i\right.$ AND $\left.n_{B}<n_{A}\right)$, then go to the root-node $x$ of the tree $T_{B}$ containing $v$ and write $\operatorname{ANNEXED}\left(i, n_{A}, \mathbf{i d}_{x}(e)\right)$ (only if there is no other ANNEXED mark at node $x$ ).
- If successful in writing the ANNEXED mark, then return to $e$ and mark this edge as a Tree-edge.(For the next phase $n_{A} \leftarrow n_{A}+n_{B}$ and $T_{A} \leftarrow$ $\left.T_{A}+\{e\}+T_{B}.\right)$

STEP 3: Agent $A$ updates its territory $T_{A}$ to include all territories that it annexed and those annexed by the agents that it defeated. If agent $A$ itself was defeated, then it adds the territory of the agent $C$ that defeated it and all territories annexed by $C$. The home-links of the nodes in the territory are updated and the value of $n_{A}$ is modified accordingly. If all nodes in its territory had 'TERM' written on the whiteboards then agent $A$ executes procedure Termination-Detection to check if the termination condition has been reached and if so, stops. Otherwise agent $A$ goes to phase $i+1$.

[^33]
## Procedure Termination-Detection

For $r=1$ to $k$, do
If there is some node in $T_{A}$ which does not have a 'TERM' mark on its whiteboard, Return false;
Else write ' $\operatorname{TERM}(r)$ ' on the whiteboard of every node in $T_{A}$.
For each non-tree edge $e=(u, v)$ incident to a node $u \in T_{A}$,
Traverse edge $e$ to reach node $v \in T_{B}$ (say),
If node $v$ has no 'TERM' mark, then return false;
Else if found a ' $\operatorname{TERM}(j)$ ' mark and $j<r$ then,
Go to the root of tree $T_{B}$ and check if it is marked 'TERM(r)'
If not, mark 'TERM(r)' and merge $T_{A}$ with $T_{B}$ using the edge $e$;
If $r=k$, then return true;

## Procedure EXPLORE

1. Set Path to empty; Mark the homebase as explored and include it in territory $T$;
2. While there are unexplored edges at the current node $u$, select an unexplored edge $e$,
mark link $l_{u}(e)$ as explored and then traverse $e$ to reach node $v$; If $v$ is already marked (or $v$ contains another agent),
mark $e$ as a non-tree edge;
return back to $u$;
Otherwise
mark node $v$ as explored and mark link $l_{v}(e)$ as home-link; Add link $l_{v}(e)$ to Path;
Add the edge $e$ and node $v$ to the territory $T$;
3. When there are no more unexplored edges at the current node, If Path is not empty then, remove the last link from Path, traverse that link and repeat Step 2; Otherwise, Stop and return the territory $T$;

The procedures Deliver-Message and Receive-Message are same as before.
In the above algorithm, an agent $A$ annexes the territory of another agent $B$, if either (i) $B$ has died (or $B$ is slower than $A$ ) or, (ii) if during some phase $i$, $B$ has a smaller territory than $A$. After agent $A$ annexes the territory of agent $B$, these two territories are merged and both the agents(if alive) continue the simulation in the bigger territory. The algorithm ensures that the territory of an agent is always a tree, so that a single traversal by any agent can be completed in $O(n)$ moves.

Lemma 5. During algorithm AnSimulate, the following always holds:

1. The edges marked as tree-edges form a spanning forest of $G$, containing at most $k$ trees (each rooted at some homebase).
2. Every node is visited by an alive agent at least once in every $k$ phases.
3. An alive agent completes each phase within a finite amount of time.
4. Whenever an alive agent visits a node $v$, the top-most message in the TBD queue of $v$ is delivered to its destination (unless the queue is empty).
5. Every message generated at a node $v$ is delivered within a finite amount of time.

Lemma 6. When an agent A completes procedure Termination-Detection with a return value of true, then every message corresponding to the execution of algorithm $Z$, has been delivered and there are no messages in transit.

Lemma 7. When every message corresponding to the execution of algorithm $Z$, has been delivered, every alive agent terminates within at most $k$ phases.

Based on the above lemmas, we can say that the algorithm satisfies the both fairness and termination detection conditions. Finally we have the following theorem:

Theorem 3. Algorithm AnSimulate correctly simulates any given messagepassing algorithm $Z$, even if up to $f \leq k-1$ agents crash.

Let us now analyze the cost of the simulation. Notice that during every phase in which no agents crash, at least one message is delivered unless there are no more pending messages. The total number of moves per phase is $O(m \cdot k)$. Using a slight modification (to ensure that in every phase, any non-tree edge is traversed by at most one agent from each side) we can reduce the moves per phase to $O\left(m+n \cdot k^{\prime}\right)$ for $k^{\prime}$ alive agents.

Theorem 4. For the (modified) algorithm AnSimulate, the overhead for delivering each message is $O\left(m+n \cdot k^{\prime}\right)$, where $k^{\prime}$ is the number of surviving agents.

We would like to remark that the large overhead for message delivery is due to the fact that we have to deal with failures of any number of agents at any time during the simulation. In environments without agent failures, it is always possible to simulate a message-passing computation much more efficiently. For example, the algorithm given by Chalopin et al. [8] for the fault-free environment requires $O(n)$ agent moves per message delivery in the worst case.

## 5 Conclusions and Open Problems

We proposed and studied methods for simulating any message-passing computation in a mobile agent system with faulty agents. In particular, we have shown how to simulate a given message-passing algorithm, in a mobile agent system, while tolerating the crash-fault of any number of agents, provided that at least one agent is alive. Thus, agent crashes do not restrict the computational power of a mobile agent system. Another interesting observation is that a mobile agent system of $n$ nodes with at least one agent is computationally as powerful as a stationary agent system with $n$ agents.

We presented an algorithm DisSimulate, for simulating a message-passing computation in a labelled network (or, a network which can be explored efficiently). In this algorithm, the agents work independently of one another, with no communication among the agents and this makes this algorithm very robust.

For anonymous networks where distinct node identities are not available, we gave another algorithm AnSimulate, which partitions the network into disjoint parts that are serviced by different groups of agents. Even though the agents may crash at any time, the algorithm ensures that the simulation proceeds flawlessly irrespective of the agent crashes and the system always stabilizes to a state where the workload is equally distributed among the remaining agents.

In the present paper, we have only considered agent crash faults, but not node crashes. In the mobile agent model, a node crash (i.e. a whiteboard crash) implies that all data stored in the corresponding whiteboard would be deleted. Such faults can be dealt with using the known fault tolerance techniques for the message-passing (S.A.) model. In particular, given any algorithm for the S.A. model that is t-crash tolerant, the same algorithm can be simulated in a mobile agent system (using our proposed method), to tolerate up to $t$ crash faults of the nodes, irrespective of the number of agents failing.

One of the limitations of our results is the assumption that agents can only fail while traversing an edge. We have not considered the possibility of an agent failing while performing computation at a node, because in such a case, the whiteboard of the node may remain locked and thus inaccessible to all other agents, which can create a deadlock. Future studies on this problem should be directed towards finding a way to deal with crashes of agents inside a node, while avoiding the deadlock situation.
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#### Abstract

A set of input vectors $S$ is conclusive if correct functionality for all input vectors is implied by correct functionality over vectors in $S$. We consider four functionalities of comparator networks: sorting, merging of two equal length sorted vectors, sorting of bitonic vectors, and halving (i.e., separating values above and below the median). For each of these functionalities, we present tight lower and upper bounds on the size of conclusive sets. Bounds are given both for conclusive sets composed of binary vectors and of general vectors. The bounds for general vectors are smaller than the bounds for binary vectors implied by the 0-1 principle. Our results hold also for comparator networks with unbounded fanout.

Assume the network at hand has $n$ inputs and outputs, where $n$ is even. We present a conclusive set for sorting that contains $\binom{n}{n / 2}$ nonbinary vectors. For merging, we present a conclusive set with $\frac{n}{2}+1$ nonbinary vectors. For bitonic sorting, we present a conclusive set with $n$ nonbinary vectors. For halving, we present $\binom{n}{n / 2}$ binary vectors that constitute a conclusive set. We prove that all these conclusive sets are optimal.


Keywords: Zero-One Principle, Comparator Networks, Sorting Networks, Bitonic Sorting, Merging Networks.

## 1 Introduction

Comparator networks are combinational circuits with fanout one built only from comparators, where a comparator is a gate that sorts a pair of numbers. When the fanout is not restricted, we call such a network a min-max network. The $0-1$ principle introduced by Knuth [5] states that a comparator network is a sorting network if and only if it sorts all binary inputs. Sorting is not the only functionality that comparator networks and min-max networks are useful for. Additional functionalities include merging two sorted vectors, halving vectors (i.e., separating values above and below the median), and sorting restricted sets of vectors (e.g., bitonic sorting). Since its introduction in 1973, the $0-1$ principle was extensively used for proving the correctness of various types of networks.

In this paper we address the following questions: How many vectors are needed to verify the functionality of a given a min-max network? The $0-1$ principle states that a comparator network with $n$ inputs is a sorting network if it correctly sorts every binary
vector. Can sorting be verified using fewer vectors? Assume $n$ is even. A similar question can be asked for merging networks where the input consists of two sorted vectors of length $n / 2$. The number of binary inputs for a merging network is $(n / 2+1)^{2}$. Can merging be verified using fewer vectors? We also ask: does the verification of comparator networks require fewer vectors than min-max networks?

We refer to a set of vectors that verifies a specific functionality as a conclusive set. Our goal is to find small conclusive sets for various functionalities. The main motivation for smaller conclusive sets is for testing the functionality of a given min-max network; the smaller the conclusive set, the faster the test runs.

So far, only binary vectors were considered for conclusive sets. We introduce the usage of nonbinary vectors (i.e., vectors in $\{0, \ldots, n-1\}^{n}$ ) for conclusive sets. Interestingly, our main result is that smaller conclusive sets are possible if nonbinary vectors are allowed. In addition, we prove lower bounds on the size of conclusive sets that imply the optimality of our constructions. We also prove lower bounds on the sizes of conclusive sets consisting solely of binary vectors.

Previous work. Previous work falls into two main categories: extensions of the 01 principle to functionalities other than sorting (mainly merging) and an attempt to prove lower bounds on the size of binary conclusive sets for sorting.

The main application of the 0-1 principle is to facilitate the design and verification of sorting and merging networks. We review some of the applications of the $0-1$ principle from the literature. Miltarsen et. al. [10] used a variant of the $0-1$ principle to prove the correctness of a merging network. Liszka and Batcher [8] used it to prove the the correctness a merging network called the modulo merger. Bender and Williamson [3] used it to prove structure theorems for recursively constructed merging networks. Batcher and Lee [6] used it to prove the correctness of a $k$-merger network whose input consists of $k$ sorted vectors of equal length. Nakatani et. al. [11] used it to prove the correctness of a bitonic sorter. Rajasekaran and Sen [12] generalized the 0-1 principle to networks that sort almost all 0-1 inputs. They proved bounds on the fraction of correctly sorted general vectors based on the fraction of correctly sorted binary vectors.

Rice [13] investigated a computational model called continuous in-place functions (CIP-functions). The set of functions computable by comparator networks (with fanout one) is strictly contained in the set of CIP-functions. Rice [13] proved that a CIP-function sorts all vectors if and only if it sorts all the binary vectors. In addition, Rice proved the following lower bound. If $S \subseteq\{0,1\}^{n}$ is a conclusive set for sorting with respect to CIP-functions, then $\{0,1\}^{n} \backslash\left\{0^{n}, 1^{n}\right\} \subseteq S$. Rice proves this by presenting, for every binary vector $v \notin\left\{0^{n}, 1^{n}\right\}$, a witness CIP-function $f_{v}$ that sorts all binary vectors except for $v$. Rice's result does not imply lower bounds on the size of binary conclusive sets with respect to comparator networks (with fanout one). We strengthen Rice's result by presenting, for every $0-1$ vector $v$, a witness comparator network $N_{v}$ whose fanout equals one that sorts all $0-1$ vectors except for $v$. Hence, we obtain lower bounds on the size of binary conclusive sets even when the fanout is one. Our construction is also quite simple and relies only on sorting networks. A proof that the set of CIP-function equals the set of functions computable by min-max networks appears in [2].

Our results. Table 1 summarizes our results. The first column in the table lists the four functionalities that we deal with (see Sec. 3 for formal definitions). We consider
both conclusive sets that consist only of binary vectors and general conclusive sets (i.e., conclusive sets that contain vectors in $\{0, \ldots, n-1\}^{n}$ ). The second column lists the sizes of binary conclusive sets that follow from the $0-1$ principle. The third columns lists optimal sizes of binary conclusive sets that are proved in Sec.6and5.3 The fourth column lists optimal sizes of general conclusive sets and the fifth column lists the type of conclusive set that achieves each bound. These general conclusive sets are presented in Sec. 5. Their optimality is proved in Sec. 6.

Table 1. Summary of results: sizes of conclusive sets for various functionalities

|  | size of <br> conclusive set <br> implied by the <br> $0-1$ principle | optimal size of <br> binary <br> conclusive set | optimal size of <br> general <br> conclusive set | description |
| :--- | :--- | :--- | :--- | :--- |
| Sorting | $2^{n}-2[5]$ | $2^{n}-2$ | $\left.\begin{array}{c}n \\ \lceil n / 2\rceil\end{array}\right)$ | covering permu- <br> tations |
| Merging | $\left(\frac{n}{2}+1\right)^{2}[10]$ | $\left(\frac{n}{2}+1\right)^{2}$ | $\frac{n}{2}+1$ | sandwiches |
| Bitonic Sorting | $(n-1) \cdot n[11]$ | $(n-1) \cdot n$ | $n$ | unitonic |
| Halving | $2^{n}-2$ | $\binom{n}{n / 2}$ | $\binom{n}{n / 2}$ | balanced binary |

Techniques. The 0-1 principle is originally stated for sorting networks, and it has been common to informally extend it to other functionalities such as merging [10] and bitonic sorting [11]. With each vector $v$, we attach a set of binary vectors that are called the 0 1 images of $v$. A binary vector $b$ is a 0-1 image of $v$ if there exists a monotonic function $f$ such that $b=\left\langle f\left(v_{0}\right), \ldots, f\left(v_{n-1}\right)\right\rangle$. In Lemma 1 we present a variant of the 0 1 principle that deals with a single input vector and all its $0-1$ images. This variant forms the basis in Theorem 3 for proving a formal extension of the $0-1$ principle for each of the functionalities considered in Table 1.

Upper bounds on the size of conclusive sets are obtained by presenting sets of vectors whose 0-1 images constitute a binary conclusive set. Since a nonbinary vector of length $n$ may have up to $n+1$ different $0-1$ images, a reduction in the size of conclusive sets is achieved for certain functionalities.

Lower bounds are based on Lemma6that proves, for every binary vector $v$, the existence of a comparator network (with fanout one) $N_{v}$ that sorts all binary vectors except for $v$. This lemma obviously proves lower bounds on the size of binary conclusive sets. In the case of nonbinary conclusive sets, lower bounds are obtained by focusing on balanced binary vectors (i.e., vectors that contain the same number of zeros and ones). Since every vector has at most one balanced 0-1 image, the number of nonbinary vectors in a conclusive set cannot be smaller than the number of balanced binary vectors in a binary conclusive set.

Organization. This paper is organized as follows. In Section 2 comparator networks and min-max networks are formally defined. Various functionalities of min-max networks are presented in Section 3 In Section 4 the well known 0-1 principle for sorting networks is presented along with some variants. These variants enable extending the 0 1 principle to the functionalities presented in Section 3. In Section 5we present smaller conclusive sets for each of these functionalities. In Section 6 we prove lower bounds on the sizes of binary and general conclusive sets. These general lower bounds match the upper bounds presented in Section 5. We conclude with a discussion and two open problems.

## 2 Comparator Networks and Min-Max Networks

A comparator is a combinational gate with 2 input ports $a_{1}, a_{2}$ and 2 output ports $b_{\min }, b_{\max }$. Each port may carry a single number (e.g., a $k$-bit string that is the binary representation of a number in the range $\left[0,2^{k}-1\right]$ ). We denote by $v(x)$ the value carried by port $x$. A comparator sorts the pairs of numbers in the following sense. Suppose the input values are $v\left(a_{1}\right)$ and $v\left(a_{2}\right)$, where the number $v\left(a_{i}\right)$ is input to port $a_{i}$, for $i=1,2$. The output values satisfy

$$
\begin{aligned}
v\left(b_{\min }\right) & =\min \left\{v\left(a_{1}\right), v\left(a_{2}\right)\right\} \\
v\left(b_{\max }\right) & =\max \left\{v\left(a_{1}\right), v\left(a_{2}\right)\right\} .
\end{aligned}
$$

Note that when restricted to Boolean inputs, a comparator simply consists of one ANDgate and one OR-gate.

A min-max network is a combinational circuit, all the gates of which are comparators. This means that the topology of a min-max network is a directed acyclic graph with 3 types of vertices: (i) A set of input vertices $X$ that serve as external input ports. (ii) A set of output vertices $Y$ that serve as external output ports. (iii) A set of comparators $C$. The in-degree of input vertices and the out-degree of output vertices are zero. Comparators have two incoming edges, one edge per input port. Every edge emanates from an input vertex or an output port of a comparator. Every edge enters an input port of comparator or an output vertex. Exactly one edge incomes every input port of a comparator and every output vertex. Note that when restricted to binary vectors, every output of a min-max network $N$ is computable by a monotonic boolean circuit (i.e., a circuit that contains only AND-gates and OR-gates, and lacks inverters).

A comparator network is a min-max network in which the fanout of every input vertex and every output port of a comparator is one. All our results (i.e., upper and lower bounds) hold both for min-max networks and comparator networks.

We focus on min-max networks in which the number of input vertices equals the number of output vertices, namely $|X|=|Y|$. We denote by $n$ the number of input vertices and assume that $n$ is even. We also assume that the range of valid input/output values contains the set $\{0, \ldots, n-1\}$.

Often, min-max networks are used for sorting. To be able to define such functionality, one must label the output vertices (e.g., which output vertex outputs the maximum value?). The output vertices are labeled $y_{0}, \ldots, y_{n-1}$. Similarly, the input vertices are labeled $x_{0}, \ldots, x_{n-1}$.

## 3 Functionality

Since every min-max network is a combinational circuit, the functionality is well defined. Let $N$ denote a min-max network with input vertices $X=\left\{x_{0}, \ldots, x_{n-1}\right\}$ and output vertices $Y=\left\{y_{0}, \ldots, y_{n-1}\right\}$. We now introduce notation for the relation between the input and output values of min-max networks.

An input vector is a function $v: X \rightarrow \mathbb{N}$, where $v\left(x_{i}\right)$ denotes the value fed by the input vertex $x_{i}$. An output vector is a function $w: Y \rightarrow \mathbb{N}$, where $w\left(y_{i}\right)$ denotes the value that is received by the output vertex $y_{i}$. Given an input vector $v$, we denote by $N(v)$ the output vector obtained when the min-max network $N$ is input the vector $v$. We often refer to input and output vectors as sequences of length $n$ rather than functions, namely, $v=\left\langle v\left(x_{0}\right), \ldots, v\left(x_{n-1}\right)\right\rangle$.

We say that a vector $w=\left\langle w_{0} \ldots, w_{n-1}\right\rangle$ is sorted if $w_{i} \leq w_{j}$ whenever $i \leq j$. We now define four functionalities of a min-max networks.
sorting: A min-max network is a sorting network if $N(v)$ is sorted for every input vector $v$.
bitonic sorting: We first define ascending-descending vectors and bitonic vectors. A vector $v$ is ascending-descending if it is a concatenation of a non-decreasing vector and a non-increasing vector (the two vectors need not be of equal length, in fact, one of these vectors may even be empty). A vector $v$ is bitonic if it is a cyclic rotation of an ascending-descending vector.
A min-max network is a bitonic sorter if $N(v)$ is sorted for every input vector $v$ that is bitonic [5] p. 232].
merging: We first define bi-sorted vectors. A vector $v$ is bi-sorted if $v$ is the concatenation of two sorted vectors of equal length, namely, $v_{i+1} \geq v_{i}$ for every $i \in\{0, \ldots, n-2\} \backslash\left\{\frac{n}{2}-1\right\}$.
A min-max network is a merging network if $N(v)$ is sorted for every input vector $v$ that is bi-sorted.
halving: We first define halved vectors. A vector $v$ is halved if $v_{j} \geq v_{i}$ for every $0 \leq i<\frac{n}{2} \leq j<n$.
A min-max network is a halver if $N(v)$ is halved for every input vector $v$.

## 4 The 0-1 Principle

Let $f: \mathbb{N} \rightarrow \mathbb{N}$ denote a (non-decreasing) monotonic function (i.e., $a \leq b$ implies $f(a) \leq f(b))$. Given a vector $v$ and a function $f, f(v)$ denotes the vector $\left\langle f\left(v_{0}\right), \ldots\right.$, $\left.f\left(v_{n-1}\right)\right\rangle$.

We now cite two important theorems on comparator networks.
Theorem 1 ([5],p. 224). For every comparator network $N$, every monotonic function $f$, and every input vector $v$,

$$
f(N(v))=N(f(v)) .
$$

Theorem 1 can be proved for the value transmitted along every edge in $N$ by induction on its "depth" (i.e., maximum distance from an input node). Theorem 1 has several
applications. One application shows that a comparator network is a sorting network if and only if it sorts every input vector that is one-to-one (i.e, vector with distinct values). The most useful application of Theorem 1 is the $0-1$ principle.

Theorem 2 (The 0-1 principle). Let $N$ denote a comparator network with $n$ inputs and $n$ outputs. The network $N$ is a sorting network if and only if it sorts every input vector in $\{0,1\}^{n}$.

We present a variant of Theorem 2 that deals with a single vector instead of the set of all vectors. A vector in $\{0,1\}^{n}$ is called a $0-1$ vector. A threshold function is a function $\tau_{k}: \mathbb{N} \rightarrow\{0,1\}$ defined by

$$
\tau_{k}(i) \triangleq \begin{cases}0 & i<k \\ 1 & i \geq k\end{cases}
$$

When $f$ is a threshold function, we refer to the vector $f(v)$ as a 0-1 image of $v$. Clearly, every $v$ with $k$ distinct values has exactly $k+1$ different $0-1$ images. Two trivial 0 1 images are the vectors $0^{n}$ and $1^{n}$.

The following lemma implies the 0-1 principle.
Lemma 1. Let $N$ denote a min-max network with $n$ inputs and $n$ outputs. Let $v$ denote an input vector. The output vector $N(v)$ is sorted (halved) if and only, for every threshold function $f$, the output vector $N(f(v))$ is sorted (halved).

Proof. We prove only the sorting version; the halving version is proved analogously. The easy direction is to show that if $N(v)$ is sorted, then $N(f(v))$ is sorted for every threshold function $f$. Indeed, by Theorem 1 sorted, so is $f(N(v))$, and therefore $N(f(v))$ is sorted.

The other direction is proved by contradiction. Assume $N(v)$ is not sorted and $N(f(v))$ is sorted for every threshold function. Let $i$ denote an index such $N(v)_{i}>$ $N(v)_{i+1}$. Consider the threshold function $\tau_{k}$ for $k=N(v)_{i}$. Let $w=\tau_{k}(N(v))$. By Theorem $w=N\left(\tau_{k}(v)\right)$. Note that $w_{i}=1$ while $w_{i+1}=0$. Hence $w$ is not sorted, contradicting the assumption.

We now state a 0-1 principle for merging networks, bitonic sorters, and halvers (this principle appears in [10, pp 152] for merging networks).

Theorem 3. Let $N$ denote a min-max network with $n$ inputs and $n$ outputs.

- The network $N$ is a merging network iff $N(v)$ is sorted for every 0-1 bisorted vector $v$.
- The network $N$ is a bitonic sorter iff $N(v)$ is sorted for every 0-1 bitonic vector $v$.
- The network $N$ is a halver iff $N(v)$ is halved for every 0-1 vector $v$.

Theorem 3 follows directly from Lemma 1 and from the following lemma.
Lemma 2. A vector $v$ is bisorted/bitonic/halved iff all its 0-1 images are bisorted/ bitonic/halved.

Proof. We prove the lemma only for bitonic case; the other cases are proved similarly. Every threshold function is monotonic, and therefore, if $v$ is bitonic, then all its 0 1 images are also bitonic.

The converse direction is proved by contradiction. Assume that $v$ is not bitonic. That means that the cyclic rotations of $v$ are also not bitonic. By applying rotations, we may assume that the value of the first component $v_{0}$ of $v$ is minimum, namely $v_{0}=\min _{i} v_{i}$. Since $v$ is not bitonic, it is also not ascending-descending.

We claim that there exist $0<i<j<n-1$ such that $v_{0}<v_{i}, v_{j}<v_{i}$, and $v_{j}<v_{j+1}$ (see Fig. [1). Indeed, the index $i$ is chosen to be the maximal index such that the subsequence $\left\langle v_{0}, \ldots, v_{i}\right\rangle$ is ascending. Since $v$ is not ascending, it follows that $i<n-1$. By the choice of $i$, it follows that $v_{i+1}<v_{i}$. By the minimality of $v_{0}$, it follows that $v_{i}>v_{0}$, since otherwise $v_{i+1}<v_{0}$. The index $j$ is chosen to be the maximal index such that the subsequence $\left\langle v_{i}, \ldots, v_{j}\right\rangle$ is descending. Since $v_{j} \leq v_{i+1}$, it follows that $v_{j}<v_{i}$. Since $v$ is not ascending-descending, $j<n-1$. Finally, by the choice of $j, v_{j+1}>v_{j}$.

Let $\tau_{k}$ be the threshold function with $k=\min \left\{v_{i}, v_{j+1}\right\}$. Note that $\tau_{k}(v)$ contains $\langle 0,1,0,1\rangle$ as a subsequence, which implies that $\tau_{k}(v)$ is not bitonic, contradicting the assumption that all the $0-1$ images of $v$ are bitonic.


Fig. 1. A vector which is not ascending-descending on the left and the corresponding 0-1 vector on the right

## 5 Smaller Conclusive Sets

Definition 1. A set of vectors $C$ is conclusive for sorting if every min-max network that sorts all vectors in $C$ is a sorting network.

One can also define conclusive sets for other functionalities, such as merging networks, bitonic sorters, or halvers. For each functionality, a conclusive set serves as a proof of the correct functionality of the min-max network. Obviously, the set of all valid inputs is a conclusive set (e.g., the set of all bisorted vectors is conclusive for merging). The $0-1$ principle implies that the set of all valid $0-1$ vectors is a conclusive sets for the sorting, merging, bitonic sorting, and halving. Our goal is to present even smaller conclusive sets for these functionalities.

### 5.1 Sandwiches for Merging

We refer to a vector over $\{0, \ldots, n-1\}$ of length $n$ with distinct values as a permutation. We now define a special type of bisorted vectors called sandwiches (Figure 2 depicts a sandwich).

Definition 2. A sandwich $v$ is obtained from the sorted vector $\langle 0, \ldots, n-1\rangle$ by choosing a block of length $n / 2$ that serves as the second half of $v$. The components of the vector outside the block constitute the first half of $v$.


Fig. 2. On the left, a construction of a sandwich by choosing an interval $a$ of length $n / 2$ and then swapping the interval $a$ and the interval $b_{r}$. On the right are all 5 sandwiches of length 8 .

Note that a vector $v=\left\langle v_{0}, \ldots, v_{n-1}\right\rangle$ is a sandwich if and only if $v$ satisfies 3 conditions: (i) $v$ is a permutation, (ii) $v$ is bisorted, and (iii) the second half of $v$ is an interval (i.e., there exists an $0 \leq i \leq \frac{n}{2}$ such that $\left\langle v_{n / 2} \ldots, v_{n-1}\right\rangle=\left[i, i+\frac{n}{2}-1\right]$ ).

Since there are $n / 2+1$ blocks of length $n / 2$ in the sorted vector, we conclude with the following observation.
Observation 4. There are exactly $n / 2+1$ different sandwiches of length $n$.
Lemma 3. Every bisorted 0-1 vector is a 0-1 image of a sandwich.
Proof. Let $v$ be a bisorted $0-1$ vector. Let $p$ and $q$ denote the number of zeros in the first and second halves of $v$, respectively. (See Figure 3). Let $s$ denote the sandwich obtained when the block that defines the second half of $s$ starts in position $p$. It follows that $\tau_{p+q}(s)=v$.
Lemma 4. A min-max network is a merging network iff it sorts all sandwiches.
Proof. Since sandwiches are bisorted, they are sorted by a merging network. We now prove that the set of sandwiches is conclusive for merging. Let $N$ denote a min-max network with $n$ inputs and outputs that sorts all sandwiches of length $n$.

Since $N$ sorts all sandwiches, by Lemma 1 By Lemma 3, this means that $N$ sorts all bisorted $0-1$ vectors. By Theorem 3, $N$ is a merging network, and the lemma follows.

Lemma 4 implies the following corollary.
Corollary 1. The set of $n / 2+1$ sandwiches is a conclusive set for merging networks of width $n$.

### 5.2 Unitonic Vectors for Bitonic Sorting

A vector is unitonic if it is a cyclic rotation of the vector $\langle 0,1, \ldots, n-1\rangle$. In the full version we prove the following theorem.
Theorem 5. The set of $n$ unitonic vectors is a conclusive set for bitonic sorters of width $n$.


Fig.3. A $0-1$ bisorted vector $v$ and the sandwich $s$ that is the pre-image of $v$ with respect to the threshold 4. Here $n=8, p=1$ and $q=3$.

### 5.3 Balanced Vectors for Halving

A binary vector is balanced if it contains the same number of zeros and ones. In the full version we prove the following theorem.

Theorem 6. The set of $\binom{n}{n / 2}$ balanced vectors is a conclusive set for halvers.

### 5.4 Conclusive Sets for Sorting

Let $\mathbb{P}$ denote the partially ordered set consisting of all the subsets of $\{0, \ldots, n-1\}$ ordered by inclusion. A sequence $A_{1}, A_{2}, \ldots, A_{k}$ of subsets in $\mathbb{P}$ is a chain if it satisfies

$$
\emptyset \subseteq A_{1} \subsetneq A_{2} \subsetneq \cdots \subsetneq A_{k} \subseteq\{0, \ldots, n-1\}
$$

An antichain is a family of subsets $\left\{B_{i}\right\}_{i \in I}$ no two of which are related (i.e., $B_{i} \nsubseteq$ $B_{j}$ for every $i \neq j \in I$ ). The indicator vector $\chi(A)$ of a subset $A$ is the vector $\left\langle\chi(A)_{0}, \ldots, \chi(A)_{n-1}\right\rangle \in\{0,1\}^{n}$ defined by $\chi(A)_{i}=1$ iff $i \in A$.

Lemma 5. For every chain $\left\{A_{c}\right\}_{c \in C}$, there exists a permutation vector $\pi$ such that, for every $c \in C$, the indicator vector $\chi\left(A_{c}\right)$ is a 0-1 image of $\pi$.

Proof. Without loss of generality, $C$ is an interval $\{0, \ldots,|C|-1\}$. Let $A_{0}=\left\{i_{0,1}, \ldots\right.$ ,$\left.i_{0, k_{0}}\right\}$. Similarly, for $0 \leq j<|C|-1$, let $A_{j+1} \backslash A_{j}=\left\{i_{j+1,1}, \ldots, i_{j+1, k_{j+1}}\right\}$. Define $\pi\left(i_{0, \ell}\right)=n-\ell$ for $1 \leq \ell \leq k_{0}$. For $j \geq 1$, define $\pi\left(i_{j, \ell}\right)=n-\sum_{m<j} k_{m}-\ell$. If the maximal set in the chain does not contain all the elements, then we augment $\pi$ to be a permutation by adding the missing values to the unassigned components.

Every indicator vector $\chi\left(A_{c}\right)$ is a 0-1 image of $\pi$ since $\chi\left(A_{c}\right)=\tau_{t}(\pi)$, where $t=$ $n-\sum_{i \leq c} k_{i}$.

Theorem 7. There exists a conclusive set of size $\binom{n}{n / 2}$ for sorting networks of width $n$. Proof. By Sperner's theorem [9], the size of every antichain is at most $\binom{n}{n / 2}$. The collection of subsets of size $n / 2$ is an antichain of size $\binom{n}{n / 2}$, and hence, it is an antichain of maximum cardinality. By Dilworth's theorem [4], there exist $\binom{n}{n / 2}$ chains that cover all the subsets in $\mathbb{P}$. By Lemma [5] associate a permutation to each chain in the cover. Let $\Psi$ be the set of $\binom{n}{n / 2}$ permutations associated with the chains in the cover. Lemma 5
implies that every indicator vector of every subset in $\mathbb{P}$ is a $0-1$ image of a permutation in $\Psi$. Note that the set of indicator vectors of subsets in $\mathbb{P}$ is simply $\{0,1\}^{n}$. By Lemma 11 if a network $N$ sorts all members of $\Psi$, then $N$ sorts all the 0-1 images of $\Psi$, and hence all $0-1$ vectors. By Lemma 2, if $N$ sorts all members of $\Psi$, then $N$ is a sorting network; hence, $\Psi$ is a conclusive set for sorting networks.

## 6 Lower Bounds for Conclusive Sets

In this section we prove lower bounds on the size of conclusive sets for the tasks considered in Section 5. These lower bounds prove the optimality of all conclusive sets presented in Section 5]even if the fanout is one. A similar result in a stronger model, called continuous in-place mappings, is proven in [13]. (Note that a "counter-example" in a weak model implies the existence of a counter-example in a stronger model.) The lower bounds rely on the following lemma.

Lemma 6 (The witness network). For every $0-1$ vector $v \notin\left\{0^{n}, 1^{n}\right\}$, there exists $a$ comparator network $N_{v}$ in which all fanouts equal 1 such that $N_{v}$ sorts all 0-1 vectors except $v$.

Proof. The network $N_{v}$ is depicted in Figure 4. Given $v$, let $L \triangleq\left\{x_{i} \mid v_{i}=0\right\}$ and $H \triangleq\left\{x_{i} \mid v_{i}=1\right\}$. Let $\ell^{\prime}$ denote the maximal value in $L$, and let $h^{\prime}$ denote the minimal value in $H$. The inputs in $L$ are fed into a sorting network $S_{|L|}$ of width $|L|$. The outputs of the sorting network $S_{|L|}$ are separated into the output that carries the maximal value $\ell^{\prime}$ and the remaining $|L|-1$ outputs denoted by $L^{\prime}$. Similarly, the inputs in $H$ are fed to a sorting network $S_{|H|}$ of width $|H|$. The outputs of $S_{|H|}$ are separated into the output that carries the minimal value $h^{\prime}$ and the remaining $|H|-1$ outputs denoted by $H^{\prime}$. The $n-2$ outputs in $L^{\prime} \cup H^{\prime}$ are input to a sorting network $S_{n-2}$. The outputs of $S_{n-2}$ are split into the lower $|L|-1$ outputs denoted by $L^{\prime \prime}$ and the upper $|H|-1$ outputs denoted by $H^{\prime \prime}$. Finally, $L^{\prime \prime}$ together with $h^{\prime}$ is input to a sorting network $S_{|L|}$ to output the outputs $y_{0}, \ldots, y_{|L|-1}$ of $N_{v}$. Similarly, $H^{\prime \prime}$ together with $\ell^{\prime}$ is input to a sorting network $S_{|H|}$ to output the outputs $y_{|L|}, \ldots, y_{n-1}$ of $N_{v}$. Since there exists sorting networks with fanout one (e.g., Batcher's sorting [1]), the fanout of all ports in $N_{v}$ equals one.

It remains to show that the network $N_{v}$ fails in sorting a $0-1$ vector $u$ if only if $u=v$. Note that $u \neq v$ if and only if $\ell^{\prime}=1$ or $h^{\prime}=0$. For two $0-1$ vectors $a$ and $b$ (not necessarily of the same length), we say that $b$ dominates $a$ if $\max _{i} a_{i} \leq \min _{i} b_{i}$. We denote the relation " $b$ dominates $a$ " by $a \preceq b$. Note that $L^{\prime \prime} \preceq H^{\prime \prime}$ since $L^{\prime \prime}$ is the lower part and $H^{\prime \prime}$ is the upper part of the outputs of $S_{n-2}$.

If $u \neq v$, there are two cases. We prove the case $\ell^{\prime}=1$ (the case in which $h^{\prime}=0$ is similar). We claim that

$$
\begin{equation*}
L^{\prime \prime} \cdot h^{\prime} \preceq H^{\prime \prime} \cdot \ell^{\prime} \tag{1}
\end{equation*}
$$

Equation 1 obviously holds if $h^{\prime}=0$. If $h^{\prime}=1$, then $H$ is all ones, and therefore, so are $H^{\prime}$ and $H^{\prime \prime}$. It follows that $\min _{i}\left(H^{\prime \prime} \cdot \ell^{\prime}\right)_{i}=1$, and Eq. 1 holds. Since Eq. 1 holds, it follows that $N(u)$ is sorted, as required.

The comparator network $N$ fails in sorting $v$ since $\ell^{\prime}=0$ while $H^{\prime}$ is all ones, therefore $y_{|L|}=0$. On the other hand, $h^{\prime}=1$ while $L^{\prime \prime}$ is all zeros, hence $y_{|L|-1}=1$, and the lemma follows.

We note that an attempt to design a witness network simply by flipping two (adjacent) output vertices of a sorting network fails. The reason is that a sorting network in which the outputs $y_{i}$ and $y_{i+1}$ are flipped fails in sorting all binary vectors whose weight is $i+1$. If non-adjacent outputs $y_{i}$ and $y_{j}$ are flipped, where $i<j$, then all binary vectors whose weight is greater than $i$ and at most $j$ are not sorted.

Furthermore, there do not exist witness networks for permutations as stated in the following claim.

Claim. For every permutation vector $v$, there does not exist a min-max network $N_{v}$ such that $N_{v}$ sorts all permutation vectors except $v$.

Proof. By Lemma 1, if $N_{v}$ does not sort $v$, then there exists a $0-1$ image $b$ of $v$ such that $N_{v}$ does not sort $b$. The number of permutations $w$ such that $b$ is a 0-1 image of $w$ is $k!(n-k)$ !, where $k$ is the weight of $b$. Hence, $N_{v}$ fails in sorting many permutations if it fails in sorting one.


Fig. 4. A comparators network $N_{v}$ that sorts all $0-1$ vectors except for $v$. The building blocks of $N_{v}$ are sorting networks $S_{|L|}, S_{|H|}$ and $S_{n-2}$.

If $v$ is a balanced $0-1$ vector, we obtain the following corollary of Lemma
Corollary 2. For every balanced $0-1$ vector $v$, there is a network $N_{v}$ that halves every $0-1$ vector except $v$.

The following lemma states necessary and sufficient conditions for a set to be conclusive with respect to min-max networks (and therefore, also with respect to comparator networks).

Lemma 7. Let $C$ be a set of vectors.

- $C$ is conclusive for sorting iff every 0-1 vector is a 0-1 image of a vector of $C$.
- $C$ is conclusive for merging iff every bisorted 0-1 vector is a 0-1 image of a vector of $C$.
- $C$ is conclusive for bitonic sorting iff every bitonic 0-1 vector is a 0-1 image of a vector of $C$.
- $C$ is conclusive for halving iff every balanced 0-1 vector is a 0-1 image of a vector of $C$.

Proof. We consider the task of sorting.
$(\Rightarrow)$ Assume that there exists a $0-1$ vector $z$ that is not a $0-1$ image of any vector in $C$. Consider the network $N_{z}$ (guaranteed by Lemma 6) that sorts all 0-1 vectors except for $z$. We claim that $N_{z}$ sorts all vectors in $C$. Indeed, $N_{z}$ sorts all 0-1 images of vectors in $C$, and hence, by Lemma sorts all vectors in $C$. However, $N_{z}$ is not a sorting network, implying that $C$ is not a conclusive set for sorting.
$(\Leftarrow)$ Suppose every $0-1$ vector is a $0-1$ image of a vector of $C$. Let $N$ denote a minmax network. If $N$ sorts every $v \in C$, then $N$ sorts every $0-1$ image of $v \in C$, and hence, $N$ sorts every $0-1$ vector. By Theorem $2 N$ is a sorting network. Hence, sorting all vectors in $C$ implies that $N$ is a sorting network, and thus, $C$ is a conclusive set for sorting.

The proof for merging, bitonic sorting, and halving is similar.
The following lemma states exact sizes of 0-1 balanced vectors of three different kinds.

Lemma 8. The following statements hold for every $n>0$ :

- There are exactly $\binom{n}{n / 2}$ balanced $0-1$ vectors of length $n$.
- There are exactly $n / 2+1$ balanced bisorted $0-1$ vectors of length $n$.
- There are exactly $n$ balanced bitonic $0-1$ vectors of length $n$.

Proof. The number of balanced 0-1 vectors follows from the fact that there are $\binom{n}{n / 2}$ possible choices for the indexes of the ones. Every 0-1 balanced bisorted vector is of the form $0^{i} \cdot 1^{n / 2-i} \cdot 0^{n / 2-i} \cdot 1^{i}$ There are $n / 2+1$ possible values for $i$. Finally, every $0-1$ balanced bitonic vector is a rotation of $0^{n / 2} \cdot 1^{n / 2}$. There are $n$ possible rotations, and the lemma follows.

The following lemma states lower bounds on the size of conclusive sets for sorting, merging, bitonic sorting, and halving.

Lemma 9. Let $C$ be a set of vectors of length $n$.

- If $C$ is conclusive for sorting then $|C| \geq\binom{ n}{n / 2}$.
- If $C$ is conclusive for merging then $|C| \geq n / 2+1$.
- If $C$ is conclusive for bitonic sorting then $|C| \geq n$.
- If $C$ is conclusive for halving then $|C| \geq\binom{ n}{n / 2}$.

Proof sketch: The proof relies on the observation that every vector has at most one $0-1$ image that is balanced. If $C$ is conclusive for sorting, then by Lemma 7 every 0 1 vector is a 0-1 image of a vector in $C$. In particular, every balanced $0-1$ vector is a $0-1$ image of a vector in $C$. By the above observation, the number of vectors in $C$ is not less than the number of 0-1 balanced vectors. Hence, by Lemma $8|C| \geq\binom{ n}{n / 2}$, as required. The proof of the other three lower bounds is similar.

## 7 Discussion and Open Problems

We presented upper bounds and lower bounds on the size of conclusive sets for sorting, merging, halving, and bitonic sorting (see Table 11). Separate bounds are presented for binary vectors and vectors over $\{0, \ldots, n-1\}$. We show that the use of nonbinary vectors reduces the size of conclusive sets in all cases, except for halving.

Knuth [5] ex. 2, p. 218] proved the following property about selection. If the output $y_{t}$ of a comparator network outputs the $t$ th smallest input, then it has $t-1$ outputs that output the $t-1$ smallest inputs and $n-t$ outputs that output the $n-t$ largest inputs. Let $0<i_{1}, i_{2}$ and $i_{1}+i_{2}<n$. A vector $v$ is $\left(i_{1}, i_{2}\right)$-separated if $v_{j} \leq v_{k} \leq v_{\ell}$ for every $j<i_{1} \leq k<i_{1}+i_{2} \leq \ell$. A min-max network $N$ is called an $\left(i_{1}, i_{2}\right)$-separator if $N(v)$ is $\left(i_{1}, i_{2}\right)$-separated for every vector $v$. Knuth's statement about selection implies that if the output $y_{t}$ of a comparator network $N$ outputs the $t$ th smallest input, then $N$ is a $(t-1,1)$-separator. Note that every halver is an $(n / 2, n / 2)$-separator. Our techniques for conclusive sets for halvers can be extended to $\left(i_{1}, i_{2}\right)$-separators. The set of all binary vectors of weights $i_{1}$ or $i_{1}+i_{2}$ is an optimal conclusive set. This result can be extended to networks that separate the input into any number of "blocks".

It seems reasonable that a min-max network with $n$ inputs and outputs should accept values in the set $\{0, \ldots, n-1\}$. The question of finding upper bounds and lower bounds for the case in which only $2<k<n$ values are accepted remains open. Obviously, as $k$ decreases from $n$ to 2 , the size of conclusive sets increases in all cases except for halving.

Another open problem is to formalize a neater characterization of $\binom{n}{n / 2}$ permutations that constitute a conclusive set for sorting. The characterization in the proof of Theorem 7 is based on chains that cover all the subsets in the poset $\mathbb{P}$.
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#### Abstract

We consider the problem of characterizing user equilibria and optimal solutions for selfish routing in a given network. We extend the known models by considering users oblivious to congestion. While in the typical selfish routing setting the users follow a strategy that minimizes their individual cost by taking into account the (dynamic) congestion due to the current routing pattern, an oblivious user ignores congestion altogether. Instead, he decides his routing on the basis of cheapest routes on a network without any flow whatsoever. These cheapest routes can be, for example, the shortest paths in the network without any flow. This model tries to capture the fact that routing tables for at least a fraction of the flow in large scale networks such as the Internet may be based on the physical distances or hops between routers alone. The phenomenon is similar to the case of traffic networks where a certain percentage of travelers base their route simply on the distances they observe on a map, without thinking (or knowing, or caring) about the delays experienced on this route due to their fellow travelers. In this work we study the price of anarchy of such networks, i.e., the ratio of the total latency experienced by the users in this setting over the optimal total latency if all users were centrally coordinated.


Keywords: Selfish routing, price of anarchy, oblivious users.

## 1 Introduction

The general framework of a system of non-cooperative users can be used to model many different optimization problems such as network routing, traffic or transportation problems, load balancing and distributed computing, auctions and many more. Game-theoretical techniques can be used to model and analyze such systems in a natural way. The performance of a system of non-cooperative

[^34]users is measured by an appropriate cost function which depends on the behaviour, or strategies of the users. For example in the case of network routing, the total, system-wide cost can be defined as the total routing cost, or the total latency experienced by all the users in the network. On the other hand, there is also a cost associated with each individual user (for example the latency experienced by the user). It is a well known fact that if each user optimizes her own cost, then they might choose a strategy that does not give the optimal total cost for the entire system, also known as social cost. In other words, the selfish behaviour of the users leads to a sub-optimal performance.

Koutsoupias and Papadimitriou [3] initiated the study of the coordination ratio (also referred to as the price of anarchy): How much worse is the performance of a system of selfish users where each user optimizes her own cost, compared to the best possible performance that can be achieved on the same system? In particular, this question was first studied in the setting of selfish network routing by Roughgarden and Tardos [5]. In this model, the network users experience edge latencies that depend on the congestion on each edge according to some latency function. Given a particular flow pattern, the users decide to route their flow through paths of minimum latency. A traffic equilibrium is an assignment of traffic to paths so that no user can unilaterally switch her flow to a path of smaller cost. Wardrop's principle [6] for selfish routing postulates that
at equilibrium, for each origin-destination pair the travel costs on all the routes actually used are equal, or less than the travel costs on all unused routes.

In the past, several variations of this basic model have been considered. For example, Roughgarden [4] studied the case of combining selfish and centrally coordinated users on the same network, proposing Stackelberg strategies for the latter that would improve the price of anarchy. Karakostas and Viglas [2] studied the combination of selfish and malicious users: A malicious user will choose a strategy that will cause the worst possible performance for the entire network. These models try to capture a richer set of paradigms in networks such as the Internet, where traffic does not consist by users of the same profile or behavior. In this work we introduce a new paradigm that is based on the following observation: A fundamental assumption in the basic selfish routing model is that each user is able to measure the latencies of all paths available to him at any moment, in order to pick the best possible path currently available for his flow. It is clear that in very large networks this assumption is probably quite unrealistic, since it may not be possible to measure these latencies or measure them as often as needed. Hence it may be easier for a fraction $\alpha$ of the network users to consult predefined routing tables based on non-dynamic parameters of the network, such as the physical distances between nodes. The price these users pay for the convenience is a degree of naivety in their decisions, since they are completely oblivious to congestion phenomena. We call such users oblivious.

More specifically, we consider oblivious users that route their flow through the shortest path connecting its origin to its destination, as measured in the
network without flow. We study the price of anarchy in case of linear edge latency functions, first for a (single commodity) single pair of nodes connected by a set of parallel edges, and then for general topologies with an arbitrary number of origin-destination pairs. Unlike the case of selfish routing without oblivious users where the price of anarchy is bounded by $4 / 3$ [5] our bounds are not independent of the network parameters. For both the cases of parallel links and general topologies, the bounds depend on the coefficients $a_{e}$ of the linear latency functions $l_{e}\left(f_{e}\right)=a_{e} f_{e}+b_{e}$ for edges $e$, where $f_{e}$ is the total flow through edge $e$. In addition, the general topology bound depends on the minimum fraction of total demand that the optimal routing sends through any edge. Although these bounds can be very large, if, for example, there are network edges with vastly different behavior under congestion (as is the case in a traffic network with both highways and side-streets), this seems to be unavoidable in view of the fact that the myopic behavior of oblivious users may lead to great congestion of 'wide' edges by them, and in that way directing the selfish users to non-congested but 'narrow' paths. Indeed, we provide an example exhibiting such behavior for the simple case of parallel links in Section 3.1. In addition, the dependence of the general topology bound on the 'spread' of the optimal flow seems to be necessary, given that the oblivious flow concentrates the oblivious users on specific (initially fastest, but possibly very slow after the selfish users have been added) paths, which may be orthogonal to what the optimal flow does.

Organization: In Section 2 we define the model, in Section 3 we study linear latency functions in simple networks of two nodes connected by parallel links, and in Section4 we study linear functions in general, multicommodity networks. We conclude with a discussion in Section 5 .

## 2 Preliminaries

We are given a directed network $G=(V, E)$ with a latency function $l_{P}(\cdot)$ associated to each path $P$. For a flow $f$ on $G, l_{P}(f)$ is the latency (cost) of path $P$ for this particular flow. Notice that in general this latency depends on the whole flow $f$, and not only on the flow $f_{e}$ through each edge $e \in P$. In this paper we adopt the additive model for the path latencies, i.e., $l_{P}(f)=\sum_{e \in P} l_{e}\left(f_{e}\right)$, where $l_{e}$ is the latency function for edge $e$ and $f_{e}$ is the amount of flow that goes through $e$. We also let $\mathcal{P}$ be the set of all available paths in the network and assume that for every source-sink pair there is at least one path joining the source to the sink. In this work we assume that the latency functions are linear functions of the edge flow $f_{e}$, i.e., $l_{e}\left(f_{e}\right)=a_{e} f_{e}+b_{e}, \forall e \in E$. The total cost of a flow $f$ is defined as $C(f)=\sum_{e \in E} f_{e} l_{e}\left(f_{e}\right)$.

We consider the case where for every origin-destination commodity of demand $d$, a fraction $\alpha$ of it consists of an infinite number of oblivious users, each carrying an infinitesimal amount of flow through the shortest path connecting the source
to the destination when there is no flow routed on $G$. If there are more than one shortest paths, we will assume that all these users pick the smallest in a lexicographic ordering. The rest $(1-\alpha) d$ of the demand consists of an infinite number of selfish users, each carrying an infinitesimal amount of flow.

## 3 Parallel Links

Let $G$ be a network consisting of parallel links connecting two nodes $s, t$. We will assume that the edge latency functions are strictly increasing, i.e., for every edge $e$ with $l_{e}\left(f_{e}\right)=a_{e} f_{e}+b_{e}$ we have $a_{e}>0$. Note that in this setting, both the traffic equilibrium flow and the optimal flow are unique. In what follows, we use $0 \leq \alpha \leq 1$ to denote the fraction of total flow from $s$ to $t$ that is oblivious. We will use the term 'traffic equilibrium' for flows with $\alpha=0$ that are at traffic equilibrium, while we reserve the term 'oblivious equilibrium' for flows with $\alpha>0$ and with their selfish users at traffic equilibrium in the network that results after routing the oblivious users. The following observation is true due to Wardrop's principle and since the latency functions are increasing:
Proposition 1. Let $f^{d}$ and $f^{d+\delta}$ be flows at traffic equilibrium, of demand $d$ and $d+\delta$ respectively, with $\delta \geq 0$. Then we have $f_{e}^{d} \leq f_{e}^{d+\delta}, \forall e \in E$.

In what follows, we denote the total demand from $s$ to $t$ with $d$, and the optimal flow of demand $d$ with $f^{\text {opt }}$. We denote the flow of demand $d$ at traffic equilibrium with $f^{*}$, and the flow of demand $d$ at oblivious equilibrium with $\tilde{f}$, where the flow of oblivious users with total demand $\alpha d$ is denoted with $\tilde{f}^{o}$ and the flow of selfish users (with total demand $(1-\alpha) d$ ) with $\tilde{f}^{*}$, i.e., $\tilde{f}=\tilde{f}^{*}+\tilde{f}^{o}$. Obviously, the oblivious flow will be routed through the edge $e$ with the smallest $l_{e}(0)=b_{e}$ (or the first such edge in a lexicographic ordering, if there are more than one). Let $e_{s}$ be this edge.

Proposition 2. $f_{e}^{*} \geq \tilde{f}_{e}^{*}, \forall e \in E$.
Proof: If $f_{e_{s}}^{*} \geq \alpha d$ then $f^{*}=\tilde{f}$. Otherwise we have $\alpha d>f_{e_{s}}^{*}$. In this case, no selfish users will flow through $e_{s}$ because of Wardrop's principle, i.e., $\tilde{f}_{e_{s}}^{*}=0$. By removing $e_{s}$ from $G$ together with the portion of flow on it, we get two new Nash flows $f^{*^{\prime}}$ and $\tilde{f}{ }^{*^{\prime}}$, of demand $d-f_{e_{s}}^{*}$ and $d-\alpha d$. As $\alpha d>f_{e_{s}}^{*}$, from Proposition 1 we have $f^{*^{\prime}} \geq \tilde{f}^{*^{\prime}}$. Then since $\tilde{f}_{e_{s}}^{*}=0$, we get $f^{*} \geq \tilde{f}^{*}$.

Lemma 1. $C\left(\tilde{f}^{*}\right) \leq \frac{4}{3}(1-\alpha) C\left(f^{o p t}\right)$.
Proof: Since latency functions are increasing and $f^{*} \geq \tilde{f}^{*}$ from Proposition 2, we know that $\forall e, l_{e}\left(f_{e}^{*}\right) \geq l_{e}\left(\tilde{f}_{e}^{*}\right)$. Also Wardrop's principle for $f^{*}$ implies that $l_{e}\left(f_{e}^{*}\right)=L\left(f^{*}\right), \forall e: f_{e}^{*}>0$ and $l_{e}\left(f_{e}^{*}\right) \geq L\left(f^{*}\right), \forall e$, where $L\left(f^{*}\right)$ is the common latency of the paths used by the traffic equilibrium flow $f^{*}$. Then

$$
\begin{aligned}
C\left(f^{*}\right)-C\left(\tilde{f}^{*}\right) & =\sum_{e}\left(l_{e}\left(f_{e}^{*}\right) f_{e}^{*}-l_{e}\left(\tilde{f}_{e}^{*}\right) \tilde{f}_{e}^{*}\right) \\
& \geq \sum_{e}\left(f_{e}^{*}-\tilde{f}_{e}^{*}\right) l_{e}\left(f_{e}^{*}\right) \\
& \geq \sum_{e}\left(f_{e}^{*}-\tilde{f}_{e}^{*}\right) L\left(f^{*}\right)=\alpha d L\left(f^{*}\right)=\alpha C\left(f^{*}\right)
\end{aligned}
$$

Then Theorem 4.5 of [5] implies the lemma.
The Karush-Kuhn-Tucker conditions imply that $f^{o p t}$ is a traffic equilibrium for latency functions $l_{e}^{*}(x)=\frac{\partial l_{e}}{\partial f_{e}}(x)$, i.e., for $l_{e}^{*}\left(f_{e}\right)=2 a_{e} f_{e}+b_{e}$. Then Wardrop's principle implies that

$$
l_{e_{1}}^{*}\left(f_{e_{1}}^{o p t}\right)=l_{e_{2}}^{*}\left(f_{e_{2}}^{o p t}\right), \forall e_{1}, e_{2}: f_{e_{1}}^{o p t}, f_{e_{2}}^{o p t}>0
$$

and

$$
l_{e}^{*}\left(f_{e}^{o p t}\right) \geq l_{e_{1}}^{*}\left(f_{e_{1}}^{o p t}\right), \forall e_{1}: f_{e_{1}}^{o p t}>0 .
$$

We will use this fact in what follows.
Proposition 3. $f_{e_{s}}^{o p t}>0$.
Proof: Let $e$ be an edge with $f_{e}^{o p t}>0$. Then we have

$$
\begin{aligned}
l_{e_{s}}^{*}\left(f_{e_{s}}^{o p t}\right) & \geq l_{e}^{*}\left(f_{e}^{o p t}\right)=2 a_{e} f_{e}^{o p t}+b_{e} \\
& >b_{e} \\
& \geq b_{e_{s}}=l_{e_{s}}^{*}(0) .
\end{aligned}
$$

Therefore $f_{e_{s}}^{o p t}>0$, since functions $l_{e}^{*}(x)$ are increasing.
In what follows, let $\mathcal{E}^{o p t}=\left\{e: f_{e}^{o p t}>0\right\}$.
Proposition 4. For any edge e, we have $l_{e_{s}}\left(f_{e_{s}}^{o p t}\right) \leq l_{e}\left(f_{e}^{o p t}\right)$. For any edge $e \in \mathcal{E}^{o p t}$, we have $a_{e_{s}} f_{e_{s}}^{o p t} \geq a_{e} f_{e}^{o p t}$.

Proof: For any edge $e$, we have

$$
\begin{aligned}
l_{e}\left(f_{e}^{o p t}\right) & =\frac{1}{2}\left(l_{e}^{*}\left(f_{e}^{o p t}\right)+b_{e}\right) \\
& \geq \frac{1}{2}\left(l_{e_{s}}^{*}\left(f_{e_{s}}^{o p t}\right)+b_{e}\right) \\
& \geq \frac{1}{2}\left(l_{e_{s}}^{*}\left(f_{e_{s}}^{o p t}\right)+b_{e_{s}}\right) \\
& =l_{e_{s}}\left(f_{e_{s}}^{o p t}\right) .
\end{aligned}
$$

where the first inequality is due to Proposition 3, and the second is due to the definition of $e_{s}$.

Similarly, we get the second part of the proposition for any edge $e \in \mathcal{E}^{o p t}$.

Lemma 2. $C\left(\tilde{f}^{o}\right) \leq \max \left\{\alpha, \alpha^{2} r\right\} C\left(f^{o p t}\right)$, where $r=\sum_{e \in \mathcal{E}^{\text {opt }}}\left(a_{e_{s}} / a_{e}\right)$.
Proof: We have

$$
\begin{aligned}
C\left(f^{o p t}\right) & =\sum_{e} l_{e}\left(f_{e}^{o p t}\right) f_{e}^{o p t} \\
& \geq l_{e_{s}}\left(f_{e_{s}}^{o p t}\right) \sum_{e} f_{e}^{o p t} \quad \text { (Proposition 4) } \\
& =\left(a_{e_{s}} f_{e_{s}}^{o p t}+b_{e_{s}}\right) d .
\end{aligned}
$$

From the second part of Proposition 4 we have that $\left(a_{e_{s}} / a_{e}\right) f_{e_{s}}^{o p t} \geq f_{e}^{o p t}, \forall e \in$ $\mathcal{E}^{o p t}$. By summing over all $e \in \mathcal{E}^{o p t}$, we get $a_{e_{s}} f_{e_{s}}^{o p t} \geq a_{e_{s}} d / r$. Thus

$$
C\left(f^{o p t}\right) \geq\left(\frac{a_{e_{s}}}{r} d+b_{e_{s}}\right) d
$$

Therefore

$$
\frac{C\left(\tilde{f}^{o}\right)}{C\left(f^{o p t}\right)} \leq \frac{\left(a_{e_{s}} \alpha^{2} d+\alpha b_{e_{s}}\right) d}{\left(\frac{a_{e_{s}}}{r} d+b_{e_{s}}\right) d} \leq \max \left\{\alpha, \alpha^{2} r\right\}
$$

Theorem 1. If $\tilde{f}_{e_{s}}^{o}=\alpha d \geq f_{e_{s}}^{*}$, then $\frac{C(\tilde{f})}{C\left(f^{o p t}\right)} \leq \frac{4}{3}(1-\alpha)+\max \left\{\alpha, \alpha^{2} r\right\}$, otherwise $\frac{C(\tilde{f})}{C\left(f^{\circ p t}\right)} \leq \frac{4}{3}$.

Proof: If $\tilde{f}_{e_{s}}^{o}=\alpha d<f_{e_{s}}^{*}$ then $\tilde{f}=f^{*}$ and the second part of the theorem follows. In the case $\alpha d \geq f_{e_{s}}^{*}$, edge $e_{s}$ which is used by the oblivious users is no longer attractive to selfish users, i.e., $\tilde{f}_{e_{s}}^{*}=0$. Thus $\tilde{f}^{*}$ and $\tilde{f}^{o}$ are actually orthogonal, i.e., $\tilde{f}^{*^{T}} \tilde{f}^{o}=0$. Then, if $A>0$ is the $|E| \times|E|$ diagonal matrix whose diagonal elements are the $a_{e}$ 's, we have

$$
\begin{aligned}
C(\tilde{f}) & =\left(A\left(\tilde{f}^{*}+\tilde{f}^{o}\right)+b\right)^{T}\left(\tilde{f}^{*}+\tilde{f}^{o}\right) \\
& =\tilde{f}^{*^{T}} A \tilde{f}^{*}+\tilde{f}^{o^{T}} A \tilde{f}^{o}+2 \tilde{f}^{*^{T}} A \tilde{f}^{o}+b^{T}\left(\tilde{f}^{*}+\tilde{f}^{o}\right) \\
& =\left(A \tilde{f}^{*}+b\right)^{T} \tilde{f}^{*}+\left(A \tilde{f}^{o}+b\right)^{T} \tilde{f}^{o}
\end{aligned}
$$

and the first part of the theorem now comes from Lemmata 1 and 2 ,

### 3.1 A Bad Example for Parallel Links

We provide an example to show that in networks with parallel links, the price of anarchy can be as bad as our bound in Theorem in case $\alpha=1$, i.e., all users are oblivious. The network has only two links, namely $e_{1}$ and $e_{2}$, with latency functions $l_{1}(x)=10 x$ and $l_{2}(x)=x+\epsilon$, where $0<\epsilon<1$. The total demand is $d=1$.

The optimal cost in this setting is $C_{o p t}=10 / 11+\left(40 \epsilon-\epsilon^{2}\right) / 44$. When $\alpha \geq$ $(1+\epsilon) / 11$, the cost of the oblivious equilibrium is $C_{e q}=11 \alpha^{2}-(2+\epsilon) \alpha+(1+\epsilon)$.

One can see that when $\alpha$ is one (all users are oblivious), and $\epsilon$ tends to zero, the price of anarchy is

$$
\lim _{\epsilon \rightarrow 0} \frac{C_{e q}}{C_{o p t}}=11
$$

which is exactly the bound we get in Theorem 1 .
However, this example is not tight when $\alpha<1$. The loss of tightness comes from the $4 / 3$ which is the upper bound for the selfish routing price of anarchy 5. We used this result directly in the last step of Lemma 1 and in the first case of Theorem 1. While this example is a tight example for Lemma 2 it is not tight for the $4 / 3$. The price of anarchy here is very close to 1 . Thus a real tight example for our bound would be one that is tight for both $4 / 3$ and Lemma 2. Unfortunately such an ideal example does not exist since the tightness of Lemma 2 requires very small $b_{e} / a_{e}$ for all links, but in order to make $4 / 3$ tight we need a relatively large $b_{e} / a_{e}$ to make a distinction between the selfish flow and the optimal flow. This implies that the bound in Theorem 1 is not tight, and a tighter bound remains as an open problem.

## 4 General Topologies

In this section we study the price of anarchy of oblivious equilibria for general topologies, arbitrary number of origin-destination pairs (commodities) and linear latency functions. We will use the concept of $\beta$-function defined in 1]. Let $\mathcal{L}$ be a family of continuous and non-decreasing latency functions. For every function $l \in \mathcal{L}$ and every value $v \geq 0$, let us define:

$$
\beta(v, l):=\frac{1}{v l(v)} \max _{x \geq 0}\{x(l(v)-l(x))\} .
$$

In addition, let us define

$$
\beta(l):=\sup _{v \geq 0} \beta(v, l),
$$

and

$$
\beta(\mathcal{L}):=\sup _{l \in \mathcal{L}} \beta(l) .
$$

We will denote the inner product of two vectors $x, y$ by $\langle x, y\rangle$.
We will also use an alternative characterization of a traffic equilibrium $f^{*}$ of demand $d$, as a solution to the following variational inequality:

$$
\left\langle l\left(f^{*}\right), f-f^{*}\right\rangle \geq 0, \forall f \in\{f: f \text { is a flow satisfying demand } d\} .
$$

By applying this formulation to the selfish part of an oblivious equilibrium $\tilde{f}=$ $\tilde{f}^{*}+\tilde{f}^{o}$ in the network obtained after the oblivious users have been routed $\sqrt{1}$, we get

$$
\left\langle l(\tilde{f}), f-\tilde{f}^{*}\right\rangle \geq 0, \forall f \in\{f: f \text { is a flow satisfying demand }(1-\alpha) d\}
$$

[^35]By setting $f:=(1-\alpha) f^{\text {opt }}$ we have

$$
\begin{equation*}
\left\langle l(\tilde{f}), \tilde{f}^{*}\right\rangle \leq(1-\alpha)\left\langle l(\tilde{f}), f^{o p t}\right\rangle \tag{1}
\end{equation*}
$$

Lemma 3. $\left\langle l(\tilde{f}), \tilde{f}^{*}\right\rangle \leq(1-\alpha) \beta(\mathcal{L}) C(\tilde{f})+(1-\alpha) C\left(f^{o p t}\right)$.

## Proof:

$$
\begin{aligned}
\left\langle l(\tilde{f}), \tilde{f}^{*}\right\rangle & \stackrel{11}{\leq}(1-\alpha)\left\langle l(\tilde{f}), f^{o p t}\right\rangle \\
& \leq(1-\alpha)\left(\sum_{e} \beta\left(\tilde{f}_{e}, l_{e}\right) l_{e}\left(\tilde{f}_{e}\right) \tilde{f}_{e}+\sum_{e} l_{e}\left(f_{e}^{o p t}\right) f_{e}^{o p t}\right) \\
& \leq(1-\alpha)\left(\beta(\mathcal{L}) C(\tilde{f})+C\left(f^{o p t}\right)\right)
\end{aligned}
$$

Lemma 4. $\left\langle l(\tilde{f}), \tilde{f}^{o}\right\rangle \leq \frac{n \alpha d \gamma_{a}}{f_{\text {min }}^{o p t}} C\left(f^{o p t}\right)$, where $n=|V|, \gamma_{a}=\frac{\max _{e} a_{e}}{\min _{e} a_{e}}$, and $f_{\text {min }}^{o p t}=$ $\min _{e} f_{e}^{o p t}$.

Proof: Let $P_{s_{i}}$ be the path used by the oblivious users corresponding to the $i$-th origin-destination pair (commodity). Note that this is the shortest path amongst all possible paths $\mathcal{P}_{i}$ connecting this pair when we define the edge distances as $l_{e}(0)=b_{e}$. Also let $d_{i}$ be the demand for this pair, therefore $\alpha d_{i}$ is the amount of oblivious flow routed through $P_{s_{i}}$. Let also $a_{\min }=\min _{e} a_{e}, a_{\max }=\max _{e} a_{e}$.

The key observation is that the oblivious flow $\tilde{f}^{o}$ is a traffic equilibrium for the original network, if we define its latency functions as $l_{e}^{o}(f)=b_{e}$. From the discussion above, this implies that

$$
\left\langle l(0), f-\tilde{f}^{o}\right\rangle \geq 0, \forall f \in\{f: f \text { is a flow satisfying demand } \alpha d\},
$$

or, if we set $f:=\alpha f^{\text {opt }}$, we get

$$
\begin{equation*}
\sum_{e \in E} b_{e} \tilde{f}_{e}^{o} \leq \alpha \sum_{e \in E} b_{e} f_{e}^{o p t} \tag{2}
\end{equation*}
$$

Then

$$
\begin{align*}
\left\langle l(\tilde{f}), \tilde{f}^{o}\right\rangle & =\sum_{e \in E}\left(a_{e}\left(\tilde{f}_{e}^{*}+\tilde{f}_{e}^{o}\right) \tilde{f}_{e}^{o}+b_{e} \tilde{f}_{e}^{o}\right) \\
& \stackrel{(2)}{\leq} \alpha \sum_{i} d_{i} \sum_{e \in P_{s_{i}}} a_{e}\left(\tilde{f}_{e}^{*}+\tilde{f}_{e}^{o}\right)+\alpha \sum_{e \in E} b_{e} f_{e}^{o p t} . \tag{3}
\end{align*}
$$

To get a upper bound of the first term:

$$
\begin{align*}
\alpha \sum_{i} d_{i} \sum_{e \in P_{s_{i}}} a_{e}\left(\tilde{f}_{e}^{*}+\tilde{f}_{e}^{o}\right) & =\alpha \sum_{i} d_{i} \sum_{e \in P_{s_{i}}} a_{e}\left(\tilde{f}_{e}^{*}+\alpha d_{i}\right) \\
& \leq n \alpha^{2} a_{\max } \sum_{i} d_{i}^{2}+\alpha \sum_{i} d_{i} \sum_{e \in P_{s_{i}}} a_{e} \tilde{f}_{e}^{*} \\
& \leq n \alpha^{2} a_{\max } \sum_{i} d_{i}^{2}+n \alpha a_{\max }(1-\alpha) \sum_{i} d_{i}^{2} \\
& \leq n \alpha d \gamma_{a}\left(a_{\min } d\right) \\
& \leq n \alpha d \gamma_{a} \sum_{e \in E} a_{e} f_{e}^{o p t} \\
& \leq \frac{n \alpha d \gamma_{a}}{f_{\min }^{o p t}} \sum_{e \in E} a_{e} f_{e}^{o p t}{ }^{2} \tag{4}
\end{align*}
$$

Since $\frac{n \alpha d \gamma_{a}}{f_{\text {min }}^{\text {opt }}} \geq \alpha$ the combination of (3), (4) proves the lemma.

## Theorem 2.

$$
\frac{C(\tilde{f})}{C\left(f^{o p t}\right)} \leq \frac{4\left(1-\alpha+n \alpha d \gamma_{a} / f_{\min }^{o p t}\right)}{3+\alpha}
$$

Proof: By combining Lemma 3 with Lemma 4, we have

$$
\begin{aligned}
C(\tilde{f}) & =\left\langle l(\tilde{f}), \tilde{f}^{o}\right\rangle+\left\langle l(\tilde{f}), \tilde{f}^{*}\right\rangle \\
& \leq(1-\alpha) C\left(f^{o p t}\right)+(1-\alpha) \beta(\mathcal{L}) C(\tilde{f})+\frac{n \alpha d \gamma_{a}}{f_{\text {min }}^{o p t}} C\left(f^{o p t}\right),
\end{aligned}
$$

hence

$$
\frac{C(\tilde{f})}{C\left(f^{o p t}\right)} \leq \frac{1-\alpha+n \alpha d \gamma_{a} / f_{\min }^{o p t}}{1-(1-\alpha) \beta(\mathcal{L})}
$$

For $\mathcal{L}$ being the set of non-decreasing linear functions $\beta(\mathcal{L})=\frac{1}{4}[1$, and the theorem follows.

## 5 Discussion and Open Problems

The obvious open problem is the tightening of the bounds of Theorems 112. One method of doing so seems to be the avoidance of relating the cost of oblivious equilibria to the optimal cost via traffic equilibria. It is precisely this intermediate step that doesn't allow us yet to have a tight analysis for Theorem 1

Especially Theorem 2 for general topologies may be possible to be improved by removing its dependence on the minimum optimum path flow $f_{\text {min }}^{o p t}$. Although the optimum flow is a parameter of the network, it may be very difficult to be determined by the network designer, while the other parameters of the network $\left(G, n, d, a_{e}, b_{e}\right)$ can be set directly. Finally, it would be interesting to get nontrivial bounds (if they exist) for general latency functions.
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#### Abstract

We study parallel knock-out schemes for graphs. These schemes proceed in rounds in each of which each surviving vertex simultaneously eliminates one of its surviving neighbours; a graph is reducible if such a scheme can eliminate every vertex in the graph. We show that, for a reducible graph $G$, the minimum number of required rounds is $O(\sqrt{\alpha})$, where $\alpha$ is the independence number of $G$. This upper bound is tight and the result implies the square-root conjecture which was first posed in MFCS 2004. We also show that for reducible $K_{1, p}$-free graphs at most $p-1$ rounds are required. It is already known that the problem of whether a given graph is reducible is NP-complete. For claw-free graphs, however, we show that this problem can be solved in polynomial time.
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## 1 Introduction

In this paper, we continue the study on parallel knock-out schemes for finite undirected simple graphs introduced in [7] and studied further in [2]4]. Such a scheme proceeds in rounds: in the first round each vertex in the graph selects exactly one of its neighbours, and then all the selected vertices are eliminated simultaneously. In subsequent rounds this procedure is repeated in the subgraph induced by those vertices not yet eliminated. The scheme continues until there are no vertices left, or until an isolated vertex is obtained (since an isolated vertex will never be eliminated).

A graph is $K O$-reducible if there exists a parallel knock-out scheme that eliminates the whole graph. The parallel knock-out number of a graph $G$, denoted by $\operatorname{pko}(G)$, is the minimum number of rounds in a parallel knock-out scheme that eliminates every vertex of $G$. If $G$ is not reducible, then $\operatorname{pko}(G)=\infty$.

Knock-out schemes have an obvious relationship with games on graphs, a topic which has received considerable attention in the last decades (6]). But unlike many games on graphs, knock-out schemes can be motivated by practical settings, e.g., in which objects exchange entities that inactivate the receiving objects, like viruses that paralyse or block computers, or computational tasks that disable processors or sensors from other tasks. Especially in the relatively new
area of sensor networks, knock-out schemes for the underlying graph structures can model practical situations in which sensors exchange data with neighbouring sensors that temporarily disables the receiving sensors from their main monitoring tasks. This happens, e.g., in situations where sensors have a low battery and limited computational power. They share measured and processed data with other sensors in their close vicinity as well as with more powerful PCs, laptops or mainframes at larger distances. Consider a setting with a number of sensors that perform simple measurements, for instance on temperature, humidity, smoke levels, movements, or the like. Data sharing is important for two reasons: in order to rule out erroneous data (by comparisons with data gathered at a neighbouring sensor) and in order to preprocess the data before sending it to a more powerful computer. During the preprocessing stage in a sensor no new data can be collected by that sensor, so the chosen neighbouring sensors are out of order for the time being, while the other sensors continue collecting data, sharing it with other active neighbouring sensors, and so on, until all sensors are out of order or run out of available neighbouring sensors. Then a new round of data collection and sharing starts. In the ideal case all sensors have shared their data with at least one neighbouring sensor and have performed some preprocessing of their data. In order to keep the time intervals between successive rounds of data collection as short as possible, the number of stages within one round should be kept to a minimum. This problem setting can be modelled by parallel knock-out schemes and the parallel knock-out number comes up naturally.

Our main motivation for studying knock-out schemes, though, is the intimate relationship between this concept and well-studied structural graph theoretical concepts like perfect matchings, hamiltonian cycles and 2-factors (they all yield knock-out schemes of one round). Apart from these structural aspects, we are interested in complexity aspects. Whereas the classical complexity problems related to matchings and hamiltonian cycles have been settled many years ago, the analogous problems related to knock-out schemes have been resolved recently, and only for general graphs and graphs of bounded tree-width. For many interesting classes, however, these problems on knock-out schemes are still open [3].

### 1.1 Our Results

In 3], a number of results, conjectures and questions on upper bounds for knockout numbers were presented. For trees, the problem was resolved by showing that the knock-out number of a tree on $n$ vertices was $O(\log n)$ and by exhibiting a family of trees that met this bound. They also presented a family of bipartite graphs whose knock-out numbers grow proportionally to the square root of the number of vertices, and conjectured that for any KO-reducible graph on $n$ vertices the knock-out number is at most $2 \sqrt{n}$. In this paper, in Section 3, we prove this conjecture.

In [3], a polynomial algorithm was also given that would determine the parallel knock-out number of any tree. In 4] it was shown that the problem of finding parallel knock-out numbers is, for general graphs, NP-complete. In this paper, in Section 4, we present a polynomial algorithm that finds the knock-out number of
claw-free graphs, that is, graphs that do not contain an induced $K_{1,3}$; these form a well-studied class of graphs, see [5] for a survey. We also give a tight bound on the knock-out number of reducible $K_{1, p}$-free graphs, generalizing a result of [3] on claw-free graphs.

## 2 Preliminaries

Graphs in this paper are denoted by $G=(V, E)$. An edge joining vertices $u$ and $v$ is denoted by $u v$. If not stated otherwise a graph is assumed to be undirected and simple. If a graph $G$ is directed then an arc from a vertex $u$ to a vertex $v$ is denoted by $(u, v)$. In the null graph, $V=E=\emptyset$. For graph terminology not defined below, we refer to [1].

For a vertex $u \in V$ we denote its neighbourhood, that is, the set of adjacent vertices, by $N(u)=\{v \mid u v \in E\}$. The degree of a vertex is the number of edges incident with it, or, equivalently, the cardinality of its neighbourhood. A subset $U \subseteq V$ is called an independent set of $G$ if no two vertices in $U$ are adjacent to each other. The independence number $\alpha$ of a graph $G$ is the number of vertices in a maximum independent set of $G$.

A complete bipartite graph $K_{|X|,|Y|}$ is a bipartite graph with the maximum number of edges between its bipartite classes $X$ and $Y$. If $|X|=1$, then it is a star and the vertex in $X$ is the centre vertex and the vertices in $Y$ are leaves. If $|X|=1$ and $|Y|=1$ we arbitrarily choose one of the star's two vertices to be the centre vertex. A graph $G$ that does not contain a $K_{1, p}$ as an induced subgraph for some $p \geq 1$ is said to be $K_{1, p}$-free. A $K_{1,3}$-free graph is also called claw-free.

For a graph $G$, a KO-selection is a function $f: V \rightarrow V$ with $f(v) \in N(v)$ for all $v \in V$. If $f(v)=u$, we say that vertex $v$ fires at vertex $u$, or that vertex $u$ is knocked out by vertex $v$. We also say that $u$ is a victim of $v$. For each $u \in f(V)$, we denote the set of vertices that fire at $u$ by $K(u)$, i.e., $v \in K(u)$ if and only if $f(v)=u$. If $K(u)=\{v\}$, that is, vertex $v$ is the only vertex that fires at $u$, then we call $u$ the unique victim of $v$. For a subset $U \subseteq f(V)$ we use the shorthand notation $K(U)=\bigcup_{u \in U} K(u)$, and we say that such a subset $U$ is knocked out by a subset $W \subseteq V$ if $K(U) \subseteq W$, that is, if every vertex in $U$ is knocked out by a vertex in $W$.

For a KO-selection $f$, we define the corresponding $K O$-successor of $G$ as the subgraph of $G$ that is induced by the vertices in $V \backslash f(V)$; if $H$ is the KOsuccessor of $G$ we write $G \rightsquigarrow H$. Note that every graph without isolated vertices has at least one KO-successor. A graph $G$ is called $K O$-reducible, if there exists a finite sequence

$$
G \rightsquigarrow G^{1} \rightsquigarrow G^{2} \rightsquigarrow \cdots \rightsquigarrow G^{r},
$$

where $G^{r}$ is the null graph. If no such sequence exists, then $\operatorname{pko}(G)=\infty$. Otherwise, the parallel knock-out number of $G$, $\operatorname{pko}(G)$, is the smallest number $r$ for which such a sequence exists. A sequence $S$ of KO-selections that transform $G$ into the null graph is called a $K O$-reduction scheme. A single step in this sequence is called a round of the KO-reduction scheme. We denote the number of rounds in $S$ by $r(S)=r$.

For a KO-reduction scheme $S$ we denote the set of vertices that are victims of a vertex $v$ by $L(v)$. For a subset $W \subseteq V$, we use the shorthand notation $L(W)=\bigcup_{v \in W} L(v)$.

An in-tree is a directed tree that contains a root $u$ that can be reached from any other vertex by a directed path. Note that a graph containing only one vertex is an in-tree. For $i=1, \ldots, r$, we denote the subset of vertices knocked out in round $i$ by $R_{i}$. Let $G_{i}$ be the directed graph with vertex set $R_{i}$ and an arc from a vertex $u$ to a vertex $v$ if and only if $u$ fires at $v$ in round $i$. We may also use $G_{i}$ to denote the underlying undirected graph; it will always be clear which from the context). Also, observe that $G_{i}$ and $G^{i}$ denote two different graphs. As each vertex in a round has exactly one edge oriented away from it, we can make the following observation (which is illustrated in Fig. (1).


Fig. 1. A component of a graph $G_{i}$

Observation 1. Let $S$ be a KO-reduction scheme for a graph $G$. For $i=$ $1, \ldots, r$, each component of $G_{i}$ is formed by a directed cycle $D$ on at least two vertices, such that each vertex on $D$ is the root of some pendant in-tree.

Another observation we will use is the following.
Observation 2. If a graph $G$ contains two distinct vertices of degree 1 that share the same neighbour, then $G$ is not KO-reducible.
Note that when referring to, for example, $G_{i}$, it is implicit that we know with respect to which KO-reduction scheme this graph is defined (we wish to avoid the cumbersome notation necessary to make it explicit). Sometimes we will be considering pairs of schemes and will write, for instance, that $G_{2}$ has fewer vertices under $S^{\prime}$ than under $S$. The meaning of this should be clear.

## 3 Resolving the Square-Root Conjecture

Let $S$ be a KO-reduction scheme for a KO-reducible graph $G$. It turns out that the square-root conjecture can be solved by considering schemes that knock out vertices "as early as possible". Hence, we define

$$
w(S)=\sum_{i=1}^{r(S)} i\left|R_{i}\right|,
$$

and we say that $S$ is a minimal KO-reduction scheme for $G$ if

$$
w(S)=\min \{w(S) \mid S \text { is a KO-reduction scheme for } G\}
$$

For a minimal KO-reduction scheme $S$ of a graph $G$, we can make a number of further assumptions. We use the following terminology. If $G_{i}$ has a component $C$ that consists of two vertices $u$ and $v$ we call $C$ a two-component of $G_{i}$. Note the existence of $\operatorname{arcs}(u, v)$ and $(v, u)$ between the vertices $u$ and $v$ of a twocomponent $C$. If $G_{i}$ has a component $C$ that consists of vertices $u, v_{1}, \ldots, v_{p}$ for some $p \geq 2$ with $\operatorname{arcs}\left(u, v_{1}\right),\left(v_{1}, u\right),\left(v_{2}, u\right), \ldots,\left(v_{p}, u\right)$ then we call $C$ a starcomponent of $G_{i}$ with centre vertex $u$. The vertices $v_{1}, \ldots, v_{p}$ are called the leaves of $C$, and $v_{1}$ is called the centre-victim, and the other leaves are called centrefree. Finally, if $G_{i}$ has a component that is a directed cycle with an odd number of vertices then we call such a component an odd cycle-component of $G_{i}$.

Lemma 1. If $G$ is $K O$-reducible, then $G$ admits a minimal $K O$-reduction scheme $S$ with the following properties:
(i) Each component $C$ of $G_{1}$ is either a two-component, a star-component or an odd cycle-component.
(ii) For $2 \leq i \leq r-1$, every component of $G_{i}$ is either a two-component or a star-component.
(iii) Every component of $G_{r}$ is a two-component.
(iv) If $C$ is an odd cycle-component (in $G_{1}$ ) then no vertices of $R_{2}, \ldots, R_{r}$ fire at vertices of $C$ in round 1 .
(v) For $1 \leq i \leq r-1$, there is no edge in $G$ between any two leaves of the same star-component or of two different star-components in $G_{i}$.

Proof. Let $G$ be a KO-reducible graph. Then $G$ admits a KO-reduction scheme $S$. Let $C$ be a component in $G_{i}$ for some $1 \leq i \leq r$. We start the proof by showing that if $S$ is minimal, then we can assume that $C$ is either a two-component, a star-component or an odd cycle-component. By Observation $1 C$ is formed by a directed cycle $D$ on vertices $u_{1}, \ldots, u_{p}$ for some $p \geq 2$, such that each $u_{i}$ is the root of some pendant in-tree $T_{i}$.

Suppose $p$ is even and $p \geq 4$. We adjust the firing by letting the vertices of $V_{D}$ fire at each other according to a perfect matching of $D$. Hence, we may assume that this case does not occur.

Suppose $p \geq 3$ is odd. If $D$ contained a vertex that is knocked out by some vertex $v$ in its corresponding pendant in-tree, then we can adjust the firing by letting the vertices of $V_{D} \cup\{v\}$ fire at each other according to a perfect matching of this subgraph. Hence, we may assume that $C=D$ is an odd cycle-component.

Suppose that $p=2$. Then the underlying undirected graph of $C$ is a tree, and it is obvious that it can be decomposed into two-components and star-components (and that we can let these components define the firing).

By Observation 2 we have that $G_{r}$ cannot contain any star-components.
To complete the proof of (i)-(iii), we must show that odd cycle-components only occur in $G_{1}$. To do this we shall first prove a claim which also immediately
implies (iv): for any odd cycle-component $D$ we may assume that $K(D)=D$; that is, vertices in $D$ are only knocked out by each other. Suppose $D$ is an odd cycle-component on vertices $u_{1}, \ldots, u_{p}$ in some $G_{i}$ for $i \geq 1$, such that there exists a vertex $v \in K(D) \backslash D$ and $v$ fires at $u_{1}$. We adjust the firing by replacing the arc $\left(u_{p}, u_{1}\right)$ by $\left(u_{p}, u_{p-1}\right)$ and return to a previous case. Hence, we may assume that this case does not occur.

Now suppose that a graph $G_{i}, i \geq 2$, contains an odd cycle-component $D$. First suppose that in round $i-1$ all vertices in $D$ fire at vertices in $R_{i-1}$ that either are centre vertices of star-components, or else belong to two-components or odd cycle-components. Since we just saw that no vertices in $R_{i+1} \cup \ldots \cup R_{r}$ fire at $D$, we can move $D$ to $G_{i-1}$ (since all victims of $D$ in $R_{i-1}$ are not unique, it does not matter if the vertices of $D$ fire at each other instead). This way we obtain a KO-reduction scheme $S^{\prime}$ with $w\left(S^{\prime}\right)<w(S)$. This contradicts the minimality of $S$. In the remaining case, there exists a vertex $u$ in $D$ that fires at a leaf $w$ in a star-component in $R_{i-1}$. We let $u$ and $w$ fire at each other in round $i-1$, so we are able to move $u$ to $R_{i-1}$ as $K(D)=D$. We let the other vertices in $D$ fire at each other in round $i$ according to a perfect matching of $D-u$. This way we again obtain a KO-reduction scheme $S^{\prime}$ with $w\left(S^{\prime}\right)<w(S)$, contradicting the minimality of $S$.

To finish the claim we prove (v). Suppose $u$ and $v$ are leaves in $G_{i}$ for some $1 \leq i \leq r-1$, such that $u$ and $v$ are adjacent in $G$. In case $u$ and $v$ are leaves of different star-components, we adjust the firing by letting $u$ and $v$ fire at each other, and, if necessary, changing the centre-victims to be vertices other than $u$ and $v$. Suppose $u$ and $v$ are leaves of the same star-component $C$. Let $z$ be the centre vertex of $C$. If $C$ has a third leaf, then we again let $u$ and $v$ fire at each other and let another leaf be the centre-victim. Otherwise we can form an odd cycle-component and return to a previous case.

We call a minimal KO-reduction scheme $S$ of a graph $G$ that satisfies the properties (i)-(v) of Lemma 1 a simple KO-reduction scheme of $G$. We will continue to find further properties of simple KO-reduction schemes.

Observation 3. Let $S$ be a simple $K O$-reduction scheme for a graph $G$. Let u,v be, respectively, vertices of $R_{i}$ and $R_{j}, i<j$, such that $u$ is the unique victim of $v$. Then $u$ is a centre-free leaf of a star-component in $G_{i}$.

Proof. By Lemma $u$ cannot be a vertex of an odd cycle-component. If $u$ is in a two-component, or $u$ is the centre vertex or centre-victim of a star-component, then there are at least two vertices firing at $u$. Hence $u$ must be a centre-free leaf of a star-component.

Lemma 2. Let $S$ be a simple KO-reduction scheme for a graph $G$ with $r \geq 2$. Let $C$ be a two-component in $G_{r}$. Then in rounds $1, \ldots r-1$ all victims of one of the two vertices of $G_{r}$ are not unique, and all victims of the other one are unique.

Proof. For $i=1, \ldots, r-1$, let $x_{i}$ be the victim of $u$ in round $i$, and let $y_{i}$ be the victim of $v$ in round $i$.

Suppose both $x_{r-1}$ and $y_{r-1}$ are not unique victims. We show that this means that it is possible to move $u$ and $v$ to $R_{r-1}$. If $x_{r-1} \neq y_{r-1}$ or $x_{r-1}=y_{r-1}$ is the victim of vertices other than $u$ and $v$, then let $u$ and $v$ fire at each other in round $r-1$. If $x_{r-1}=y_{r-1}$ is fired at by only $u$ and $v$, then it is a centre-free vertex of a star-component and we can adjust the firing to let $u, v$ and $x_{r-1}$ form an odd cycle-component in $G_{i-1}$. Either way we obtain a new KO-reduction scheme $S^{\prime}$ with $w\left(S^{\prime}\right)<w(S)$, contradicting the minimality of $S$. Hence we can assume that $y_{r-1}$ is a unique victim.

We show that all victims of $u$ are not unique by contradiction. Let $h$ be the largest index such that $x_{h}$ is unique. By Observation 3 vertices $x_{h}$ and $y_{r-1}$ are centre-free leaf vertices of star-components. Since centre vertices are not unique victims, we can let $u$ and $x_{h}$ fire at each other in round $h$, and we can let $v$ and $y_{r-1}$ fire at each other in round $r-1$. This way we obtain a new KO-reduction scheme $S^{\prime}$ with $w\left(S^{\prime}\right)<w(S)$. This contradicts the minimality of $S$.

Now we again find a contradiction to show that all victims of $v$ are unique. Let $h$ be the largest index such that $y_{h}$ is not a unique victim. Then we let $v$ fire at $y_{j}$ in round $j-1$ for $j=h+1, \ldots, r-1$ (so we move those vertices from $R_{j}$ to $R_{j-1}$ ), and $v$ does not fire at $y_{h}$ anymore. Since $x_{r-1}$ is not a unique victim, we can then let $u$ and $v$ fire at each other in round $r-1$. This way we obtain a new KO-reduction scheme $S^{\prime}$ with $w\left(S^{\prime}\right)<w(S)$. This contradicts the minimality of $S$ and completes the proof of the lemma.

Lemma 3. Let $S$ be a simple $K O$-reduction scheme for a graph $G$ with $r \geq 2$. For each $i \geq 2, R_{i}$ contains a vertex $v_{i}$ whose victims in round $1, \ldots, i-1$ are all unique. Let $u_{r}$ be the (unique) neighbor of $v_{r}$ in $G_{r}$. Then $\bigcup_{i=2}^{r} L\left(v_{i}\right) \cup\left\{u_{r}\right\}$ is an independent set of cardinality $\frac{r^{2}-r+2}{2}$ in $G$.

Proof. Since $R_{r}$ is non-empty, there exists a two-component $C$ in $G_{r}$. Let $u_{r}$ and $v_{r}$ be the two vertices of $C$. By Lemma 2, we may assume that all victims of $u_{r}$ in rounds $i=1, \ldots, r-1$ are not unique, and all victims of $v_{r}$ are unique. Denote the victims of $v_{r}$ in rounds $i=1, \ldots, r-1$ by $y_{1}^{r}, \ldots, y_{r-1}^{r}$, respectively. By Observation 3, every $y_{i}^{r}$ is a centre-free leaf vertex of a star-component $C_{i}^{r}$. For $i=2, \ldots, r-1$, let $v_{i}$ be the centre vertex of $C_{i}^{r}$ and for $h=1, \ldots i-1$, let $y_{h}^{i}$ be the victim of $v_{i}$ in round $h$. We claim that these victims $y_{h}^{i}$ are all unique. For $i=r$, this is already shown. We prove the rest of the statement by contradiction. Let $2 \leq i \leq r-1$. Let $h$ be the largest index such that $y_{h}^{i}$ is not a unique victim of $v_{i}$. We adjust the firing as follows. Since $y_{h}^{i}$ is not a unique victim of $v_{i}$, we do not have to let $v_{i}$ fire at it. Then we let $v_{i}$ fire at $y_{j}^{i}$ in round $j-1$ for $j=h+1, \ldots, i-1$, so we move $y_{j}^{i}$ to $R_{j-1}$ for $j=h+1, \ldots, i-1$. In round $i-1$ we let $v_{i}$ fire at $y_{i}^{r}$, so we move $y_{i}^{r}$ to $R_{i-1}$. Then we do not have to let $v_{r}$ fire at $y_{i}^{r}$. Hence, we can let $v_{r}$ fire at $y_{j}^{r}$ in round $j-1$ for $j=i+1, \ldots, r-1$, so we move $y_{j}^{r}$ to round $j-1$ for $j=i+1, \ldots, r-1$. Finally, we let $u_{r}$ and $v_{r}$ fire at each other in round $r-1$. This is possible, because the victim of $u_{r}$ in round $r-1$ is not unique, due to Lemma 2, This way we have obtained a new KO-reduction scheme $S^{\prime}$ with $w\left(S^{\prime}\right)<w(S)$, contradicting the minimality of $S$.

We will now prove that

$$
L=\bigcup_{i=2}^{r} L\left(v_{i}\right)=\bigcup_{i=2}^{r} \bigcup_{h=1}^{i-1} y_{h}^{i}
$$

is an independent set. We first note that

$$
|L|=\left|\bigcup_{i=2}^{r} \bigcup_{h=1}^{i-1} y_{h}^{i}\right|=\sum_{i=2}^{r} \sum_{h=1}^{i-1} 1=\frac{r^{2}-r}{2}
$$

since all vertices in $L$ are unique victims.
Because $S$ is simple, by Lemma 1, there is no edge between any two vertices $y_{h}^{i}$ and $y_{h}^{j}$. Suppose there were an edge $y_{h}^{i} y_{j}^{r}$, where $h \neq j$. If $h<j$, then we move $y_{j}^{r}$ to $R_{h}$, each $y_{k}^{r}$ for $k=j+1, \ldots, r-1$ to $R_{k-1}$, and finally $u_{r}$ and $v_{r}$ to $R_{r-1}$. We can adjust the firing and obtain a new KO-reduction scheme $S^{\prime}$ with $w\left(S^{\prime}\right)<w(S)$. This contradicts the minimality of $S$. If $h>j$, then we move $y_{h}^{i}$ to $R_{j}$, each $y_{k}^{r}$ for $k=i, \ldots, r-1$ to $R_{k-1}$, and finally $u_{r}$ and $v_{r}$ to $R_{r-1}$. We adjust the firing and obtain the same contradiction as before. Suppose there exists an edge between two vertices $y_{h}^{i}$ and $y_{j}^{k}$ with $h<j$ and $r \notin\{i, j\}$. We move $y_{j}^{k}$ to $R_{h}$, each $y_{l}^{r}$ for $\ell=j, \ldots, r-1$ to $R_{\ell-1}$, and finally $u_{r}$ and $v_{r}$ to $R_{r-1}$. We adjust the firing and obtain the same contradiction as before.

Now suppose $u_{r}$ is adjacent to a vertex $y_{h}^{i}$ of $L$. By Lemma 2, all victims of $u_{r}$ are not unique. Then we can let $u_{r}$ fire at $y_{h}^{i}$ in round $i$. Then $y_{h}^{i}$ is no longer a unique victim and we find a KO-reduction scheme $S^{\prime}$ with $w\left(S^{\prime}\right)<w(S)$ as before. This final contradiction completes the proof.

We are now ready to state our main theorem, which proves (and strengthens) the square-root conjecture posed in [3].

Theorem 1. Let $G$ be a KO-reducible graph. Then

$$
p k o(G) \leq \min \left\{-\frac{1}{2}+\sqrt{2 n-\frac{7}{4}}, \frac{1}{2}+\sqrt{2 \alpha-\frac{7}{4}}\right\} .
$$

Proof. It is straightforward to check that the statement holds for a graph $G$ with $\operatorname{pko}(G)=1$. Let $S$ be a simple KO-reduction scheme for a graph $G$ with $r \geq \operatorname{pko}(G) \geq 2$. By Lemma 3, we find an independent set $L^{\prime}$ of $G$ that has cardinality $\left|\overline{L^{\prime}}\right|=\frac{1}{2}\left(r^{2}-r+2\right) \leq \alpha$. Note that $R_{1}$ contains a centre vertex of a star-component. This, together with Lemmas 2 and 3 implies that $n \geq$ $\left|L^{\prime}\right|+r-1+1=\frac{1}{2}\left(r^{2}-r+2\right)+r$. Solving both inequalities gives us the required upper bound.

We note that the bound mentioned in Theorem 1 is asymptotically tight. In 3, it has been proven that for all $p \geq 1$, pko $\left(K_{p, q}\right)=p=\Theta(\sqrt{n})=\Theta(\sqrt{\alpha})$ for all complete bipartite graphs on $n=p+q$ vertices with $q=\frac{1}{2} p(p+1)$.

## 4 Claw-Free Graphs

It is known that claw-free graphs can be knocked out in at most two rounds [3] if they are KO-reducible (not all claw-free graphs are, take for example an isolated vertex or a path on three vertices). We generalize this result for $K_{1, p}$-free graphs for any $p \geq 2$. This solves a question in [3].

Theorem 2. Let $p \geq 1$. If a $K_{1, p}$-free graph $G$ is $K O$-reducible then $p k o(G) \leq$ $p-1$.

Proof. The case $p=1$ is trivial. For $p \geq 2$, the statement follows directly from Lemma 3.

This result is the best possible. In [3, Section 4], a tree $Y_{\ell}$ is defined for each integer $\ell \geq 1$, and it is shown that $\operatorname{pko}\left(Y_{\ell}\right)=\ell$. It is also easy to check that $Y_{\ell}$ is $K_{1, \ell+1}$-free. We omitted the details.

In the rest of this section, we suppose that $G=(V, E)$ is a claw-free graph and show that $\operatorname{pko}(G)$ can be determined in polynomial time. We need the following lemma.

Lemma 4. Let $G$ be a connected claw-free graph with $p k o(G)=2$. Then there is a simple KO-reduction scheme in which only two vertices $u$ and $v$ survive to the second round.

Proof. By Lemma 1 and claw-freeness, we know there is a simple two-round KO-reduction scheme for $G$ such that
(i) each component of $G_{1}$ is a two-component, star-component or odd cycle,
(ii) each component of $G_{2}$ is a two-component,
(iii) in the first round the vertices of $G_{2}$ do not fire at vertices that belong to odd cycles in $G_{1}$, and
(iv) the leaves of the star-components in $G_{1}$ are not adjacent.

As the leaves of the star-components are not adjacent, we can, by claw-freeness and Lemma 1 further suppose that each star-component is a path on three vertices which we shall call a three-component.

Note that among all schemes that satisfy these properties, $S$ is the one with the fewest number of components in $G_{2}$ (as it is minimal). To prove the lemma, we show that if, for $S, G_{2}$ contains more than one component, then we can find a scheme $S^{\prime}$ that admits fewer components to $G_{2}$.

For $S$, let the vertex sets of the two-components of $G_{2}$ be $\left\{\left\{u_{i}, v_{i}\right\} \mid i=\right.$ $1, \ldots, q\}$. By Lemma 2, we can assume that the victim of $u_{i}$ in $G_{1}$ is not unique, but that of $v_{i}$ is unique. By Observation 3, $v_{i}$ fires at the centre-free leaf of a three-component, say $y_{i}$. Let $x_{i}$ be the victim of $u_{i}$. Suppose that $x_{i}$ is the centre vertex of a three-component. Then there is also an edge from $u_{i}$ to one of the leaves, say $w$, of the three-component (else, by (iv), $x_{i}, u_{i}$ and the leaves of the three-component induce a claw). Let $z$ be the other leaf of the three-component.

Suppose that $y_{i}=w$. Then let $S^{\prime}$ be a scheme identical to $S$ except that in the first round

- $v_{i}$ fires at $y_{i}$,
- $y_{i}$ fires at $u_{i}$,
- $u_{i}$ fires at $v_{i}$,
- $x_{i}$ and $z$ fire at each other.

Thus $S^{\prime}$ has one fewer two-component in $G_{2}$ than $S$.
Suppose that $y_{i}=z$. Then let $S^{\prime}$ be a scheme identical to $S$ except that in the first round

- $v_{i}$ and $y_{i}$ fire at each other,
- $u_{i}$ fires at $x_{i}$,
- $x_{i}$ fires at $w$,
- $w$ fires at $u_{i}$.

Thus $S^{\prime}$ has one fewer two-component in $G_{2}$ than $S$.
Suppose $y_{i} \notin\{w, z\}$. Then let $S^{\prime}$ be a scheme identical to $S$ except that in the first round

- $v_{i}$ and $y_{i}$ fire at each other,
- $u_{i}$ and $w$ fire at each other, and
- $x_{i}$ and $z$ fire at each other.

Thus $S^{\prime}$ has one fewer two-component in $G_{2}$ than $S$. Hence, we have proven that $x_{i}$ is not the centre-vertex of a three-component.

Suppose that $x_{i}$ is the leaf of a three-component. If $y_{i}$ also belongs to this threecomponent, then, since $x_{i} \neq y_{i}$, we have that $u_{i}, v_{i}$ and the three-component of their victims lie on a 5 -cycle in $G$. Then let $S^{\prime}$ be a scheme identical to $S$ except that in the first round these five vertices fire according to an orientation of this 5 -cycle. Thus $S^{\prime}$ has one fewer two-component in $G_{2}$ than $S$.

If $x_{i}$ is the leaf of a three-component that does not contain $y_{i}$, then $u_{i}, v_{i}$ and the components containing their first round victims lie on a path of length 8 in $G$ so can be matched. So let $S^{\prime}$ be a scheme identical to $S$ except that in the first round these eight vertices fire according to this matching. Thus $S^{\prime}$ has one fewer two-component in $G_{2}$ than $S$.

Thus $x_{i}$ is not the leaf of a three-component, and, by (iii), $x_{i}$ belongs to a two-component.

Thus $u_{i}$ and $v_{i}$ combined with the components of $G_{1}$ containing their victims lie on a path of length 7 in $G$. We call such a path a seven-component. Let us motivate this choice of name by showing that the seven-components are vertexdisjoint.

The vertices $v_{i}, 1 \leq i \leq r$, fire at distinct three-components in the first round (as their victims are unique and one of the leaves of each three-component is the centre-victim). We must also show that the victims $x_{i}$ of the vertices $u_{i}$, $1 \leq i \leq r$, belong to distinct two-components. Suppose that $x_{i}$ and $x_{j}, i \neq j$, are distinct but belong to the same two-component in $G_{1}$. Then let $S^{\prime}$ be a scheme identical to $S$ except that in the first round

- $v_{i}$ and $y_{i}$ fire at each other,
- $v_{j}$ and $y_{j}$ fire at each other,
- $u_{i}$ and $x_{i}$ fire at each other, and
- $u_{j}$ and $x_{j}$ fire at each other.

Again $S^{\prime}$ has fewer two-components in $G_{2}$ than $S$. Now suppose that $x_{i}=x_{j}$. If either $u_{i}$ or $u_{j}$ is adjacent to the other vertex in $x_{i}$ 's two-component, then we have the previous case. Otherwise, there is an edge $u_{i} u_{j}$ (else there is a claw). So let $S^{\prime}$ be a scheme identical to $S$ except that in the first round

- $v_{i}$ and $y_{i}$ fire at each other,
- $v_{j}$ and $y_{j}$ fire at each other, and
- $u_{i}$ and $u_{j}$ fire at each other.

Again $S^{\prime}$ has fewer two-components in $G_{2}$ than $S$.
We have shown that the seven-components are vertex-disjoint. Note that all the three-components in $G_{1}$ contain a victim of a vertex in $G_{2}$ and so must be a subgraph of a seven-component. Thus we can represent $S$ as a collection of vertex-disjoint seven-components, two-components and odd cycles that span $G$. We denote such a representation $G^{*}$. Note that the number of two-components in $G_{2}$ is equal to the number of seven-components in $G^{*}$. Thus to prove the lemma we show that if for $S$ there is more than one seven-component in $G^{*}$, then we can find another scheme with fewer seven-components.

Let $A=a_{1} \cdots a_{7}$ and $B=b_{1} \cdots b_{7}$ be a pair of seven-components in $G^{*}$. First we consider the case where, in $G, A$ and $B$ are joined by an edge $a_{i} b_{j}$ for some $i, j$. We shall show that this implies that the vertices of $A$ and $B$ admit a perfect matching; thus we can replace two seven-components by seven two-components.

If $i$ and $j$ are both odd, then we match $a_{i}$ with $b_{j}$ and the remaining vertices and edges of $A$ and $B$ form paths of even length, so can clearly be matched. If $i$ is even and $j$ is odd, then, if either $a_{i-1}$ or $a_{i+1}$ is adjacent to $b_{j}$, we have the previous case. Otherwise, by claw-freeness, there is an edge $a_{i-1} a_{i+1}$ and we include both this and $a_{i} b_{j}$ in the matching, and, again, what remains of $A$ and $B$ are paths of even length. Finally suppose that $i$ and $j$ are both even. If there are any other edges from a vertex in $\left\{a_{i-1}, a_{i}, a_{i+1}\right\}$ to a vertex in $\left\{b_{j-1}, b_{j}, b_{j+1}\right\}$, then we have an earlier case. Otherwise, claw-freeness implies edges $a_{i-1} a_{i+1}$ and $b_{j-1} b_{j+1}$, and we include these and $a_{i} b_{j}$ in the matching to again leave only even length paths.

So we can assume that no pair of seven-components in $S$ are joined by an edge in $G$. Now let us assume that $S$ is such that we can find seven-components $A$ and $B$ such that the length of the shortest path in $G$ between them is minimum (that is, there is no pair of seven-components in any other simple scheme separated by a shorter path).

Suppose a shortest path from $A$ to $B$ meets $A$ at $a_{i}$ and the next vertex along is $w$. In $G^{*}, w$ must belong to either a two-component or an odd cycle.

First suppose $w$ is in a two-component $C$ whose other vertex is $z$. We describe how to use the vertices of $A$ and $C$ to find a seven-component $A^{\prime}$ and twocomponent $C^{\prime}$ such that $w$ is in $A^{\prime}$; thus $A^{\prime}$ is closer to $B$ than $A$ contradicting
our choice of $A$ and $B$. By symmetry, there are four cases according to which vertex of $A$ neighbours $w$. Suppose $a_{1}$ is adjacent to $w$. Then replace $A$ and $C$ with $A^{\prime}=z w a_{1} \cdots a_{5}$ and $C^{\prime}=a_{6} a_{7}$. If $a_{2}$ is adjacent to $w$, then claw-freeness implies one of the edges $a_{1} a_{3}, a_{1} w$ or $a_{3} w$ is present. Let $C^{\prime}$ be, respectively, $a_{6} a_{7}, a_{6} a_{7}$ or $a_{1} a_{2}$, and in each case we find a path of length 7 on the remaining vertices to be $A^{\prime}$. If $a_{3}$ is adjacent to $w$, then let $A^{\prime}=z w a_{3} \cdots a_{7}$ and $C^{\prime}=a_{1} a_{2}$. If $a_{4}$ is adjacent to $w$, then one of $a_{3} a_{5}, a_{3} w$ or $a_{5} w$ is present. Let $C^{\prime}$ be, respectively, $a_{1} a_{2}, a_{1} a_{2}$ or $a_{6} a_{7}$, and in each case we find a path of length 7 on the remaining vertices to be $A^{\prime}$.

Finally suppose that $w$ belongs to an odd cycle. If $a_{i}, i$ odd, is joined to $w$, then there is a perfect matching on the vertices of $A$ and the cycle and we have a scheme with fewer seven-components. Suppose $a_{i}, i$ even, is adjacent to $w$. If either $a_{i-1}$ or $a_{i+1}$ is joined to $w$, then we have the previous case. Otherwise, there must be an edge $a_{i-1} a_{i-1}$, and if we match both this pair of vertices and $a_{i}$ and $w$, then the remaining vertices of $A$ and the cycle induce even-length paths and a perfect matching can again be found.
Theorem 3. Computing the parallel knock-out number of a claw-free graph can be done in polynomial time.
Proof. By Theorem2, it is sufficient to present methods for checking whether or not $\operatorname{pko}(G)$ is equal to 1 or 2 , since if it is neither it must be $\infty$. Deciding whether a graph can be knocked-out in a single round can be solved in polynomial time ([3]). So we need only show how to check whether $G$ can be knocked out in two rounds.

Suppose that $\operatorname{pko}(G)=2$. By Lemma [4, we can assume that there is a tworound simple KO-reduction scheme for $G$ in which only two vertices, say $u$ and $v$, survive to the second round, and, by the proof of the lemma, there is exactly one three-component in $G_{1}$.

Let $w$ be the first round victim of $v$. Then $G-\{u, v, w\}$ has a spanning subgraph comprising two-components and odd cycles (that is, $G_{1}-w$ ) and can thus be knocked out in one round. Therefore the following is a necessary condition for $\operatorname{pko}(G)=2$ : there are three vertices $u, v$ and $w$ in $V$ such that

- there are edges $u v$ and $v w$,
- $u$ and $w$ have neighbours other than $v$ and each other, and
- $\operatorname{pko}(G-\{u, v, w\})=1$

It is easy to see that this condition is also sufficient. Therefore to decide whether or not $\operatorname{pko}(G)=2$, we look for a set of three vertices that satisfies this condition. This can be done in polynomial time.

As noted before any graph with pko $(G)=1$ has a spanning subgraph consisting of a number of mutually disjoint matchings edges and disjoint cycles. For claw-free graphs we have found the following characterization, which directly follows from the proof of Lemma 4 .

Corollary 1. Let $G$ be a connected claw-free graph with $p k o(G)=2$. Then $G$ has a spanning subgraph consisting of a number of vertex-disjoint matching edges, odd cycles and one path on seven vertices.

## 5 Conclusions

We solved the square-root conjecture of [3] by giving a tight upper bound on the parallel knock-out number of a KO-reducible graph $G$. We also showed that the parallel knock-out number of a KO-reducible $K_{1, p}$-free graph is at most $p-1$, and that this bound is tight. For claw-free graphs we showed that their parallel knock-out number can be computed in polynomial time. The question of whether the parallel knock-out number for $K_{1, p}$-free graphs with $p \geq 4$ can also be computed in polynomial time remains open.
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