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PREFACE 
 
The scope of this new and important book includes personal portable telephones, 

multimedia devices, digital assistants, and communicating palmtop computers; Registration 
and handoff protocols, messaging, and communications and computing requirements; 
Network control and management for protocols associated with routing and tracking of 
mobile users; Location-independent numbering plans for movable personal services; Personal 
profiles, personalized traffic filtering, and other database-driven aspects of personal 
communications; Link access technologies and protocols; Radio and infrared channel 
characterization and other microcell-based personal communication systems; Satellite 
Systems and Global Personal Communications; Traffic management and performance issues; 
Policy issues in spectrum allocation, industry structure, and technology evolution; 
Applications, case studies, and field experience; Intelligent vehicle highway systems. 

Chapter 1 - As leaders of the decentralization movement, Mobile Ad-hoc Networks 
(MANETs) and Peer-to-Peer (P2P) systems are hot topics in networking community. 
Decentralization model puts ordinary network users on the driver’s seat, gives them much 
more control, and stimulates their enthusiasm in active participation. It is believed that 
decentralization will replace the client/server model as dominant model in the new century. 

MANETs and P2P systems share similar theoretical foundations. Both break away from 
the client/server model using multi-hop multicast. Both are dynamic, highly decentralized, 
self-organized, and self-healed. However, their levels of real world application are polar 
apart.  Cachelogic reported that in January 2006 P2P traffic accounted for approximately 71% 
of all Internet traffic. On the other hand, only few MANETs applications have been 
commercially realized. Remarkable research initiatives in the synergy of P2P systems and 
MANETs have been sparked by this interesting phenomenon. While most focus on routing, 
the bootstrapping problem remains indispensable for the transplantation of successful 
approaches in P2P systems into MANETs. 

The crucial problem in bootstrapping is topology construction in P2P overlay layer. In 
this chapter, a novel solution for this problem, i.e. the Ring Ad-hoc Network (RAN) protocol, 
is introduced. RAN builds effective rings in node ID space of the overlay layer for ring-based 
P2P systems like Chord, Pastry, and Virtual Ring Routing. With this ring, lengthy 
stabilization is absolutely unnecessary. It uses only neighbor-based multi-hop primitives. To 
best of author’s knowledge, this is first successful attempt in the area. 

Chapter 2 - Providing security and anonymity to users are critical in mobile ad hoc 
networks (MANETs). In this study, a cluster based security architecture is employed for 
better management of mobile users and scalability, and a Secure Anonymous Routing scheme 
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for Cluster based MANET termed SARC is proposed. SARC includes intra-cluster routing 
and inter-cluster routing, where intra-cluster routing uses a common broadcast channel to 
provide anonymity, and inter-cluster routing uses a sequence of temporary public keys as the 
trapdoor information. One of the unique features of SARC is that critical network elements, 
such as the cluster heads, are hidden from adversaries during the routing process. In order to 
maximize routing efficiency, key indexing is used and symmetric cipher is employed in most 
part of the proposed scheme to reduce computational complexity. In addition, a technique 
based on XOR operations for data forwarding is applied to provide anonymity and maximize 
efficiency during data transmissions. The tradeoff between security/anonymity and efficiency 
is also addressed. Analytical results are derived using information theoretic measure for 
anonymity analysis of the proposed scheme. Detailed implementation of SARC is provided 
and extensive simulations are performed for a large (16 clusters, 800 nodes) network using 
OPNET. It is observed that SARC has good scalability and it introduces very limited 
overhead comparing to other cluster based routing protocol which has no security features. 
Route establish time and packet delivery ratio are also evaluated while taking into account 
node mobility. Both anonymity analysis (including sender anonymity, receiver anonymity 
and sender-receiver anonymity) and attack analysis show the effectiveness of SARC against a 
wide range of strong adversarial attacks. 

Chapter 3 - A major trend in next generation wireless networks (NGWN) or fourth 
generation wireless networks (4G) is the coexistence of diverse but complementary 
architectures and wireless access technologies. This heterogeneity brings several design and 
deployment challenges. Among them, integration of existing heterogeneous wireless 
networks requires the design of efficient mobility management schemes, at IP layer as well as 
lower layer, to enable seamless roaming of users. IP technology is the best choice for 
interworking and integration of various radio access technologies and is the main drive of 
networks evolution towards all-IP core networks. IP mobility management is a crucial issue in 
heterogeneous mobile environments. Several IPv6-based mobility management schemes have 
been proposed and the most known of them is Mobile IPv6 (MIPv6). Despite some 
advantages, MIPv6 and its extensions are hindered by several shortcomings, such as handoff 
latency, signaling overhead, packet loss. Thus, they fail to fulfil requirements of real-time 
applications. Moreover, with growing demand for real-time and multimedia applications, 
quality of service (QoS) support in heterogeneous wireless networks is of primary importance 
in order to improve system performance and users' satisfaction. However, QoS provision 
mechanisms like IntServ/RSVP and DiffServ have been developed for wired networks and 
are not optimized for mobile and wireless environments. This chapter addresses mobility 
management issues and QoS provision in IP-based NGWN. The authors present recent 
techniques addressing these problems and discuss their limitations as well as outstanding 
challenges that still need to be addressed to motivate research activities for the design of 
efficient protocols and mechanisms in NGWN. Finally, performance analysis of IPv6-based 
mobility management protocols is provided to show their pros and cons. 

Chapter 4 - In the last years, a great research effort has been done to reduce the power 
consumption of integrated circuits, specially microprocessors. The main advantage of this 
trend is the fact that battery operated devices may live longer with the same small size cells. 
However, the use of wireless technologies to transmit information is an energy consuming 
activity that may exhaust the batteries: the use of high frequency carriers and the need of 
emitting at least some milliwatts of RF signal consume a relatively large amount of energy 
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that must be invested carefully to ensure that it is not wasted. This article describes which are 
the main sources of energy waste in medium access control protocols, analyzes the pros and 
cons of the wireless MAC protocols proposed so far and gives a series of directives to design 
new and more efficient protocols in the future. The result is an article that any researcher or 
engineer working with wireless battery operated devices must read in order to ensure that his 
or her devices are as long-lived as possible. 

Chapter 5 - Wireless sensor networks (WSNs) are a recent technology designed for 
unattended, remote monitoring and control, which have been successfully employed in 
several applications. WSNs perform environmental data sampling and processing, and 
guarantee access of the processed data to remote users. In traditional WSN models these tasks 
consist in transmitting sensed data to a powerful node (the sink) which performs data analysis 
and storage. However these models resulted unsuitable to keep the pace with technological 
advances which granted to WSNs significant (although still limited) processing and storage 
capabilities. For this reason recent paradigms for WSN introduced data base approaches to 
define the tasks of data sampling and processing, and the concept of data-centric storage for 
efficient data access. In this paper, the authors revise the main research contributions on both 
sides and discuss their advantages with respect to traditional approaches. 

Chapter 6 - The advancement of the self-forming, multi-hop Mobile Ad-hoc Wireless 
Networks (MAWN) created the need for new analysis methods which enable the accurate 
determination of the reliability and availability of these networked systems. Accordingly, a 
set of new and innovative methods has been developed and further research is on-going. The 
need for these methods is because contrary to hardwired networks, the MAWN is a scalable 
network without infrastructure. Along this line, the MAWN's configuration forms 
dynamically and probabilistically and as such no singular graphical depiction or mathematical 
function is able to describe its reliability. It is this feature that precludes the use of traditional 
methods. These new analytical methods are progressing in parallel with the proliferation of 
this technology so that reliable performance may be realized. Due to its flexibility, this new 
network scheme is often deployed in critical applications such as military and first responder 
applications. In such cases, reliability becomes a paramount system attribute. The primary 
contribution of this method is to describe and summarize the published methods in a single 
location. Taken together the tools are now available to a practitioner to analyze and optimize 
MAWN reliability. Mostly, this work is motivated by the application of MAWN technology 
in the DoD tactical networks and the import of their reliable operation when employed for 
this use. Throughout the chapter, DoD network examples will be used to demonstrate the 
reliability methods developed for the MAWN. The methods include both closed form analysis 
and Monte Carlo simulation techniques to establish terminal-pair reliability of the MAWN 
under a random waypoint mobility model; the metrics include two-terminal, k-terminal, and 
all-terminal reliability. 

Chapter 7 - Invasive and implantable biomedical devices used for diagnostic and therapy, 
ranging from neural prosthesis to video-capsule endoscopy (VCE) systems, are emerging 
innovative technologies and they are expected to originate significant business activity in the 
near future. The success of such systems is in part due to the advent of microtechnologies, 
which made possible the miniaturization of several sensors and actuators, as well their 
integration with readout and communication electronics. 

The new biomedical devices offer the possibility of improved quality of life, as well cost 
savings associated with health care services. However, one open challenging is to 
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communicate to and from a biomedical device placed inside the human body with devices 
outside the human body. The lack of antennas, small enough to be integrated with the sensing 
microsystem, is a difficult task to overcome because such communications must be made at 
relatively low frequencies, due to live tissue signal attenuation. The straightforward solution 
is to increase the devices size to dimensions where it becomes possible to integrate an 
antenna. Up to now solutions, use conventional antennas together with miniaturization 
techniques to achieve the smallest antennas possible. However, the size of such devices is 
usually limited by the antenna and, is some cases, also by the batteries size. 

Micro-Electro-Mechanical Systems (MEMS) are becoming an available option for RF 
communication systems since they can offer, simultaneously, devices with improved 
performance and they use IC-compatible materials, allowing their integration in a silicon 
chip, side by side with semiconductor circuits. Up to now, MEMS have been used for antenna 
applications to obtain non-conventional front-ends with improved, or new characteristics. 
However, some preliminary tests have shown that some MEMS structures could have the 
ability to operate as an antenna itself and this solution would have the potential to be smaller 
than the conventional antennas. 

In this chapter, it is first discussed the need for small wireless biomedical devices. This 
requires the use of a microsystem completely integrated, from sensors to communications, 
thus requiring the use of integrated antennas. The electrical properties of substrates available 
in integrated circuit technology are very important for antenna design and one method used to 
characterize wafer materials is presented. Moreover, the antenna integration requires the 
availability of an electrically small antenna fabricated on materials compatible with the 
fabrication of integrated circuits. This integration requires the use MEMS techniques, like 
micromachining and wafer level packaging. 

Finally, MEMS structures previously used for non-conventional front-ends will be 
introduced and investigated, having in mind a new application, the MEMS structure itself will 
be operating as an antenna. The development of new integrated antennas using MEMS 
solutions has the potential to make the devices smaller and more reliable, which will make 
them cheaper and adequate for mass production, resulting in a key advantage for competitors 
in the RF market. Also, the availability of smaller biomedical wireless devices can lead to 
new applications not yet fully envisioned. The new solutions envisions power saving, smaller 
volume, lower cost, and increased system lifetime, which are very important features in 
biomedical microsystems for diagnosis and therapy. 

Chapter 8 - One of the key enablers for business applications in future mobile 
communication systems is the ability to set up secure channels across the Internet and mobile 
networks. In this paper, a hybrid transport layer security protocol (HTLS) is described, which 
sets-up secure channels across different networks, such as the Internet, Bluetooth, and UMTS, 
using a single protocol. HTLS’s sub-protocols and its unique features are explained versos the 
features of well known security protocols, such as TLS and WTLS, at the OSI transport layer. 
A comparison of the implementation results is also presented. 

Chapter 9 - In this chapter, the authors develop Markovian models to study the dynamics 
of real time and elastic calls in a cell served by UMTS/HSDPA and GSM/EDGE systems. 
The authors first present analytical models for interference and throughputs in GERAN and 
UTRAN. They then consider different strategies of Joint Radio Resource Management 
(JRRM) with or without inter-system vertical handovers and show how to calculate the 
steady-state probabilities and the performance measures (blocking probabilities, mean sojourn 
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times, loads). The authors numerical results compare the different JRRM strategies and show 
that the best performance is obtained with the strategy where several vertical handovers are 
allowed all over the communication in order to continuously choose the best system. 

Chapter 10 - The popularity of wireless networks makes interference and cross-talk 
between multiple systems inevitable. This chapter describes techniques for quantifying the 
effect of the UWB system on the second and third generation mobile communications 
systems. 

Ultra-wideband (UWB) radio signals have characteristics that are different from 
conventional radios. Of special interest is the ability to spread the transmission power over a 
sufficiently wide bandwidth to make the signal appear as noise to a narrowband receiver, 
while still being able to transmit very high data rates over short distances. In this context 
“narrowband” may actually mean 20 MHz Wide. Ultra Wideband was traditionally accepted 
as impulse radio, but the FCC and ITU-R now define UWB in terms of a transmission from 
an antenna for which the emitted signal bandwidth exceeds the lesser of 500 MHz or 20% 
bandwidth. Thus, pulse-based systems—wherein each transmitted pulse instantaneously 
occupies a UWB bandwidth, or an aggregation of at least 500 MHz worth of narrow band 
carriers, for example in orthogonal frequency-division multiplexing (OFDM) fashion—can 
gain access to the UWB spectrum under the rules. Pulse repetition rates may be either low or 
very high. Pulse-based radars and imaging systems tend to use low repetition rates, typically 
in the range of 1 to 10 megapulses per second. On the other hand, communications systems 
favor high repetition rates, typically in the range of 1 to 2 gigapulses per second, thus 
enabling short-range gigabit-per-second communications systems. Each pulse in a pulse-
based UWB system occupies the entire UWB bandwidth, thus reaping the benefits of relative 
immunity to multipath fading (but not to intersymbol interference), unlike carrier-based 
systems that are subject to both deep fades and intersymbol interference. 

The aim of this chapter is to present the effect of UWB on UMTS, CDMA-450 , DCS-
1800 and GSM-900 on the urban macrocell downlink performance (range and capacity) for a 
critical distance (distance between the UWB transmitter and the mobile receiver under study) 
of 1m. 

Chapter 11 - This paper presents an efficient fault-tolerant approach for public wireless 
local access networks (public WLANs). In a public WLAN, multiple access points (APs) are 
first deployed in the public area to provide wireless communication. For a user in the public 
WLAN, it must associate with an AP to acquire a wireless communication path before 
performing data services. If a failure occurs in an AP of the public WLAN, the users under 
the coverage range of the faulty AP (the affected users) cannot perform data services again. 
To tolerate the AP failure, previous approaches are based on the hardware redundancy or 
network planning technique. In this paper, the authors proposed a new fault-tolerant approach 
which directs each affected user how to move itself to the coverage range of another AP. For 
quickly reconnecting the wireless communication, the moving distance is considered in the 
proposed approach. In addition, the proposed approach also considers the overloading 
problem to avoid causing significant performance degradation on an AP. Finally, extensive 
simulations are performed to evaluate the performance overhead of the proposed approach. 

Chapter 12 - An important key concept of the Virtual Home Environment (VHE) is 
dynamic service provisioning. In 3G/B3G, the mobile network will have such a capability. 
The users can dynamically subscribe new services anytime, and the system operator or 
service provider can dynamically provide services to subscribed users immediately. Based on 
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the UMTS CAMEL (Customized Applications for Mobile Enhanced Logic) architecture, the 
authors propose an efficient mobile-agent–based platform to provide services dynamically, 
which can greatly reduce signaling traffic. To demonstrate the efficiency of the authors’ 
platform, the authors used the operations of incoming and outgoing calls to illustrate the 
operation of mobile agents. In an existing approach, a CORBA agent-based platform was 
deployed in a distributed processing environment, and it requires a standard, OMG Mobile 
Agent System Interoperability Facility (MASIF), to be interoperable between agent 
environments of different vendors or operators. However, there are some problems in this 
approach, such as problems in the aspects of security and performance. Analysis results have 
shown that the signaling traffic in the authors CAMEL mobile-agent-based platform can be 
reduced 40% compared to that in the CORBA agent-based platform. The authors’ platform 
can provide efficient mobility management, and enhance network performance, security and 
interoperability. 
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TOPOLOGY CONSTRUCTION 
FOR BOOTSTRAPPING PEER-TO-PEER 
SYSTEMS OVER AD-HOC NETWORKS 

 
 

Wei Ding 
University of Maine at Fort Kent 

Abstract 

As leaders of the decentralization movement, Mobile Ad-hoc Networks (MANETs) and 
Peer-to-Peer (P2P) systems are hot topics in networking community. Decentralization model 
puts ordinary network users on the driver’s seat, gives them much more control, and 
stimulates their enthusiasm in active participation. It is believed that decentralization will 
replace the client/server model as dominant model in the new century. 

MANETs and P2P systems share similar theoretical foundations. Both break away from 
the client/server model using multi-hop multicast. Both are dynamic, highly decentralized, 
self-organized, and self-healed. However, their levels of real world application are polar apart.  
Cachelogic reported that in January 2006 P2P traffic accounted for approximately 71% of all 
Internet traffic. On the other hand, only few MANETs applications have been commercially 
realized. Remarkable research initiatives in the synergy of P2P systems and MANETs have 
been sparked by this interesting phenomenon. While most focus on routing, the bootstrapping 
problem remains indispensable for the transplantation of successful approaches in P2P 
systems into MANETs. 

The crucial problem in bootstrapping is topology construction in P2P overlay layer. In 
this chapter, a novel solution for this problem, i.e. the Ring Ad-hoc Network (RAN) protocol, 
is introduced. RAN builds effective rings in node ID space of the overlay layer for ring-based 
P2P systems like Chord, Pastry, and Virtual Ring Routing. With this ring, lengthy 
stabilization is absolutely unnecessary. It uses only neighbor-based multi-hop primitives. To 
best of author’s knowledge, this is first successful attempt in the area. 
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1. Introduction 

1.1. Peer-to-Peer Systems and Mobile Ad-hoc Networks 

As shown dramatically by YouTube, the power of decentralization is irresistible. In most 
areas, it is only a matter of time for the decentralization model to replace the prevalent 
client/server model. 

Although the decentralization model is powerful, not every technology of 
decentralization is successful. For instance, peer-to-peer (P2P) systems and mobile ad-hoc 
networks (MANETs), two leading technologies in decentralization, are divergent in their 
commercialization. In case of P2P systems, welcomed applications succeeded in the market, 
gained popularity, and attracted active research. Research in turn brought in better 
applications. This is a virtuous cycle. In the case of MANETs, theoretical research dominated 
the area for more than a decade, but very little has been transfer into commercial application, 
if we do not include sensor networks as MANETs. Virtually no application has been widely 
used in real world except Bluetooth-based MANETs. 

P2P systems and MANETs share fundamental homogeneity in many aspects. For 
example, both communicate by multi-hop messaging. Both are characterized by the absence 
of network infrastructure. Both are against the framework of central controller and instead 
rely upon self organization. These inherent similarities imply promising probability of 
successful synergy and transplantation. 

The term “P2P system” is used throughout this chapter. However, it is not semantically 
differentiated with “P2P network.” 

1.2. Bootstrapping P2P Systems over MANETs 

In the synergy of P2P systems and MANETs, a trend has been seen in transplanting 
achievement in P2P systems into MANETs. In this direction, majority of research has focused 
on issues of stable status, especially routing. Transplantation hence concentrated on layer 
substitution which match layer model in wired IP networks to layer model of MANETs. 
[HGRW2006, LLS2004, HPD2003, PDH2004] 

Very limited research has been done in exploring the bootstrapping. Bootstrapping has 
been largely circumvented using unrealistic assumptions. This has been a repeated 
characteristic in the research of P2P systems over wired networks. [RD2001, SMKKB2001, 
CCNOR2006] 

Bootstrapping includes two major tasks. The first task is automatic nodes address 
configuration. If we follow the traditional layer model of MANETs and keep the stiff 
separation between layers, we need two configurations: the lower in the networking layer and 
the higher in overlay or application layer. The second task is setting up overlay topology. This 
chapter focuses on the second task. 

In computer networks, topology is frequently used to define qualitative geographic 
relationships, such as “which node is directly connected to which node,” or “which node is 
neighbor of which node.” Certain type of structured P2P systems imposes particular 
topologies among nodes to form a specific global structure. For a structured P2P system, 
overlay topology is crucial to its functionality. It lays foundation for other functions like 
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routing, resource sharing, advertising, looking up, retrieval, and data dissemination. It is one 
of dominant factors that affect primary performance parameters such as efficiency, 
robustness, scalability, and feasibility. In fact, topology has broader functionality. For 
example, Jelasity and Babaoglu [JB2005] have shown that problems such as clustering and 
sorting can be transformed into topology problems and be solved by specific topology 
construction.  

1.3. Current Status 

There are two major approaches for bootstrapping a structured P2P system over wired 
networks. One is to jumpstart a network from one or a few predefined nodes, in which the 
common way to expand the network is node joining. In wired networks, many structured P2P 
systems require manual creation of a “seed” network in bootstrapping. Nodes have to be 
booted one by one in a slow, linear manner, which costs long time. In addition, the 
jumpstarted network often needs extra long time for stabilization before normal routing could 
work. In another approach all nodes cooperate concurrently to construct an overlay topology. 
This approach is distributed and decentralized. The concurrency makes it much faster than 
joining approach. Furthermore the P2P system could advance to normal working status 
immediately after bootstrapping. 

Remarkable advance has been recently made in topology construction in wired networks. 
Topology generators can construct topologies such as line, ring, mesh, star, and tree. Generic 
generator, which could construct any topology if given a mathematical expression, is already 
available. [JB2005] However, no such construction tool has been reported in MANETs. 

Many problems remain unsolved in this area. In wired networks, existing protocols for 
topology construction and maintenance are usually based upon unrealistic assumptions. Most 
of them assume the existence of a specific initial topology. Some protocols demand that the 
network remains in an ideal topology all the time as a necessary condition for normal 
operations. The second problem is the ignorance of network merger and partition. Some 
systems even require each node keep and monitor global state of the entire network. Another 
problem is: many schemes for topology construction still employ centralized strategy. Some 
require central coordinators; some follow a network-wide top-down view in protocol design. 
Some have deficiencies in fault-tolerance and recovery. For structured P2P systems over 
MANETs, some approaches can not keep up with the rate of change. 

1.4. RAN – A New Solution 

In this chapter, the Ring Ad-hoc Network (RAN) protocol is introduced. It builds a ring 
topology in P2P ID space. To best of author’s knowledge, it is the first successful attempt in 
topology construction for MANETs. The ring is used to bootstrap ring-based P2P systems, 
such as Chord [SMKKB2001, DBKKMSB2001], Pastry [RD2001], and Virtual Ring Routing 
[CCNOR2006], over MANETs. On this ring, ring-based P2P systems could be put into 
normal operation immediately without lengthy stabilization. As in many literatures, Chord is 
used in demonstration. Three patterns are tested in RAN: distributed exhaustive pattern, 
virtual centralized exhaustive pattern, and random pattern. Simulation shows that the 
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distributed exhaustive pattern has best overall performance. So this pattern is essentially 
representative of RAN. 

The rest of this chapter is organized as follows. Section 2 introduces P2P systems, 
especially Chord. Section 3 depicts three previous research projects ⎯ T-Man, T-Chord, and 
Ring Network. They are most successful approaches for Chord ring construction in wired 
networks. Section 4 describes P2P systems in MANETs. Section 5 outlines the RAN protocol 
suite. Section 6 gives algorithms of RAN in AP notation. Simulation results are given in 
Section 7. Section 8 concludes the chapter. 

2. Peer-to-Peer Systems 

2.1. Peer-to-Peer Paradigm 

P2P overlay systems provide fast, accurate, and scalable resource discovery, resource sharing, 
and storage services without a central controller. The concept of P2P systems first appeared in 
mid 1990s. As file sharing platforms, especially to distribute music over Internet, P2P 
systems became a hot topic in the late 1990s. A traditional P2P system is built upon IP. It 
uses IP as the communication platform. An IP capable host can reach anything attached to the 
Internet or other IP networks like IEEE 802 family by an IP address. However, IP layer could 
not tell a host how and where to find given content or another host. This is done by P2P 
overlay systems. The basic task of P2P overlay systems is to connect to other peers and find 
out interesting content. 

P2P systems are distributed and self-organized. A host is called peer, because all hosts 
usually have same status, share same responsibility, and the relationship among them is 
characterized by equality. Unused bandwidth, storage, CPU cycles are shared among peers. 
Peers enjoy great freedom and privacy. Usually consumers are also producers, so aggregate 
resources grow exponentially with utilization. P2P systems have excellent fault tolerance, 
because there is no single point of failure in a P2P system. 

The emergence of P2P systems was a revolution against long time dominance of 
client/server model in computing and communication. In the client/server model, powerful, 
reliable servers provide data and services. Clients request data and services from servers. The 
client/server model has proved extremely successful by its famous offspring, such as World 
Wide Web, database systems, and FTP. However, it has following inherent defects: 

 
 need central controller 
 dictation in which clients look like slaves 
 presents a single point of failure 
 unused resources through out the network 
 poor scalability 

2.2. Peer-to-Peer Systems 

P2P systems address above defects of client/server model. At large P2P computing aims at 
sharing and exchanging resources and services between terminals. These resources and 
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services include information (file or data structure), CPU cycles, storage (memory, cache, and 
disk), I/O devices, etc. P2P paradigm takes advantage of superfluous computing capacity, 
storage, and network bandwidth, so end users can unite and leverage their collective power to 
carry out huge task or achieve mutual benefits. 

In a P2P system, all nodes are clients, servers, and routers at same time. All provide and 
consume data and services. No centralized data source endangers the system as the single 
point of failure. Nodes collaborate directly with each other. Any node can initiate a 
connection. All nodes are totally free: they may enter and leave the network arbitrarily and 
frequently. It will be “the ultimate form of democracy on the Internet” as well as “the ultimate 
threat to copy-right protection on the Internet.” [Kaashoek2003] 

P2P systems have following advantages: [Muthusamy2003] 
 
 Efficient use of resources 
 Unused bandwidth, storage, CPU cycles at the edge of the network become available 

to any user 
 Scalability 

− Consumers of resources also donate resources. If remarkable consumers turn into 
producer, aggregate resources will grow with utilization. 

− Self-scaling 
 Reliability 

− No single point of failure 
− Geographic distribution 
− Replicas 
− Built-in fault tolerance 
− Fault tolerance 

 Easy administration 
− Nodes self organizing 
− No need to deploy servers 
− Load balancing 

 
Besides file sharing, P2P paradigm could be applied in collaborative Internet (e.g. ICQ, 

shared whiteboard), distributed computing and grid computing (e.g. UC Berkley Seti@Home 
Project), multiplayer network games (e.g. Doom) and many other fields. However, P2P 
systems, especially those for file sharing, remain to be the oldest and most sophisticated P2P 
application. In a typical file sharing network, a user makes files (music, video, etc.) on her 
computer available to others. Then another user connects to the network, searches for the 
files, finds the first user’s computer, and downloads files directly from first user’s computer. 

P2P systems fall into two categories: unstructured P2P systems and structured P2P 
systems. [Muthusamy2003] An unstructured P2P system does not have a fixed topology for 
routing. By the existence of central index servers, unstructured P2P systems are divided into 
three subgroups: centralized with a central index server, like Napster; semi-centralized with 
local index servers, like KaZaA; decentralized without any index server, like Gnutella. [Clip2, 
Ivkovic2001] 

Structured P2P systems use fixed topologies like ring or grid for routing. They impose 
specific local relationships between peers, which finally generate global structures. These 
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topology structures can be used for efficient data placement, search, and retrieval. They have 
guaranteed scalability ⎯ hops in routing is not linear with number of nodes. Most of them 
could reach the logarithm. They are self-organized, fault-tolerant, and they support load 
balancing. Structured P2P systems are usually implemented via Distributed Hash Table 
(DHT). Typical systems include Chord [DBKKMSB2001, SMKKB2001], Pastry [RD2001], 
CAN [RFHKS2001], BitTorrent [Cohen2003I, Cohen2003B], and Virtual Ring 
[CCNOR2006]. 

2.3. Unstructured P2P Systems 

Napster was devoted to sharing music files on Internet. Providers upload their list of files and 
IP addresses to Napster server. Downloaders send queries to Napster server for files of their 
interest in the format of keyword search. Keywords could be artist, song, album, even bit rate. 
Napster server replies with IP address of users with matching files. Downloaders connect 
directly to the provider’s computer to download file. Using a central directory/index server 
and a central query database, Napster guarantees correct results. At same time, the central 
server forms a single point of failure and bottleneck for scalability. Napster is Susceptible to 
denial of service attack and mischief from malicious users. 

 

 

Figure 1. Centralized architecture of Napster 

Gnutella enables sharing any type of files, not just MP3. It employs decentralized search. 
In Gnutella a user A asks her neighbors for files of interest, those neighbors ask their 
neighbors, and so on. Finally either users with matching files reply to A’s query, or the packet 
is destroyed after a preset Time To Live (TTL). Each message has a parameter which sets the 
max number of hops the packet can “live”. Search is distributed by the means of queries 
flooding. Comparing to Napster, Gnutella is decentralized and robust to denial of service 
attacks, for it has no single point of failure. Nevertheless, it can not guarantee correct results 
for every query. Gnutella is still not scalable. [Clip2, Ivkovic2001] 

KaZaA is a hybrid of centralized and decentralized structures, where super-peers act as 
local central nodes and local search hubs. Each super-peer is similar to a Napster server in a 
smaller scale. Super-peers are automatically chosen by the system based on their capacities 
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(storage, bandwidth, etc.) and availability (connection time). Users upload their list of files to 
a super-peer, which periodically exchange file lists with neighbor super-peers. When the 
query reaches a super-peer for files of interest, the file is transferred back to requesting node 
following the reverse path. [Muthusamy2003] 

 

 

Figure 2. Flooding style search in Gnutella 

2.4. Structured P2P Systems 

Structured P2P systems are also called second generation P2P overlay networks. 
[Muthusamy2003] They are self-organized and fault-tolerant with balanced load. Scalability 
is guaranteed on numbers of hops to answer a query. One frequently cited difference with 
unstructured P2P systems their DHT interface. 

A DHT stores (key, value) pairs. Each peer stores a subset of (key, value) pairs. Core 
functions of DHT API include insert, lookup, and delete. Insert function stores a (key, value) 
pair at the node responsible for the key. Lookup function returns value associated with a key 
from the host peer of the pair. Basic operation is to find node responsible for a key. A key 
need to be mapped to a node before insert, lookup, or delete functions could be used for this 
node. DHT maps Keys evenly to all nodes in the network. Each node maintains information 
about only a few other nodes. Messages can be routed to a node efficiently. Arrival or 
departure of one node only affects a few nodes. 

Many services can be built on top of a DHT interface, like file sharing, archival storage, 
databases, naming, service discovery, chat, rendezvous-based communication, publish and 
subscribe. There are several implementations of DHT generic interface, for instance, Chord 
from MIT, Pastry from Microsoft Research in UK and Rice University, Tapestry from UC 
Berkeley, Content Addressable Network (CAN) also from UC Berkeley, SkipNet from 
Microsoft Research and University of Washington, Kademlia from New York University, 
Viceroy from Israel government and UC Berkeley, P-Grid from EPFL in Switzerland, Freenet 
developed by Ian Clarke. These systems are also called P2P routing substrates. 

Routing in Chord is based upon a ring, on which nodes are organized according to their 
node IDs. Keys are assigned to their successor node in the ring. The consistent hash function 
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ensures even distribution of nodes and keys on the ring. In a system with N nodes and K keys, 
lookups are resolved with O(log N) hops as well.  

Pastry has a similar interface to Chord, however, it has good network locality to minimize 
hop traveling distance. To achieve locality new node needs to know a nearby node. Each 
routing hop matches the target identifier by one more digit. There are many choices in each 
hop, called possible locality. 

 

 

Figure 3. CAN network with 5 nodes in 2-d space 

 
CAN uses a d-dimensional Cartesian coordinate space on a d-torus. Each node occupies a 

distinct zone in the space. Each key is hashed to a point in the space. 

 

Figure 4. BitTorrent nodes upload pieces of common file to each other 
 
BitTorrent has a highly connected ring topology with a center, like a bike wheel. 

BitTorrent uses economic methods in file sharing. It is faster and more reliable than most P2P 
approaches. BitTorrent forces concurrent downloaders of a same file to share the cost of 
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upload. By using BitTorrent, they have to upload pieces of the file to each other. 
[Cohen2003I, Cohen2003B] 

2.5. Chord 

2.5.1. Consistent Hashing 
Chord employs consistent hashing to assign ID to nodes and keys. The consistent hashing 
uses SHA-1 cryptographical hash as its base hash function. The compositive effect of two 
functions provides fast distributed hash computation. The consistent hashing has three 
attractive idiosyncrasies. 

First, like other DHT, consistent hashing helps routing in Chord remain scalable to 
network size, that is, node number in the network. Unlike many proactive routing algorithm, 
Chord does not need its nodes keep tracking of every other node. A Chord node just need 
track O(log N) other nodes in its finger table. Each node resolves the hash function by 
communicating with other nodes. A lookup search for a key in Chord DHT only requires 
O(log N) messages to be exchanged. 

Second, it has superb load balancing and map keys evenly to nodes with uniform random 
distribution. This character is very important to Chord’s success. It provides solid foundation 
for Chord’s scalability, that is, the scalability to base. Many calculations in Chord involve 
modular operation. The scalability to base makes Chord calculations independent of base. No 
matter how big a base you chose, this feature will keep Chord at similar performance level. 

Third, consistent hashing is very stable. With help of consistent hashing, Chord could 
smoothly absorb disturbance from joining and ungraceful leaving (leaving without handling 
problems arising from the leave). In Chord ID space, a joining or leaving node only affects 
O(1/N) existing keys in network which need move to other nodes to maintain the network-
wide load balance. This is almost theoretical optimum. 

2.5.2. Routing in Chord 
 

 

Figure 5. Chord identifier ring. 

 



Wei Ding 10

Routing in Chord is implemented by Chord identifier ring, as shown in Figure 5 and 6, on 
which nodes are organized according to node IDs. Keys are assigned to their successor node 
in the ring. The Hash function ensures even distribution of nodes and keys. In an O (log N) 
size Chord finger table associated with an N size node set, ith finger points to the first node 
that succeeds n by at least 2i-1. 

 

   

Figure 6. Looking up a key in Chord 

To look up a key n, we first locate the furthest node that precedes the key in the finger 
table. Chord queries could find the target’s home address in O (log N) hops. In a system with 
N nodes and K keys, with high probability, each node receives at most K/N keys. Each node 
maintains information about O (log N) other nodes. And lookups are resolved with O (log N) 
hops. However, the efficiency comes with a loss in accuracy. In Chord, there is no guaranteed 
delivery and no guaranteed consistency among replicas. Hops have poor network locality, 
nodes close on ring can be amazingly far in the physical network. 

2.5.3. Chord Algorithm 
In Chord, a node ID is a unique m-bit identifier, hashed from IP address or other unique ID. A 
key is an m bit identifier, hashed from a sequence of bytes. A value is sequence of bytes. 
Chord API includes following functions: 

 
// node n finds the successor of id 
n.find_successor(id) 

if (id ∈ (n, successor]) 
return successor; 

else 
p = closest_preceding_node(id); 
return p.find_successor(id); 

 
// search the local table for the highest predecessor of id 
n.closest_preceding_node(id) 

for i = m downto 1 
if (finger[i] ∈ (n, id)) 
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return finger[i]; 
return n; 
 

// create a new Chord ring 
n.create() 

predecessor = nil; 
successor = n; 
 

// join a Chord ring containing node p. 
n.join(p) 

predecessor = nil; 
successor = p.find_successor(n); 
 

// called periodically. verifies n’s immediate successor, and tells the successor about n. 
n.stabilize() 

x = successor.predecessor; 
if (x ∈ (n, successor)) 

successor = x; 
successor.notify(n); 
 

// n thinks p might be predecessor. 
n.notify(p) 

if (predecessor is nil or p ∈ (predecessor, n)) 
predecessor = n; 

 
// called periodically. It refreshes finger table entries. next stores the index of the next finger 
to fix. 
n.fix_fingers() 

next = next + 1; 
if (next > m) 

next = 1; 
finger[next] = find_successor(n + 2next-1 ); 
 

// called periodically. It checks whether predecessor has failed. 
n.check_predecessor() 

if (predecessor has failed) 
predecessor = nil; 

3. Previous Works on Bootstrapping in Wired Networks 

3.1. T-Man ⎯ A Gossip-Based Approach 

Based upon popular gossip communication model [LMM2000] in distributed computing, T-
Man [JB2005] is designed as a general purpose protocol for building and maintaining 
network topology. T-Man targets large scale and highly dynamic networks. It is simple, 
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scalable, robust, and flexible. It may be used as a standalone program, a bootstrapping 
component, or a recovery component in other protocols. It is mainly used in P2P community, 
but has an application range far beyond. With the aid of its original concept ⎯ the ranking 
function, T-Man controls self-organization of topologies in a straightforward, intuitive, and 
adaptive manner. T-Man follows a stepwise refining procedure with a short asymptotic time. 
T-Man is completely distributed. Each node relies solely upon local communication to 
increase the quality of the current set of neighbors. Its fast convergence and high robustness 
in dynamic environments have attracted considerable follow-up research. 

T-Man is so adaptive and flexible that it allows for topology change on-the-fly at run 
time without any change in protocols. All previous approaches have to revise protocol for 
each possible topology to achieve the same objective. As a general abstraction, topology can 
be used to solve problems or to enhance and support other solutions. Therefore changing 
topology on-the-fly will have significant benefit in both theory and practice. It may drastically 
increase the efficiency of distributed applications as well as the efficiency in deploying such 
applications. With the support for quick topology change, we can derive best topology for a 
certain scenario by progressive evolution of topologies. 

3.1.1. Gossip Protocol 
The Gossip protocol [BEGH2004, JHB2001, LMM2000, MMA2000] provides a scheme for 
performing probabilistically reliable network broadcasts. In the Gossip protocol nodes send a 
message to some instead of all neighbors (usually only one). The recipients are often selected 
randomly, but deterministic algorithms are used as well. Due to the redundancy in links, most 
nodes received the packet in limited hops. Gossip minimizes amount of transportation, and 
hence reduce communication overhead. Gossip has much better performance than flooding. 
Gossip can be used to deliver multicast messages with less overhead and enhanced efficiency 
than normal flooding style broadcasting.  

3.1.2. Ranking Function 
Key concept of T-Man is ranking function, which specifies the preference for a node to 
choose its neighbors in the target topology. A node uses the ranking function to order any set 
of nodes according to the preference. This simple abstraction results in an effective algorithm 
which generates various topologies with preciseness and efficiency. The ranking function is 
the source of effectiveness, versatility, and flexibility of T-Man. 

Suppose a network contains nodes, all connected to each other. Each node has an address 
sufficient for sending messages to it. Each node maintains addresses of other nodes through a 
partial view, which is a set of node descriptors. Besides a node address, a node descriptor 
contains a profile, which contains topology related properties, such as ID, geographical 
location, etc. Links of topology are determined by addresses in partial views descriptors. 

Following the selected ranking function, T-Man use local gossip messages and gradually 
evolves the current topology towards the target. According to its simulation report, the 
convergence is fast and scalable. Convergence time grows as the logarithm of the network 
size. The high speed guarantees that T-Man can build divergent topologies on-the-fly. This 
feature makes T-Man a perfect fit for dynamic systems in which the nodes and their 
properties change rapidly. 
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Here gives a formal description. Suppose N is the node set of a network. Each node x 
maintains addresses of other nodes through a partial view, denoted as viewx. c is the maximal 
size of partial views in the network. Ranking function R has following parameters as its input. 

 
 x, base node 
 S = {y1, y2,   ,ym}, a set of nodes 

 
The output of R is an m-tuple, which is a re-ordered S. The task is to construct views of 

all nodes such that the view of node x, viewx, contains exactly the first c elements of R(x, {all 
nodes except x}), which is output of R over the entire node set. That is, 

 
 }){,()view,( x xNxRxR −=  
 
One convenient way to get a ranking function is through a distance function, which is 

derived from a metric space over the node set. The ranking function measures the Euclidean 
or other distance from the base node. Here are few examples of defining distance function. 
For lines, the profile of a node is a real number. The distance function is 

 
 d(a, b) = |a – b| 
 
Its variant can be extended to a ring. For example for a Chord ring with range [0, N], 

node profile is an integer in [0, N]. Here distance is directional, that is, d(a, b) is not 
necessarily equal to d(b, a). The distance function is defined as 

 
 d(a, b) = (a – b) mod (N+1) 
 
Extending one dimensional distance function for line to two dimensions, we can derive 

distance function for a mesh. The profile for node is two-dimensional real vector. The 
distance for the mesh is the Manhattan distance, which is the sum of two one dimensional 
distances on two coordinates. Use the same transformation from line to ring, we can get 
profile and distance function for tube from those for mesh. 

3.1.3. T-Man Protocol 
 

 

Figure 7. Constructing a torus over 50×50 nodes starting from a uniform random distribution of nodes 
with c = 20. 
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Given an arbitrary overlay network, constructing a target topology is realized via 
connecting all nodes to the right neighbors. T-Man’s basic idea is there is a general 
relationship of nodes behind a given topology, which is expressed by a ranking function. The 
relationship between nodes could be geographical location, semantic description of stored 
data, storage capacity, etc. 

T-Man is based on the gossip communication scheme. After initialization, each node 
executes the same protocol concurrently. No synchronization or coordination is needed. 
Nodes’ running is not synchronous. The protocol consists of two threads: an active thread 
initiating communication with other nodes; a passive thread waiting for and processing 
incoming messages. 

 
Initialization 

 
view ← rnd.view ∪ {(myAddress, myProfile)} 

 
Active Thread 

 
do at a random time once in each consecutive interval of T time units 

p ← selectPeer() 
myDescriptor ← (myAddress, myProfile) 
buffer ← merge(view, {myDescriptor}) 
buffer ← merge(buffer, rnd.view) 
send buffer to p 
receive bufferp from p 
buffer ← merge(bufferp, view) 
view ← selectView(buffer) 

 
Passive Thread 

 
do forever 

receive bufferq from q 
myDescriptor ← (myAddress, myProfile) 
buffer ← merge(view, {myDescriptor}) 
buffer ← merge(buffer, rnd.view) 
send buffer to q 
buffer← merge(bufferq, view) 
view ← selectView(buffer) 

 
As described above, each node maintains a view. The view is a set of node descriptors. 

Function merge(view1,view2) returns the union of view1 and view2. In above protocol, two key 
functions are selectPeer() and selectView(buffer). Function selectPeer() uses the current view 
to return an address. First, it applies the ranking function to order the elements in the view. 
Then it returns the first descriptor that belongs to a live node. Function selectView(buffer) 
applies the ranking function to order elements in the buffer. Then it returns first c elements of 
the buffer. By using views of their current neighbors, all nodes improve their views, so that 
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their new neighbors will be closer to the target topology. Neighbors will become closer and 
closer.  

3.2. T-Chord ⎯ An Application of T-Man 

3.2.1. Advantages of T-Chord 
T-Chord efficiently bootstraps Chord from a random unstructured overlay using T-Man. It is 
one of most successful Chord ring building approaches in terms of thoroughness, speed, and 
efficiency. Simulation proved that T-Chord is able to create a perfect Chord ring in O(log(N)) 
steps where N is network size. It also shows optimized message latency. The generated 
network is immediate operable and could be handed over to the Chord protocol right away. 

T-Chord completely breaks away from the old pattern of bootstrapping structured P2P 
system ⎯ that is, using a jumpstart node and node joining procedure. The joining based 
method is very inefficient. It is unable to make nodes’ bootstrapping concurrent. Nodes have 
to be booted one by one in a linear manner, which is very unrealistic for large network. 
[DBKKMSB2001] Some require booting nodes in a fixed order, which will not only need 
linear run time but also need complicated synchronization and coordination. Without the 
constraint of single jumpstart node, in T-Chord every node starts its own topology building 
and optimization concurrently. Furthermore, unlike many other attempts to bootstrapping 
Chord, T-Chord does not need any a prior configured initial network or jumpstart node. 

3.2.2. T-Chord Protocol 
T-Chord starts from a connected unstructured overlay network with a random topology. In T-
Chord simulation, the unstructured random network is generated by a lightweight 
membership protocol called NEWCAST. [JGKS2004] Bootstrapping of T-Chord does not 
include node ID automatic generation. Nodes are a priori configured and unique IDs are 
assigned to nodes from a circular ID space. T-Man ranking function just needs minor revision 
to be adapted for T-Chord. In T-Man’s running procedure, not only direct successor and 
predecessor are located as outcome of ring topology, many encountered nodes are also 
remembered. These buffered nodes are very useful in building Chord finger table. 

3.2.3. Deficiencies of T-Chord 
The most notable problem with T-Chord is its requirement for a priori configuration of Chord 
IDs. It ruins its good reputation and great prospective due to its ability to unconditionally 
bootstrap from arbitrary initial topology. Another short coming is its distance function, which 
inherited from T-Man. Its definition 

 
 }2mod)(,2mod)min{(),( mm vuuvvud −−=  
 

is not compatible with the distance defined in Chord, which is 
 
 muvvud 2mod)(),( −=  
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3.3. Ring Network 

3.3.1. Features of Ring Network 
The Ring Network (RN) protocol is an asynchronous message-passing distributed protocol, 
which fits well the autonomous behavior of peers in a P2P system. [SR2005] Peers do not 
need to be informed of any global network state. They are not required a grace leave, i.e. to 
assist in repairing the network topology caused by their leave. 

RN protocol is not gossip based. RN uses message passing, a traditional distributed 
computing technique. Another notable difference is initial condition. RN requires the 
presence of a weakly connected initial network called minimum bootstrapping system to be 
able to return a Chord ring, while T-Chord can start at any condition and find any connected 
component. Two nodes are weakly connected means that there is a directed path between 
them no matter which direction the path is. For author’s RAN protocol and T-Chord, 
differentiating weakly connected components from strongly connected components does not 
make much sense, since we do not have any preliminary requirement about connectivity. In 
addition, since most devices in MANETs support duplex mode, there is no much pragmatic 
significance to find this difference. RN does not specify the scale of the bootstrapping system 
and how the system is configured. From the Proposition 2.1 in [SR2005], we guess the 
bootstrapping system is a subset of all nodes to which every node is connected with at most 
one hop distance. 

3.3.2. RN Protocol 
The RN protocol is fully distributed. It can quickly adapt to churns in the network. All peers 
independently and asynchronously run a same set of procedures while they exchange 
asynchronous messages. Periodically each peer calls the Closer Peer Search procedure to 
search a closer predecessor in ID space, by which a closer successor candidate is also 
returned. As shown later in Section 3.3.5, authors of [SR2005] confuse successor and 
predecessor in the RN algorithm. But the pseudocode is still consistent and correct if we 
ignore the textual description. 

Peers that participate in this search record information in any message they received. 
After collecting information returned by the predecessor search, returned by bootstrapping 
process, or gleaned from message propagation, each peer selects a currently closest successor. 
This process repeats till a complete consistent ring is formed. Local information stored by 
each peer includes: 

 
 Γ: the set of current neighbors of the peer. 
 W: the set of peers returned by Closer Peer Search. 
 B: the set of peers that the peer has learned by the Search Monitor while propagating 

search request messages on behalf of other peers. 
 s: a peer selected randomly from the current successor, and peers returned by the 

bootstrapping system. 
  

Three steps of the protocol are described below in more detail. 
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Closer Peer Search 
Each peer x periodically initiate a search for the successor candidate to which it is closer than 
to its current successor in the ID space. Current node first finds the closer predecessor. 
Current node x randomly chooses a peer s, which is either its current successor x.Γ0 or a peer 
returned by the bootstrapping system, and sends s a CloserPeerSearch message. s forwards 
the message to one of its neighbors to which x is closest. The receiver of this request 
propagates this request in a similar manner. This way x gets closer and closer to the target. 
When a receiver u finds that the initiator x is closer to itself than any of its neighbors, the 
search is terminated. u then sends to x the address and ID of its successor u.Γ0, which x adds 
to its set x.W. 

The result of the Closer Peer Search depends on the current network topology. If the 
network is already in a ring topology, the search will not be really launched. Note that the 
search does not necessarily returns the closest node of x in ID space, because the ending node 
of the search may have a unvisited descendent node, which is more than one hop away, and x 
is closer to it. Furthermore, since the search is actually for a closer predecessor, it does not 
ensure of finding the successor to which x is closest. No matter x is closest to u.Γ0 or not, 
since u is closest to x, x will be always between u and u.Γ0. So u.Γ0 is a promising candidate 
for x’s successor. The frequency of this search only affects the speed of the protocol, not its 
correctness. 

 

   

Figure 8. Closer Peer Search 

Figure 8 illustrates the Closer Peer Search. Left-hand side is the starting situation; right-
hand side is the ending situation. Node 50 starts this search at node 30. The search terminates 
at node 40, which notifies node 50 its successor 60. Node 50 then sets 60 as its new 
successor. Actually the exact next step for node 50 is adding node 60 to its successor 
candidate set W. To make it clearer, node 60 is assumed to be selected as new successor of 
node 50. 

Every peer u records each received Closer Peer Search message. If a search is initiated by 
x ≠ u and is terminated at u, then x is closer to u than u.Γ0. u then adds the address and ID of x 
to its set B. In Figure 8, peer 40 adds 50 to its set B. 

Neighbor Update 
Periodically every peer u checks if it has found a closer successor than its current successor 
u.Γ0. It examines its current list of neighbors, a bootstrapping peer returned by the 
bootstrapping system, its set W, and its set B. The peer closest to u from among the union of 
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these is chosen as the new u.Γ0. In figure 9, after W and B have been updated, nodes 40 and 
50 update their successors as well. 

 

  

Figure 9. Neighbor update in RN 

At the same time u updates all its other neighbors u.Γ1, u.Γ2, and so on. u sends a message 
to neighbor u.Γi asking it to return the ID of u.Γi’s ith neighbor v. If the ID of v is between 
u.Γi and u, u sets it as new u.Γi+1. Similar to finger table used in Chord, the purpose of such an 
update process is to minimize the number of hops and improve the search speed. [HGS1987] 
In Figure 9 peer 30 updates its third neighbor. Since the order number starts at 0, the third is 
actually its No.2 neighbor. It first asks its No. 1 neighbor, peer 50, for the No.2 neighbor. 
Peer 50 sends back 70. Peer 30 then sets peer 70 as its No.2 neighbor. This is because peer 70 
is between peer 50 and peer 30 if we look at them in a ring. Eventually peer 30 has discovered 
a closer peer that is 4 hops away from it, using two messages. 

3.3.3. AP Notation 
AP notation is tailored pseudocode format for expressing network protocols. [Gouda1998] 
AP notation is very instrumental for correctness analysis. This analysis model has been 
proved useful and widely adopted by the distributed computing community. It ignores the 
execution order of interleaving of actions of nodes in a protocol by assuming arbitrarily 
random order. It is especially suitable for asynchronous protocols, for it expresses 
asynchronous protocols clearer by eliminating the need for interrupts. 

In AP notation a distributed protocol consists of a series of procedures associated with 
nodes in a network. A node is the carrier of protocols. Data structures of a node p are 
classified into three categories: constants, inputs, and variables, denoted by keywords const, 
input, and var respectively. The operation procedures of a protocol is put in actions section 
denoted by (a< i >), where i is the order number of procedures. Actions are delimited by two 
square brackets. An action is expressed in syntax 

 
 <guard> → <statement> 
 
The statement of an action can be executed only if the corresponding guard condition is 

evaluated to true. At the beginning of every round of running of a protocol, all guards of all 
actions of all peers are evaluated. Then only one statement of an action whose guard 
evaluated to true is executed. When there are more than one statements whose guards are 
evaluated to true, a true guarded statement is selected for execution at random. Every enabled 
action will eventually be executed, but the order and frequency of execution are arbitrary. RN 
and RAN protocols are written in AP notation. 
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3.3.4. RN Algorithm 
Below is the algorithm for the RN protocol in AP notation. [SR2005] 

 
Peer u 

 
const 
T : set of bootstrapping peers 

 
input 
w : a peer (successor candidate) 
x : peer being searched for 
c : index of received neighbor 
z : new neighbor 
s : a bootstrapping peer 

 
var 
S : Set of peers 
B : Set of successor candidates 
W : Set of successor candidates 
Γi : ith neighbor 

 
(a1) true → 

S := {s} ∪ W ∪ B ∪ Γ 
Γ0 := argmin k ∈ S d(u, k) 
B := W := ∅ 
[] 
 

(a2) true → 
s:= Get random peer from {T ∪ Γ0} 
send closerPeerSearch(u) to s 
[] 
 

(a3) receive closerPeerSearch(x) from q → 
if x is closer to u than any neighbor ∈ Γ 
then 

B := B ∪ {x} 
send successorCandidate(Γ0) to x 

else 
send closerPeerSearch(x) to argmin k ∈ Γ d(k, x) 

[] 
 

(a4) receive successorCandidate(w) from q → 
W := W ∪ {w} 
[] 
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(a5) true → 
for each h ∈ Γ do 

send getNeighbor(index(h)) to h 
[] 
 

(a6) receive getNeighbor(j) from q → 
if Γj exists 
then send neighbor(Γj, j) to q 
[] 
 

(a7) receive neighbor(z, c) from q → 
if Γc ≤ z < u 
then Γc+1 := z 
else Γc+1 := NIL 
[] 
 
Note that function argmin k ∈ S d(u, k) returns a k, instead of d(u, k) or (u, k), which gives 

minimum d(u, k). 

3.3.5. Problems with RN 
The most serious problem with RN is the minimum bootstrapping system required as a 
necessary condition to apply RN protocol. RN does not specify: (1) scale of the minimum 
bootstrapping system; (2) whether and how the minimum bootstrapping system is generated? 
manually or automatically by a program? from an arbitrary network topology or an a priori 
configured topology? (3) how many hops away from the minimum bootstrapping system is 
any node outside the minimum bootstrapping system? (4) how the RN is interfaced with the 
minimum bootstrapping system? 

Second, RN is not guaranteed to converge to the ideal Chord ring within finite time. 
When a connected network has more nodes it is getting more difficult for RN to converge to 
the ideal ring. Situation in wired network is similar. 

Third, as the direct reason for above problem, the basic strategy of RN in searching closer 
node to the target node ⎯ continuously choosing closer neighbor at each step ⎯ has no 
logical support at all. The common sense reasoning is against this strategy. The distribution of 
node IDs is totally random. The proximity of one node has nothing to do with the proximity 
of its children nodes. No proof of correctness of RN is presented in [SR2005].  

Fourth, in [SR2005], the authors confused some basic concepts and logic. For instance, 
they mixed up distance from node u to node v, i.e. d(u, v) with distance from v to u. A 
subsequent mix-up is the concept u is closer to v when d(u, v) is smaller. Because the distance 
is directional and modulus based, suppose here the modulus is m, the following equation 
always holds 

 
muvdvud =+ ),(),(  

 
Obviously, by definition, when d(u, v) gets smaller, distance from u to v becomes 

smaller, so u is closer to v. At the same time, v is getting farther to u. However, in [SR2005], 
the “smaller the value of d(u, v) the closer v is said to be to u.” It is not just a trivial issue as 
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chopping logic. This mistakes leads to a more serious misuse of concept in following part of 
the paper. For example, the loser peer search is actually a search for closer predecessor of the 
current node by interpreting the pseudocode of their algorithm; however, they describe it as a 
search for closer successor in Section 4.1, which cause a lot more confusion and logical mess-
up in RN protocol and algorithm. 

Next, the procedure and result of simulation of RN is not very convincing. (refer to 
[SR2005] Section 5) The simulator used for RN simulation is NetLogo. [Wilensky1999] Not 
many models and functions for network simulation are included in libraries of NetLogo. For 
networking simulation the choices and possibilities are limited. In its latest version, i.e. 
Version 3.1, no model in the integrated library is ready for use for simulation in scenarios like 
RN. More important, authors of [SR2005] did not mention anything about how the simulation 
is implemented. No information for following questions is provided in [SR2005]: (1) whether 
and how the program is designed? (2) how the RN is terminated in the simulation? what is the 
ending condition of entire RN protocol? RN has already given the ending condition of the 
closer successor search, but nothing has been said about terminating the whole protocol. 

Last, in simulation of RN described in [SR2005], no convergence time data or any other 
data about performance of RN is provided. The simulation is about the quality of Chord ring 
generated. Authors of [SR2005] used a concept “perfect Chord ring”, however, the perfect 
ring does not perform best in their simulation. By definition given in Chord position paper 
[SMKKB2001], it is clear that there could be only one perfect Chord ring, in which all nodes 
in the networks are linear sorted. No other ring should be target of Chord topology 
construction, unless Chord is revise to a better version. 

4. Previous Works on Structured P2P Systems over MANETs 

4.1. Special Issues on P2P Systems over MANETs 

In wired networks like Internet, neighbor is defined on overlay layer and low layers such as 
network layer. We can say being neighbor is equivalent to knowing address. Two nodes u and 
v, we say v is u’s neighbor only if u knows v’s network address and be able to send a message 
to v. By this definition, neighbor relation is unidirectional and not commutable. When u 
knows v’s address, we have no clue if v knows u’s address. 

On the contrary, in MANETs, neighbor is only defined on lowest layer, e.g. physical 
layer or MAC layer. Defining layer could be expanded to network layer. In most cases, it is 
define by radio range. From this point of view, it has nothing to do with Chord ID space or 
overlay layer. In both wired networks and MANETs, the distance function is defined in the 
same way. From above property, a natural extension is: in MANETs, a node’s neighbor set is 
fixed at a given time, while for a node in a wire network, it could have countless variation. 
Therefore, in RN protocol in Section 3.3, the neighbor update procedure can only be applied 
to wired networks. It is not applicable to MANETs. 

For Chord or any other structured P2P systems built on wired networks like Internet, all 
nodes are actually connected. Even though two nodes can not connect to each other or do not 
know the existence of the other if they do not know the network address of the other, they are 
still connected. This is not the case in MANETs. Nodes in MANETs are strictly constrained 
by the radio range in physical layer. If there is no path from no node to another formed by 
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neighborhood relations in a MANET, these two nodes are not reachable to each other unless 
their movement establish a path later. A MANET is consisted of a set of connected 
components, which are disjoint to each other. A component could contain only one node if 
the node is isolated. If a MANET has more than one component, there is no way to have one 
comprehensive Chord ring which includes every node like what always happen in Chord over 
Internet. The best scenario is we can find a Chord ring for each connected component. 

Both P2P over wired networks and P2P over MANETs have proximity concerns, but in 
MANETs this issue is has more serious impact. The reason is still from the physical layer 
characteristics. A hop in MANETs is more costly than in Internet. Hence Proximity 
optimization has more urgent, more realistic significance in MANETs. 

Substituent of IP address is necessary in MANETs for the purpose of building a P2P 
overlay, for example, source route in DPSR [HPD2003]. The reason is intuitive: overlay layer 
only makes sense or semantically correct if an underlay layer exists. 

A P2P system over wired network, especially one over Internet, usually does not cover 
intermediate nodes of its path on the Network layer. Otherwise the P2P system may cover too 
many unrelated nodes. In a P2P system over a MANET, the situation is poles apart: all 
intermediate nodes should be included to secure connectivity on the overlay layer. 

4.2. Cramer and Fuhrmann’s Pessimistic Verdict 

In Cramer and Fuhrmann’s [CF2006], several serious problems could be found. 
First, the whole paper is built upon some unrealistic, far-fetched assumptions. For 

example, they assume that all nodes can reach a common bootstrap node (which is called joint 
point) immediately after they power up. To make it possible, either all nodes in the MANET 
have to be only one hop away ⎯ which requires very small network or very powerful 
transmitter/receiver; or every ordinary node already has a route to that super node before 
power up, which is almost same as assuming that all nodes already have a pre-configured 
Chord successor and finger table ⎯ so the network is already initialized, why does it need 
bootstrapping? Another example is the assumption of single bootstrap node, which is against 
the definition of MANET and cause the single point of failure. 

The most unrealistic assumption is at the time of power up, that is, in their own words, in 
the first stabilization cycle, a Chord ring has been set up and all nodes have already joined the 
this ring in ID space. A minor assumption, which is not serious as other assumptions, is every 
node knows the size of the network n. Another untenable assumption is all nodes on the ring 
are in a complete sequential order, from 0 to n. 

4.3. Out of IP Box: Strength of RAN 

In wired networks, core operations in T-Man and Ring Network are based upon IP. 
Traditional approach to transfer anything in wired IP networks to MANETs is replacing lower 
IP layers with existing routing protocols and MAC protocols of MANETs. Successful 
examples include DPSR [HPD2003] and Ekta [PDH2004]. If we follow this train of thoughts, 
the MANET version T-Man would be very complicated and inefficient, therefore not feasible 
in MANETs. However, the traditional approach has not been rigorously tested, even though it 
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has been so prevalent in MANETs community. The author believes that the dominance of 
traditional approach is largely from the historical monopoly of IP. It is probably neither valid 
nor necessary. 

RAN abandoned the dominant IP model and integrates the overlay layer into network and 
MAC layers. This avoids complicated mapping of overlay layer onto lower layers and 
seamlessly integrates dynamic source routing into ring-based DHT routing and tremendously 
reduces cost in setting up T-Man over MANETs. The resulted RAN has advantages of T-
Man, T-Chord, and RN in a simplified MANET model.  

The general strategy of RAN is distributed stepwise refinement. Three patterns are 
designed, namely distributed exhaustive pattern, virtual centralized exhaustive pattern, and 
random pattern. A spanning tree called component tree is used to simplify the model of 
connected component. A node sets itself as the root of its component tree. All nodes in the 
component are included in this tree. In its distributed construction procedure, the component 
tree goes through nodes on the fly. In two exhaustive patterns, all nodes of the tree are passed, 
while only nodes on one root-to-leaf path are passed in the random pattern. No node keeps its 
component tree in storage. Only some parts of the tree exist in memory when searching for 
next closer successor. This statelessness considerably increases flexibility and robustness. 

Distance from node A to node B is defined as 
 

maxIDID AB mod)( −  
 

where max is a relatively huge modulo. The ring topology is determined by the successor 
relation among nodes of a connected component. At each step, the current successor is 
compared with a selected node. If the selected node has smaller distance from root than 
current successor, it is assigned as new successor. The process repeats till the tree is parsed. 

5. RAN ⎯ an Optimal and Realistic Approach 

5.1. Introduction 

 

Figure 10. RAN Examples. Left is a network with only neighbor relation. Middle shows original 
successor relation. Right is successor relation after running RAN 

Ring Ad-hoc Network (RAN) is a protocol to build a ring topology over MANETs. RAN has 
integrated merits of T-Man, T-Chord, and Ring Network and adapts well to MANETs. RAN 
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is completely distributed. It uses only neighbors and local information. RAN builds an ideal 
ring topology for each connected component in the node ID space of a MANET. Upon this 
ring, ring-based P2P systems could run immediately without any stabilization. For instance, 
entire Chord protocol can run immediately. No stabilization is necessary unless large scale 
disturbance occurs. RAN integrates automatic non-IP address configuration into 
bootstrapping. To best of author’s knowledge, it is the first successful try in the filed of 
bootstrapping ring-based P2P systems over MANETs. 

The basic algorithm in RAN is distributed stepwise refinement. Each node treats its 
connected component as a tree, called component tree. All nodes in the component are 
included in this tree. It sets itself as the root. If the depth of a node in the tree is i, the node is 
said at level i. At each step, we compare the current successor with a random chosen node, all 
nodes in current sub tree, or all nodes in current level, depending on the pattern of the 
algorithm. If a chosen node in current level has shorter distance to root, we use this node as 
new successor. The process repeats till the tree is traversed. Here the distance function is 
exactly same as define by Chord, also same as that of RN. 

Chord ring is determined by the successor relation among nodes in a connected 
component. Unlike RN, in RAN the successor of a node is not always its neighbor. If the 
depth of node n’s component tree is p > 1, the successor of n is n’s neighbor only at the first 
round of RAN execution. As RAN runs into deeper levels, the successor may change. The 
distance between n and its successor may be the depth of current level at most. 

5.2. Design Goals and Assumptions 

RAN is designed to achieve following goals: 
 

 Generate an ideal Chord ring for each connected components, which will guarantee 
the quality of ring-based P2P systems running on the ring. 

 Compatible to any MANET routing protocols, that is, routing independent. 
 No any kind of a priori bootstrapping node or bootstrapping 
 Pure distributed and decentralized 
 Have all capability of T-Chord and RN except those incompatible with nature of 

MANETs 
 Asynchronous, only use message passing 
 Scalable to MANET size 
 Good proximity and optimized for MANETs 

 
RAN integrates automatic non-IP address configuration into bootstrapping, which is 

often deliberately ignored in previous approaches by assuming that an ideal IP address 
configuration has been a priori established from the very beginning. A non-IP node ID 
configuration is assumed. It generates unique random ID in structured P2P layer. No network 
layer address is needed. Routing in low layers uses this node ID as well.  
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5.3. Component Tree 

A component tree is one spanning tree of the connected graph which is derived from a 
connected component. The rule of construction is: 

(1) Select the searching node, which is looking up the closest successor, as the root. 
(2) Add all neighbors of the root to the first level of the component tree. 
(3) For all following levels, construct the next level according to the direct neighborhood 

relation. 
(4) Delete all edges which connect a lower level node to an upper level node, no matter 

if the former is a descendent of latter. 
 

  

Figure 11. Convert a connected component to a component tree 

For a complete component tree with N nodes, uniform downward degree k, and the depth 
d, following equations hold. 
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Equivalently, 
 
 1)1(log −+−= NkNd k  (2) 
 

 11 +−=+ NkNk d
 (3) 

 
Most performance parameters share following scenarios. With regard to number of nodes 

involved, we have one node parameters versus network parameters, which involve all nodes 
in the network. With regard to number of rounds in searching, we have one round parameters 
versus life-long parameters, which cover all rounds. We can mix up these two categories 
using simple combinations. We may have one node one round parameters, one node life-long 
parameters, network one round parameters, and network life-long parameters. 
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An ideal network is defined as a connected MANET, which has only one connected 
component. In an ideal network, the component tree has to be a complete tree, in which all 
leaf nodes are at depth d or d-1, and all leaves at depth d are toward the left. In an ideal 
network, one node one round message complexity M is the number of messages sent in one 
round of searching in this node’s component tree. In unicast mode, M is also the number of 
messages received. 

 
Theorem 1 

In an ideal network, by symmetry, all nodes have same one node message complexity. 
The one round network message complexity MNet is the sum of one node message 
complexities of all nodes. 

 

 NMM Net ×=  (4) 
 

Theorem 2 
In an ideal network, the network time complexity TNet is equal to the one node time 

complexity T. 
It applies to both one round time complexity and life-long time complexity. Obviously, 

all nodes run concurrently and spend same amount of time in one round of searching. Let Td 
be downward time, and Tu upward time 

 

 ud TTT +=  (5) 
 
From (2) we have 
 

 )(log NOd =  (6) 

5.4. Three Patterns 

To compare performance and find out intrinsic mechanism which determines the 
performance, we designed three patterns for RAN protocol. The primary concern is the 
balance between effectiveness and efficiency, to be specific, the trade-off between the 
completeness of generated ring and the time, message, and storage complexities of 
construction. 

Three patterns are studied in length. Two of them are exhaustive patterns, namely, 
distributed exhaustive pattern and virtual centralized exhaustive pattern. In virtual centralized 
exhaustive pattern the searching node acts as a central controller and coordinates the 
searching procedure. Two exhaustive patterns use unicast in message exchange, exhaustive 
search at each level of component tree. Output ring is guaranteed to be ideal Chord ring for 
every connected component. Because it compares all node identifiers in the component, the 
finding the closest successor is ensured. However, this exhaustion may suffer from high cost 
in time, message, and storage. We need measures to mitigate the overhead. These two 
exhaustive patterns are equally excellent in effectiveness. Both keep 100 percent nodes of 
connected component in ring constructed. The distributed exhaustive pattern has better 
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performance than the virtual centralized exhaustive pattern due to the fact that nodes in 
distributed exhaustive pattern only exchange messages with parents and children. 

The third pattern is random pattern, which has its root in Ring Network [SR2005]. To 
adapt to MANETs environment, the minimum bootstrapping system is eliminated. A breadth-
first search scheme is used in lieu of it. The search scheme traverses the component tree of 
searching node in a cascading manner to make up the poor effectiveness of RN. 

5.4.1. Distributed Exhaustive Pattern 
In the distributed exhaustive pattern, the searching node (root) sends a getClosestCandidate 
message to each of its k child in its component tree. Each child concurrently forwards the 
message to its k children at next level. At following levels, nodes keep forwarding the request 
message to their own children until leaf nodes are reached. Then, from leaf nodes up, the 
closest successor candidate of the root in the subtree is calculated at the root of the subtree 
and is returned to the parent node in a closestCandidate message. The calculation is done by 
comparing distances from the root to returned candidates of the children of the root of 
subtree. Obviously, each node sends out k + 1 messages except root and leaves. 

 

 1)1( 1 −−+= +dkNkM  
 
Here 

1+dk  is the number of skipped getClosestCandidate messages from kd leaf nodes, 
for they have no children. Similarly, 1 is the number of skipped closestCandidate messages 
from root. Plug in (3), we get 
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In an ideal network with uniform downward degree k, the one node one round message 

complexity M of the distributed exhaustive pattern is independent of k. It is only decided by 
the size of network N. 
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In an ideal network, the distributed exhaustive pattern has time complexity )log( NkO . 
In multicast option, each node sends out 2 messages except root and leaves. 
 

 12 −−= dkNM  
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Plug in (3), 
 

 )1)(1/1( −+= NkM  
 

 NNkMNM Net )1)(1/1( −+==  
When k is a big number, 
 
 1−≈ NM  
 

 NNM Net −≈ 2
 

 
That is, 
 
 )(NOM ≈  
 
 )( 2NOM Net ≈  
 
The messages complexity is about half of that in plain option. 
The getClosestCandidate message needs 1 time unit to move from one level to next, 
 

 dTT ud ==  
 

 dT 2=  
 

 )(log2)1(log2 NONkNT k =−+−=  

5.4.2. Virtual Centralized Exhaustive Pattern 
In the virtual centralized exhaustive pattern, all direct children nodes of the root form the first 
level. Direct children of nodes in first level form the second level, and so on. The root sends 
every node in current level a getAllNeighbors message. Then these nodes send their children 
set to root in an allNeighbors message, so root gets the next level. Then root sets the next 
level as new current level and repeats the same procedure till leaves are reached. This 
algorithm is most expensive in terms of overhead. However, it gives the root node 
tremendous power to control whole process upon a distributed network. Individualized 
services could be implemented this way. 

If we count a multi-hop message as one message, both MNet and M are independent of k 
and d; they only depend on N. The simple fact is: the root sends each node except itself a 
message; then each of these nodes sends a message back to the root. 

 
 )(22)1(2 NONNM =−=−=  
 
 )(22 22 NONNM Net =−=  
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It looks like same as in the distributed exhaustive pattern. However, unlike in the 
distributed exhaustive pattern, almost all messages have to go through multi-hops. To get 
precise comparison with the distributed exhaustive pattern, the per hop message complexity 
Mhop should be used. At first level, there are k nodes. Each needs two one hop messages. So 
there are 2k getAllNeighbors and allNeighbors messages sent to and from this level. It takes k 
+ 1 time units to transfer all of them. At second level, there are k2 nodes. Each needs two two-
hop messages. There are 222 k××  messages sent to and from this level. It takes k2 + 2 time 
units to transfer all of them. Similarly, level i needs iki××2  messages, which need ik i +  
time units to transfer. 
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Plug it in, we have 
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Plug in (3), 
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5.4.3. Random Pattern 
Random pattern is the variant of RN in MANETs. The minimal bootstrapping system is 
replaced with the breadth-first traversal of all nodes in the component. Each round of search 
does begin with the starting node. The searching node gets the starting node and its route 
from the queue for the breadth-first traversal. It sends the node a closerNodeSearch message. 
Note that this message may need multi-hop to reach its destination when the traversal 
proceeds beyond neighbors of the searching node. In worst case, this message needs d hops. 
On average, this first message needs 
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When ∞→N , 
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This means when M is very big, the average hop number is close to the worst case hop 

number. 
Along the same path of the received message, the starting node first sends back its 

neighbor set to the searching node to feed the traversal. Then it passes the closerNodeSearch 
message to one of its unvisited children, whose ID is closest to ID of the searching node. The 
receiver passes the message to one of its unvisited children, and so on, until one receiver finds 
that no neighbor is closer than itself. M is the number of messages exchanged between the 
searching node and the starting node, plus the number of messages in the search, which is d in 
worst case and d/2 on average. 
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The computation time is negligible comparing to communication time, so 
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 returnsearchstart TTTT ++=  
 
Tstart is the time to pass message to the starting node; Tsearch is the time to find the closest 

node; Treturn is the time to transfer the found node ID back to the searching node. 

 startsearchreturn TTT +=  
 
On average, 
 
 )(log3)2/(2 NOdddT ==+=  
 
Due to the limit of length, detailed algorithms for three patterns are not given. Please 

refer to full paper if interested. 

5.5. Three Options 

Besides three patterns just described, three auxiliary options are defined to improve the 
efficiency, especially time complexity and message complexity. Plain option means no 
additional operation and the search should ends with a complete ring. Other two options are 
explained below. 

5.5.1. Approximation Option 
The approximation option could be applied to all three patterns. Approximation pattern does 
not change underlying algorithm. It works by changing the end condition of all patterns. End 
condition in the approximation option is much looser than normal scenario. Normally, all 
patterns set the ideal ring as their objective. With approximation option, a small fraction of 
nodes are allowed to be left out of the final rings if they are in very short line segments 
attached to rings. 

After first running of check_rings() function in the simulator, a connected component 
breaks down to a ring and a set of lines which are attached to the ring at only one node. With 
running of the simulation, the lines gradually shrink and are absorbed by the ring. Finally 
with sufficient running of our simulator only ring exists. 

In the plain pattern, we require that all lines are absorbed by the corresponding ring of the 
connected component. However, this approach becomes so resource demanding when 
network size increases over 100 nodes. To reduce overhead in time, message, and storage, we 
revise the ending condition to allow a small fraction of nodes of a component to remain in 
short lines. Usually the fraction is set to 10 percent, or 15 percent. This approximation 
tremendously reduced the complexity in time, storage, and message. The growth function of 
time versus network size dropped from sub exponential to linear. Similar improvement 
happened to the growth function of the number of sent or received messages versus network 
size 
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5.5.2. Multicast Option 
Another option is multicast option, in which a node sends message to all direct downward 
neighbor nodes (its children) at next level by multicasting one message instead of unicasting 
multiple messages. It considerably improves time, message, and storage complexity. 

However, as we mentioned above, multicast option can not be applied to any random 
pattern. 

Please refer to Section 7 for detailed algorithm and simulation. 

5.6. Mobility 

Mobility and its complication have been one of major difficulties in MANETs. Mobility will 
cause leave of neighbors. It also causes repartition of connected components, which is the 
primary concern in topology construction. Excessive mobility may cause general failure of a 
MANET because it makes multi-hop communication impossible. In real world, only 
moderate mobility needs to de addressed. 

When mobility is moderate, especially when its stable period is significantly longer than 
the search cycle of RAN protocols, RAN suite could solve the mobility problem with simple 
refreshing and dynamic variable component tree. For two exhaustive patterns, a search may 
miss the closest node if it just joins a node’s neighbor set after this node sends out its closest 
successor; but second search will cover it. Refreshing is very effective and reliable. No error 
or exception needs to be handled. The only cost is one more round of search. For random 
pattern, however, the optimal successor may be missed in simple refreshing, because the 
traversal is not stateless. More sophisticated approach needs to be found. 

Other scenarios will be addressed in the Mobile RAN protocol MRAN, which is not 
covered by this chapter. Please check following publications of author or contact the author 
by email at weiding@ieee.org.  

6. Algorithms 

6.1. Distributed Exhaustive Pattern 

 
6.1.1. Message Format 

 
getClosestCandidate(originator, sender, receiver, sequence_num) 

 
originator: the ID of searching node (root of component tree) 
sender: sender of this message, not necessarily the searching node 
receiver: receiver of this message 
sequence_num: a random number user to identify this message 

 
closestCandidate(originator, candidate, sender, receiver) 

 
originator is the ID of searching node (root of component tree) 
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candidate: closest candidate returned 
 sender: sender of this message, not necessarily the searching node 
receiver: receiver of this message 

 
alreadyReceived(originator, sender, receiver) 

 
originator: the ID of searching node (root of component tree) 
sender: sender of this message 
receiver: receiver of this message 

 
6.1.2 Algorithm 

 
peer u 
 
constant 
maximum: upper bound of ID 
 
input 
init: initialization flag, set to true at beginning 
size: number of nodes in the connected MANET 
in-que-len: length of incoming message queue 
out-que-len: length of outgoing message queue 
 
var 
in-queue: incoming message queue 
out-queue: outgoing message queue 
Γ: set of one-hop neighbors 
Γ0: successor 
reply_received: number of responses returned to getClosestCandidate messages sent by this 

node 
originator: ID of searching node (root of component tree) 
closest_candidate(originator): current closest candidate for originator 
closest_candidate_distance(originator): ID space distance from originator to 

closest_candidate(originator) 
already_received_neighbor: number of neighbors that already received the 

getClosestCandidate message from me (this node) 
roots_info: map from node index of another root node to the node index of candidate of closer 

successor at this node for the other root node. NOT for itself. 
search_finished: indicate the search for this node’s closest successor is finished 

 
Library Function 
lookfor(x, y): Return x if x ∈ y. Return<x, *> if <x, *> ∈y. Otherwise return NIL. 

 
Action 
(a1) init → 
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construct Γ 
if Γ = ∅ 
then 

search_finished := true 
return 

 
search_finished := false 
init := false  
reply_received := 0 
for each h ∈ Γ do 

send getClosestCandidate(u, u, h) to h 
[] 
 

(a2) receive getClosestCandidate(originator, q, u) from q → 
if originator ∈ roots_info 
then  

send alreadyReceived(originator, u, q) to q 
return 

else 
roots_info := roots_info + {<originator, q>} 
closest_candidate(originator) := u 
closest_candidate_distance(u) := (u – originator) MOD maximum 
already_received_neighbor(originator) := 0 
for each h ∈ (Γ - {q}) do 

send getClosestCandidate(originator, u, h) to h 
[] 

 
(a3) receive closestCandidate(originator, cd, q, u) from q → 

if lookfor(originator, roots_info) = NIL 
then  

error(closestCandidate message does not have a root entry) 
exit 

 
<originator, x> := lookfor(originator, roots_info) 
reply_received ++ 
d := (cd – originator) MOD maximum 
if d < closest_candidat_distance e(originator) 
then 

closest_candidate(originator) := cd 
closest_candidate_distance(originator) := d 

if u ≠ originator 
then 

if reply_received = |Γ| - 1 
then send closestCandidate(originator, closest_candidate(originator), u, x) to x 

else 
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if reply_received = |Γ| 
then search_finished := true 

[] 
 

(a4) receive alreadyReceived(originator, q, u) from q → 
if lookfor(originator, roots_info) = NIL 
then  

error(closestCandidate message does not have a root entry) 
exit 

<originator, x> := lookfor(originator, roots_info) 
reply_received ++ 
already_received_neighbor ++ 
if u ≠ originator 
then 

if reply_received = |Γ| - 1 
then send closestCandidate(originator, closest_candidate(originator), u, x) to x 

else 
if reply_received = |Γ| 
then search_finished := true 

[] 
 

Note: For receive primitives, actual triggering event: message is taken out from in-queue. 

6.2. Virtual Centralized Exhaustive Pattern 

6.2.1. Message Format 
The format of getAllNeighbors message is 

 
 getAllNeighbors(originator, sender, receiver, route) 
 
originator: the root node. 
sender: sender of this message, not necessarily the searching node 
receiver: receiver of this message 
route: the route from the originator 
 
The format of allNeighbors message is 
 
 allNeighbors(sender, originator, neighbors, broute) 
 
originator: originator of received corresponding mGetAllNeighbors message 
neighbors: all neighbors except the sender of corresponding mGetAllNeighbors message 
broute: route from current node to originator 
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6.2.2. Algorithm 
 

peer u 
 

input 
init: initialization flag, set to true at beginning 
size: number of nodes in the connected MANET 
in-que-len: length of incoming message queue 
out-que-len: length of outgoing message queue 
msg-rate: message processing rate 
 
Note: Assuming rates for incoming messages and outgoing messages are same. 
 
var 
in-queue: incoming message queue 
out-queue: outgoing message queue 
T: external timer, simulator by discrete counter 
L: set of peers at the current level 
N: set of neighbors, including all hops 
level: current level of hops from u 
Γ: set of one-hop neighbors 
Γ0: successor 
R: u’s routing records for this algorithm 
r: a route in R 
s: a node in a set with smallest node ID 
AN_received: number of received allNeighbor messages 
AN_in_queue: number of allNeighbor messages in in_queue 
nodes_last_level: node number in previous level 
current_completed: if all searching is completed at current level 
 
Library Function 
route(a, b): return a route from node a to node b. Actually a route is a string or vector. 
route(a, a) returns a. 
distance(u, h): RAN distance function 
reverse(r): return the reverse path of route r 
 
Action 
(a1) init → 

construct Γ 
if Γ  ≠ ∅ 
then 

find Γ0 
T := 0 
init := false 
R := ∅ 
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for each h in Γ do 
R := R + {uh} 

N := L := Γ 
[] 

Note: Here route(u, h) = uh. uh is a series, like string, vector in C++, ArrayList in Java. 
 

(a2) current_completed → 
level ++ 
current_completed := false 
T := 0 
for each h ∈ L do 

if route(u, h) ∈ R 
then send getAllNeighbors(u, u, h, route(u, h)) to h 

L := ∅ 
[] 
 

(a3) receive getAllNeighbors(o, q, u, r) from q → 
br := reverse(r) 
send allNeighbors(u, o, Γ - {all nodes in r}, br) to o 
[] 
 

(a4) receive allNeighbors(q, o, S, br) from q → 
for each h in (S – N) do 

route(u, h) := route(u, q) + h 
R := R + { route(u, h)} 

L := L + (S – N) 
N := N + (S – N) 
[] 

(a5) true → 
Local 
timeout_small: lower bound of ending time 
timeout_big: upper bound of ending time 
timeout_small := 2 × level × nodes_last_level / msg-rate 
timeout_big := max{4 × level × nodes_last_level / msg-rate, 6 × log(size)} 
if (AN_received = nodes_last_level) or ((T >= timeout_small) and (AN_in_queue = 0))  

or (T >= timeout_big) 
then 

current_completed := true 
for each allNeighbors(q, u, S, br) message still in in-queue 

take out allNeighbors(q, u, S, br) 
s := argmink∈L d(u, k) 
if d(u, s) < d(u, Γ0)  
then Γ0 = s 
[] 

 
(a6) receive a message destined for another node → 
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send the message to next node on the route 
[] 
 

Note: For receive primitives, actual triggering event is: message is taken out from in-queue. 

6.3. Virtual Centralized Exhaustive Pattern with Multicast Option 

6.3.1. Message Format 
Suppose a node always sends multicast messages at low frequency, so there is no need of an 
out queue for sending multicast messages. Only in-queue is needed for receiving multicast 
messages from other nodes. We also suppose multicast messages have priority over normal 
messages, they could use all msg-rate to process multicast in queue if needed. 

There is only one kind of multicast messages, that is, mGetAllNeighbors. The format of 
mGetAllNeighbors message is 

 
mGetAllNeighbors(originator, serial_number, sender, depth, back_route) 

 
originator: the root node. 
serial_number: a random number used to find out later repeated coming of a same multicast 

message from a same originator. 
sender: the forwarding node of the message. 
depth: sender’s depth in the broadcasting tree, which is a spanning tree converted from the 

current connected component with root at the querying node. 
back_route: the route back to the originator 
 
The format of allNeighbors message is 

 
allNeighbors(sender, originator, neighbors, serial_number, depth, route) 

 
originator: originator of received corresponding mGetAllNeighbors message 
neighbors: all neighbors except the sender of corresponding mGetAllNeighbors message 
serial_number: serial_number of corresponding mGetAllNeighbors message 
depth: depth of current node 
route: route from current node to originator 

6.3.2. Algorithm 
 

peer u 
 

Const 
init: initialization flag, set to true at beginning 
in-que-len: length of incoming message queue 
out-que-len: length of outgoing message queue 

 
input 
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size: number of nodes in the connected MANET 
msg_rate: message processing rate 
x: the querying node at the root of the broadcasting tree 
max_depth: maximum depth, usually log(size), at most size 
timeout: upper bound of running time of whole procedure 
 
Note: Assume rates for incoming messages and outgoing messages are same 

 
var 
in_queue: incoming message queue 
brd_in_queue: incoming multicast message queue 
out_queue: outgoing message queue 
T: external timer, simulator by discrete counter 
N: set of neighbors, including all hops 
Γ: set of one-hop neighbors 
Γ0: successor 
R: u’s routing records for this algorithm 
r: a route in R 
s: a node in a set with smallest node ID 
current_completed: if all searching is completed at current level 
rnd: a random number 
received_brdcst: set of all received multicast messages 
 
Library Function 
route(a, b): return a route from node a to node b. Actually a route is a string or vector. 

route(a, a) returns a. 
distance(u, h): RAN distance function 
reverse(r): return the reverse path of route r 
 
Action 
(a1) init → 

construct Γ 
if Γ  ≠ ∅ 
then 

find Γ0 
T := 0 
init := false 
rnd := getRandomNum(); 
back_route := route(u, u) 
multicast mGetAllNeighbors(u, rnd, u, 0, back_route) 
R := ∅ 
for each h in Γ do 

R := R + {uh} 
N := Γ 

[] 
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Note: Here route(u, h) = uh. uh is a series, like string, vector in C++, ArrayList in Java. 

 
(a2) receive mGetAllNeighbors → 

if (<originator, serial_number> ∉ received_brdcst) and (depth < max_depth) 
back_route := back_route + route(sender, u) 
received_brdcst := received_brdcst + {<originator, serial_number>} 
multicast mGetAllNeighbors(originator, sn, u, depth + 1, back_route) 
route := reverse(back_route) 

send allNeighbors(u, originator, Γ - {sender}, serial_number, depth + 1, route) to originator 
[] 
 

(a3) receive allNeighbors(q, u, S, sn, d, rt) from q → 
for each h in (S – N) do 

route(u, h) := route(u, q) + h 
R := R + { route(u, h)} 
if distance(u, h) < distance(u, Γ0) then Γ0 := h 

N := N + (S – N) 
[] 
 

(a4) receive a non-multicast message destined for another node → 
send the message to next node on the route 
[] 
 

(a5) T > timeout → 
disable (a1), (a3), and (a5) 
stop the whole procedure for u 
[] 
 

Note: For all receive primitives, actual triggering event is: message is taken out from in-que. 

6.4. Random Pattern 

The basic objective of random pattern is to seek high efficiency, faster convergence time, i.e. 
build topology faster, instead of completeness. In another word, random pattern prefers 
speed to the quality of ring. In this pattern, at each level of the component tree, not every 
node is searched like in exhaustive patterns. We pick up only one. 

One way to do it is: always pick up the closest neighbor of current node. However, since 
node ID is assigned randomly from a huge ID space, which has nothing to do with other 
properties of a node, such as neighborhood. The implied strategy behind this approach ⎯ a 
node x closer to u may has neighbor even more closer to u ⎯ is not tenable. However, if we 
use pure random selection, we will lose the ending condition. Maybe we can use the depth of 
searching path as an end condition. 

From this point of view, RN may have chosen a better approach. Closer Peer Search in 
RN actually searches a node similar to the predecessor of u. u is the current node searching 
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closer successor. The underlying logic is: the successor of u’s predecessor definitely has 
better chance to be close to u. 

6.4.1. Random Pattern Message Format 
 

closerNodeSearch(starting_node, master, serial_number, sender, depth, route, back_route) 
 
starting_node: boolean variable, indicating if this is the first closerNodeSearch message for 

the starting node. 
master: the root node. 
sender: the real creator and sender of the closerNodeSearch message. 
receiver: the destination node. 
serial_number: a random number used to find out later repeated coming of a same broadcast 

message from a same master. 
sender: the forwarding node of the message. 
depth: sender’s depth in the broadcasting tree, which is a spanning tree converted from the 

current connected component with root at the querying node. 
route: Route from sender to receiver. 
back_route: the route back to the master. 

 
successorCandidate(sender, successor, receiver, serial_number, route) 

 
sender: the sender, i.e. current node. 
successor: the successor of current node. 
receiver: receiver of this successorCandidate message. It should be the master of its received 

closerPredecessorSearch message. 
serial_number: serial_number. 
route: the route from sender node to the master. 
 

newCNNeighbors(sender, receiver, serial_number, route, neighbor_set) 
 
sender: the sender of message, i.e. current node. 
receiver: receiver of this message. It should be the master of its received closerNodeSearch 

message. 
serial_number: serial_number. 
route: the route back to the master. 
neighbor_set: starting node’s neighbors 

6.4.2. Random Pattern Algorithm 
 

Version 5 
 

type (class) 
component_node: element of variable component_queue 
component_node.nodeIdx: node index, internal expression, not node ID. 
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component_node.traversed: Indicates if a node has been traversed in current searching node’s 
Random execution. 

component_node.in_route: record route from current searching node to this node. 
 

input 
max_depth: maximum depth, usually log(size), at most size 
timeout: upper bound of running time of whole procedure 

 
var 
init := true: mark the very beginning of algorithm 
in_queue: incoming message queue 
out_queue: outgoing message queue 
S: Set of nodes 
B: Set of successor candidates obtained while forwarding other nodes’ closerNodeSearch 

messages 
W: Set of successor candidates obtained from own closerNodeSearch messages 
w: a node (successor candidate) 
x: peer being searched for 
T: external timer, simulator by discrete counter 
Γ: set of one-hop neighbors 
Γ0: successor 
R: u’s routing records for this algorithm 
s: a node 
rnd: a random number 
new_round: indicates this round should stop and a new round should be  started 
component_queue: The BFS connected component queue, used as the source set to feed the 

closerNodeSearch 
dumped_component: dumped_component contains those nodes poped out from 

component_queue 
 

Library Function 
route(a, b): return a route from node a to node b. Actually a route is a string or vector. 

route(a, a) returns a. 
distance(u, h): RAN distance function 
reverse(r): return the reverse path of route r 
empty(x): return true if set or series x is empty, otherwise return false 

 
Action 

 
(a1) init → 

Local 
cn: component node 
init := false 
construct Γ 
in_queue := ∅ 
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out_queue := ∅ 
if Γ = ∅ 
then 

new_round := false 
return 

else 
find Γ0 
new_round := true 
component_queue := ∅ 
dumped_component := ∅ 
for each h ∈ Γ 

cn := new(component_node) 
cn. nodeIdx := h; 
cn.traversed := true 
cn.in_route := {u} + {h} 
push_back (component_queue, cn) 

[] 
 

(a2) new_round and (not empty(component_queue)) → 
new_round := false 
B := W := ∅ 

cn1 := pop_front(component_queue) 
push_back (dumped_component, cn1) 
rnd := getRandomNum() 
route := cn1.in_route 
back_route := reverse(route) 
send closerNodeSearch(true, u, rnd, u, 0, route, back_route) to cn1 
[] 

 
(a3) receive closerNodeSearch(starting_node, x, sn, q, depth, route, back_route))  

from q → 
Local 
send_candidate := false 
next 
 
if (depth >= max_depth) 
then 

send_candidate := true 
new_round := true 

else if u is closer to x than any u’s neighbor h ∈ u.Γ 
then 

send_candidate := true 
B := B ∪ {x} 

if send_candidate = true 
then 
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send successorCandidate(u, Γ0, x, sn, back_route) to x 
else 

next := argmink∈ Γ d(k, x) 
rt := route(u, next) 
bk_route := reverse(rt) + back_route 
send closerNodeSearch(false, x, sn, u, depth + 1, rt, bk_route) to next 

if starting_node = true 
send newCNNeighbors(u, x, sn, back_route, u.Γ) 

[] 
 

(a4) receive successorCandidate(q, w, org, sn, route) from q → 
if u = org 
then 

W := W ∪ {w} 
S := W ∪ B ∪ Γ 
Γ0 := argmin k ∈ S d(u, k) 
new_round := true 

else send the message to next node on the route 
[] 
 

(a5)receive newCNNeighbors(q, org, sn, route, nb_set) from q → 
if u = org 
then 

for each h ∈ nb_set 
if h ∉ (component_queue ∪ dumped_component) 
then 

cn2 := new(component_node) 
cn2. nodeIdx := h 
cn2.traversed := false 
cn2.in_route := {u} + {h} 
push_back (component_queue, cn2) 

[] 

7. Simulation 

To simplify programming, the simulation is based upon static network. As mentioned before, 
the mobile situation will be addressed in WRAN protocol, which is not covered by this 
chapter. It is recommended that bootstrapping is launched at a relatively less mobile setting; 
since mobility will change the composition of connected components. All discussion 
involving mobility is based upon the premise that the change in components caused by 
mobility disturbance should be limited to a reasonable range. The premise validates that early 
research could be based upon static assumption. 

This simulator is not for one single connected component; instead it is for a MANET 
randomly generated on a 100 × 100 two–dimensional square. The length unit is meter. Each 
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node is independently generated with node x coordinate and y coordinate uniformly 
distributed in range [0, 100], and node ID uniformly distributed in range [0, 65535]. The 
direct connectivity between two nodes is purely decided by their Euclidean distance and the 
uniform radio range for all nodes in the MANET. It is much more realistic than generating 
only one connected component. 

Basic parameters tested include completeness, time, number of sent messages, and 
number of received messages. The completeness examines the effective of algorithm by 
checking completeness of rings generated. Time is the time used to construct rings. Two 
messages measure the message complexity. 

7.1. Completeness 

Completeness is the ratio of number of nodes in generated rings to number of all nodes. The 
simulation shows that all nodes are either in rings, or in lines. Each line is connected to one 
and only one ring. If more than one rings exist in one component, only nodes in the biggest 
ring is counted in the completeness calculation as nodes in rings. Isolated nodes are regarded 
as rings, so they are always counted as constructed. This is rational for some MANETs which 
are unfortunately initialized with considerable isolated nodes. Each connected component has 
one or more rings which are connected by lines. The bottom line is: at any time of the 
construction, even before anything is done for the construction, all nodes in same component 
should always remain in the same component. The construction only changes the number of 
rings and the nodes in rings in the component. It does not change the component, as the 
component is defined by the neighborhood relation among nodes, which remains identical in 
a static network. 

Table 1. Completeness of Algorithms 

Network Size 20 40 60 80 100 
Random Pattern 0.93 0.705 0.547 0.395 0.343 
Distributed Exhaustive Pattern 1 1 1 0.98 0.97 
Centralized Exhaustive Pattern (Plain) 1 1 1 1 0.99 
Centralized Exhaustive Pattern 
(Approximation 0.85) 0.94 0.89 0.87 0.855 0.86 

7.2. Time 

Time is defined as the algorithmic time used in one run of simulation, from beginning to end. 
The critical question is how the end condition is defined in simulation. As we mentioned in 
Section 5.5.1, normally the end condition is defined by the formation of ideal Chord ring, 
which is unique and fixed for a given MANET. For a pattern that needs too much time to 
finish, the end condition could be adapted by using the approximation option. For all 
combinations of patterns and options, the algorithmic time unit is set as virtually 
synchronized discrete time unit. In each unit, all nodes are supposed to complete the 
processing of m incoming messages and n outgoing messages. Except in multicast option, m 
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is assumed to equal to n. m and n are determined by the simulation parameter message 
processing rate. 
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Figure 12. Completeness of algorithms. 
 

Table 2. Time used in ring construction 

Network Size 20 40 60 80 100 
Random Pattern 11.8 15 32 63.6 91 
Distributed Exhaustive Pattern 8.3 21.8 43 87.4 98.5 
Centralized Exhaustive Pattern (Plain) 5.8 56.4 1091.4 2552 21409 
Centralized Exhaustive Pattern 6 49.6 313.8 632 910 
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Figure 13. Time used in ring construction 
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7.3. Message Complexity 

Table 3. Messages Sent 

Network Size 20 40 60 80 100
Random Pattern 72.8 1117.8 4721 13839 25117.3
Distributed Exhaustive Pattern 103.6 1355.1 5089.8 16077 26853.5
Centralized Exhaustive Pattern (Plain) 412 15863.4 162705.6 465754.6 2581659.6
Centralized Exhaustive Pattern 
(Approximation 0.85) 226 5556.8 62625.4 186703 364112.2
 
Messages complexity is measured by two parameters: messages sent and messages received. 
The message sent is defined as total number of messages sent by all nodes in the network 
during the simulation. The message received is defined as total number of messages received 
by all nodes in the network during the simulation. These messages are not user data related. 
They are pure control messages used to create the ring. 
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Figure 14. Messages sent 

Table 4. Messages Received 

Network Size 20 40 60 80 100 
Random Pattern 72.8 1117.8 4721 13839 25117.3 
Distributed Exhaustive Pattern 98 1312.8 5045 15938.3 26783 

Centralized Exhaustive pattern 394.6 15639 161335.2 460179.4 2539312.2 
Centralized Exhaustive Pattern 
(Approximation 0.85) 209.8 5452.2 61693.8 183749.6 358354 
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Figure 15. Messages received. 

7.4. Analysis of Simulation Results 

Obviously, the winner is the distributed exhaustive pattern. It shows perfect effectiveness, at 
the same time and unlike other two patterns, it has no serious side effect. Other two, however, 
suffer from different fatal problems. For random pattern, it is the effectiveness. For virtual 
centralized exhaustive pattern, it is efficiency. 

As shown in preceding sections, it is clear that in RAN family, random pattern has the 
best overhead cost in both time complexity and message complexity. However, it is also the 
worst approach in terms of quality of ring constructed. The reason is behind its searching 
strategy. The closest first criterion does not make sense in a pure stochastic uniform 
distribution of ID space. The closest successor could be hidden anywhere in the component 
tree. It could be child of any node. It may be child of current closest successor, or child of 
current farthest successor, or child of any other node. The lesson is: in face of such complete 
randomness, exhaustion in search is necessary. It has been illustrated clearly. Exhaustive 
approaches almost always returns the best rings, unless we intentionally prohibit it from 
doing so with an approximation. 

The simulation demonstrates poor efficiency of centralized approach. The virtual 
centralized exhaustive pattern is worst in terms of cost in time and message. On the other 
hand, its twin approach, the distributed exhaustive pattern shows tremendous divergent 
performance. It proved that exhaustion is not necessarily a synonym of expenditure. The 
distributed exhaustive pattern has almost same efficiency as the random pattern. 

The third enlightenment is at a high level of abstraction, it is kind of philosophy. As the 
author always advocate, the benefit of decentralization has shown by the distributed 
exhaustive pattern. This result also raises a question: could centralization be implemented 
above decentralized infrastructure? 

8. Conclusion 

This chapter introduces a novel approach for bootstrapping P2P overlay ring over MANETs. 
Originally it could be used to all ring-based P2P systems, like Pastry and recent Virtual Ring 



Topology Construction for Bootstrapping Peer-to-Peer Systems... 49

Routing. This approach benefits from successful P2P topology construction methods in wired 
networks. To the best of the author’s knowledge, this approach is the first successful attempt 
in this field. 

RAN protocol is proposed for ring topology construction. RAN builds perfect ring in P2P 
ID space. It integrates upper layer into lower layer. No underlying routing protocol is needed. 
Ring-based P2P systems could be immediately put into normal operation upon the ring. RAN 
includes a variety of algorithms. Pros and cons of these algorithms are shown, both in theory 
and in simulation. Simulation shows that the distributed exhaustive pattern is the best in terms 
of effectiveness and efficiency. 

This is a new area of study; many questions are unanswered; many research topics could 
be developed. Here we only give one example. As explanation for poor effectiveness of both 
Ring Network and RAN-Random, the very idea to keep tracing the closest node at every 
round of closer successor search, does not yield best successor, nor does using its other 
varieties like searching for closest predecessor. Mathematical analysis and simulation results 
both show the weakness of this approach: its guideline of finding closest node limits its range 
of choice. To improve this but not going to another extreme of exhaustive search, another 
approach could be tried. That is: keep the random itinerary but discard the closest standard. 
However, a follow-up question would be immediately raised, that is: without the closet 
criterion, what can be our end condition? Simplest answer is search depth or search time, or 
quality of returned node. In this direction, we guess the biggest gold mine may be under the 
way. It could be the most prospective follow-up research for RAN. 
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Abstract

Providing security and anonymity to users are critical in mobile ad hoc networks
(MANETs). In this study, a cluster based security architecture is employed for bet-
ter management of mobile users and scalability, and a Secure Anonymous Routing
scheme for Cluster based MANET termed SARC is proposed. SARC includes intra-
cluster routing and inter-cluster routing, where intra-cluster routing uses a common
broadcast channel to provide anonymity, and inter-cluster routing uses a sequence of
temporary public keys as the trapdoor information. One of the unique features of
SARC is that critical network elements, such as the cluster heads, are hidden from ad-
versaries during the routing process. In order to maximize routing efficiency, key in-
dexing is used and symmetric cipher is employed in most part of the proposed scheme
to reduce computational complexity. In addition, a technique based on XOR oper-
ations for data forwarding is applied to provide anonymity and maximize efficiency
during data transmissions. The tradeoff between security/anonymity and efficiency
is also addressed. Analytical results are derived using information theoretic measure
for anonymity analysis of the proposed scheme. Detailed implementation of SARC is
provided and extensive simulations are performed for a large (16 clusters, 800 nodes)
network using OPNET. It is observed that SARC has good scalability and it introduces
very limited overhead comparing to other cluster based routing protocol which has no
security features. Route establish time and packet delivery ratio are also evaluated
while taking into account node mobility. Both anonymity analysis (including sender
anonymity, receiver anonymity and sender-receiver anonymity) and attack analysis
show the effectiveness of SARC against a wide range of strong adversarial attacks.
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1. Introduction

There has been great interest in mobile ad hoc networks (MANETs) recently since they
have tremendous military and commercial potential. In order to deploy MANET to cover a
large area and to support a large amount of users, scalability of such networks is one of the
main concerns. It has been shown that proper clustering in MANET reduces the complexity
of link-layer and routing protocol design significantly and improves the scalability of the
protocols [1], [2]. In addition, clustering increases the network capability of supporting
Quality-of-Service (QoS) [3]. Clustering is also desirable because of practical reasons. For
instance, in a battlefield deployment, a cluster may be naturally formed by a set of soldiers
equipped with wireless communication devices and a tank serving as cluster head (CH).
Hence, a cluster based architecture is employed in this work.

Security is of paramount importance in cluster based MANET. Routing security is one
of the main concerns because routing is needed for both intra-cluster and inter-cluster com-
munications, and the adversary may perform various attacks on the routing traffic. Usually
active attacks are easy to detect and there are many research proposals on security archi-
tecture and secure routing in cluster based MANET, such as [10], [11], [19], [20], that
addressed active attacks. On the contrary, passive attacks are very difficult to detect and
they will provide opportunities for effective active attacks when critical network elements
(such as the CHs) are located [9]. In addition, MANET is extremely vulnerable to passive
attacks based on eavesdropping and traffic analysis. Thus, providing anonymity to users
(including users’ identities, locations, data, etc.) is critical, especially in a hostile environ-
ment, such as in a battlefield. For example, it is important to protect the CHs by making
them indistinguishable from other nodes in the network, thus keeping them anonymous to
the enemy. Hence, the focus of this work is on assurance of mobile users’ anonymity during
the routing process rather than just routing security itself.

Secure anonymous routing is one of the primary counter-measures to various attacks
(especially passive attacks) on the routing traffic. It is very challenging to provide both
security and anonymity in MANET, because of the infrastructure-less nature of the network,
limited network resources and numerous possible attacks. Although there are many secure
anonymous routing proposals for MANET recently (a detailed review is given in Section 7.
of this chapter), none of them address the secure anonymous routing design in cluster based
MANET (except our previous work [36] and HANOR [35]). However, critical network
elements such as the CHs are not hidden in HANOR, thus they may be located and attacked
by adversaries. Furthermore, since the inter-cluster routing packets will be broadcast and
processed by every node rather than just the gateways (GWs), the overhead is still high for
HANOR. We are motivated to provide an efficient secure anonymous routing scheme for
cluster based MANET that expected to cover a large geographic area and manage a large
amount of users. In this study, a novel Secure Anonymous Routing scheme for Cluster
based MANET (SARC) is proposed to provide both security and anonymity, and to prevent
various attacks on the routing traffic. One of the unique features of SARC is that CHs are
hidden from adversaries during the routing process. Specifically, the proposed scheme will
provide privacy for mobile users, including both identity privacy and location privacy as
defined in [6]. In other words, no one should know the real identities of the source and
the destination of a route except themselves, and the source and the destination have no
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information about the real identities of intermediate nodes en route. In addition, no one
should know the exact location of the source or the destination except themselves, and
other nodes, typically intermediate nodes en route, should have no information about their
distance from either the source or the destination [6]. The proposed scheme will also protect
routing and data traffic from traffic analysis and packet analysis attacks. Active attacks
such as fabrication and modification of packets, and Denial-of-Service (DoS) attacks are
not treated in this study since they can be easily detected and thwarted by an Intrusion
Detection System (IDS) [9].

In order to maximize routing efficiency, the technique of key indexing is used and the
tradeoff between security/anonymity and efficiency is also discussed. Analytical results
are derived using information theoretic measure [24], [25] for anonymity analysis of the
proposed scheme. The attack model defined by [22] is adopted for attack analysis. Both
anonymity analysis (including sender anonymity, receiver anonymity and sender-receiver
anonymity) and attack analysis show the effectiveness of the proposed scheme against a
wide range of strong adversarial attacks (except for a global adversary, dummy traffic may
be injected to thwart traffic analysis attacks). Detailed implementation of SARC is provided
and extensive simulations are performed for a large (16 clusters, 800 nodes) network using
OPNET. It is observed that the proposed scheme introduces very limited overhead compar-
ing to other cluster based routing protocol which has no security features. Route establish
time and packet delivery ratio are also evaluated while taking into account node mobility.
In this study, only network-layer security and privacy are considered. Security and privacy
issues at other layers such as the physical-layer are out of the scope of this work.

The chapter is organized as follows. Section 2. provides details of the cluster based
architecture and assumptions. Secure anonymous routing schemes for intra-cluster and
inter-cluster traffic are proposed in Section 3.. Secure anonymous data transmissions are
discussed in Section 4.. Section 5. provides anonymity analysis and attack analysis. Sim-
ulation results of protocol overhead, route establish time and packet delivery ratio are pre-
sented in Section 6.. Related works are discussed in Section 7.. Section 8. contains the
concluding remarks.

2. Architecture and Assumptions

In this study, it is assumed that all the nodes are grouped into a number of overlapping or
disjoint clusters in a distributed manner. A cluster head (CH) is elected for each cluster
to maintain cluster membership information and perform other administrative functions.
There are also multiple gateways (GWs) within each cluster. We further assume that key
distribution has done and each node has one or more public-private key pairs, which might
be pre-installed or generated by itself, or using a scheme such as the one proposed in [10].
It is also assumed that the CHs have similar physical characteristics as the GWs and the
cluster members (CMs). In other words, the CHs do not have much higher processing
capabilities than other nodes, and they may be compromised as well.
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2.1. Cluster Affiliation

It is assumed that each cluster has an asymmetrical key pair KUc/KPc, where the public
key KUc is signed by a root Certificate Authority (rCA), and private key KPc is held and
maintained by the CH. A CH is designated initially, and it holds the private key of the cluster
in order to authenticate all the members. A new CH (if needed) might be re-designated when
the current CH relinquishes its role, or when it is broken down.

Each node typically affiliates with one cluster when the network is deployed. Each
cluster member (CM) has the public key of the cluster, but not the private key. The CMs
that belong to the same cluster should share a secret with that cluster, and one possible
implementation is a signature of a random number using the cluster’s private key. For
example, if node A belongs to cluster x, it may manually install the< NA, KPcx(NA) >
pair during initialization, where NA is a random number, and KPcx is the cluster’s private
key. KPcx(NA) is a signature of the cluster. A more efficient implementation is using the
hash value of KPcx instead of KPcx(NA), i.e., node A initially has the pair<NA, H(KPcx,
NA) >. A node may share multiple secrecies with different clusters at any time so that it
may join different clusters.

GWs are automatically determined by each node rather than designated. For example,
nodes that locate at the border of a cluster may act as GWs and perform the corresponding
functions. It is expected there will be sufficient number of nodes that qualify as GWs when
the network is dense and nodes are uniformly distributed in a cluster.

2.2. Nodes Join or Leave a Cluster

When a node wants to join a new cluster, it needs to be authenticated by the CH. Suppose
that node A initially has the pair<NA, H(KPcx, NA) >, it generates a temporary session
key Kses, and broadcasts an Authentication Request (AuRQ),

[ARQ, KUc(Kses), Kses(NA, H(KPcx, NA))]
where ARQ is the request ID. When the CH receives AuRQ, it will obtain Kses with

KPc, then verify H(KPcx, NA) after decrypting it with Kses. If succeeded, the CH will send
an Authentication Response (AuSP) attaching its Cluster Name (CN) encrypted by Kses

[ASP, Kses(CN, IV)]
where ASP is the response ID. Note that CN might change periodically by the CH to

keep the cluster anonymous. IV is a 32-bit increasing number maintained by CH. Each time
CH updates CN, it will increase IV by one, which is used to defend against replay attacks. If
authentication failed, CH will send an error message to specify the reason of failure, such as
error decryption, wrong secrecy, etc. Node might try to select other public key and secrecy
for authentication when obtaining an error message.

CH will keep a list of all CMs. After each successful authentication, CH will add an
entry to its member list (Table I)

CH will periodically check whether its CMs in the list are present. This procedure may
also thwart Denial-of-Service (DoS) attacks since repeated AuRQs can be easily detected
by comparing the obtain random number with the list.

If a CM leaves a cluster, it may not need to send any notification. CH will delete
a CM from its list when that node is found not present for certain time during periodic
checks. However, if a CH plans to leave a cluster, it needs to claim an election for a new
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Table 1. Cluster members’ table

Random Number Valid Time
NA valid time A
NB valid time B
.. ..

CH, which might be based on a specified security policy such as the one discussed in [19].
After a new CH is designated, the private key KPc will be securely transferred to it from
the original CH. In some extreme occasions, CH might break down before the private key
can be transferred. The(n, k) threshold scheme [4] can be adopted as a backup scheme to
protect KPc. A suitable value ofk may be chosen to guarantee security of KPc.

2.3. Key Management

In the proposed cluster based architecture, CN acts as the group key for a cluster. It is
used to identify the current cluster and should be only known by the CMs. CN should be
periodically updated by the CH, since CN might be divulged because of node movements.
To update CN, the CH simply broadcasts an update [CNUP, IV, CNc(CNn), KPc(H(IV,
CNn))] where CNUP is the ID of the update. The new cluster name CNn is encrypted by
the current cluster name CNc. Meanwhile a signature by the CH is used to guarantee both
integrity and authority. We assume that in most cases a divulged CN is out-of-date since
CN is updated periodically. In case that a valid CN is known by an adversary or a CM is
compromised, point-to-point updates are needed (discussed in Section 5.2.).

3. Secure Anonymous Routing

In this study, all the nodes are assumed stationary or have low mobility during the routing
process such that routing will not become meaningless. However, node mobility may not
be neglected during data transmissions, i.e., a route may be broken due to node mobility
during a traffic session. Links between nodes are assumed bi-directional because most
routing protocols and wireless Medium Access Control (MAC) protocols (such as the MAC
protocol in 802.11) require symmetric links.

3.1. Intra-cluster Secure Anonymous Routing

Single-hop communication is assumed within each cluster, i.e., every node can directly
communicate with any other node in the same cluster. This can be achieved by only allow-
ing strongly received nodes (during authentication) to join a cluster.

Three steps are included in the proposed intra-cluster secure anonymous routing: Key
broadcasting, Intra cluster routing request (Intra-RREQ), and Intra cluster routing response
(Intra-RRSP) (see Fig. 1).
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Figure 1. intra-cluster routing.

In the step of key broadcasting, each node will randomly generate a pseudo name, and
broadcast the pseudo name and the corresponding public key (KU) with the format

[pseudonym
⊕

CN, KU
⊕

CN, H(CN, pseudonym, KU)] ,
where

⊕
represents XOR operation. The use of pseudonym

⊕
CN and KU

⊕
CN guar-

antees that only the current CM can get the pseudonym and KU pair of other CMs in the
same cluster (by performing XOR operation using the current CN) because only CMs in the
same cluster have the knowledge of CN. Here we use the hash value of the CN, pseudonym
and KU rather than the CN itself. The strong collision resistance of the hash function guar-
antee the uniqueness of the hash value, thus prevent replay attacks. The integrity of the
message is also assured by checking the hash value. All the nodes in a cluster need to build
a table to map public keys and node names (pseudo names) of all the CMs, see for ex-
ample, Table II. Because one-hop communication is assumed within each cluster, all other
CMs can receive the broadcast and keep the message in its local mapping table. In order to
improve anonymity, all the CMs will periodically (but randomly) update their public keys
and pseudo names by key broadcasting. For example, each CM choose to broadcast a new
public key and pseudo name everym minutes. It may choose a random number uniformly
distributed in[lm+ m/2, (l + 1)m] as the time for itslth key broadcasting. It will prevent
the link-ability of two (public key, pseudo name) pairs from the same CM. The local times-
tamp helps to keep track of the validity of the public keys. Entries will be deleted when
their corresponding timestamps expire.

Table 2. Name-PubKey mapping table

Name Key Local Timestamp
A Key1 time1
B Key2 time2
.. .. ..
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Because of the high computational complexity of the public key schemes, they are only
applied to identify the designated receiver and help to deliver a symmetric session key. For
example, if node S wants to communicate with node D, they need to negotiate a symmetric
session key first. Node S simply broadcasts a routing request (RREQ) packet that is en-
crypted by node D’s public key. Although all nodes of that cluster will receive the RREQ,
only node D has the corresponding private key and thus can decrypt it. Therefore, it guar-
antees receiver anonymity. Node D will send a routing response (RRSP) and encrypt it with
node S’s public key, which will guarantee sender anonymity. Furthermore, the pseudonyms
of the source and destination nodes will guarantee sender-receiver anonymity. After node
S decrypts the RRSP, node S and node D will have a shared session key for secure data
transmissions. In order to thwart packet analysis attacks, each packet needs to have the
same packet size (by added padding).

Note that a CM may have multiple public/private key pairs. It is computationally very
expensive for the CM to try all its private keys when receiving a packet. A technique called
key indexing is proposed in [21]. A similar key indexing technique may be applied here
and the tradeoff between efficiency and anonymity is discussed in detail in Section 3.3..

The format of the Intra-RREQ (without key index) is
[KUD(Ks),Ks(RREQ‖Req ID‖PNS), H(CN,KUD(Ks)), padding], and the format

of the Intra-RRSP (without key index) is
[KUS(Ks’), Ks′(RRSP‖Req ID‖Kses), H(CN,KUD(Ks’)), padding], wherePNS

is the pseudonym of S;KUD andKUS are the public keys of node D and node S, respec-
tively; Ks andK ′

s are temporary symmetic keys;Kses is the symmetric session key for data
transmissions. ReqID is an identifier of the request and it is also used to defend against
replay attacks. The hash values in the Intra-RREQ and Intra-RRSP are used to maintain the
integrity of those messages.

The Intra-RREQ has the same format as Intra-RRSP so that attackers are unable to dis-
tinguish them by packet analysis. Hence attackers can not correlate the source and the desti-
nation by packet format. Furthermore, since Intra-RREQ and Intra-RRSP are encrypted by
the public keys of destination and source separately, attackers can not obtain the pseudonym
of the source or the destination, and can not feign others’ pseudonym to communicate.

Note that each Intra-RREQ and Intra-RRSP are only broadcast once in intra-cluster se-
cure anonymous routing and they do not propagate to other clusters. Hence, high bandwidth
efficiency can be achieved. Furthermore, since each node (including the CH and GWs) be-
haves exactly the same, no special function need to be performed by the CH and GWs in
the intra-cluster routing process. Thus, critical network elements can be hidden from the
attackers.

3.2. Inter-cluster Secure Anonymous Routing

In the proposed inter-cluster anonymous routing, we extend the method in [6] to cluster
based wireless ad hoc networks. The tradeoff between bandwidth efficiency, computational
complexity, and the level of anonymity achieved is the main concern.

It is assumed that there exists a security association between any source and destination
node pairs. The shared keys may be distributed by a Key Distribution Center (KDC) or
manually.
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Figure 2. inter-cluster routing

The procedures of inter-cluster anonymous routing are outlined in Fig. 2.

3.2.1. Source Broadcasts Inter-Cluster Routing Request

Source node S generates an inter-cluster routing request (Inter-RREQ), and broadcasts
Inter-RREQ in its cluster. Here we require that only GW nodes take part in inter-cluster
routing. Other CMs simply ignore this request to avoid packet propagations (thus avoid
wasting bandwidth). The format of this request is

[RREQ, ReqID, H( Ksd‖Req ID ), Ksd(Kses), Kses(ReqID), PK0] .

• ReqID: identifier of the request;

• Ksd: the shared key between node S and node D;

• Kses: a session key (will be used to verify response later);

• PK0: a temporary public key of node S.

The hash value ofKsd‖Req ID acts as a key index and is used for locating a key
quickly. If none of the symmetric key (stored locally) match the hash value, the node is
not the destination.Ksd is used for authentication between the source node S and the
destination node D. To prevent possible mistakes when multiple keys have the same hash
value,Kses is used by intermediate node to verify whether it is the destinationnode, because
only destination node D hasKsd to obtainKses and is able to verify that it is indeed the
destination by decrypting the fourth field in Inter-RREQ and comparing it with ReqID.
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Note that the above procedure is only needed when the hash values match. PK0 is kept by its
next hop node (GW) to encrypt routing response. Since only node S has the corresponding
private key and the public key is temporary, it can guarantee both security and anonymity
in this step.

3.2.2. Gateway Forwards Inter-RREQ

The Inter-RREQ will be forwarded by GWs to neighboring clusters. Before forwarding
Inter-RREQ, the GW firstly keeps the public key of the sender and replaces it with the
public key of the current GW. For example, in step 2 of Fig. 2, G1 will keep PK0, and
replace it with PK1 (a temporary public key of G1). The Inter-RREQ changes to

[RREQ, ReqID, H(Ksd‖Req ID), Ksd(Kses), Kses(Req ID), PK1] ,

Similarly, in step 4, the Inter-RREQ changes to

[RREQ, ReqID, H(Ksd‖Req ID), Ksd(Kses), Kses(Req ID), PK2] ,

where PK2 is a temporary public key of G2.

When a GW receives a fresh Inter-RREQ, it will save ReqID and the corresponding
Kses(ReqID) for identifying duplicate Inter-RREQs and later verification, and forward the
Inter-RREQ to GWs in neighboring clusters. When a foreign GW receives a fresh Inter-
RREQ, it will also broadcast an authentication request in its local cluster to check whether
the destination is there. For example, the packet format in step 3 is [AREQ, ReqID,
H(Ksd‖Req ID), Ksd(Kses), Kses(ReqID), PK2, H(CN, Ksd(Kses))] , where AREQ is
the authentication request ID, and the hash value is used to identify the cluster and maintain
the integrity of the message. Because it is an intra-cluster request, nodes in other clusters
will ignore it.

The GW may wait until a node replies and stop forwarding Inter-RREQ, or a timer
expires and then forward Inter-RREQ to GWs in neighboring clusters. However, there are
two concerns with the above design. Firstly, this may incur excessive delay in inter-cluster
routing. Secondly, anonymity may be sacrificed if the GW stop forwarding the Inter-RREQ.
For example, an attacker can figure out the cluster of the destination node although not the
exact location of the destination. In order to avoid these problems, in our design the GW
will not wait for responses and will forward the Inter-RREQ immediately after step 3 in
Fig. 2. Of course, additional bandwidth is needed since each GW will re-broadcast the
Inter-RREQ exactly once.

3.2.3. Destination Sends Inter-cluster Routing Response

When a CM receives an authentication request, it checks whether it is the destination. If it
is, it will generate an inter-cluster routing response (Inter-RRSP), such as step 6 in Fig. 2.
In this example, the destination uses a pseudonymT4, and encryptsT4 by sender’s public
key (PK3) such that the intermediate GWs and the source can authenticate the destination.
It also includes the encrypted (byT4) session keyKses and ReqID. The packet format of
Inter-RRSP is [RRSP, PK3(T4) , T4(Kses ‖ Req ID)].
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3.2.4. Gateway Forwards Inter-RRSP

When an intermediate GW receives a routing response, it decrypts the pseudonym Tx by
using its corresponding private key. Then it uses the obtained Tx to decrypt the session key
Kses and verify the destination, because the original ReqID and the correspondingKses

(Req ID) in the routing request has been saved by intermediate GWs. If the verification is
successful, the intermediate GW will perform the same operation as that of the destination,
i.e., it will generate a new pseudonym and encrypt it by last sender’s public key. Then it
will encrypt Kses and ReqID with the new pseudonym. For example, the packet format in
step 7 is

[RRSP, PK2(T3) , T3(Kses ‖ Req ID)].
Therefore, after the Inter-RRSP reaches the source, an inter-cluster route is formed as

S:T1:T2:T3:T4(D).
The proposed inter-cluster secure anonymous routing implements two different packet

formats at a GW for forwarding Inter-RREQ and authentication within its local cluster.
Thus an adversary may distinguish GW nodes from other nodes. However, since each GW
re-broadcasts exactly twice for each Inter-RREQ (one for forwarding Inter-RREQ and the
other for local authentication), it is not possible for the adversary to locate the cluster of the
destination node unless key indexing is applied. The tradeoff between provided anonymity
and routing efficiency is discussed later in Section 3.3..

Note that GWs may use the same packet format for forwarding Inter-RREQ and authen-
tication within its local cluster. However, this approach violates the semantics of clusters.
For example, every node will have to examine every routing packets (local or not) which
results in much higher overhead.

Furthermore, the proposed scheme ensures location privacy because nodes do not re-
veal their real identity to other nodes, and their pseudonyms are changed dynamically.
Therefore, an attacker can trace a node to a certain cluster at the most. Moreover, since
source and destination identifiers are never disclosed during route discovery, the relation-
ship anonymity between the source and the destination is guaranteed.

3.3. Efficiency Analysis

In the secure anonymous routing process, each packet is encrypted by either a symmetric
or an asymmetric key, and the intended receiver is identified by the key. However, one
problem (as pointed out in [21]) is that the receiving node may have many keys and does
not know which key to use. Therefore, each node has to try to decrypt any packet received
with all its keys in order to identify whether it is the intended receiver. This process causes
very low efficiency and high cost on computation and runtime.

One way to solve this problem is to add a key index for each encrypted packet. Each
node only needs to compare the key index to identify whether it is the intended receiver and
which key to use instead of performing many decryptions. Consequently, the cost on com-
putation and runtime will be greatly reduced. If a hash algorithm is used to generate the key
index, then only hash operation will be performed rather than decryption. Hash algorithm
such as MD5 is almost a thousand times faster than the RSA asymmetric algorithm and is
ten times faster than DES. For example, see test results in [26].
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For intra-cluster routing request and response, the key index could be H(KU, CN). CN
is used to prevent non-CMs from analyzing the packet. Thus the Intra-RREQ will change
to

[H(KUD, CN), KUD (Ks), Ks (RREQ ‖ Req ID ‖ PNS ), H(CN, KUD (Ks)),
padding].

Similarly, key indexing may be applied to inter-cluster routing as well. For example,
the Inter-RRSP may be modified as

[RRSP, H(PKi), PKi(Ti+1), Ti+1(Kses‖Req ID) ], where H(PKi) acts as the key in-
dex.

However, use of key indexing might weaken the anonymity of the system. For exam-
ple, during inter-clustering routing, an attacker may correlate Inter-RREQ and Inter-RRSP
by recording the public keys (PKi) in the Inter-RREQ and comparing with the key index
H(PKi) in the Inter-RRSP. However, it may not affect the anonymity of the mobile users se-
riously. Although the attacker may divulge a few links on the path, it is almost impossible
for the attacker to discover the entire path unless many attackers at different segment of the
path collude. In addition, data transmission is impossible to track even if the attacker has
discovered the entire path, because the data packet format will be different per hop. There-
fore, it is possible to use key indexing without jeopardizing the mobile users anonymity too
much.

4. Data Transmission

Intra-cluster data transmissions can be achieved by the source node broadcasting data en-
crypted with the negotiated session keyKses from the intra-cluster route discovery. The
packet format is

[DATA, H(Kses), Kses(data)]
where DATA is the packet type. Each node within the same cluster will first check

whether it is the destination by verifying the hash value of its session keys. Because only
the destination need to decrypt the data, computational complexity is low for all other nodes.

Inter-cluster data transmissions rely on the sequence of symmetric keys generated dur-
ing Inter-RRSP. After inter-cluster routing is done, each nodei on the path will keep a
mapping [Ti, Ti+1]. Ti is the symmetric key generated by itself and transmitted upstream
(to nodei − 1) as a part of the routing response.Ti+1 is the symmetric key received in the
routing response from downstream nodei + 1. During inter-cluster data transmission, the
hash value ofTi+1 is used to identify the downstream node. The packet format (from nodei
to nodei+1) is [DATA, H(Ti+1), Ti+1

⊕
Ksd(data)], where

⊕
represents XOR operation,

data is encrypted by the shared keyKsd between the source and the destination if data secu-
rity is required. Each intermediate node will first verify whether it is the downstream node
by checking H(Ti+1). If it is (and hence has the [Ti+1, Ti+2] pair), it will change H(Ti+1)
to H(Ti+2), and perform the following operation:Ti+2

⊕
Ti+1

⊕
Ti+1

⊕
Ksd(data) =

Ti+2
⊕

Ksd(data). Then the updated packet [DATA, H(Ti+2), Ti+2
⊕

Ksd(data)] will be
re-broadcast. Since hash value is used to identify the next hop, and the data field changes
from hop to hop, the attacker can not track the data flow. Thus sender-receiver anonymity
can be maintained.



66 Lijun Qian, Ning Song and Xiangfang Li

5. Anonymity Analysis and Attack Analysis

5.1. Anonymity Analysis

An anonymity metric based on entropy (proposed in [24], [25] and adopted by [18]), is used
to analyze the anonymity level of the source and the destination. The entropy of a wireless
network may be defined asH(X) =

∑
pilog(1/pi), whereX is a discrete random variable

with probability functionpi = P (X = i). Suppose the size of the network isN , an attacker
can discover nodei’s identity with probabilitypi. H(X) (uncertainty) is maximized when
the node is equally likely to be any node, i.e.,Hmax = logN whenpi = 1/N . Then the
degree of anonymity can be defined asη = H(X)/Hmax.

In this study, we adopt the attack model defined by [22]. Specifically, attack-C-M means
that there are C compromised nodes and M (outside) malicious nodes in the network. They
may perform traffic analysis or packet analysis on the routing traffic and data traffic, and
they may collude. We will focus on the source/destination “pseudonym anonymity” for
intra-cluster routing, and source/destination “cluster anonymity” for inter-cluster routing,
where “pseudonym anonymity” is defined as the uncertainty of mapping a pseudonym to
a specific node, and “cluster anonymity” is defined as the uncertainty of mapping a source
or destination to a specific cluster, respectively. Moreover, we assume it is very hard for
the attacker to distinguish which pseudonyms belong to the same node. In other words, we
assume that the attackers do not possess the capabilities of observing the signal-to-noise
ratio of a transmitting device or observing the transmitting signal’s watermarks.

5.1.1. Pseudonym Anonymity of Intra-cluster Routing

In intra-SARC, key broadcasting is protected by CN so that (outside) malicious nodes
can not obtain the public key and the pseudonym of any CM. Therefore, the anonymity
pseudonym anonymity is infinite under Attack-0-M, which means Attack-C-M has the same
effect as Attack-C-0 in terms of pseudonym anonymity. Consequently, only Attack-C-0 is
considered.

Suppose that a cluster hasN nodes andC of them are compromised nodes (C < N ),
and each node has equal probability to send and receive routing request. The Intra-RREQ
and Intra-RRSP are encrypted by the public keys of the source and the destination, which
means other CMs (including the compromised nodes) are not able to obtain the pseudonym
of the source and the destination, except for themselves. Firstly we consider the source
anonymity. If the destination is one of the compromised node, the source will be revealed;
otherwise the probability is1/(N − C). Let Y be a discrete random variable, andp0 =
P (Y = 0) = C/N represents the probability that the destination node is compromised,
p1 = P (Y = 1) = 1 − C/N represents the probability that the destination is a legitimate
node. Therefore the entropy under Attack-C-0 is

H(X |Y ) = p0H(X |Y = 0) + p1H(X |Y = 1)

= p1

∑
[P (X = i|Y = 1)log1/P (X = i|Y = 1)]

= (1− C/N)log(N − C) (1)

The anonymity degree of the source/the destination isη = H(X |Y )/Hmax = (1 −
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Figure 3. The anonymity degree of intra-cluster routing.

C/N)log(N − C)/logN . Figure 3 shows how this quantity varies withN andC. The
anonymity degree increase with the number of nodes within the cluster and decrease with
number of compromised nodes within the cluster. One compromised node can hardly do
any harm, however, when 6 out of 30 nodes are compromised, the anonymity degree drops
to 75%.

5.1.2. Cluster Anonymity of Inter-cluster Routing

In inter-cluster routing, no real identity, pseudonym or the corresponding public key is
used, thus even compromised nodes can not identify which node is the source or the desti-
nation. What they can do is try to locate the source or the destination down to their clusters.
Hence, it is only meaningful to consider cluster anonymity. In other words, how accurate
the attackers may locate the cluster where the source or the destination node resides. Fur-
thermore, since all the GW nodes perform the same operation no matter where they are,
and the packet of inter-cluster routing is transparent for both compromised and malicious
nodes, the compromised node can be treated the same as the malicious node with respect to
cluster anonymity.

Cluster anonymity analysis may become very complicated because there are many fac-
tors (such as cluster distributions, number of attackers, attacker distribution, etc.) that will
affect the cluster anonymity. Here we only consider the case of a single attacker. Suppose
that there areP clusters in the network, andX is a random variable representing which
cluster the source or the destination resides. The maximal cluster anonymity of the network
is Hmax = logP .

Assume that each cluster hasN nodes,N1 of them in the area that do not overlap with
other clusters. We also assume the average overlapping degree isD, which means a node
in an overlapping area can sense the signals fromD clusters on average. For example, in
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Figure 4. An example of inter-cluster node distribution.

Figure 4, there are three clusters A, B, and C. In cluster A,N1 nodes are in the area that do
not overlap with B and C;N3 nodes are in the area that overlap with both B and C.N2 and
N4 nodes are in the area that overlap with either B or C.N = N1 + N2 + N3 + N4. The
average overlapping degree isD = (N2× 2 + N3× 3 + N4× 2)/(N2 + N3 + N4)

Let us consider the destination cluster anonymity. If a node observes a Inter-RRSP,
there are 4 possibilities (represented by a discrete random variableY ):

1. the node is not in any overlapping area, and it resides in the destination cluster with
probabilityp0 = P (Y = 0) = N1

N
1
P . In this case, the destination cluster will be

revealed.

2. the node is not in any overlapping area, and it resides outside the destination cluster
with probabilityp1 = P (Y = 1) = N1

N (1− 1
P ). The destination cluster may be any

of the other clusters with probability1/(P − 1).

3. the node is in an overlapping area, and it resides in the destination cluster with prob-
ability p2 = P (Y = 2) = (1 − N1

N )D
P . The destination cluster may be any of the

overlapped clusters with probability1/D.

4. the node is in an overlapping area, and it resides outside the destination cluster with
probabilityp3 = P (Y = 3) = (1− N1

N )(1− D
P ). The destination cluster may be any

of the other clusters with probability1/(P − D).

Hence, the destination cluster anonymity is

H(X |Y ) =
∑∑

pjP (X = i|Y = j)log
1

P (X = i|Y = j)

=
N1
N

(1− 1
P

)log(P − 1) + (1 − N1
N

)
D

P
logD

+(1 − N1
N

)(1− D

P
)log(P − D) (2)
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Figure 5. The anonymity degree of inter-cluster routing.

The cluster anonymity degree is

η = [
N1
N

(1 − 1
P

)log(P − 1) + (1− N1
N

)
D

P
logD +

(1 − N1
N

)(1− D

P
)log(P − D)]/logP (3)

The source cluster anonymity can be obtained similarly.
The cluster anonymity degree with respect to the number of clustersP , the average

overlapping degreeD, andN1/N , is shown in Figure 5. It is observed that the cluster
anonymity degree increases with the number of clustersP , as expected. It is also observed
that the cluster anonymity degree increases withN1/N . In the right-hand side of equa-
tion (2), the first term is dominant. Thus, the cluster anonymity degreeη is higher when
N1/N becomes bigger. This represents the typical case when there are a lot of nodes in
the non-overlapping area and they are not in the destination’s cluster, and the number of
clusters is not too small (larger than 10 in this example). Another observation is that the
cluster anonymity degree increases whenD decreases andP is large. When there are a
lot of clusters, less overlapping (smallD) reduces the chance that the observer is within
the destination cluster. Therefore, the uncertainty of the destination cluster increases. Thus
the cluster anonymity degree improves. However, whenP is not very large, there could
be a case where two cluster anonymity degree curves with parametersD1 andD2 cross at
D1 = P − D2. In this example, it happens atD1 = 5, D2 = 8, andP = 13.
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5.2. Attack Analysis

The active attacks such as the denial-of-service (DoS) attacks are usually easy to detect
because they cause abnormal traffic patterns under many circumstances [9]. Intrusion de-
tection systems can act as one of the counter-measures against such active attacks. Hence,
active attacks are not addressed in this work. However, it worths pointing out that the
integrity of the routing packets are guaranteed in the proposed scheme, although routing
packets are not encrypted (in order to keep the overhead low). The attacker will not be able
to alter any field in the routing packets without being detected. In addition, secure routing in
cluster based ad hoc networks is much more resistant to active attacks than routing in pure
ad hoc networks. The main reason is the existence of an on-line authority (CHs) capable of
controlling traffic and monitoring node behavior [18].

On the contrary, passive attacks such as eavesdropping and traffic analysis are diffi-
cult to detect. Once locating certain critical nodes through overheard routing information,
passive attackers can perform active attacks on the critical network elements. Therefore,
passive attackers are more dangerous than active attackers because they are difficult to de-
tect [9]. Such passive attacks are the main concern of this work.

In anonymous communications, two main passive attacks are packet analysis attack
and traffic analysis attack. In packet analysis attack, the attackers try to deduce routing
information by analyzing the packet length, type, content, etc. In traffic analysis attack, the
attackers try to deduce routing information by analyzing the amount of traffic flow among
nodes and correlating eavesdropped traffic information to actual network traffic patterns.

In cluster based wireless ad hoc networks, CH plays an important role as the central
controller and the trusted authority in a cluster. Thus, one of the main tasks of secure
anonymous routing is to hide CH from attackers. In the proposed secure anonymous routing
scheme, CH acts exactly the same as the other nodes throughout the routing procedures in
both intra-cluster and inter-cluster anonymous routing, which makes it indistinguishable
from the other nodes in the network. Consequently, the CHs are safe from both packet
analysis attacks and traffic analysis attacks.

Note that the attackers may be able to identify GWs from other nodes. However, since
each cluster typically has more than one GW node, it is not as critical as the CH. Further-
more, it is feasible to allow some nodes perform GW functions from time to time. This will
shuffle the routing traffic and make traffic analysis attack more difficult to succeed.

In case a global adversary exists, who can monitorall traffic flows in the entire network,
dummy traffic and/or local mixing of messages may be applied to prevent traffic analysis.
For example, a limited flooding technique is proposed in [28] to address this issue.

If a node other than the CH is compromised, its CH should update the group shared
secret (CN). Since the compromised node has the old CN, the CH can not broadcast the
update request. Instead, it should send the request to each CM using point-to-point mode.
The packet format is

[CNUPP, IV, Nx(CN), KPc(H(IV, CN))]
where CNUPP is the packet identifier, Nx is the corresponding random number of node
x. Note that IV should be the same for all CMs. Since the compromised node may have
pre-installed signatures of multiple clusters, the CH should notify other CHs. It is assumed
that all CHs can identify each other by sharing a secret key.
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If a CH is compromised, all the signatures for that cluster should be revoked and every
node include other CHs should be notified. In order to guarantee authority, the CH revoke
message should be signed by the root Certificate Authority (rCA). The message could be a
Certificate Revoke List (which is updated periodically). Furthermore, this signed message
should be dispatched to at least one trusted CH manually or through a special signaling
channel. The trusted CH obtaining the revoked information will send a notification to other
CHs; moreover, each CH also needs to broadcast the revoked message to all CMs.

6. Performance Evaluations

6.1. Implementation Overhead Analysis

One routing design for cluster based wireless ad hoc networks is the Cluster Based Routing
Protocol (CBRP) [17]. CBRP does not contain any security features. In this study, CBRP
is used as a baseline for overhead comparison analysis.

Suppose that 3DES and RSA-512 are employed as the symmetric and public key algo-
rithms, and MD5 is adopted as the hash algorithm. The detailed packet fields of intra-cluster
routing and inter-cluster routing are shown in Fig. 6 and Fig. 7, respectively. In intra-cluster
routing, public key is only used to deliver a symmetric key, thus the computational com-
plexity is low. The overhead is also low due to the use of hash function.

Figure 6. Intra-cluster routing: packet fields.

In inter-cluster routing, the size of Inter-RREQ packet is 85 bytes. The packet size for
authentication request from GW to cluster member is 101 bytes. The packet size for Inter-
RRSP is 27 bytes. Since the routing packets’ sizes are fixed in the proposed SARC, while in
CBRP the routing packets’ sizes grow with the hop count of the route, the overhead between
them becomes close as the obtained route becomes longer (more hop counts). A simulation
is performed to demonstrate this effect and the result is shown in Fig. 8. It is assumed that
there are 20 clusters in the network and each node in each cluster want to communicate
with any other node in a different cluster. The result shown is the average overhead over
all obtained routes. It is observed that the overhead of SARC is26.3% higher than that of
CBRP when the average number of hops in the obtained routes is 4 (source and destination
are in neighboring clusters). This drops to only16.7% when the average number of hops
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Figure 7. Inter-cluster routing: packet fields.

in the obtained routes increases to 10. When the average number of hops in the obtained
routes is more than 16, SARC has lower overhead than CBRP. These observations are in
agreement with our expectation.

6.2. Route Establish Time

The routing protocol is implemented within OPNET. The network is400m× 400m square
field with 800 nodes uniformly distributed. Sixteen non-overlapping clusters are formed in
the system with equal size of a fixed100m× 100m area. The GWs are chosen as the nodes
who locate at the border of the cluster, to be exact, whose distance to the border is less than
10 meters. An example is given in Fig. 9, where the solid line is the edge of cluster and the
nodes outside the dashed line are GWs. Note that Fig. 9 is for illustration purpose only, and
has far less nodes than the one (800 nodes) used for simulations.

The inter-cluster route establish time with and without key index is studied in this part
of the simulation. During the routing process, it is assumed that the nodes in the network
are either stationary or have negligible mobility. In other words, the time scale of routing
is much less than the time scale of mobility, such that routing will not become meaning-
less. The route establish time are collected when the network has one, ten, thirty and fifty
source/destination pairs. And the results are averaged over100 runs. The delay of crypto-
graphic operation is evaluated based on the test results given by [26].

The inter-cluster route establish time with and without key index is shown in Fig. 10.
It is observed that the route establish time is much less with key index than that without
key index because using key index reduces the large delay caused by decryptions. It is also
observed that the route establish time increases linearly with hop counts when using key
index, but it is almost unchanged with increased source/destination pairs. The reason is that
with key index, each hop causes almost the same amount of delay, thus the route establish
time increases linearly with hop counts. On the other hand, each node searches the key
based on a hash algorithm when using key index, and hash algorithm is highly efficient and
will not be affected much by the number of source/destination pairs. In other words, the
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Figure 8. Routing overhead of SARC and CBRP for Inter-cluster routing.

queueing delay at each node will not be affected much by the number of source/destination
pairs when using key index. On the contrary, the route establish time increases dramatically
with the number of source/destination pairs when key index is not implemented. The main
reason is that the delay of cryptographic operation (decryption rather than hash algorithm)
is significant at each node and the queueing delay at each node will increase as well. These
delays will grow dramatically with the number of source/destination pairs.

6.3. Packet Delivery Ratio

In this part of the simulation, the effects of offered load (in number of flows across the
network) and node mobility on packet delivery ratio is investigated. The Random Waypoint
mobility model [27] is adopted, with the pause time fixed to 10 seconds and the maximum
speed varies from0 (node is stationary) to30 m/s. The link capacity is 1Mbps. The data
generating rate is 4 packets per second with the packet size exponentially distributed with
mean1000 bits. The simulation time is10 minutes.

It is observed that the packet delivery ratio decrease as the node speed and the offered
load increase, as expected. When all the nodes are stationary, the network is capable of
supporting30 simultaneous traffic flows. Higher mobility is the main reason for the drop in
packet delivery ratio because it causes more paths broken and more packet loss. The offered
load is less a factor than the node mobility in this simulation since the link capacity is high
comparing to the data generating rate.

6.4. Scalability Study

It is expected that the proposed cluster based anonymous routing protocol will have better
scalability than flat routing protocols. In this part of the simulation, ASR [6] is tested
using the same simulation setup as in Section 6.2. but with no clustering (flat topology
with the same number of nodes and node distribution). In all the trials for ASR with50
source/destination pairs, the computer runs out of memory and the simulation could not
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Figure 9. The topology of the network (GW: square; CM: round).

be finished, where the average time for finishing SARC simulation is90 minutes. Note
that the simulation of ASR finished when a small network (80 nodes) is simulated. This
demonstrates that the proposed cluster based anonymous routing protocol will have better
scalability than flat routing protocols, because of the greatly reduced routing overhead due
to constrained local flooding.

7. Related Works

Anonymous communication protocols have been studied intensively in wired networks.
The concept of mix was proposed in [12], and was employed in various anonymous com-
munications proposals for the Internet, such asP 5 [13]. A similar but different concept,
crowd, was introduced in [16] for Internet web transactions. However, these methods can
not be directly applied in MANET due to the lack of fixed infrastructure.

Secure anonymous routing for MANET attracts a lot of attentions lately. In [5], a pro-
tocol was proposed to allow trustworthy intermediate nodes to participate in the path con-
struction protocol without jeopardizing the anonymity of the communicating nodes. The
basic idea is that each node will classify its neighbors into different security levels, and a
common key is shared between them for each level. Only nodes at certain level can receive
and transfer data during routing. ANODR [7], an anonymous on-demand routing protocol
for mobile ad hoc networks, is based on “broadcast with trapdoor information”, in which
a cryptographic onion [15] is used for route pseudonym establishment. Since in ANODR
each node en route only knows the next node with a fake identity, it can prevent strong at-
tackers from tracing a packet flow back to its source or destination and ensure that attackers
cannot discover the real identities of local transmitters. In routing response of ANODR, the
node ID is transmitted to next node. Although it is a pseudonym, the attacker can launch
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0 5 10 15 20 25 30
0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

speed (m/s)

pa
ck

et
 d

el
iv

er
y 

ra
tio

one pair
ten pairs
thirty pairs

Figure 11. Packet delivery ratio under different node speeds.



76 Lijun Qian, Ning Song and Xiangfang Li

a Denial-of-Service (DoS) attack based on that ID. ASR (Anonymous Secure Routing) [6]
solves this problem by a scheme in which node one sends a temporary public key to node
two in routing request, and in routing response node two transmits its pseudonym encrypted
by the key to node one. Besides location privacy and route anonymity, ASR also supports
limited hop count and destination verification by intermediate node so as to provide more
security properties. A similar scheme to ASR is proposed by Cheng and Agrawal [30]. An
on-demand anonymous routing scheme using bloom filters (ODAR) is proposed in [29].
ODAR guarantees source, destination anonymity, but not linkability anonymity. A recent
work [9] proposed an anonymous on-demand routing protocol, termed MASK, based on a
new cryptographic concept called pairing. An anonymous neighborhoodauthenticationpro-
tocol is used and MASK fulfills the routing and packet forwarding tasks without disclosing
the identities of participating nodes under a rather strong adversarial model. Although the
above works addressed secure anonymous routing for MANET, none of them considered
cluster based architecture. An extensive simulation study of SDAR, AnonDSR, ANODR,
ASR, and MASK is given in [31]. A summary comparing SDAR [5], AnonDSR [21],
ANODR [7], ASR [6] and the proposed scheme is given in Table III.

An on-demand position-based private routing algorithm, called AO2P, is proposed by
Wu and Bhargava [32]. Anonymity for a destination relies on the difficulty of matching a
geographic position to a real node ID. AO2P may be appropriate for MANET with high
mobility nodes because node mobility enhances anonymity by making the match of a node
ID with a position momentary. Other anonymous routing schemes using nodes’ position
information include [33] and [34].

Security in cluster based MANET was considered in several recent studies. The authors
in [10] proposed a security architecture based on public key schemes and distributed certifi-
cation. The CHs perform admistrative functions and hold shares of a network key for node
authentication using proactive digital signatures. A similar design is proposed in [11] for
cluster-based Near-Term Digital Radio (NTDR) ad hoc networks. A security infrastructure
is provided for secure intra-cluster and inter-cluster communications. However, anonymity
is not considered in these studies. [18] presents a scheme to ensure secure communication
and to provide anonymity and location privacy in hybrid ad hoc networks. This proposal can
only be effectively used for networks with fixed and powerful access points. A key man-
agement and secure routing protocol for cluster based MANET is proposed in [19]. This
scheme uses asymmetric cryptography completely, which requires very high computational
capacity. A fairly recent work [33] addressed the anonymous communication problem in
MANET using positioning information of the nodes. Although it is based on the fact that
broadcasting in a certain zone will hide the destination node, a similar idea as in our previ-
ous work [36], the scheme developed in [33] assumes that each node knows its own position
and can learn other nodes’ positions as well, thus it does not provide location anonymity. A
hierarchical anonymous on-demand routing protocol (HANOR) has been proposed in [35].
HANOR extends ANODR to cluster based MANET. The focus of [35] is to show good
scalability of anonymous routing protocols in a cluster based architecture, which is true for
any hierarchical routing protocols in general. However, critical network elements such as
the CHs are not hidden in HANOR, thus they may be located and attacked by adversaries.
In addition, since the inter-cluster routing packets will be broadcast and processed by every
node rather than just the GWs, the overhead is still high for HANOR.
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Table 3. Comparison of secure anonymous routing protocols

SDAR [5] AnonDSR [21] ANODR [7] ASR [6] SARC

trapdoor Public
key

Symmetric
key with pre-
established key
index

Symmetric key Symmetric key Symmetric key
with key hashing
as index

RREQ Onion
using
public
key

Onion using
symmetric key;
symmetric key
encrypted by
source provided
public key

Onion using
symmetric or
public key;

A temporary
public key is
issued by each
node on the path;
onion is not used

Intra-SARC:
simple broadcast;
Inter-SARC: A
temporary public
key is issued by
each node on the
path; onion is not
used

RREP onion onion Pseudonyms are
attached and
modified at each
intermediate
node

Pseudonyms are
attached and
modified at each
intermediate
node

Intra-SARC:
simple broadcast;
Inter-SARC:
Pseudonyms are
attached and
modified at each
intermediate node

Data
Comm

onion onion In the clear Use tag; and data
shuffle (detail is
not given)

Use hash value of
the pseudonyms
and the XOR
of the next-hop
pseudonym and
data

Identity
privacy
(Sender)

Yes Yes Yes Yes Yes

Identity
privacy
(Receiver)

Yes Yes No Yes Yes

Identity
privacy (In-
termediate
nodes)

No No Yes Yes Yes

Identity
privacy
(Sender-
receiver)

Yes Yes Yes Yes Yes

Weak loca-
tion privacy

Yes Yes Yes Yes Yes

Strong
location
privacy

No No No Yes Yes
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Note that the current manuscript is a drastically improved version of our previous work
on secure anonymous routing for cluster based MANET [36]. The improvements include:
(1). A cluster based security architecture is employed and described in detail, including
how the keys are managed, how the CH is chosen, and how to handle the nodes that join or
leave a cluster, etc. (2). The efficiency of SARC is considered by introducing key indexing
and the tradeoff between anonymity and efficiency is discussed. (3). A new technique for
data forwarding is proposed using simple XOR operations to prevent data traffic from traffic
analysis and packet analysis attacks. (4). Analytical results of anonymity analysis of SARC
is given using information theoretic measures of anonymity. (5). Extensive simulations
are carried out for a large MANET to evaluate the performance of SARC, where the node
mobility is taken into account by using the Random Waypoint mobility model [27].

8. Conclusions

In this study, a Secure Anonymous Routing scheme for Cluster based MANET termed
SARC is proposed. In SARC, intra-cluster routing uses a common broadcast channel to
provide anonymity, while inter-cluster routing uses a sequence of temporary public keys
as the trapdoor information. One of the unique features of SARC is that critical network
elements, such as the cluster heads, are hidden from adversaries during the routing pro-
cess. Key indexing is used to maximize routing efficiency and a technique based on XOR
operations for data forwarding is applied to provide anonymity and maximize efficiency
during data transmissions. The proposed routing scheme satisfies the principles of efficient
anonymous routing in mobile networks, i.e., the proposed routing scheme are both identity-
free and on-demand [8]. Analytical results are derived using information theoretic measure
for anonymity analysis of SARC. Both anonymity analysis and attack analysis show the
effectiveness of the proposed scheme. The overhead of both intra-cluster and inter-cluster
anonymous routing is low. In addition, the computational complexity of data forwarding is
also low due to the use of symmetric ciphers rather than public key schemes. In addition,
SARC is demonstrated by simulation to scale well in large scale MANET.
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WIRELESS NETWORKS
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Abstract

A major trend in next generation wireless networks (NGWN) or fourth generation
wireless networks (4G) is the coexistence of diverse but complementary architectures
and wireless access technologies. This heterogeneity brings several design and de-
ployment challenges. Among them, integration of existing heterogeneous wireless
networks requires the design of efficient mobility management schemes, at IP layer
as well as lower layer, to enable seamless roaming of users. IP technology is the best
choice for interworking and integration of various radio access technologies and is
the main drive of networks evolution towards all-IP core networks. IP mobility man-
agement is a crucial issue in heterogeneous mobile environments. Several IPv6-based
mobility management schemes have been proposed and the most known of them is
Mobile IPv6 (MIPv6). Despite some advantages, MIPv6 and its extensions are hin-
dered by several shortcomings, such as handoff latency, signaling overhead, packet
loss. Thus, they fail to fulfil requirements of real-time applications. Moreover, with
growing demand for real-time and multimedia applications, quality of service (QoS)
support in heterogeneous wireless networks is of primary importance in order to im-
prove system performance and users’ satisfaction. However, QoS provision mecha-
nisms like IntServ/RSVP and DiffServ have been developed for wired networks and
are not optimized for mobile and wireless environments. This chapter addresses mo-
bility management issues and QoS provision in IP-based NGWN. We present recent
techniques addressing these problems and discuss their limitations as well as outstand-
ing challenges that still need to be addressed to motivate research activities for the de-
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sign of efficient protocols and mechanisms in NGWN. Finally, performance analysis
of IPv6-based mobility management protocols is provided to show their pros and cons.

1. Introduction

Current trends in mobile wireless networks evolution are directed towards all-IP networks
and to be independent of access technologies. In other words, all signaling between var-
ious entities in networks is exchanged at IP-layer, in order to achieve convergence and
interworking of different access technologies. The initial evolution towards the all-IP mo-
bile networks is the addition of IP multimedia subsystem (IMS) to the international mobile
telecommunication 2000 (IMT-2000) network with the aim of offering IP-based real-time
multimedia services. Next generation or 4G wireless networks (NGWN/4G) are expected
to exhibit heterogeneity in terms of wireless access technologies, personalized and user-
oriented services, high usability and more capacity [1]. In fact, to attract benefits and more
business opportunities, value-added services with lower cost are necessary for success and
survival of service providers in NGWN. Also, users will have more demands for seam-
less roaming across different types of wireless networks, support of various services (e.g.,
voice, data, game) and QoS guarantees. To enable legacy and value-added services across
heterogeneous networks, usage of gateways may be required. Although, wireless and mo-
bile technologies aim to provide ubiquitous information access to users on move, there is
no single one that is able to simultaneously provide high bandwidth, low latency, low power
consumption, and wide area data services to a large number of mobile users.

Conceptually, an NGWN architecture can be viewed as many overlapping wireless In-
ternet access domains as shown in Figure 1 and is so-called wireless overlay networks [2].
NGWN will support a large variety of applications, with different QoS requirements, run-
ning on different types of mobile terminals and connected to various types of networks. This
means, an NGWN architecture must be flexible and open, capable of supporting all these
(different) type of networks, terminals and applications. A hierarchical network structure is
recommended for NGWN to ensure scalability and facilitate management. Technological
advances in evolution of portable devices have made possible support of multiple access
technologies.

WLAN

WLANcdma2000

GPRS
WiMAX

Satellite network

UMTS
WLAN cdma2000

Figure 1. Overview of 4G/NGWN network architecture.

At present, no solution exists which comprehensively addresses the entire scale of het-
erogeneity and no wireless technology meets all QoS requirements such as low packet
loss rate, signaling overhead, delay and jitter, all time. Existing wireless networks, like
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3G/UMTS, 3G/CDMA2000 and WLAN/IEEE 802.11, have been extensively studied on an
individual basis. Integration of these systems seems unavoidable due to potential benefits of
their complementarity. Two major architectures (loose andtight coupling) for 3G/WLAN
interworking have been proposed by both 3G wireless network initiative projects, 3GPP
and 3GPP2, for their respective system [3, 4]. However, this integration will bring new
challenges such as architecture and protocols design, interworking, mobility management,
QoS guarantees and security issues.

Mobility management is one of the key topics in order to support global roaming of
mobile node (MN) across different networks in an efficient way. In current homogeneous
wireless networks such as WLAN and 3G cellular, mobility management focuses mainly
on physical mobile object such as user and terminal. However, in NGWN, mobility is also
a logical concept rather than only a physical one. In fact, mobility could just means the
change of the logical location of network point of attachment instead of user’s geographic
position. In other words, handoff may occur between two different cells without necessarily
moving out of the coverage area. Then, it is critical to provide seamless roaming support
based on intelligent and efficient mobility management schemes.

Mobility management with QoS provision in NGWN remains a challenging and com-
plex task. In homogeneous networks, mobility management has been widely and compre-
hensively studied in literature and surveyed in [5]. However, usage of mobility manage-
ment schemes proposed for homogeneous wireless networks in NGWN leads to several
drawbacks. Two generic QoS models, Integrated Services (IntServ) [6] with it signaling
protocol Resource ReSerVation Protocol (RSVP) [7] and Differentiated Services (DiffServ)
[8], have been proposed by the Internet Engineering Task Force (IETF) for wired networks.
However, due to characteristics of wireless networks such as scarcity of resources, unpre-
dictable available bandwidth, variable error rates, users mobility rate, they could be imprac-
tical. Hence, new and efficient mobility management techniques with QoS guarantee are
needed for heterogeneous wireless networks in order to achieve global seamless roaming
and service continuity.

There is no straightforward solution that takes into account the entire mobility manage-
ment requirements and heterogeneity of NGWN. Instead, literature offers several proposals,
each with their pros and cons, many challenges remain to be addressed. In this chapter, we
present challenges of 4G/NGWN networks in terms of protocols design, architecture and
services. We focus on handoff management and overview recent handoff schemes that aim
to provide mobility over various access network technologies. Furthermore, we discuss
limitations of these handoff techniques and challenges that still need to be addressed to
achieve seamless roaming across heterogeneous wireless networks. Recall that, handoff is
a process by which an MN changes it current attachment towards a new subnet. In contrast
to related literature, we performed a detailed study of IPv6-based mobility management
protocols and several others mobility management protocols which handle vertical handoff.
IPv6 technology is considered as the basis of future all-IP networks. For example, 3GPP
decision is to adopt IPv6 as the only IP version for the IMS. Hence, we focus mainly on
IPv6 as convergence technology of various access networks (e.g., WLAN, 3G cellular net-
works, mobile ad hoc networks, WiMAX, etc.).

The remainder of this chapter is organized as follows. Next section describes character-
istics pertaining to mobility management while in Section 3., some mobility management
schemes are presented. QoS challenges in mobile environments are investigated in Sec-
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tion 4.. Performance analysis of IPv6-based mobility management protocols, with respect
to various network parameters, is carried out to point out their limitations and advantages
in Section 5.. Concluding remarks are presented in the last section.

2. Mobility Management

Mobility management is essential for roaming of users with mobile terminals to access ser-
vices in progress through wireless networks. In other words, mobility management enables
system to locate roaming terminals in order to deliver data packets and maintain connec-
tions with them when moving into new area or subnet.

2.1. Basic Principles and Concepts

In NGWN, there is four types of high-level mobility:terminal, personal, service andsession
mobility [5]. They basically dealt with network and application layer and it seems very log-
ical to attempt their combination. However, a naı̈ve simultaneous implementation of mobil-
ity management schemes of these different mobility types would lead to performance inef-
ficiency and even system disorder. Basic mobility management schemes are domain-based
and splits mobility into micro-mobility and macro-mobility. Macro-mobility occurs when
an MN crosses two different wireless domains during its roaming, while micro-mobility
refers to movement within a specific wireless domain. Many performance and scalability
requirements should be taken into account when trying to select or design mobility man-
agement schemes in NGWN, including:

• signaling traffic overhead: control data load should be lowered to an acceptable range;

• routing efficiency: to exclude redundant transfer, the routing paths between corre-
spondent nodes (CNs) and MNs should be optimized;

• QoS provision: establishment of new QoS parameters in order to deliver data traffic
should be supported by a mobility management scheme; disruption of service must
be kept to a minimum level during establishment or renegotiation of new connection;

• seamless handoff: handoff algorithm should minimize packet loss and be fast enough
to ensure that an MN can receive IP packets at its new location within a reasonable
time interval in order to reduce packet delay;

• security: different levels of security must be supported by mobility management
schemes such as data encryption and user authentication while limiting the traffic
and time of security process;

• authentication, authorization and accounting (AAA) services: issues for AAA ser-
vices are especially important in heterogeneous wireless environments as different
radio access networks are likely be managed by different administrative domains.

Mobility management is based on two components, namelylocation andhandoff man-
agement. Location management enables the system to locate users and their terminals be-
tween call arrivals. In other words, it allows the network to track MN movement and update
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the information pertaining to the location between consecutive communications. In NGWN,
MNs can be reached through multiple access networks, then new challenges arise pertain-
ing intelligent location management techniques. Locating MN in NGWN requires interop-
erability between several wireless systems that do not necessarily use the same technology.
Thus, signaling traffic load may increase and network performance could decrease. Various
location management schemes have been proposed in the literature to reduce wastage of
network resources such as bandwidth. Several survey papers address location management
in wireless networks. Among them, in [9], authors provide a comprehensive survey of loca-
tion management approaches and suggest future research avenues. Location management
in NGWN bring challenges for the design of mobility management. First, when coverage
areas fully overlap, through which networks should an MN perform location registration?
Within which one? How should the up-to-date user location information be stored? [10].
Another issue concerns the manner in which the exact MN location would be determined
within a specific time constraint. In addition, an efficient use of network resources and the
enhancement of scalability, reliability and robustness must be taken into account.

Handoff management enables a network to maintain a connection with MN during its
movement and change its network point of attachment. Whenever an MN changes its at-
tachment point, it sends a request for handoff initiation to current access point (AP) or base
station (BS) towards target AP. Control is handed over to target AP by the current one af-
ter initiation step. Change of attachment point may also lead to IP address changes then
leading to IP-layer handoff. In fact, after connection to new AP is established, an MN is
able to receive router advertisement message sent by new access router. If the prefix of
router advertisement message is the same as the prefix of previous IP address, this means
that previous and new APs belong to same subnet. Then, an MN can switch to the new AP
without changing the IP address. Otherwise, an MN must perform network layer handoff,
which results in IP address changes. After acquisition of new IP address, data may now be
sent to that address. Handoff management is a major issue in mobility management since
an MN can trigger several handoffs during a session as it will be in NGWN. Three main
approaches could be used to control handoff process: mobile-controlled handoff (MCHO),
network-controlled handoff (NCHO) and mobile-assisted handoff (MAHO). Most propos-
als based on these approaches were designed for homogeneous networks.

In NGWN, more tradeoffs are required for these approaches to allow best selection of
target access network (AN) where an MN should hand over. In fact, handoff triggering
is performed either in AN and/or by MN while handoff process execution requires sev-
eral entities located in both home network (HN) and AN, particularly for vertical handoffs.
Managing AN or technology selection in mobile device and/or by access router (AR) to trig-
ger handoff could only be conducted with locally available information such as link quality,
signal strength, and AR capabilities and/or load. However, other information recorded in
HN such as operator policy, AN global load and user preferences, can be relevant to make
such selection. Consequently, when selection decision is made according to AN informa-
tion which is restricted to MN and AR knowledge, it could lead to a suboptimal access
network selection. In fact, managing computation of handoff decision on MN side may be
limited to its processing capabilities and other factors cited above. It seems that efficient
mobility management schemes is a crucial need.
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In IPv6-based wireless networks, QoS may be defined by different metrics such as
packet loss, handoff latency and signaling overhead cost. Handoff latency at MN side is
the time interval during which an MN cannot send or receive any packets during handoff
and it is composed of L2 handoff latency and L3 handoff latency. The time interval when
an MN disconnects with the air-link of current AP/AR and connects to the air-link of new
AP/AR refers to L2 (link switch) handoff latency. On the other hand, L3 handoff latency
is the sum of movement detection latency, IP addresses configuration delay and binding
update (BU) procedure latency. The overall handoff latency may be high and leads to
packet loss, which is intolerable for real-time applications. The packet loss is defined as the
number of lost packets during handoffs and is proportional to handoff latency. An efficient
mobility management mechanisms must ensure that handoffs are fast (i.e., minimal packet
delay), smooth (i.e., minimal packet loss) and scalable (i.e., lower signaling overhead).
An handoff with these combined characteristics is known asseamless handoff. In other
words, a seamless handoff should be performed with minimal packet loss and low packet
delivery delay. This means that, seamless handoff schemes should have following features:
minimum handoff latency, low packet loss and limited handoff failure.

2.2. Vertical Handoff Management

In NGWN, mobile users will encounter both intra- and inter-system handoffs. Then, it is
essential that applications running on mobile terminals remain unaffected by users’ move-
ment. With coexistence of various wireless access technologies, there is two kinds of hand-
offs in NGWN: horizontal andvertical handoffs. Horizontal handoff occurs when an MN is
moving between APs of the same network technology. When APs belong to different net-
works (e.g., IEEE 802.11 and UMTS), this movement refers to vertical handoff. Character-
istics of NGWN make implementation of vertical handoff more challenging as compared to
horizontal handoff. Various schemes have been proposed in literature for horizontal hand-
off [5]. However, much less effort was deployed for vertical handoff research. Although
some studies are now available in the literature, the proposed approaches are still hindered
by several shortcomings [11]. Vertical handoff is usually asymmetric and can be classified
into two types namely,upward anddownward handoff [2]. Hence, a handoff to a wire-
less overlay with a larger cell size and lower bandwidth per unit area is an upward vertical
handoff, for example from WLAN to 3G cellular network. On the other hand, a downward
vertical handoff is a handoff to a wireless overlay with a smaller cell size and usually higher
bandwidth per unit area, for example from 3G cellular network to WLAN. The aim of verti-
cal handoff techniques is to achieve efficient interface management that gives better power
balance and to perform handoff to the most appropriate access network at the right time.
That means the mobile user is being always best connected [12].

Handoff process in NGWN can be divided in three phases: network discovery, handoff
decision and handoff execution. Network discovery is the process that allows an MN to
know which wireless networks are reachable. The simplest way for an MN with multiple
radio interfaces to discover reachable wireless networks is to keep all radio interfaces al-
ways on. However, keeping an interface active all the time consumes battery power even
without sending/receiving any packets and also bandwidth usage. Radio interface may be
periodically activated to receive service advertisements. However, the activating frequency
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will directly affect network discovery process. In fact, an MN that activates radio interfaces
with high frequency may discover reachable networks quickly but its battery may run out
very soon. On the other hand, an MN that activates radio interfaces with low frequency
may increase power efficiency, but it may discover reachable wireless networks slowly.
Hence, there is a trade-off between network discovery time and power efficiency [13]. Ef-
ficient radio interfaces management is then crucial. Although, passive connectivity may
be valuable, it leads also to battery power consumption. Paging seems as a solution to this
problem. However, the design of efficient paging scheme is very hard. Often, vertical hand-
off schemes do not support paging nor does it differentiates between an active and idle MN.
Absence of paging support can lead to significant power wastage, especially in NGWN
where a single device can have multiple wireless interfaces and may need to maintain mul-
tiple simultaneous bindings.

Handoff decision is the process of deciding when to perform handoff. In homogeneous
networks, handoff decision is typically driven by metrics which are strictly related to re-
ceived signal strength (RSS) level, channel and resources availability. However, in NGWN,
RSS from different networks can not be compared directly and each network has specific
characteristics. Then, handoff decision based on signal strength as alone criterion may be
inefficient in NGWN. Mobility in NGWN is either logical or physical, then user profile and
preferences seem to be important when performing vertical handoff. For instance, user may
have access preferences based on price, power consumption, speed, security and other re-
quirements. Hence, more complex metrics combining a higher number of parameters such
as price, bandwidth, priority, power consumption, service type, system performance and
user preferences, network and MN conditions, have to be defined for handoff in NGWN
[14]. Design of handoff decision function which evaluates simultaneously these various
metrics is crucial in NGWN and remains a research challenge. After decision to handoff
is taken, handoff execution process comes into play for association with the new wireless
network. Note that an MN should observe if the new wireless is consistently better than the
current one before performing handoff, to avoid ping-pong effect.

3. Mobility Management Protocols

For users roaming across NGWN, complete mobility management scenario may be subdi-
vided into two types of roaming aspects:intra-domain or micro-mobility, andinter-domain
or macro-mobility. A wireless domain or simply domain is a large wireless access network
managed by a single administrative authority. Macro-mobility occurs when an MN crosses
two different wireless domains while roaming, while micro-mobility refers to movement
within a specific wireless domain. According to technology used in each domain, these
two roaming aspects could be subdivided into intra-system and inter-system mobility. The
former refers to movement between different domains of the same system (similar network
interfaces and protocols) while the latter focuses on movement between different back-
bones, protocols, technologies, or service providers. Several protocols have been proposed
for mobility support in NGWN at different layers of TCP/IP protocols stack.
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3.1. Macro-mobility Protocols

Mobile IPv6 (MIPv6) [15] was proposed for mobility management at IP layer and allows
MNs to remain reachable despite its movement within IP environments by the Internet En-
gineering Task Force (IETF). Each MN is always identified by its home address (HoA),
regardless of its current point of attachment to the network. While away from its home net-
work, an MN is also associated with a care-of address (CoA), which provides information
about the MN’s current location. In fact, when the MN crosses the boundary of its current
serving subnet, movement detection and router discovery (router solicitation/advertisement
-RS/RA- messages exchange) are performed for identification of new point of attachment
and new access router (NAR). Further the MN acquires new CoA through stateless or state-
ful IPv6 address autoconfiguration mode [16]. Duplicate address detection (DAD) pro-
cedure is performed, through neighbor solicitation/advertisement (NS/NA) messages ex-
change, to ensure that the configured CoA is likely to be unique on the new link. DAD is
a time consuming process; in fact, according to [16], DAD execution takes at least1000
milliseconds to detect there is no duplicate address in the link. Based on a premise that
DAD is far more likely to succeed than to fail, in [17] a modification of stateless address
autoconfiguration and IPv6 neighbor discovery processes, termed optimistic DAD (oDAD),
is proposed in order to minimize address configuration delays by eliminating DAD comple-
tion time.

After acquisition of CoA, an MN sends a binding update (BU) message to home agent
(HA), informing it about the new address and also to the correspondent nodes (CNs) to
enable route optimization. Note that, CN does not need to implement the specific MIPv6
functionalities if route optimization usage is not required. In this case, CN will send all
packets destined to MN at its home address. In response to BU message, the binding ac-
knowledgment (BAck) will be returned. Note that, before BU process is performed at CN,
return routability procedure (RRP) is required to insure that BU message is authentic and
not from malicious MN. Return routability procedure is based on home address test and
care-of address test. In home address test, MN sends a Home Test Init (HoTI) message to
HA, which forwards them to CN. The CN responds with Home Test (HoT) message ad-
dressed to MN’s HoA and contains a secret Home Key Token. The HoT is forwarded by
HA to the MN’s current address. On the other hand, during the care-of address test, MN
sends a Care-of Test Init (CoTI) message directly through optimized path to CN, and the
latter responds with the Care-of Test (CoT) message containing a secret Care-of Keygen
Token. HoTI and CoTI message are sent at the same time and the procedure requires very
little processing at CN. Figure 2 presents the sequence of message flows used in MIPv6
based on stateless address autoconfiguration.

To enable service continuity and QoS provision, seamless handoff is of great impor-
tance, which means low packet loss, low latency and minimum service disruption during
handoff. Handoff latency is the time interval during which an MN cannot send or receive
any application traffic during handoffs. The handoff latency is composed of L2 handoff la-
tency and L3 handoff latency. The time interval when an MN disconnects with the air-link
of current access point (AP) and connects to the air-link of new AP refers to L2 handoff
latency. On the other hand, L3 handoff latency is the sum of movement detection latency,
CoA configuration latency, DAD process delay and BU process latency. The overall hand-
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Figure 2. Signaling messages sequence for MIPv6.

off latency may be long enough and leads to packet loss, which is intolerable for real-time
applications, i.e., delay-sensitive and loss-sensitive applications such as VoIP. Thus, effi-
cient mobility management techniques are needed for heterogeneous wireless networks in
order to achieve global seamless roaming and service continuity.

MIPv6 has some well-known disadvantages such as overhead of signaling traffic (es-
pecially for MN with high mobility rate or if MN is located far away of HA or CNs), high
packet loss rate and handoff latency, thereby causing a user-perceptible deterioration of
real-time traffic [18]. Signaling overhead generated by MNs increases when their number
increases and will result in scalability problem with MIPv6. Moreover, BU process at CN
requires, at minimum, two round-trip times between MN and its CN. This could be un-
suitable for real-time applications, for example when round-trip times is higher than200
milliseconds. Also, MIPv6 handles local mobility of MNs in the same way as it handles
global mobility. Simultaneous mobility is another problem MIPv6 faces due to route opti-
mization, which can occur when two communicating MNs have ongoing session and they
both move simultaneously [19].

These weaknesses have led to investigations of other solutions that enhance MIPv6 and
aim to handle local mobility of MNs within the boundaries of an access network to alle-
viate core network from the burden of increased signaling traffic. Anticipation of handoff
approaches are also used to minimize service disruption.

Session Initiation Protocol (SIP) [20] is a signaling protocol defined by IETF and offers
numerous benefits including provision of session/call control and scalability. SIP provides
a framework for multimedia applications management and has the potential capability to
support advanced high-level mobility management in heterogeneous networks. In order to
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handle mid-session mobility, SIP uses re-INVITE message. In fact, when one of the two
parties moves, its sends a re-INVITE message to the other party, informing it about its new
location, e.g., its new IP address. In addition to the re-INVITE message sent directly to cor-
respondent node (CN), the mobile node (MN) also registers its new location in the foreign
network to the SIP server in its home network. Figure 3 shows the signaling messages for
SIP mobility over IPv6. SIP does not support inherent return routability procedure. How-
ever, the new CoA of an MN can be verified by using cryptographic technique such as SIP
identity [21].

MN NAR

RA

RS

L2 Handoff

Discovery
Router

NA?

NS

DAD

CoA Configuration

Handoff
Completed

CN SIP Server

200 OK

REGISTER

Data

ACK

200 OK

re−INVITE

Figure 3. Signaling messages sequence of SIP over IPv6.

Although SIP provides its own mechanisms for reliable transmission, it runs over TCP
or UDP to carry its signaling messages and is thus limited by performance of these proto-
cols over wireless links. In fact, it is hard to keep TCP session alive while an MN changes
its IP address in SIP-based mobility management. Moreover, processing of SIP messages in
intermediate and destination servers may take considerable amount of time and introduces
unacceptable handoff latency. Also, each time an MN acquires a new IP address, it must
register this address with the SIP server in home network. Hence, this could create a high
load on the home server and introduce long handoff delay when an MN is far away from its
home network. Furthermore, SIP is more generous in message sizes since SIP’s messages
are text based. Hence, a pure SIP mobility management approach would generate higher
signaling load compared to MIPv6. On the other hand, it is very difficult to extend SIP for
tackling TCP mobility since SIP is featured by mobility awareness to applications. SIP and
MIPv6 can be integrated to allow support of terminal and personal mobility and to com-
plement each other in order to support different applications that are transparent, mobility
aware and UDP/TCP-based. However, this integration should be done carefully to avoid
unnecessary redundancy of some functionality.



Trends and Challenges for Mobility Management... 93

The transport layer is considerably affected by mobility of an user. In fact, it must be
able to quickly adapt its flow and congestion control parameters to the new network sit-
uations during and after handoffs. Hence, transport layer seems a candidate for mobility
support in IP networks. Mobility management schemes at transport layer are often referred
as cross-layer approaches because they operate by exploiting network an data-link layer
information for network detection and IP address management [22]. Stream Control Trans-
mission Protocol (SCTP) is a new reliable transport layer protocol proposed in [23] and is
featured by multi-streaming and multi-homing contrarily to TCP and UDP. Multi-homing
feature allows an association (i.e., connection between two SCTP endpoints) to maintain
multiple IP addresses. The multi-homing feature of SCTP enables it to be used for Inter-
net mobility support, without support of network routers or special agents. SCTP includes
the so-called ADDIP extension to enable an SCTP endpoint to dynamically add a new IP
address or delete an unnecessary IP address. Moreover, it enables to change the primary
IP address used for the association during an active session. When an event such as add,
delete or change occurs, the MN will notify the corresponding event to the CN by sending
an ASCONF (Association Configuration Change) chunk with Add IP Address parameter to
inform the CN of the new IP address. The CN will add the new IP address to the list of
association addresses and will reply with an ASCONF ACK chunk to MN.

While MN is moving, it may change the primary path to the new IP address by path
management function. The MN can also informs CN to delete the IP address of previous
network from the address list by sending ASCONF chunk with Delete IP Address parameter
when MN confirms that the link of previous network has failed permanent. This extension
of SCTP, is known as Mobile SCTP (mSCTP) [24, 25] is under study and can be used to
provide soft handoff for MNs that are moving into different IP network domains during the
active session. Mobility management implementation at transport layer has some benefits,
such as simplified network infrastructure, location privacy and smooth handoff. However,
one of the shortcomings of transport layer mobility management approach is their depen-
dence on other layers for location management. Also, an authentication scheme is required
to prevent spoofing when each transport layer protocol implement binding update. On the
other hand, the key issue of mSCTP is that SCTP is not used by applications, hence to
have mSCTP used in a widespread fashion would involve modifying lot of applications.
Furthermore, if the MN keeps moving back and forth between two subnet, as signaling is
required for every CN, then mSCTP can be inefficient. In fact, if there are many CNs, this
could result into a signaling overhead could. mSCTP does not handle location management
support by itself; thus a proposal is to reuse IP-based mobility management protocols, such
as MIPv6, for location management in mSCTP.

Higher layer-based mobility protocols (e.g., SIP, SCTP, mSCTP) are focused primarily
on mobility management on the end-to-end basis. Furthermore, they do not have the poten-
tial to achieve low handoff latency. Mobility support at transport layer makes the network
architecture simple by working without adding new entities within the network. Simultane-
ous mobility or handoff problem happen when the MN and CN are both mobile, and they
both move at around the same time. SIP extension for mobility management, mSCTP and
MIPv6 use direct binding updates between an MN and a CN. Then, MIPv6, mSCTP and
SIP are vulnerable to the simultaneous mobility problem.
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3.2. Micro-mobility Protocols

Two main micro-mobility protocols proposed by IETF in order to improve the performance
of MIPv6 are HMIPv6 (Hierarchical Mobile IPv6) [26] and FMIPv6 (Fast Handovers for
Mobile IPv6) [27].

3.2.1. Hierarchical Mobile IPv6 (HMIPv6)

HMIPv6 handles handoff locally through a special node called MAP (Mobility Anchor
Point). The MAP, acting as a local HA in the network visited by the MN, will limit the
amount of MIPv6 signaling outside its domain and reduce delays associated with location
update process. An MN residing in MAP’s domain is configured with two temporary IP
addresses: a regional care-of address (RCoA) on the MAP’s subnet and an on-link care-of
address (LCoA) that corresponds to the current location of the MN. The RCoA is commu-
nicated to HA and all active CNs for packets routing. The MAP, will receive all packets
addressed to the RCoA of the MN and will encapsulate and forward them to MN’s current
LCoA. As long as an MN moves within MAP’s domain, it does not need to transmit BU
messages to its HA and CNs. However, an MN must notify the MAP of its movements,
resulting in a change of its LCoA. The RCoA does not change during MN roaming within
MAP domain. This makes the MN’s mobility transparent to HA and active CNs.

When an MN crosses a new MAP’s domain, moreover from registering with new MAP,
the BU messages need to be sent by the MN to its HA/CNs to notify them of its new virtual
location. In fact, an MN performs two types of binding update with HMIPv6: local and
global. Global binding update occurs when an MN moves out of its MAP domain while
local binding update is performed when an MN changes its current IP address within a
MAP domain. Hence, for global binding update, the MN first registers with a local MAP
and thereby obtains a regional care-of address (RCoA) on the MAP’s link, then registers
this RCoA to HA and CNs. Figure 4 presents the generic sequence of message flows used
in HMIPv6 for intra-MAP roaming. Handoff performance is improved with HMIPv6 by
reducing handoff latency and signaling overhead. However, HMIPv6 cannot meet require-
ments for traffic that is delay sensitive such as voice over IP (VoIP), due to packets loss
and services disruption [18, 29]. Moreover, MAP has a central position and this exposes
mobility management to possible MAP failures. In other words, MAP could be a single
point of failure. This issue could be resolved by deploying a hierarchy with multi-level
MAP domains.

3.2.2. Fast Handovers for Mobile IPv6

FMIPv6 was proposed to reduce handoff latency and to minimize services disruption dur-
ing handoffs pertaining to MIPv6 operations such as movement detection, binding update
and addresses configuration. Link layer information (L2 trigger) is used either to predict
or rapidly respond to handoff events. Depending whether an AR or the MN initiates the
handoff, FMIPv6 can be either network-initiated or mobile-initiated. The triggers for the
handoff decision are beyond the scope of [27] and are left optional. However, the two mains
possibilities are a link-specific event (L2 trigger) occurring in the MN or in the network and
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Figure 4. Signaling messages sequence for HMIPv6.

router discovery performed by an MN. A preliminary list of link layer triggers is proposed
in [28].

Consider the mobile-initiated case, when an MN detects its movement toward NAR by
using L2 trigger, it sends a router solicitation for proxy (RtSolPr) message, which contains
the AP identifier, to its current AR (PAR in Figure 5) in order to obtain information about
NAR and neighbor networks. On receiving this request, PAR replies with a proxy router
advertisement (PrRtAdv) message that contains the link layer address, the IP address and
the subnet prefix of the NAR. Note that, when PAR receives RtSolPr, it must resolve the
identifier to subnet specific information before to generate PrRtAdv message. If the new
AP is unknown to PAR, its has to respond indicating that the latter is unknown. In this
case, the MN must stop fast handoff protocol operations on the current link, but may use
a reactive handoff mode from the new link as explained below. Upon receipt of PrRtAdv,
the MN configures a prospective new CoA (NCoA) by using the information about the
NAR and sends fast binding update (FBU) to PAR with the NCoA. On reception of FBU,
PAR starts fast handoff procedure by sending handoff initiate (HI) message to NAR, which
includes the request for verification of NCoA and for establishment of bi-directional tunnel
between PAR and NAR. In response to HI message, NAR performs DAD procedure and
then responds with handoff acknowledgment (HAck) message.

After receiving HAck message, PAR sends the result to MN by using a fast binding up-
date acknowledgment (FBAck) message and establishes a binding between previous CoA
(PCoA) and NCoA and tunnels any packets addressed to PCoA to NCoA in NAR’s subnet.
Since the precise time that the MN will switch networks (link layer handoff) is unpre-
dictable, FBAck message is sent to both previous link and new link. This ensure that the
MN will receives the FBAck message either via the PAR or NAR indicating the successful
binding. According to the implementation, the NAR can start buffering these forwarding
packets until the MN arrives on its link. The MN announces its presence on the new link
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by sending router solicitation (RS) message including fast neighbor advertisement (FNA)
option to NAR. Then, NAR will start delivering the buffered and new incoming packets
to MN. Bi-directional tunnel remains active till the MN complete the MIPv6’s BU pro-
cedure which occurs after FMIPv6 process. Sequence of message flows used in FMIPv6
is illustrated in Figure 5 for MN-initiated handoff of predictive mode. A counterpart to
predictive mode of FMIPv6 is reactive mode. Reactive mode refers to scenario in which
an MN sends FBU message from NAR’s link but FBAck message has not been received
yet. In reactive mode, the registration of the MN with NAR is delayed until L2 handoff is
completed. Reactive mode can be done either intentional or serve as a fall-back when a pre-
dictive mode could not complete successfully, for example if the L2 handoff was completed
before FBAck message has been received at the MN.

Although FMIPv6 paves the way on how to improve MIPv6 performances in terms of
handoff latency, it is still hindered by several problems such as QoS support and scalability.
In fact, FMIPv6 does not effectively reduce global signaling and packet losses, which may
lead to unacceptable service disruption for real-time applications. Moreover, bi-directional
tunnel between PAR and NAR may bear a non-optimal routing path if there is no direct link
between PAR and NAR. Hence, this non-optimal routing path increases end-to-end packet
delivery delay and wastes bandwidth. In original FMIPv6, NAR consumes storage space
to buffer packets forwarded by PAR before to deliver them to MN, which occurs once MN
establishes an IP connectivity with NAR. Moreover, these transferred packets have no QoS
guarantee before the new QoS path is set up and no security association protection over the
wireless link. Also, FMIPv6 requires assumption that the mutual security associations are
already established between ARs and they need to share their information. This assumption
may be difficult to satisfy if the access network is managed by different service providers.
Hence, it is crucial to manage buffer efficiently, security association establishment and to
minimize the registration latency.
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3.2.3. Fast Handover for HMIPv6 (F-HMIPv6)

Combination of HMIPv6 and FMIPv6 motivates the design of Fast Handoff for HMIPv6
(F-HMIPv6) [30, 31] to allow more network bandwidth usage efficiency. F-HMIPv6 can be
either network-initiated or mobile-initiated like FMIPv6. In F-HMIPv6, the bi-directional
tunnel is established between MAP and NAR, rather than between PAR and NAR as it is the
case in FMIPv6. Hence, the MN exchanges signaling message for handoff with the MAP,
rather than with PAR. After signaling message exchanges based on FMIPv6 messages, MN
follows normal HMIPv6 operations by sending local BU (LBU) to MAP. When MAP re-
ceives the LBU with new LCoA (NLCoA) from MN, it will stop packets forwarding to
NAR and then clear tunnel established for fast handoff. In response to LBU, MAP sends
local BAck (LBAck) to MN and the remaining procedure will follow HMIPv6’s operations.
Sequence of message flows used in F-HMIPv6 is illustrated in Figure 6 when MN moves
from PAR to NAR within MAP’s domain, and the MAP already has adequate information
on the link-layer address and network prefix of each AR.

Note that F-HMIPv6 may inherit some drawbacks of both FMIPv6 and HMIPv6, for
example synchronization issues and signaling overhead. In fact, in F-HMIPv6, if the MN
would perform the handoff right after sending the FBU to the MAP, all the packets trans-
ferred to the previous LCoA, during the period that the FBU requires to arrive to the MAP,
would be lost. Additionally, if the MN would perform the handoff right after sending the
FBU, it would not immediately receive any redirected packet for the same reason, increas-
ing the handoff latency and packet losses [18]. Moreover, with elimination of inter-AR
signaling message exchange (e.g., HI and HAck) in F-HMIPv6, context transfer between
PAR and NAR as in FMIPv6 is not possible. Although buffering and tunneling of packets
from PAR or MAP to NAR reduces packet loss, it places burden on routers and entails ex-
tra signaling and retention of state in routers. With current IPv6-based handoff protocols,
seamless mobility is not guaranteed. A comparative analysis of IP-based mobility protocols
was conducted in [18, 29] and design issues for seamless mobility amongst heterogeneous
NGWN/4G were identified.

3.2.4. Context Transfer and Router Discovery

FMIPv6 typically requires some a priori knowledge of target network where an MN will
handoff and the next access router, including the IP address of the router. However, this
issue was out of the scope of FMIPv6 protocol. To achieve seamless mobility across various
access technologies and networks, MN needs to have information about wireless network to
which it could attach. Also, it is necessary to transfer information (context transfer) related
to the MN from the current access router to the next one in order to re-establish service. To
enable these procedures, Candidate Access Router Discovery (CARD) protocol [32] and
Context Transfer Protocol (CXTP) [33] have been proposed. They avoid usage of limited
wireless resources and provide fast mobility and secure transfer.

Their key objectives are to reduce latency and packet losses, and to avoid re-initiation
of signaling to and from MN from the beginning. However, context transfer is not always
possible, for example when MN moves across different administrative domains. The new
network may require the MN to re-authenticate and to perform signaling from beginning
rather than to accept its transferred context. Moreover, the entities exchanging context or
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Figure 6. Signaling messages sequence for F-HMIPv6.

router identity must authenticate each other. This could be a tedious process in NGWN due
to coexistence of various networks. Furthermore, the requesting AR sends a CARD request
message to its peer only when the candidate access router (CAR) table entries timeout.
Hence, CARD cannot enable dynamic collection of information about neighbor ARs.

3.3. Cross-layer Protocols

Protocol design and implementation under TCP/IP stack usually follow layered framework
to enable simplicity an scalability. However, this layered strategy does not favor an opti-
mal solution, especially with wireless networks. In fact, higher layer protocols are often
affected by unreliable lower layer protocols. For example, data rate supported by a wireless
link depends on interference, which depends on traffic at neighbors subnet. Network per-
formance improvement can be obtained through collaboration among protocols of different
layers. This collaboration or interaction is known as a cross-layer design approach.

Cross-layer design allows integration of different layers of TCP/IP stack and jointly
optimize functions of each layer protocol. Figures 7 and 7 show traditional interaction and
cross-layer interaction under TCP/IP stack.

Cross-layer approaches [34] have gained more attention in research community for the
design of efficient mobility management protocols. However, interactions between layers
and the degree of synchronization between radio handoff and IP-based mobile registration
process are still not well defined. Further investigations are required.

In spite of the advantages of cross-layer design approach, certain issues must be con-
sidered carefully. Cross-layer approach remains risky due to protocol layer abstraction loss,
an unexpected impact on the future design of the network, difficult management and main-
tenance problems and incompatibility with existing protocols [35]. Then, those factors and
aspects must be taken into account and any proposed solution must be modular to allow
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future changes which do not require new design. Two main open issues arise with cross-
layer design approach: what are the consequences of cross-layer integration? What is the
longevity and the reusability of the solutions?

3.4. Vertical Handoff Protocols

Several IP-based handoff protocols proposed in the literature for supporting horizontal and
vertical handoff may appear suitable [10, 11]. But there is still a lot of work to do for further
improvements in NGWN/4G. Handoffs in IP-based NGWN involve changes of access point
at link layer and routing changes at IP layer. Many approaches have been proposed in order
to perform vertical handoff with their strength and drawbacks. In [36], integrated archi-
tecture and radio interface selection schemes have been proposed based on signal strength
and priority of radio interfaces. As aforementioned, these parameters are not appropriate
for handoff decision in NGWN. Moreover, MN must evaluate passively handoff conditions
even when applications run just fine under current network. This introduces unnecessary
power consumption and network resources usage.

To reduce energy consumption of MNs, without degrading throughput level, an ap-
proach named WISE (Wise Interface SElection) [37] for vertical handoff between WLAN
and 3G networks has been proposed. WISE introduces a new entity called VDC (Virtual
Domain Controller) in a 3G-core network, which acts as a central point for controlling 3G
network and WLAN. With WISE, handoff decision is performed based on network load
and energy consumption of radio interfaces. However, requirements such as security of
services and applications are not considered. Also, VDC node may be a potential single
point of failures. HOPOVER (HandOff Protocol for OVERlay networks) [38] is a mobile
IP-based approach that handles vertical and horizontal handoffs. Although, HOPOVER en-
ables low signaling overhead, it requires APs to maintain excessive information about MNs.
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Furthermore, to allow various entities to exchange signaling messages among themselves,
handoff process using HOPOVER calls for complete standardization among different net-
work service providers.

Policy-based architecture has been proposed by IETF in order to implement a set of
rules to manage and control access to network resources and is particularly useful for QoS
management [39]. Two main logical entities for policy control-based architecture are the
Policy Decision Point (PDP) and the Policy Enforcement Point (PEP). To enable better
choice for vertical handoff, several papers have proposed an utility or cost function as a
measurement of network quality. A policy-enabled handoff decision algorithm is proposed
in [40] based on cost function that considers several factors like bandwidth, power con-
sumption and monetary cost. Cost function presented in [40] is very preliminary and it
cannot handle more sophisticated scenarios. In order to maximize user QoS, handoff deci-
sion algorithms have been proposed in [14] for vertical handoff and metrics that characterize
NGWN are identified. However, proposed cost function could lead to singularity problems
if connections are free of charge. Furthermore, handoff instability problems and mobility
management at IP layer were not considered.

The common drawbacks of available vertical handoff schemes in the literature are re-
lated to inefficiency of radio interface management. Air-interface always on or periodic
activation are often used. Both approaches lead to high power consumption and resources
usage. Hence, there is a need for more efficient radio interface management scheme
which could be based on adaptive approach. In heterogeneous multi-access networks, like
4G/NGWN, MN must be able to detect easily and efficiently the presence and availability
of new networks. The issue that arise is how and when to activate an idle interface to detect
the coverage of other technologies. An important feature of heterogeneous network is that
an MN with multiple interfaces can select the most appropriate radio access network (RAN)
from a number of available RANs. More attention must be payed for the trade-off between
power consumption efficiency and network discovery time.
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Traditionally, received signal strength (RSS) and channel availability are used to assign
MNs to specific attachment points and to manage handoffs. A direct comparison of RSS
values or other related metrics (e.g., signal-to-noise ratio) may cause performance results
to be misinterpreted. Hence, RSS comparison is not sufficient for handoff management
in NGWN environments. Other factors such as monetary cost, mobile node and network
conditions, data transmission rate, battery lifetime, service level, peer agreements between
access and service providers, user’s preferences and network availability must be consid-
ered. Design of handoff decision function which evaluates simultaneously these various
metrics and parameters is crucial in NGWN and remains a research challenge. Support of
seamless handoff is needed to ensure minimal disruption in data delivery to MNs. Such
issues should be taken into account for NGWN by minimizing location update/registration
and paging signaling and by handling fast and smooth handoffs. Also, an efficient way to
reduce the costs related to both location update and paging remains an open issue. The
location information storage area, be it a distributed or centralized architecture, is an issue
which affects NGWN efficiency, robustness and scalability.

4. QoS in Wireless IP Networks

Host mobility is notorious for its significant impact on QoS parameters of real-time appli-
cations. QoS defines a system’s nonfunctional characteristics which affect the perceived
quality of results and could be measured with throughput, reliability, delay, jitter, packet
loss, and so on. QoS goals at IP layer are basically focused on packet loss and packet delay.
Reducing both parameters may be overambitious where multimedia applications are con-
sidered. Hence, there is a trade-off between packet loss and packet delivery delay. With the
growing demand for multimedia and real-time applications, QoS support in heterogeneous
networks is of primary importance and necessary to improve system performance and users’
satisfaction. Internet QoS provisioning techniques like IntServ/RSVP [6] and DiffServ [8]
have been developed in context of wired networks. In IntServ/RSVP model, network re-
sources are explicitly identified and reserved. Network nodes classify incoming packets
and use resource reservation to provide a high level QoS. IntServ model has three types of
services: guaranteed service, controlled load service and best effort service. It works well
for small scale networks. RSVP [7] is a resource reservation set up protocol designed for
IntServ model by IETF. In fact, RSVP is not a routing protocol but a control or signaling
protocol, which allows resource reservation for real-time applications before transmission
of data.

In DiffServ model, resources are not explicitly reserved. Instead, traffic is differentiated
into a set of classes and network nodes provide priority-based treatment according to these
classes. DiffServ involves less processing and offers better scalability for large networks
even with heavy traffic. DiffServ Code Point (DSCP) field of the IP packet header is used
by DiffServ in order to determine the service types of the data traffic, by specifying a per-
hop behavior (PHB) for that packet. PHBs are implemented by means of packet scheduling
and buffer management mechanisms in the core nodes. Expedited forwarding (EF) and
assured forwarding (AF) are considered as PHBs to allow delay and bandwidth differenti-
ation. Bandwidth broker (BB) is also required for DiffServ model to allow monitoring and
management of available bandwidth in Diffserv domain.
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IntServ/RSVP and DiffServ are not optimized for mobile IP environments where they
could be impractical. In fact, if an IP-based handoff protocol is used for mobility manage-
ment, each time an MN crosses another subnet, it obtains a new CoA. Hence, it is more
difficult to reserve network resources between CN and MN in case of high mobility rate.
For example, if RSVP is used for resource reservation, new reservations over the entire data
path must be set up whenever the CoA changes. That may lead to large delays, signaling
load and service degradation. Need of efficient QoS mechanisms in mobile IP environments
is greater due to the scarcity of resources, unpredictable available bandwidth and variable
error rates. In mobile IP environments, IntServ model is best applied to access networks
due to fine grained classification, whereas core networks can scale better when DiffServ
model is applied. Coexistence of IntServ and DiffServ can offer end-to-end QoS. However,
border nodes between DiffServ and IntServ domain must establish the correspondence of
class of service in both models. 3GPP and 3GPP2 have adopted DiffServ as QoS model
for their IP packet domains, although IntServ/RSVP could be supported optionally as well
[41, 42].

4.1. IntServ-based Wireless QoS Models

Many mobile extensions of RSVP have been proposed and are surveyed in [43]. Basic idea
of these extensions is to restrict resource reservation only to the modified signaling path.
However, they have several shortcomings and are not able to provide seamless mobility with
guaranteed QoS. In fact, RSVP PATH message must be reinitiated at least locally and these
approaches incur latency in end-to-end resource reallocation and increasing signaling load
over wireless interface. Mobile RSVP (MRSVP) protocol [44] has been proposed for pro-
vision of guaranteed QoS. MRSVP allows resource reservation from locations an MN may
visit (called MSPEC or Mobile Specification set) in order to obtain a level of QoS which is
not affected by mobility. It uses proxy agents to make passive reservations from unvisited
access point (AP) on behalf of MN. However, MRSVP is hindered by several shortcom-
ings. First, RSVP must be enhanced in order to support passive and active reservations and
introduction of several proxy agents together with their communication protocol increases
network complexity. Finally, a lot of information regarding active and passive reservations
during handoff must be maintained at APs.

In order to improve performance upon excessive resource reservations of MRVSP, Hi-
erarchical MRSVP (HMRSVP) [45] has been proposed. According to HMRSVP, resources
are only reserved when an MN resides in the overlapping area of the boundary cells. Al-
though this scheme outperforms MRSVP in terms of forced termination, session completion
and reservation probabilities while achieving the same QoS, it does not cater to the other
drawbacks introduced by MRSVP. These two protocols use the fact that coverage areas of
different networks partially overlap. Hence, they cannot be easily extended to support QoS
in NGWN based on a hierarchical heterogeneous environment, where coverage area of one
network could be completely covered by another network. Moreover, the required number
of proxy agents must match the number of cells or APs. This could result in excessive fi-
nancial deployment, especially when the number of cells increase as it will be the case for
NGWN.

Another approach to associate IPv6-based handoff protocols and RSVP is presented in
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[46] and called HPMRSVP (Hierarchical Proxy MRSVP) to support QoS of real-time appli-
cations in hierarchical mobile environments. HPMRSVP uses fast handoff (FMIPv6) prin-
ciples to make anticipated resource reservation. This protocol guarantees resource reserva-
tion in IPv6-based mobile environments during an ongoing session which is initiated with
SIP [20] protocol. Resource reservation between MN and its CNs is limited within the
access network rather than in end-to-end manner. In other words, the access network is
responsible for upholding session, which optimizes the radio link usage. A performance
comparison is made with MRSVP and shows that HPMRSVP outperforms it in terms of
setup time for resource reservation paths, throughput and packet delay. Also, HPMRSVP
yields better results than MRSVP in terms of reservation blocking, forced termination and
session completion probabilities.

4.2. DiffServ-based Wireless QoS Models

Third generation wireless initiatives, 3GPP and 3GPP2, have mandated dynamic service
negotiation capability [47, 48]. Although advantages of dynamic service negotiation have
been well accepted, there is no universal standardized protocol for this purpose in an end-
to-end fashion. For instance, 3GPP has proposed a protocol for negotiation of Radio Access
Bearer (RAB) [49, 50]. However, this protocol is specific to radio link and is limited only to
3GPP networks, i.e., UMTS networks. Furthermore, Packet Data Protocol (PDP) Context
Modification [51] can be used for QoS profile of an active session at IP layer in 3GPP net-
works. However, PDP Context is limited between MN and Gateway GPRS Support Node
(GGSN) and cannot be used for end-to-end service negotiation in heterogeneous networks.

Several protocols have been proposed in the literature for dynamic service negotiation
with their pros and cons. Comparison of some service negotiation protocols is provided in
[52]. Among them, we can mention QoS-NSLP (QoS NSIS1 Signaling Layer Protocol) [53]
proposed by IETF NSIS working group. QoS-NSLP uses soft state and peer-to-peer refresh
messages as a primary state management mechanism similarly to RSVP. Such periodic
refresh messages consume battery power of mobile devices as well as wireless bandwidth,
which are premium in wireless networks. Hence, QoS-NSLP may not be well suited for
wireless environments. Dynamic Service Negotiation Protocol (DSNP) based on DiffServ
is proposed in [54] for Service Level Specification and Agreements (SLS/SLA) at IP layer
in a network with heterogeneous link layer. When using DSNP for service negotiation,
mobile devices do not required to send periodic refresh messages nor to maintain TCP
connection alive. DSNP’s QoS architecture introduces two major components called QoS
Global Server (QGS), which acts as a centralized node in each domain and QoS Local Node
(QLN), which is an edge router of DiffServ domain.

Although DSNP is independent of link layer, interworking between DSNP and radio
QoS protocols is not defined. In DSNP, an MN needs to communicate with QGS to obtain
SLS/SLA. The drawbacks of DSNP is that QGS’s burden is very heavy, because it must
communicate with each MN and manages its QoS parameters. Moreover, QGS should
know information of each QLN in order to allocate proper resources within QLN. Scala-
bility problem occurs, because with the increasing number of MNs, all requests from MNs
within a large-scale network will be sent to QGS. Hence, QGS will become a bottleneck of

1NSIS stands for Next Step In Signaling.
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the system. Handoff delay and QGS response time increase significantly when the number
of MNs increases. Another negotiation protocol for real-time applications over wireless
networks is proposed in [55] and it follows almost similar ideas as in DSNP by using dis-
tributed QoS architecture rather than centralized one used in DSNP. Performance evaluation
conducted shows that high network resources utilization (e.g., higher bandwidth efficiency
and shorter delay) may be achieved comparatively to DSNP.

4.3. QoS Requirements in NGWN

In NGWN, available resources are scarce; therefore, efficient resource reservation mech-
anisms and radio resource management should be applied. Efficient resource reservation
mechanisms should reserve resources only when it is certain that they will be used. In
IPv6-based mobile environments, it is necessary to have a flexible mechanism to adjust dy-
namically resource reservation in various network entities. In general, old and new path
have many common intermediate routers. Then, it is important that the new resource reser-
vation path can not be fully re-established, but only the portion where path changes. This
path portion resides usually in the access network. The support of easily manageable end-
to-end QoS is a very challenging task.

In NGWN, entities and mechanisms must be defined for the scalable allocation and
control of the resources in various access networks. They must be able to offer and guaran-
tee end-to-end QoS, maintaining user connectivity and QoS level, while users move across
different networks. There is a need for dynamic QoS negotiation method to dynamically ad-
just QoS requirements of MNs because contracted QoS level may not be honored. In fact,
if originally requested QoS level cannot be authorized, MN could negotiate a lower QoS
level rather than relinquish the session. Moreover, dynamic QoS negotiation mechanisms
could allow networks to use their resources more efficiently. One of the promising solu-
tions for QoS provision is a hybrid model based on combination of IntServ for the access
network and DiffServ for the core network. However, at the transition nodes of networks,
parameters of IntServ and those of DiffServ will need to map with each other properly.

It is essential to establish context transfer, if applicable, for MN to new AR (NAR),
which is kept in previous AR (PAR) before handoff. Information carried may relate to
AAA (authentication, authorization and accounting) process, header compression and QoS
requirements. It seems an attractive procedure for NGWN when it maybe used between
different administrative domains having service level agreements (SLAs). However, coor-
dination with handoff control is required for its timely execution. Moreover, context transfer
maybe not applicable if PAR and NAR belong to different administrative domains. In fact,
the complete AAA procedure re-initiation may be required. New challenges relating to mo-
bility management are introduced by QoS provision in NGWN. Significant discussion and
ongoing standardization efforts within IETF on low-latency handoff, context transfer, QoS
guarantee and IP paging will help bring it a step closer to the design and deployment of
NGWN.

Despite attractive results of current IPv6-based mobility management protocols and
other mobility management schemes presented in Section 3., seamless roaming and service
continuity is not guaranteed. In other words, these protocols still have packet loss, signal-
ing overhead, considerable handoff latency and jitter. Then, QoS guarantee still stays an
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open issue in wireless and mobile IP networks. As seen in above paragraphs, QoS is linked
to treatment of data traffic. However, an emerging area of QoS is level of security avail-
able in the network. In this case, security includes authenticating and authorizing mobile
users, securing communication channels and equipments. For instance, with the increasing
distributed and heterogeneous nature of wireless networks defining NGWN, authentication
problem becomes crucial and significant.

5. Performance Analysis

In this section, performance analysis of IPv6-based mobility management schemes pro-
posed in the literature is done from several QoS metrics such as packet loss, handoff latency
and signaling overhead cost.

5.1. Analytical Model

We define the following parameters to compute handoff latency and total packet loss:TL2

the L2 handoff latency or link switching delay,TRD the round-trip time for router discovery
process,TDAD the time for DAD process execution,TRR the delay taken for the MN to
perform return routability procedure andTX,Y one-way transmission delay of a message of
sizes between nodesX andY . If the processing delay at each node is ignored,TX,Y , when
one endpoint is an MN, is computed as follows:

TX,Y (s) =
1 + q

1 − q

(
s

Bwl
+ Lwl

)
+ (dX,Y − 1)

(
s

Bw
+ Lw + $Q

)
(1)

wheredX,Y is the average number of hops between nodeX andY , Bwl (resp. Bw) the
bandwidth of the wireless (resp. wired) link andLwl (resp.Lw) the wireless (resp. wired)
link delay,q the probabilityof wireless link failure and$Q the queueing delay at each router
in the Internet [56]. The following assumptions are made for the performance analysis:

• router advertisement messages always include subnet prefix information and only one
is enough to determine the movement of MN;

• router discovery and DAD are performed in sequence;

• just one neighbor solicitation message is enough to confirm an IP address of MN;

• the one-way delays between two nodes in both (downstream and upstream) direction
are the same;

• for fast handoff schemes, the MN does not execute L2 handoff immediately after the
transmission of FBU, i.e., when FBU is sent from the previous link, all downstream
packets sent to MN from PAR prior to the reception of FBU are delivered to MN;

• processing delay and routing table lookup delay are negligible compared to access
and transmission delay;

• transmission delay between MN and CN is shorter than the sum of delays between
MN and HA, and between HA and CN.
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Other parameters introduced for this analysis are:ts inter-session arrival time ran-
dom variable,tc subnet (AR’s coverage area) residence time random variable,td AN/MAP
domain residence time random variable,Nc number of subnet crossing,Nd number of
AN/MAP domain crossing,Pc subnet crossing probability andPd AN/MAP domain cross-
ing probability. Residence time random variablestc and td are assumed i.i.d. (indepen-
dently and identically distributed) with probability density functionfc andfd, respectively.

5.1.1. Traffic and Mobility Models

User mobility and traffic models are crucial for efficient system design and performance
evaluation. Usually MN mobility is modeled by the cell residence time and various types
of random variables are used for this purpose [57]. Two user mobility models commonly
used in wireless networks are: random-walk mobility model and fluid-flow mobility model.
Random-walk model is more appropriate for pedestrian movements where mobility is con-
fined to a limited geographical area such as business and residential buildings. On the other
hand, fluid-flow model is more suitable for MNs with high mobility, infrequent speeds and
direction changes [58]. We consider a traffic model having two levels, session and packets.
Session duration follows distribution with inter-session rateλs while packet generation and
arrival rate follow Poisson process. In NGWN, although the incoming calls or sessions fol-
low Poisson process (i.e., inter-arrival time are exponentially distributed), the inter-session
arrival times may not be exponentially distributed [57]. Other distribution models, like
hyper-Erlang, Gamma and Pareto have been proposed to model various time variables in
wireless networks. However, performance evaluation conducted in literature [57] shows
that exponential model can be appropriate for cost analysis. In fact, exponential model pro-
vides an acceptable tradeoff between complexity and accuracy. However, Gamma distribu-
tion is very realistic for mobility model by considering changes in the speed and direction
of the MN.

Let µc andµd be the border crossing rate of an MN out of a subnet (AR) and out of an
AN/MAP domain, respectively. When an MN crosses an AN/MAP domain border, it also
crosses an AR border. If we assume that all subnets are of circular shape and form together
a contiguous area and each AN/MAP domain is composed ofM equally subnets, we have

µd =
µc√
M

. Note that the roaming probability depends on an MN’s movement pattern in its

original network but not in its destination network. We assume that subnet residence time
follows the Gamma distribution with probability density functionfc given by:

fc(t) =
ρωtω−1

Γ(ω)
e−ρt (2)

whereω is the shape parameter,ρ is the scale parameter withρ = ωµc andΓ(ω) is the

Gamma function, which is defined asΓ(ω) =
∫ ∞

0
tω−1e−tdt. The mean and variance of

subnet residence time are1/µc and
1

ωµ2
c

, respectively. Similarly, AN/MAP domain resi-

dence time follows Gamma distribution and the probability density functionfd is obtained
by replacingµc with µd.
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Modeling the probability distribution of the number of boundary crossing during a call
plays a huge role in cost analysis for cellular networks. This will be the case again for
IP-based wireless networks. Figures 9 and 10 show timing diagram for typical mobile user
crossing subnet and access network boundary, respectively. For Figure 9, suppose that the
MN is in coverage area of access routeri (ARi), when the previous call arrives and is
accepted by the MN. It then moves toARj during inter-session/service time. Interval time
between the time instant the new call is initiated at the MN and the instant the MN moves
out of the subnet (ARi) if the new call is not completed is called a residual subnet residence
time (trs). In case of inter-AN/MAP movement illustrated in Figure 10, the residual access
network residence time is denotedtra.

AR AR
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Figure 9. Timing diagram for subnet boundary crossing.
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Figure 10. Timing diagram for access network boundary crossing.

For simplicity and easy derivation of analytical expressions, we will use exponential
distribution. Note that exponential distribution is a particular case of Gamma distribution.
Hence, under exponential distribution assumption, the probability (crossing probability)
that there is at least one local (respectively global) binding update between two consecutive
sessions to the MN,Pc (respectivelyPd) is given by:

Pc = Pr(ts > tc) =
∫ ∞

0
Pr(ts > tc)fc(u)du =

µc

µc + λs

Pd = Pr(ts > td) =
∫ ∞

0

Pr(ts > td)fd(u)du =
µd

µd + λs
.

(3)

Probabilities that an MN experiencesk subnets boundary crossing andm access net-
work boundary crossing during its session lifetime correspond to probabilities mass func-
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tion (PMF) of random variablesNc andNd, respectively and are expressed by [59]:

Pr(Nc = k) = P k
c (1 − Pc)

Pr(Nd = m) = Pm
d (1− Pd).

(4)

Then, the average number of location binding updates during an inter-session time in-
terval under subnet crossings (E(Nc)) and AN/MAP domain crossings (E(Nd)) are given
by:

E(Nc) =
∞∑

k=0

kPr(Nc = k) =
∞∑

k=0

kP k
c (1− Pc) =

µc

λs

E(Nd) =
∞∑

m=0

mPr(Nd = m) =
∞∑

m=0

mPm
d (1− Pd) =

µd

λs
.

(5)

5.1.2. Signaling Overhead Cost

With MIPv6, MN performs binding update to HA/CNs each time it moves to a new point
of attachment in another subnet; then local binding update signaling cost is equal to global
binding update signaling cost. However, fast handoff schemes are based on anticipation
using L2 trigger, then signaling cost depends on the probability that L3 handoff does or
does not occur after L2 trigger. Location binding update signaling cost depends heavily on
the average number of location updates during inter-session time. Depending on movement
type and mobility management protocol, two kinds of location binding update could be
performed: local and global binding update. Global binding update procedure refers to
registration of CoA to HA/CNs for MIPv6 and FMIPv6 or RCoA to HA/CNs for HMIPv6,
while local binding update refers to registration of LCoA to MAP for HMIPv6. For MIPv6
and FMIPv6, local binding update signaling cost is equal to global binding update signaling
cost.

If an MN has ongoing session when it roams between subnets, it is more critical to
reduce the signaling cost after entering the new subnet, for the QoS of ongoing session. In
contrast, if the roaming MN does not have an active session when it crosses subnet bound-
ary, additional registration in the new subnet will result in unnecessary signaling overhead.
Since IPv6-based mobility management protocols proposed by IETF do not support paging
functionalities, total signaling cost,CT , may be divided into location binding update sig-
naling cost (CBU ) and packet delivery cost (CPD). Then, total signaling cost (control and
data packets traffic) is expressed as follows:

CT = CBU + CPD . (6)

Note that signaling cost required for authentication and for L2 handoff are the same for
all protocols; then, they are omitted.

To perform signaling overhead analysis, a performance factor called session-to-mobility
ratio (SMR) is introduced and it is similar to call-to-mobility ratio (CMR) defined in cellular
networks [60]. SMR represents the relative ratio of session (or packet) arrival rate to the
user mobility rate:SMR = λs/µc. Let Cg the global binding update cost to HA/CNs and
Cl the local binding update cost to MAP, respectively. Average signaling cost (CBU ) for
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location binding update with HMIPv6 is given by:

CBU = E(Nc)Cl + E(Nd)Cg =
1
λs

(
µcC

l + µdC
g
)

=
1

SMR

(
Cl +

1√
M

Cg

)
. (7)

Let dX,Y be the average number of hops between nodesX andY , CX,Y be the trans-
mission cost of control packets between nodesX andY andPCX be the processing cost
of control packet at nodeX . Packet transmission cost in IP networks is proportional to the
distance in hops between source and destination nodes. Furthermore, the transmission cost
in a wireless link is generally larger than the transmission cost in a wired link [60]. Thus,
the transmission cost of a control packet between nodesX andY belonging to the wired
part of a network can be expressed asCX,Y = τdX,Y while CMN,AR = τϕ, whereτ is
the unit transmission cost over wired link andϕ the weighting factor for the wireless link.
Global and local binding update signaling costs for MIPv6 and its extension are given in
Table 1 and Table 2.Ps is the probability of anticipated handoff signaling success for fast
handoff protocols.

Table 1. Expression of signaling costs.

Cg
MIPv6 = Cl

MIPv6 = 4CMN,AR + 2PCAR + Chc

Cl
HMIPv6 = 2(2CMN,AR + PCAR + CMN,MAP )+ PCMAP

Cl
FMIPv6 = PsSs + (1− Ps)(Sf + Sr) + Chc

Cl
FHMIPv6 = PsS

l
s + (1− Ps)Sl

f + Sl
h

Table 2. Expression of partial signaling costs.

Chc = 2(CMN,HA + NCNCMN,CN) + PCHA + NCNPCCN + Crr

Crr = 2(CMN,HA + NCNCHA,CN + NCNCMN,CN ) + PCHA + NCNPCCN

Sf = 3CMN,PAR + 2CPAR,NAR + 3PCAR

Ss = 4CMN,PAR + 3CPAR,NAR + 2CMN,NAR + 5PCAR

Sr = 2CMN,PAR + 2CPAR,NAR + 2CMN,NAR + 3PCAR

Sl
f = 3CMN,MAP + 2(CMAP,NAR + PCMAP ) + PCAR

Sl
s = 4CMN,MAP + 3CMAP,NAR + 2CMN,NAR + 3PCMAP + 2PCAR

Sl
h = Ps[2(CMN,NAR+CNAR,MAP )+PCNAR+PCMAP ]+(1−Ps)Cl

HMIPv6

Packet delivery cost is composed of packet transmission cost and packet processing
cost. In IP-based networks, the transmission cost between two entities is proportional to the
number of hops between these entities while processing cost is associated to packet process-
ing such as mapping table lookup and routing table lookup. Furthermore, the transmission
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cost in a wireless link is generally larger than the transmission cost in a wired link. Letsc

andsd the average size of control packets and data packets, respectively andκ = sd/sc.
The cost of transferring data packets isκ greater than the cost of transferring control pack-
ets. IP routing table lookup is based on the longest prefix matching. Hence, complexity of
IP address lookup is proportional to the logarithm of the length of routing table, while the
size of mapping table is proportional to the number of MNs located in the coverage area of
MAP domain, in case of HMIPv6.

In IPv6-based handoff protocol, two modes of routing are available: triangular routing
and optimized routing. LetDo andDt denote packet delivery cost for optimized routing
and triangular routing, respectively;E(S) average session size in number of packets andφ
ratio of packets transiting to HA before the completion of binding update process. Then,
packet delivery cost per session,CPD , is given as follows:

CPD = φE(S)Dt + (1− φ)E(S)Do. (8)

Packet delivery costs associated to both routing modes for HMIPv6 protocol are given
by:

Do = ηUo + PMAP

Dt = ηUt + PMAP + PHA
(9)

wherePMAP andPHA denote processing cost at MAP and HA for packet delivery, respec-
tively. Moreover,η, Uo andUt are unit transmission cost, the hop distance of optimized
path and the hop distance of non-optimized (triangular) path, respectively. Processing costs
at HA and MAP are expressed as follows:

PHA = φΨHA

PMAP = λsE(S)[θNMN + δ log(M)]
(10)

whereθ andδ are weighting factors,ΨHA the unit packet processing cost at HA andNMN

the total number of users located in AN/MAP domain. For MIPv6 and FMIPv6 schemes,
processing cost at MAP,PMAP , is not considered. Moreover, for fast handoff schemes, due
to bi-directional tunnel between PAR and NAR for FMIPv6 or between MAP and NAR for
F-HMIPv6, packet forwarding cost should be taken into account.

5.1.3. Handoff Latency and Packet Loss

Table 3 shows comparison of IPv6-based mobility management protocols with respect to
handoff latency during message update2. For fast handoff schemes, handoff latency de-
pends on information availability, and on which link fast handoff messages are exchanged.
Ps is the probability that the anticipated fast handoff signaling succeeds.Dp

FMIPv6 and
Dr

FMIPv6 means respectively handoff latency of predictive mode and reactive mode of
FMIPv6, similarly for Dp

FHMIPv6 andDr
FHMIPv6 for F-HMIPv6. Since average delay

needed for an MN authentication is the same for all protocols; then, it is omitted.
Predictive mode of FMIPv6 cannot perform anticipated IP-handoff for inter-AN [29];

then handoff latency of FMIPv6 becomes same as for MIPv6. Similar remarks apply to
HMIPv6 and F-HMIPv6 for inter-AN/MAP movements. With MIPv6 and HMIPv6, packet

2pBR andnBR mean previous and new border router (BR), respectively.



Trends and Challenges for Mobility Management... 111

loss occurs during handoff latency or service disruption latency. In fact, the number of
packet losses is proportional to handoff latency. This is also the case for FMIPv6 and F-
HMIPv6 if there is no efficient buffer management. In fact, for fast handoff schemes, there
is no packet loss in theory, unless buffer overflows happen.

Table 3. Handoff latency for intra-AN/MAP movement.

Protocol Handoff latency

DMIPv6 TL2 + TRD + TDAD + 2TMN,HA + TRR + 2TMN,CN

DHMIPv6 TL2 + TRD + TDAD + 2TMN,MAP

Dp
FMIPv6 TL2 + 2TMN,NAR

Dr
FMIPv6 TL2 + 2TMN,NAR + 3TNAR,PAR

DFMIPv6 PsD
p
FMIPv6 + (1 − Ps)Dr

FMIPv6

Dp
FHMIPv6 TL2 + 2TMN,NAR

Dr
FHMIPv6 TL2 + TDAD + 2TMN,MAP

DFHMIPv6 PsD
p
FHMIPv6 + (1 − Ps)Dr

FHMIPv6

5.2. Numerical Results

The network topology considered for performance analysis is illustrated in Figure 11. For
protocols which dot not involve hierarchical mobility management the MAPs act as a nor-
mal intermediate (border) router. All links are supposed to be full-duplex in terms of ca-
pacity and delay.

MAP1 MAP2

HA CN

AR1

Movement

MN

bb

c

d

d

b

f

AR4AR3AR2

a

b

c

MN’s Home Network 

e

CN’s Network 

Visited Network 

Visited Network 

BRBR

Figure 11. Network topology used for analysis.

Parameters and values used in performance evaluation are listed in Table 4. Except
when DAD time, wireless link delay and packet service rate are considered as variable pa-
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Figure 12. Impact of wireless link delay on handoff latency.

rameters, their values are fixed and given in Table 4. Other parameters for cost computation
are: τ = 1, ϕ = 10, θ = 0.1, δ = 0.2, PCAR = 8, PCHA = 24, PCCN = 4 and
PCMAP = 12 andΨHA = 20. We assume that distance between different domains are
equal, i.e.,c = d = e = f = 10 and we seta = 1, b = 2. Without lost of generality, CN is
set up as a traffic source and the MN acts as a sink receiving packets from CN.

In Figure 12, we see that, handoff latency increases linearly with the wireless link delay.
Wireless link delay between MN and AR depends on their distance and the channel condi-
tion. MIPv6 has the highest handoff latency, while F-HMIPv6 performs better than all other
schemes. With FMIPv6, packet forwarding between PAR and NAR may be non-optimal,
then lead to additional handoff delays. It is well known that the maximum tolerable de-
lay for interactive conversation is approximately200 milliseconds. Hence, F-HMIPv6 and
FMIPv6 can meet this requirement when the wireless link delay is set up below to50 mil-
liseconds.

Figure 13 shows handoff latency for various DAD delay. If we compare each point of
handoff latency with DAD delay, we observe that DAD process counts for a large portion
of handoff delay. Then, it is important to decrease DAD delay in order to decrease hand-
off latency. With FMIPv6 and F-HMIPv6, all time consuming procedure like DAD and
addresses configuration are performed by anticipation. Then, handoff latency does not de-
pend on DAD delay as we can observe in the figure showing handoff latency versus DAD
delay.

Figure 14 shows total packet loss versus packet arrival rate to MN and we observe that
packet losses are far less for FMIPv6 and F-HMIPv6 than for MIPv6 and HMIPv6. The
effect of handoff in IPv6-based mobile environments is dominated by packet loss, which is
due to L2 handoff and MIPv6 operations. In fact, due to the lack of any buffering mecha-
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Table 4. Simulation parameters set up.

Parameters Symbols Values

DAD time TDAD 500 ms

Router discovery delay TRD 100 ms

L2 handoff latency TL2 50 ms

Wired link bandwidth Bw 100 Mbps

Wireless link bandwidth Bwl 11 Mbps

Wired link delay Lw 2 ms

Wireless link delay Lwl 10 ms

Wireless link failure probability q 0.5

Number of ARs per AN M 2

Control packet size sc 96 bytes

Data packet size sd 200 bytes

Session arrival rate λs 0.1
Average session size E(S) 100
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Figure 13. Impact of DAD delay on handoff latency.

nism, all in-flight packets will be lost during the handoff in MIPv6 and HMIPv6. However,
in FMIPv6 and F-HMIPv6, packet loss begins when the L2 handoff is detected till the
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buffering mechanism is initiated. Similar results are shown in Figure 15 for packet loss
versus the wireless link delays.
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Figure 14. Impact of packet arrival rate on packet loss.
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Figure 15. Impact of wireless link delay on packet loss.

Figure 16 illustrates signaling cost during handoff as a function of SMR. When SMR
is small, the mobility rate is larger than the session arrival rate; then, the MN changes its
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point of attachment frequently due to its mobility, there is several handoffs. These hand-
offs will cause exchange of several messages among different network entities and MN and
will increase signaling overhead. However, when the session arrival rate is larger than mo-
bility rate (i.e., SMR is larger than 1), the binding update is less often performed. In this
case, packet delivery cost is more dominant factor. In other words, signaling overhead de-
creases as the frequency of subnet change decreases and for high mobility (i.e., low subnet
residence time), the signaling overhead is considerably reduced for HMIPv6. Additional
messages introduced in fast handoff schemes lead to signaling overheads. As shown in Fig-
ure 16, signaling cost with FMIPv6 and F-HMIPv6 are greater than MIPv6 and HMIPv6,
respectively due to these additional messages. However, these signaling overheads are com-
pensated by better handoff latencies and packet loss as we saw in results reported above.
Local mobility management under HMIPv6 enables better signaling cost performance than
other all protocols. In fact, when SMR is low, a significant cost saving is obtained with the
binding update in HMIPv6.
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Figure 16. Impact of session-to-mobility ratio on signaling overhead cost.

Due to additional packet processing at MAP for HMIPv6, there is an extra cost for
packet delivery. Packet delivery cost is depicted in Figure 17 for all of the concerned pro-
tocols as function of packet arrival rate (λp). Fast handoff based schemes (FMIPv6 and F-
HMIPv6) outperform MIPv6 and HMIPv6, and they are more efficient whenλp increases.
This means that FMIPv6 and F-HMIPv6 are more adequate for real-time applications where
periodic packets are sent at high rates. This suggests that it is important to reduce packet
delivery cost for scalable services. In order to reduce packet delivery cost, it is possible to
minimize the lookup latency in a mapping table by using efficient search algorithm.

For varying prediction probability,Ps, Fig. 18 shows the packet delivery cost. Packet
delivery cost decreases when the accuracy ofPs increases for fast handoff schemes. Due to
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Figure 17. Impact of packet arrival rate on packet delivery cost.

additional packet processing at MAP for F-HMIPv6, there is an extra cost for packet deliv-
ery with inaccuracy prediction. In fact, in this case, F-HMIPv6 turns to HMIPv6, as we can
see whenPs = 0. HMIPv6 and MIPv6 are not affected by prediction probability. For high
values ofPs, F-HMIPv6 performs better than FMIPv6. Since there is a relation between
handoff latency and packet delivery cost, similar behavior will be observed when comparing
handoff latency with prediction probability. Hence, it is necessary to have good prediction
mechanisms to allow better performance for F-HMIPv6. Since IPv6-based handoff proto-
cols support route optimization, CNs must maintain binding cache of its communicating
MNs. Hence, when MN performs BU process with entities located outside its access net-
work, it executes BU to all of its communicating CNs. Then, the BU cost increases linearly
with the number of CNs. ForSMR = 0.3, Figure 19 shows the impact of the number of
CNs on the signaling cost.

6. Conclusion

This chapter provided a survey of some mobility management protocols and QoS guarantee
approaches available in the literature and addressed their limitations. We observed that the
available mobility management schemes are not appropriate to support seamless roaming
and services continuity in future heterogeneous IP wireless networks. NGWN’s challenges
were also presented as being a guideline that must be taken into consideration for further
research activities. After analyzing results of performance evaluation we can state that F-
HMIPv6 enables improvement in terms of handoff latency and packet loss rather than all
other IPv6-based handoff protocols (i.e., MIPv6, HMIPv6 and FMIPv6). But, this perfor-
mance is traded off by its signaling traffic overhead an required buffer space when compared
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Figure 18. Impact of prediction probability on packet delivery cost.
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Figure 19. Impact of number of active CNs on signaling overhead cost.

to HMIPv6.

However, it is necessary to have good handoff prediction mechanisms to allow better
performance for F-HMIPv6 compared to FMIPv6. The important features that put fast
handoff schemes(i.e., FMIPv6 and F-HMIPv6) on top of the list are the fact that the time
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consuming operations are performed before link layer handoff and the tunneling function-
ality between previous and new subnet. In spite of several proposals for L2 and L3 handoff
latency reduction, none of them can provide optimal mobility management and lot of them
must be further improved.

With coexistence of a various wireless technologies in NGWN, no single specific mobil-
ity management protocol is expected to work in all situations. Hence, the design of a unified
mobility management protocol that will suit all of different networks requires tremendous
efforts. Furthermore, QoS provision remains an open issue in mobile environments. One
of the promising solutions is a hybrid model based on IntServ for the access network and
DiffServ for the core network. Open research issues in NGWN are also discussed in this
chapter, to motivate research for efficient protocols and architecture design. These issues
should be solved to enable deployment of IPv6-based next generation wireless networks
and to achieve convergence of wired and wireless networks.
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Abstract

In the last years, a great research effort has been done to reduce the power con-
sumption of integrated circuits, specially microprocessors. The main advantage of this
trend is the fact that battery operated devices may live longer with the same small size
cells. However, the use of wireless technologies to transmit information is an energy
consuming activity that may exhaust the batteries: the use of high frequency carriers
and the need of emitting at least some milliwatts of RF signal consume a relatively
large amount of energy that must be invested carefully to ensure that it is not wasted.
This article describes which are the main sources of energy waste in medium access
control protocols, analyzes the pros and cons of the wireless MAC protocols proposed
so far and gives a series of directives to design new and more efficient protocols in the
future. The result is an article that any researcher or engineer working with wireless
battery operated devices must read in order to ensure that his or her devices are as
long-lived as possible.

1. Introduction

Lowering energy consumption is one of the major issues in wireless sensor design. As many
nodes in this kind of networks are battery powered or rely on unpredictable power sources,
the node designer must bear in mind thatall operations performed in a node require energy
consumption and, therefore, limit the life time of the node. Analyzing the most energy-avid
peripherals in a typical sensor node, we realize that the radio interface consumes even more
energy than the microprocessor. Therefore, special care must be taken when designing
communication protocols among nodes, so that the radio peripheral is only turned on when
necessary. As the first non-physical layer in the communication stack is the Medium Access
Control (MAC), we will carefully examine which strategies must be followed to design an
energy efficient protocol that enables nodes to exchange information among them.
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Most low cost radio interfaces can work only in half-duplex fashion, i.e. they can emit
or receive, but cannot do both simultaneously. Energy consumption is different in these
modes and, depending on the output power and carrier frequency, the radio interface will
require different amounts of energy to work. Changing the status of the radio module
(mainly switching it on and off) cannot be done for free, either: it will require some time
with the local oscillator running, which is also translated into energy consumption.

The most important sources of energy loss in MAC protocols are the following [1]:

• Errors in incoming frames: whenever a frame must be discarded and retransmitted,
energy is wasted. Of course, random error bits due to unpredictable interference
cannot be avoided but there are other sources of interference that can (and should)
be avoided. For example, if two nodes transmit a frame or a fraction of a frame at
the same time, a third node that is listening to both of them will observe a collision
and will not be able to decode any of the frames correctly. In this situation, the three
nodes have wasted energy (either by transmitting or by listening and decoding an
erroneous frame).

• Idle listening: in many MAC protocols, there are some lapses of time when the nodes
simply wait for a frame to arrive, with their radio receivers on. When this happens, the
nodes are consuming energy while doing nothing and this situation may be avoided
by correctly synchronizing the nodes, so that they know when their neighbors will
start transmitting information.

• Overhearing: whenever a node is listening to some information that is addressed to
some other node, is wasting energy.

• Communication overhead: the presence of headers in frames, acknowledge packets
and all control schemes that require transmitting information from one node to the
other will require energy and will not transmit information. Therefore, overhead
should be kept to a minimum to guarantee that the actual information travels from
the source to the sink using the minimum amount of energy.

The base for all MAC protocols in wireless sensor networks is to reduce energy con-
sumption by only switching the radio interface on when it is necessary. The rest of the time,
nodes will keep their RF modules off, reducing power consumption. The percentage of time
each node has its radio on is calledduty cycle. To keep battery usage as low as possible,
the duty cycle must also be low. However, when the communication interface is off, nodes
cannot exchange information, so they will require some kind of synchronization to decide
when they are going to be able to communicate with their neighbors. The organization of
all nodes to make this possible is the purpose of MAC protocols.

Although energy consumption reduction is the main objective for this type of MAC
protocols, there are also secondary objectives that should not be neglected. For instance, a
MAC scheme that keeps the radio off for ever does not consume too much energy but it fails
to complete the main objective of any communication protocol: exchanging information.
Other merit figures used to compare MAC protocols for wireless sensor networks are:

• Latency: this is the time elapsed since a frame is emitted until it arrives to the sink. As
all intermediate nodes in the network keep switching their communication interfaces
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on and off, the relaying of packets is not performed in a fluent way. On the contrary,
frames may travel at different bursts and they may sometimes cross several hopes one
after the other and sometimes the may get stuck at some node for a relatively long
lapse of time.

• Throughput: this is the effective bitrate that may be achieved by a node. If nodes
must switch their RF interfaces on and off, the rate at the link layer will be much
lower than the physical bitrate in the radio link.

The rest of this chapter is organized as follows: in section 2. we will analyze the most
commonly used approaches for the design of MAC protocols for wireless sensor networks.
Thus, depending on the scheme used, we propose different kinds of classification param-
eters for the algorithms. Section 3. describes the most significative MAC protocols, their
major contributions and their pros and cons. And last but not least, in section 4. we describe
the conclusions of this chapter, with the main points to bear in mind while designing a MAC
protocol for wireless sensor networks.

2. Protocol Classification

There are many aspects to be taken into account when designing MAC protocols. Therefore,
there are different ways of classifying these protocols, depending on different characteristics
of the protocols.

2.1. Medium Access Scheme

In classical wireless networks, there are different schemes to provide communication chan-
nels to nodes. However, not all of them are practical for wireless sensor networks, mainly
due to the per node cost and power consumption restrictions. For instance, FDMA (Fre-
quency Division Multiple Access) or CDMA (Code Division Multiple Access) require
rather complex hardware resources that make nodes more expensive and more energy-
greedy. As a matter of fact, the most widely used Medium Access Scheme is TDMA (Time
Division Multiple Access), because it uses one single channel, which is shared by all the
nodes in the network. However, as the wireless channel is a shared resource several aspects
must be taken into account when designing a TDMA based MAC protocol:

• When a node is transmitting a frame, it will be heard in a certain area around the
emitter. If a second node close to the first one starts emitting some other message,
both packets will collide and the nodes that could receive both messages will not
receive none of them.

• If the distance between two emitters is large enough, both of them can emit their mes-
sages simultaneously, because the attenuation in the medium will avoid the collision.

TDMA based MAC protocols must provide procedures to avoid or minimize collisions
among nodes in the network. These procedures tell nodes when they are allowed to emit
packets and when they should remain silent, even if they have information to forward. This
organization may be performed in two different flavors:
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• Nodes may be allowed to transmit at any time, provided that they check if the channel
is being used by any other node. This task is performed at the physical level, by
sensing the presence of a carrier signal in the medium. This approach is called CSMA
(Carrier Sense Medium Access).

• Time is divided into time slots. Each node is assigned one of these slots, so that
it is only allowed to transmit in a certain lapse of time. This slot assignment must
be performed carefully to avoid possible collisions. In WSN MAC literature, these
protocols are usually known as TDMA protocols (although, strictly talking, CSMA
protocols are also time division protocols).

The survival of these two different approaches implies that both of them have advan-
tages and disadvantages. The CSMA approach is not very efficient in terms of energy con-
sumption, because it allows frames to collide. However, it is easily scalable for networks
with a large number of nodes – which is usually the case for sensor networks – because
almost no scheduling information must be shared among the nodes. If one of them dies
(e.g. because its batteries have been exhausted) or a new node is added to the network, no
major changes in network organization must be performed. On the other hand, time-slot
based algorithms are much more efficient when energy must be conserved, because every
node not only knows when it must emit a message, but also when other nodes will emitting
theirs. This really helps avoiding problems such as overhearing or collisions. Nevertheless,
any change in network topology will trigger a rearrangement of the slot distribution and,
therefore, managing large and dynamic networks with this scheme will require a penalty in
exchange for the efficiency in the static mode.

Derived from the intrinsic characteristics of the medium access approach, different
problematic scenarios may appear. One of them is thehidden terminalproblem. Let us
suppose that there are three nodes within a wireless network (A, B and C), as shown in
figure 1(a). B can exchange information with the other two nodes, but there is no wireless
link between A and C. If A sends a frame to B, C will not be able to hear this frame and,
in a CSMA based algorithm, it could start transmitting a frame for node B, although it will
collide with the frame sent by A.

A second problem is theexposed nodeproblem. Let us consider a scenario with four
nodes (A, B, C and D), as shown in figure 1(b). The nodes are deployed in a line, so that
each node can communicate with its two neighbors, but it cannot receive messages from the
rest. The two nodes in the ends of the line (A and D) only have one neighbor. Whenever
node B sends a message to A, node C will detect that the channel is busy and, in order
to avoid collisions, it will remain silent until B finishes its transmission. However, if the
destination node for C’s frames is D, this situation is unnecessary, because D cannot hear the
nodes emitted by B and, therefore, both nodes B and C can transmit frames simultaneously,
provided that the destination for these frames are A and D.

Another problem that may appear when TDMA schemes are used is themasked ter-
minal problem. This scenario is quite similar to the hidden terminal problem and it may
appear when trying to avoid it. Let us suppose that there are five nodes in the same network
(A, B, C, D and E), as in figure 1(c). As in the previous cases, we will also suppose that
each node can only exchange information with its immediate neighbors. If nodes B and D
simultaneously send packets to nodes A and E respectively, C will not hear any of them. Of
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(a) The hidden terminal problem.

(b) The exposed node problem.

(c) The masked terminal problem.

Figure 1. Medium access problems in wireless networks.

course, if the packets only contain data this is not really a problem (C was not the destina-
tion for them) but if the frames were control packets used for arbitrating the access to the
communication channel, this collision would make that node C missed some information
that would be important for avoiding further data collisions.

2.2. Placement of the Network Organizer

Scheduling when each node is allowed to transmit information is a complex task when there
is a large number of nodes in the network. Even when this task is performed in a reduced
environment, ordering the access to a shared communication channel can be done in two
different ways:
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• Some nodes are elected as arbiters of the communication channel and they decide
which of their neighbors is allowed to use the channel at each moment. Thus, the
rest of the nodes in that area must simply follow the schedule imposed by the arbiter.
This way of organizing the medium access is calledcentralized access.

• There is no hierarchy and all nodes have the same right to establish their own sched-
ule. The organization of the medium access is performed following a series of rules
that assure that collisions and other forms of energy wastage are minimized. This
way of organizing the medium access is calleddistributed access.

Of course, both approaches have their advantages and disadvantages. Centralized ac-
cess schemes usually allow a better time slot usage and avoids possible collisions but it
requires the presence of an arbiter that will have to perform a heavier task than the rest
of nodes. Therefore, this node will exhaust its battery at a higher rate than the rest of its
neighbors. Besides, whenever there is a change in the network topology (e.g. a node dies
or a new one is added to the network), it has to communicate with the arbiter and major
changes in channel organization will appear. On the other hand, distributed access schemes
allow a flat hierarchy of nodes which eases the addition and removal of nodes to the net-
work structure, but collisions cannot be completely avoided, which is translated in a poorer
energy efficiency of the protocol.

2.3. Topology Dependence

Wireless Sensor Networks are not formed by individual nodes that may want to commu-
nicate with each other. On the contrary, data flow in WSNs usually has a certain pattern:
sensors will report the events they detect to a sink, which is in charge of interfacing the
network with the final user and the final user might send some configuration data to the
sensors. Although the direction of the data flow is more related to the network layer than
to the link layer, paying attention to this issue may be useful for improving the quality of
service of the network, e.g. by reducing latency.

In this sense, we distinguish two different type of algorithms:

• Topology dependent protocolstake network topology in consideration and try to opti-
mize the access to the medium in such a way, that data frames do not stop in a certain
node simply because the node must go to the sleep mode as soon as it has received
the frames. This restriction in medium access forces all nodes to take into account
the network topology, which corresponds to higher layers in the protocol (i.e. the
network layer).

• Topology transparent protocols, on the contrary, provide a medium access organiza-
tion that minimizes the latency and maximizes the throughputof the network, without
having to take into account the topology of the network. Therefore, these algorithms
are easily scalable and provide a better inter-node communication scheme. These
nodes are usually based on TSMA (Time-Spread Multiple Access), an organization
scheme where time is divided in frames, which are subdivided intoq subframes and
these intoq slots. The transmission slots, when each node is allowed to transmit is
defined by a polynomial of orderk, which belongs to a Galois FieldGF (q). In this
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schemes, collisions are not avoided, but they are minimized attending to the proper-
ties of Galois fields.

Topology transparent protocols provide a general-purpose medium access procedure
that may be useful in some application level protocols which require inter-sensor commu-
nication. However, topology dependent protocols are more adapted to the specific charac-
teristics of WSNs and provide a better network behavior, reducing energy consumption.

3. Protocol Description

In this section we describe the evolution of MAC protocols, which are their main contribu-
tions, their advantages and disadvantages.

3.1. Overview of Existing Protocols

In the 1990s a great research activity was performed in the field of wireless computer net-
works. The availability of laptops with radio network interfaces had made it possible to
produce wireless networks without any kind of infrastructure: the nodes simply passed the
packets from one to the other, until the packets arrived to their destination. Ad Hoc networks
were at this point a reality. Although all nodes in these networks were battery powered, the
energy restrictions were not too hard, because the nodes could be connected to the elec-
tric network at any time, which in fact did not represent any applicability restriction to the
network. However, in the late 90s the first steps were given towards power aware wireless
networks [2–4]. At the beginning, all these studies were focused on power reduction in typ-
ical laptop peripherals (such as displays, hard drives or even I/O devices) but then, mainly
thanks to the advances made in cellular telephony, the radio interface was identified as one
of the greediest energy consuming peripherals in Ad Hoc network nodes. Therefore, some
researchers focused their interests on saving energy by turning on and off the radios. At the
same time, low cost radio integrated circuits and low power microcontrollers made it possi-
ble to build large networks that monitor wide geographical areas. This new application did
require that the nodes worked unattended for a long time, without a stable source of energy
and new MAC protocols that used energy as efficiently as possible were needed.

The first MAC protocol explicitly designed for WSNs was S-MAC. Based on previous
protocols for Ad Hoc networks, its authors analyzed the main sources of energy waste and
they proposed exchanging quality of service for energy savings: nodes will follow a sched-
ule that told them when they should turn their radios on and off. However, this scheme did
not bear in mind the needs of the network in terms of data flow and latency. In order to
improve the deficiencies shown by S-MAC, some other protocols followed: both ER-MAC
and TRAMA proposed TDMA mechanisms that improved the energy consumption effi-
ciency, avoiding collisions. While TRAMA followed a schedule sharing protocol for node
synchronization, similar to that used in S-MAC, ER-MAC proposed a slot management
algorithm that did not treat all nodes equally, to overcome the excess of tasks (and there-
fore, the excess of energy consumption) that had to be performed by some specific nodes
in the network. On the other hand, Sift evolved the 802.11 protocol for Ad Hoc networks
and mixed it with the ideas expressed in S-MAC. Thus, the resulting algorithm was a con-
tention window based protocol that reduced the collisions in S-MAC, but that treated the
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traffic created in sensor networks in the same way as computer network traffic was treated,
not allowing the nodes to save as much energy as possible. However, almost simultane-
ously appeared T-MAC. This was an evolution of the S-MAC protocol that tried to resolve
the lack of adaptability to the network flow shown by this algorithm. To do so, instead of
using schedules with a fixed duty cycle, it proposed a variable duty cycle scheme, where the
idle period had a fixed length and the active period could have a variable duration. Thus,
when the network detected an event, it was quickly reported to the sink, investing energy
in reducing latency, but the rest of the time, the nodes would save power by lowering their
duty cycle as much as possible.

Figure 2. Evolution of MAC algorithms for wireless sensor networks.

With the development of the different protocols, new challenges appear. For example,
if nodes in the network move, schedules will change because not all nodes in the network
have to be synchronized. Mobility in this case will increase the number of frame exchanges
to keep nodes in a certain location within the same schedules. The MS-MAC protocol ad-
dresses this problem, providing an algorithm which is half way between the hard schedules
of S-MAC and the mobility features of 802.11. Apart from mobility issues, there are other
points of improvement in MAC protocols, such as quality of service or second order en-
ergy consumption reduction. Other minor points where energy may be saved are the way in
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which the node tests the channel to detect if someone else is sending a message (introduced
in WiseMAC), or the amount of energy needed to perform the transitions among the node
modes: listen, sleep and transmit. Sometimes, it is much more expensive, speaking both in
terms of energy and time, to put a node to sleep if it must become active a few milliseconds
afterwards. Algorithms such as E-MAC try to resolve this problem by analyzing the amount
of energy needed to perform the whole transition and how much energy would be required
if the node simply stayed awake. In order to improve latency, protocols such as D-MAC,
LL-MAC or LEE-MAC organize schedules all throughout the network so that messages do
not get stuck at a certain node, waiting for the next active slot.

In the last years, the main effort in MAC design for WSNs has been focused on simpli-
fying the protocols, to pursue different objectives: reduction of the number of schedules in
the network, reduce the number of hardware resources required for implemented the MAC
protocols and enabling the scalability of the algorithms. These are the objectives followed
by Z-MAC, B-MAC, MERLIN, etc.

In the rest of the section, we will describe all these protocols chronologically to under-
stand what are their main contribution and which are their main drawbacks.

3.2. PAMAS

The PAMAS (Power Aware Multi-Access protocol with Signaling) [5] is one of the first
efforts made in power consumption reduction in wireless networks. This protocol had not
been designed keeping in mind the restrictions present in WSN, but it is a first step, on
which many other MAC protocols for wireless sensor networks are based. The main ob-
jective of this protocol is to reduce the power consumption due to overhearing: when in a
wireless network a node sends information to another node, its neighbors cannot exchange
information because, otherwise, the frames would collide and no communication would be
possible. Thus, if a node wants to transmit and it detects that the channel is busy, then it
can simply turn its radio off to save energy, because this interface is unusable until the com-
munication between the two other nodes is over. Based on this simple idea, the PAMAS
protocol defines a TDMA MAC scheme, based in two different channels: a data channel,
used for actual data exchange, and a signalling channel, for channel control. In the data
channel, only data frames are exchanged and in the signalling channel, there are three pos-
sible frames: RTS (Ready to Send), CTS(Clear to Send) and Busy Tone (to show that the
node is receiving a frame).

Thus, this protocol allows nodes to be in six different states:

• Idle: a node enters this state when it has nothing to send or to receive.

• Await CTS: if a node in the idle state decides that it should transmit a frame, it sends
a RTS packet and enters this state, to wait for the confirmation. The node will remain
in this state until a CTS or RTS packet is received or until a timeout period expires.

• BEB (Binary Exponential Backoff): in this state, the node waits for a random time
without sending anything, to wait for the channel to get free. This state avoids suc-
cessive collisions between neighbors. A node enters this state if in theAwait CTS
state the timer expires.
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• Transmit Packet: if a node in theActive CTSstate does receive a CTS packet, the
node is ready for transmitting the frame, which is performed in this state. Of course,
in this state signalling packets are ignored, so that they do not interfere with the
communication. When the frame transmission is over, the node returns to theIdle
state.

• Await Packet: if a node in theIdle state receives a RTS packet, it responds with a CTS
packet and enters this state. When the nodes starts receiving the data packet, it sends
a Busy Tone packet and enters theReceive Packetstate. However, if the data frame
does not arrive in a certain lapse of time, the node returns to theIdle state.

• Receive Packet: in this state, a node receives an incoming packet. After the transmis-
sion is over, the node returns to theIdle state.

This state machine and the control messages exchanged allow a node to know when it
should turn its radio off. As a matter of fact, there are only two situations in which the node
should do this: when it has no information to transmit and a neighbor is transmitting data
packets addressed to some other neighbor and when a neighbor is receiving packets from
someone else. These two situations are easily detected by the presence of data packets in
the data channel or Busy Tone packets in the control channel. Therefore, all nodes in the
network can decide independently when they should turn their interfaces off, but for how
long? If the node is able to listen to the beginning of the transmission, it can compute the
length of the information exchange process, taking into account the number of bits of the
frames and the bitrate, or even wait long enough for the longest feasible frame to complete.
However, it is not that easy when the node cannot hear the frames because the emitter is
too far away or because it has turned its radio interface on when the communication had
already started.

The PAMAS algorithm resolves this situation by adding two new types of packet for the
control channel:t probe(l1,l2) andt probe response(t). The first packet,t probe(l) is used
to ask if there is a neighbor, which is finishing its transmission in the interval[l1, l2]. Thus,
all neighbors that meet this condition will answer with at proberesponse(t), indicating
in the t parameter when will their communication end. The presence of a collision in the
t proble response(t)packet means that there are several nodes whose communications will
end in the[l1, l2] interval, while the absence of response means that there are no nodes that
meet this condition. These two packets are then used for performing a binary search for the
time when the longest ongoing transmission will end.

Although the PAMAS algorithm is not a MAC algorithm for WSNs, it establishes some
guides to design low power MAC algorithms for wireless networks. It addresses the prob-
lem of overhearing and tries to provide a procedure to establish when the nodes should turn
their radios off and for how long. However, it is still far from what we should consider an
appropriate protocol for WSNs:

• This protocol does not address energy waste as a crucial problem for the network. It
does not analyze (and eliminate) all sources of waste, but it simply discovers one of
them.

• The MAC management procedure is quite complex with separate channels for sig-
nalling and data. Of course, this is very typical in Ad-Hoc networks, but not in
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WSNs, where nodes should be kept as cheap (and therefore, simple) as possible. [5]
even describes the possibility of keeping the signalling channel on, while the data
channel is off, to simplify the power management.

• A major concern of the authors of this algorithm is to show that typical figures of
merit for computer networks, such as latency and throughput, are not affected sub-
stantially by the fact that nodes are switched on and off. Nodes’ interfaces are only
turned off when they otherwise would be unusable, because the channel was being
used by someone else, so turning off the radios will have no effect on how long will
a packet need to get to its destination or how much information per second will the
network be able to process. As an example of this, the authors propose a binary
searching algorithm for determining when a node should switch its data channel on
again, which requires a relatively large number of packets: the authors propose – and
practically desestimate – a much simpler algorithm with no binary search that de-
pending on the firstt proble response(t)packet would make a decision, arguing that
this would increase latency in the network, and neglecting the saved energy in the
process.

• No special care has been taken to check how much memory or computing power will
be required to implement this algorithm. Although this algorithmper sedoes not re-
quire complex mathematical operations, it does need a random number generator for
the Binary Exponential Backoff state and a certain amount of memory to keep track
of every node’s neighbors’ state. Of course, this requirements are easy to achieve in
typical nodes for Ad-Hoc networks, but hardware resources in WSN nodes are scarce
and they should be wisely managed.

Anyway, the PAMAS algorithm was a start point for the development of the different
MAC protocols that bear in mind the particularities of WSNs.

3.3. S-MAC

One of the first MAC protocols specifically designed for wireless sensor networks is Sensor-
MAC (S-MAC) [1]. It is based on PAMAS and the IEEE 802.11 standard, and offers a
power saving mechanism thanks to asleep/activescheme.

Each node wakes up for the first time and keeps on listening until it hears a transmission.
If nothing is listened, it starts its ownsleep/activescheme, that may be synchronized or not
with the schemes of the rest of nodes.

Every node in the network has the samesleep/activescheme, that is it, every node listens
during the same time duration, but not necessary in the same moments. Nodes try to get
synchronized to their neighbors and therefore make their awake periods coincide. However,
there might be different schemes of performance within the same network. Therefore, nodes
that are located in between to different scheme zones, must listen to both schemes in order
to interconnect both sub-networks. This behavior leads to high power waste and these nodes
may get their batteries depleted very quickly.

Inherent to the control message access management (RTS/CTS), there is theoverhear-
ing problem. Nodes need to listen to any RTS and/or CTS of any node in order to know
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that the medium is occupied and other node is going to start a conversation. S-MAC offers
a simple solution for energy saving foridle listeningsituations: nodes go to sleep whenever
a control message is received.

However, this conflicts with global latency. If a node, next to the current receiver of the
information goes to sleep when the transmission starts, it will not listen to the next RTS of
the receiver that wants to forward the packet to it. Consequently, the third node will not be
ready and that transmission will not succeed. This implies that a forwarding possibility is
lost and it will take longer than necessary to reach the sink.

Before each node starts its periodiclisten/sleepscheme, it needs to choose a schedule.
In order to select one, it follows these instructions:

• It keeps on listening during at least thesynchronization periodof ten seconds. If it
does not hear any schedule from another node, it starts its own schedule.

• If a node listens a schedule from a neighbor before choosing or announcing its own
schedule, it adopts the received schedule.

• If a node receives a schedule different from its own, there are two different actions. If
the node had no neighbors before and the schedule it is using was chose on its own,
it will follow the received one. If the schedule it was following was received from
one or more neighbors, then it adopts both schedules and will be awake in the listen
periods. Nodes that adopt two or more different schedules are calledborder nodes
and serve as connection between two zones with different schedules. However, as
explained before, this kind of nodes waste much more energy than the rest of the
nodes of the network.

The frequency with which each node tries to receive a schedule from other nodes de-
pends on whether the node has a neighbor or not. If it has not any neighbor the node will try
to find a schedule more often that if it has already received one. This period is very energy
consuming and therefore, it should not be executed very often. This periodic synchroniza-
tion discovery is ten seconds long and it is performed every two minutes if nodes have at
least one neighbor.

Hence, S-MAC’s repetition period is two minute-long and consists on:

• Ten seconds of synchronization period.

• More than one hundred executions oflisten/sleepscheme of one second each. Each
listen/sleepscheme is divided into 100 ms of listening and 900 ms of sleeping.

In order to maintain their clocks synchronized and correct clock drifts, thelistenperiod
includes a SYNC phase. Therefore, before sending any transmission request, nodes share
synchronization information. For that purpose, thelisten phase is divided into two parts:
thesynchronizationpart and thepacketpart. Both parts start with a contention window and
the latter is also formed by two phases: medium access control (RTS, CTS and ACK), as
explained above, and data packet. An overview of the general performance of S-MAC is
presented in figure 3.
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Figure 3. Frame structure and timing in S-MAC algorithm.

Two follow-up papers of the same authors present some performance improvements.
The first approach [6], tries to reduce theoverhearingproblem presented in S-MAC with
the implementation of another mechanism. The solution proposed in S-MAC incurs in a
high latency due to the fact that the nodes went to sleep whenever they heard a control
message not related to themselves.

In this first paper,adaptive listenis presented. It takes advantage of the content of
the CTS message, that indicates the duration of the transmission of the packet that will be
transmitted after it. Therefore, when a node listens to a CTS message, it goes to sleep the
exact time that the CTS packet says and it wakes up when the transmission has just finished.
Consequently, in that moment, the node needs to forward the recently received message and
sends a RTS message toward the following node. If the nodes that listened before to the
CTS have waken up correctly, then they will listen to this RTS and will allow to forward
the message correctly.

However, as the authors analyzed, this approximation offers a solution for a multi-hop
performance for a few consecutive hops but no more than 3. This is due to the fact that
nodes that could listen to a RTS or CTS of a transmission, have to be in the coverage area
of the sender and it is not always possible for a node to overhear the control messages of all
next-hop nodes.

Furthermore, if the RTS/CTS packets are generated in anadaptive listen, surrounding
nodes will not hear them and the improvement of this method would vanish. Finally, if
nothing is received during theadaptive listening, the node goes back to sleep and follows
the normal schedule.

The second approach, [7], faces two different challenges: an end-to-end multi-hop
transmission and a global schedule.

As explained before, there could be different performance schemes within the same net-
work. This situationmakes the intermediate nodes between two sub-networks with different
wake-up moments waste much more energy than the other nodes in the network. A new
mechanism is presented, calledGlobal Schedule Algorithmto let the whole network con-
verge to a common scheme of performance for all the nodes. Usually, that global schedule
is the oldest one in the network.
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In order to achieve a global schedule, the GSA algorithm has to face two different
problems:

1. How to uniquely identify each schedule

2. How to exchange schedules among nodes

To solve the first problem, GSA identifies each schedule with the identifier of the node
that sends it. This way, the owner of the schedule can be determined but there may be a
problem if the same node starts different schedules, with the same identifier, every time it
reboots.

To exchange the different schedules in the network, in order to converge to a unique
one, GSA adds a indicator calledschedule age. This new value indicates how long that
schedule is been working in the network. Schedules that start in the network in different
moments will have differentage. However, it is possible that two schedules start at different
moments in the network but with the same wake-up time. Such schedules are the same but
with differentschedule age. Whenever a node receives its own schedule but with olderage,
must update its ownagein order to unify schedules.

Finally, in trying to solve themultihopproblem, the authors developed theFast Path
Algorithm(FPA) that offers an improved solution for more consecutive hops. This solution
is presented in figure 4.

FPA adds more wake-up periods that initially scheduled in order to forward the mes-
sages along the different hops. These additional active periods are carefully selected as they
occur in the exact moment when the receiver of the packet wants to forward it to other node.
This approach offers a low latency channel for data when necessary.

Based upon the GSA algorithm, it is assumed that the network is working with a unique
global schedule and therefore all the nodes in the network follow a synchronized scheme.

Once the fast path is established, the data can be sent without additional control mes-
sages. If everything works as it is supposed, next hop nodes should be awake and listening
to the medium in order to receive the data transmission. This way, packets do not have to
wait and can be forwarded without interruption.

As this solution is developed based upon the former paper [6],adaptive listenis also
active in this approach. If the moment of performingadaptive listenoverlaps with a fast-
path slot, the latter is executed as it offers better performance in terms of latency reduction.
If a fast path schedule is established but nodes involved in it, detect that it has not been used
for a determined lapse, it is discarded.

Although a single fast-path schedule is studied, the authors state that each node could
manage a small number of active paths separately and there could be some fast-paths work-
ing simultaneously in the network.

S-MAC and its modifications offer a good approach for a wireless sensor network MAC
protocol with a power-aware scheme and some mechanism to perform multi-hop low la-
tency transmission. Nevertheless, it still suffers fromoverhearingand idle listening, and
thehidden terminalproblem is not solved yet.
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Figure 4. Frame structure and timing in the FPA algorithm.

3.4. ER-MAC

The ER-MAC (Energy and Rate based MAC) [8] protocol proposes a TDMA based proto-
col, where each node is given some slots when it is allowed to transmit. As we mentioned
in section 2., this scheme avoids collisions but it is more difficult to scale. However, the
ER-MAC protocol does not decide how the schedules are shared among all the nodes in
the network. On the contrary, it establishes a mechanism to decide which nodes should be
given a higher priority in the slot allocation process to increase the overall network lifetime.

In a wireless sensor network, the energy consumption rate is not the same for all nodes.
For example, peripheral nodes, which are far away from the data sink will not consume
as much power as nodes that are closer to the sink, because the latter have to route more
packets than the first ones. In the same way, in a more reduced geographical space, some
nodes may tend to route more packets than the rest, using more energy in this process. In
a wireless sensor network, where nodes do not have a direct link with the sink, if a node
runs out of battery, many other nodes may become affected because this link failure may
produce changes in routing tables or even leave large groups of sensors without a route to
the sink. To make matters worse, the busiest nodes in the network are usually closer to the
sink, which means that a failure of one of these nodes will affect a very large amount of
peripheral nodes.

Previous TDMA protocols assigned slots to nodes in terms of fairness or available in-
formation but remaining energy had not been taken into account. In this case, ER-MAC
defines a measurement to know if a node should be given a higher priority within a TDMA
group: criticality. This figure is taken from two measures: the amount of remaining energy
(E) of the node and the amount of packets originated at the node (F). Criticality for node
i, Ci, is computed using energy and traffic data from the rest of neighbors of the TDMA
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group as:

Ci =
Ei

max{Ej}
+

Fi

max{Ej}
(1)

This value of criticality will be useful to establish which nodes have more remaining
energy and more packets to transmit and, therefore, should have a higher priority than nodes
that are running out of energy and originate almost no information.

In ER-MAC, all nodes can transmit two different types of packets: data frames, which
are used for exchanging information from higher protocol layers, and control frames, used
for establishing which is the criticality of each node and to publish the node with the lowest
criticality in the group. Initially all nodes are assigned two slots to transmit. They must also
keep a table with the slot assignment, so that it can turn their receivers on when the node
they are connected to must transmit a frame. Otherwise, they will keep their radios asleep
when they do not own the current slot. The energy conservation procedure in this algorithm
consists in assigning less slots to those nodes with a lower criticality, so the MAC layer has
a state parameter, Radio-power-mode, which will be set to true when the node is able to
transmit in only one slot, and it will be false if the node can transmit in two different slots.

In normal operation, all nodes will be transmitting information in their slots and, pe-
riodically, they will start a voting phase to detect which is the neighbor with the smallest
amount of energy (the “winner”). This voting phase is triggered whenever the energy of
a node falls below the energy value of the winner in the last election. In this phase, all
nodes emit their energy and packet flow values, so that all members of the TDMA group
can compute their neighbors’ criticality. The neighbor with the lowest criticality changes
its Radio-power-mode to true, and it will be assigned two slots. All looser nodes will set
Radio-power-mode to false and, therefore, will be assigned one single slot to transmit. The
winner will require less energy to keep being part of the network, because within its slots it
can switch the radio completely off if it has no data to transmit. On the other hand, having
more slots to transmit than the rest of its neighbors, it is less likely to receive packets in
transit to the sink, which will also reduce its outgoing traffic. After the election phase, all
nodes in the TDMA group know their neighbors’ energy level and criticality so, when one
of these neighbors notices that its energy resources are lower than those of the last winner,
it will trigger a new election phase.

ER-MAC is not a Medium Access Protocol strictly speaking, as it does not pay attention
to the way in which nodes decide when they should transmit information. However, it
is an interesting approach when addressing the problem of deciding which nodes in the
network – if any – should have special privileges to save energy. In this approach, nodes
measure the amount of energy they have left and this algorithm changes the parameters
of the underlaying MAC protocol to reduce the energy consumption of those nodes whose
batteries are closer to exhaustion. Thus, all nodes in the network consume the same amount
of energy (mainly because the most energy-consuming activities are rotated among the
nodes), avoiding situations in which the unavailability of a node leaves a large amount of
nodes out of service because their data cannot reach the sink.

Nevertheless, the ER-MAC algorithm also has drawbacks. It is based on a slot-like
TDMA algorithm, which is difficult to scale and that requires periodical management op-
erations. In fact, each time the ER-MAC algorithm proposes a new winner for energy
conservation, the TDMA scheme of the whole TDMA group must be updated, changing
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slot allocation for all nodes. Furthermore, the mere possibility of a node requesting a new
election requires that all nodes in the group must listen to each other, even if they are not
expecting information from them, forcing them to overhear information and thus, to waste
energy. On the other hand, being ER-MAC a local algorithm, based on local information, it
will also have a local effect: the members of the same TDMA group will consume energy at
a similar rate, but this cannot be extended to nodes that do not belong to the same group (i.e.
that are not close to each other). As a matter of fact, distant nodes are more likely to have
different consumption rates, because their environmental situation will be quite different:
they will not detect the same events, the amount of information they will have to route to
the sink will also be different, etc

In conclusion, the ER-MAC algorithm introduces the possibility of privileging some
nodes to prevent them from totally exhausting their batteries, but it fails to provide a scalable
global solution to the problem.

3.5. TRAMA

TRaffic-Adaptive Medium Access protocol (TRAMA) [9] proposes a different approach.
TRAMA uses a unique communication channel, slotted and time divided for control and
data purposes. Control period is formed bysignaling slotsthat are accessed in a CSMA
fashion whereas TDMA slots are for data transmission and are calledtransmission slots.

Nodes can only join the network during the random access period. Time synchroniza-
tion is also achieved among nodes in this period as every node must be either transmitting
or receiving. This way, nodes exchange signaling packets and can update its neighborhood
tables. However, the longer the random access period is, the higher the power consumption
is.

Each node implements back-off mechanisms to get access to the medium in the random
access period. Back-off timers try to avoid collisions among signaling packets. However
random access period does not guarantee a correct delivery of packets and therefore, sig-
naling information could get lost. In order to achieve a high and constant packet delivery
rate, the number of signaling slots in the random access period grows proportionally to the
number of nodes in the network. However, this figure seems to be too high for WSN re-
quirements. On the other hand,transmission slotsare collision-free and assures a correct
reception of the data.

It tries to manage the slotted medium access by not assigning time slots to those nodes
that do not have activity scheduled. If a node is not going to transmit and/or receive any
message in a cycle, it keeps on sleeping saving energy. This way, it offers adaptation to
different kind of applications:monitoring applications need constant data flow while event-
monitoring deployments would generate a great amount of packet traffic when theobserved
event appears and there will be no traffic the rest of the time.

The TRAMA protocol is formed by three different mechanisms: theNeighbor Protocol
(NP), theSchedule Exchange Protocol(SEP) and theAdaptive Election Algorithm(AEA).

• TheNeighbor Protocolcollects the neighborhood information included in some small
packets that are exchanged during the random access period. This packets, apart from
update neighborhood information, are used for knowing if the neighbors are still
alive, and therefore checking neighbor connectivity. If a node does not listen to other
node’s signaling for a certain lapse of time, it will delete it as a neighbor. Thanks
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to this mechanism, each node knows its one-hop neighborhood and can access to
the neighborhood information of each neighbor. This way, each node can know its
two-hop neighbors.

• The Schedule Exchange Protocollets nodes exchange their two-hop neighborhood
information and their own schedules. Within this information, each node specifies
the intended receivers of its traffic in chronological order.

• The Adaptive Election Algorithmprotocol uses the information collected and ex-
changed by the previous protocols to decide what to do. For each node and time slot,
AEA protocol determines if it has to transmit information to other node, receive a
packet from a sender or can go to sleep and save energy. This decision depends on
its two-hop neighborhood priority and on one-hop neighborhood schedules. When a
node is the owner of a slot it knows that no other node will transmit and collide with
its information but when it is not the slot owner, it does not know who the owner is. It
could happen that a node needs more than a slot in order to transmit its information.
It could also happen that a node, when being the owner of the slot, has nothing to
transmit. In that case, there is a list ofPossible Transmitter Setin order to let those
nodes with information to send, use other’s transmission slots. This is very useful in
networks with few data sources that send information to a small set of receivers.

TRAMA offers higher delays and power consumption than S-MAC but guarantees data
packets delivery thanks to a collision free functionality. Furthermore, TRAMA perfor-
mance can get adapted dynamically to the network traffic conditions thanks to its time slots
scheme. However, there are some shortcomings:

• This protocol proposes the use of too many control packets that have to be exchanged
among nodes in order to perform correctly. This large amount of transmissions leads
to a great power waste.

• Random access periods are too long in order to solve the possible collisions with
back-off delays.Transmission slotsare even longer, as they are fixed in seven times
longer thansignaling slots.

• Moreover, nodes with the TRAMA protocol must keep awake during the whole
CSMA period, transmitting or receiving which leads to a working cycle of 12.5%.
This percentage is excessive for the kind of networks.

3.6. T-MAC

Timeout-MACprotocol (T-MAC) [10] is based on S-MAC and is focused on saving the
energy that S-MAC wastes due toidle listening. As each node does not know the exact
moment when it will receive any packet, it must keep on waiting awake until it arrives.
Moreover, S-MAC keeps on listening even when the packet has already arrived, wasting
energy uselessly. T-MAC proposes reducing theactive time in order to reduce the global
consumption of the mote.
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Figure 5. Variable duty-cycle scheme in T-MAC. This approach adapts the MAC layer to
the current situation of network traffic.

As presented in figure 3, theactive time andsleeptime distribution in the S-MAC
working cycles are maintained invariant during its performance. However, this behavior
does not fulfill some networks requirements, as data flow could not be constant.

If the active time is longer than necessary, energy is being wasted and therefore the
authors propose transmit data in bursts and detect a data transmission end in aintuitive
way: if nothing is heard for a specified lapse of time, the node switches off the radio.

In the same way as S-MAC, a node can be in the active period or in sleep period. A
node will remain in the active period, listening to the medium during a scheduled period of
time. If, from the last activation event, it has not received another activation event in aTA
period (see figure 5), it will finish the active period. Activation events could be:

• The reception of a data packet

• The detection of communication in the medium

• The reception of own’s packet transmission end or ACK

However,TA duration has to be selected very carefully. A node must not go to sleep
while any of its neighbors is still transmitting, because it could be the next destination of
the data packet.

If the TAvalue were not correctly chosen, a new problem could appear: theearly sleep-
ing problem. A node could go to sleep before it can hear a RTS destined to it and therefore
miss the opportunity of receiving the packet. Furthermore, this new problem might cause
another effect,overemitting. This happens when a node transmits a packet thinking that the
destination is awake waiting for it. Nevertheless, the receptor has gone to sleep too soon
and therefore will not hear the packet. The worst consequence of these effects is the fact
that the transmitter has wasted its energy uselessly as it will have to transmit the packet
again.

Due to the fact that most traffic in wireless sensor networks flows in one direction, from
the nodes to the sink, a solution for this effect is proposed. In the way to the sink, when
a node receives a RTS from other node, apart from replying with a CTS, it should send a
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Future Request-To-Sendmessage (FRTS) to the next node in the chain in order to inform it
that it will be the next. Thank to this mechanism, the future receiver of the packet can go to
sleep but knowing that it must wake up later in order to receive the RTS message from the
current receiver.

When a node send a RTS, waits for a CTS but if it does not receive it in aTA lapse, it
goes to sleep. However, the receiving node might not have replied due to:

1. A collision has happened

2. A previous RTS/CTS have been heard from other node

3. The receiving node is asleep

In order to avoid canceling in case 1 and 2, when the receiver is waiting for the packet,
RTS retries are implemented. If no reply is obtained after two retries, the node will finally
go to sleep.

Apart from the FRTS, authors also offer another original solution:full-buffer priority.
When a node has its own transmission buffer full, it prefers sending data and emptying the
buffer to receiving more packets. For that reason, whenever it receives a RTS message, it
immediately sends its own RTS message to its receiver instead of replying a CTS message.
A node wins the medium bystealingit to another node. This mechanism is very appropriate
to convergecastnetworks in which data flows in one direction.

Although T-MAC approach solves theoverhearingproblem that S-MAC suffers, it
could incur in other negative effects, such asoveremittingandearly sleeping.

3.7. WiseMAC

Enz et al. propose in [11, 12] a TDMA/CSMA protocol called WiseMAC. This protocol
offers a completely different approach compared to the rest of the solutions presented so
far. In the traditional schemes, the receiver must wake up when the transmitter is about to
send the information packet. However, in WiseMAC, the transmitter waits for the receiver
to wake up and be ready for receiving the data packet.

WiseMAC is quite similar to theSpatial TDMA and CSMA with Preamble Sampling
protocol presented in [13]. In this approach, two communication channels are used: one
TDMA for data transmission and other CSMA for control messages. WiseMAC follows a
similar scheme but with a unique communication channel, instead of two.

In WiseMAC, each node has its ownactive/sleepscheme and these schemes do not have
to be centralized. Hence, nodes do not need to be synchronized with the rest of the nodes
but have to advertise their own scheme to the rest. This way, each node knows about the
scheme of the surrounding neighbors and can wake up the moment the intended receiver is
waiting for data to arrive. It is considered to be TDMA because each node has a instant to
stay listening and therefore to receive data but this moment is not necessarily exclusive to
that node.

WiseMAC’s mechanism is based on thepreamble samplingtechnique. EveryTw, a
sensor node samples the medium for activity. If there is no activity, the node goes to sleep
and waitsTw until the next medium scan. However, if the node finds the medium busy, it
will keep on listening until the data packet arrived or the medium goes idle again.
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Figure 6. WiseMAC

In order to coincide with the receiver’s medium sampling, the transmitter must know
the moment the receiver starts listening. The sender wakes up and sends the preamble. The
receiver will detect that emission and will determine that the medium is busy. Consequently,
it will wait awake for the packet to arrive. On the other side, the transmitter will have started
the transmission of the message. At the end of the packet transmission, the receiver sends
an updated information about its schedule within the ACK message. This way, WiseMAC’s
nodes exchange synchronization information. This behavior is depicted in figure xx.

This protocol was originally designed for wireless sensor networks. However, as it has
no contention mechanism between the senders, collisions appear very often. Two nodes
may sense the absence of a carrier at the same time and afterwards try try to transmit their
frames simultaneously. Moreover, if all nodes of the network are not within the coverage
range of the rest, thehidden terminalproblem may also appear. It was only simulated and
its implementation in traditional WSN was found very resource consuming.

Finally, it was deployed in an infrastructure wireless sensor networks, formed by a
network of access points (AP) and each AP gives service to a group of nodes. APs are
continuously powered and do not have to work in a power aware fashion.

In infrastructure networks data flows in two directions: from the APs to the sensor
nodes orvice versa. Sensor nodes must save their energy as much as possible and therefore,
WiseMAC protocol must reduce the idle listening of them in order to receive the packets
from the APs. However, since the APs are continuously powered, they can be listening to
the medium all the time and sensor nodes can send their data packets as soon as they are
formed. WiseMAC only offers a solution for downlink traffic in which the AP must wait
until the moment the destination of its data packet is awake.

WiseMAC offers some notable advantages, such as a highly reduced listen period (with-
out idle listeningandoverhearing), thanks to the preamble sampling technique, and colli-
sion avoidance as the access points are the unique senders of information. It does not require
global synchronization as every node is in the cover range of the access point and therefore
there is no need of communication among nodes. Moreover, only the access points need to
know the scheme of every node in order to send them data packets.

However, it has some shortcomings:

• In the same way as [13], WiseMAC suffers from thehidden terminalproblem. A
node checks if the medium is busy during the preamble and if its free, the node starts
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sending the packet. This transmission can collide with another one that could be in
progress but the sender can not hear.

• It has only been tested in a one hop network.

• It does not offer solution for multihop transmission and therefore, optimization is
only achieve when nodes receive information, not when transmitting.

3.8. MS-MAC

MS-MAC [14] was born taking into account that most sensor network MAC protocols had
assumed stationary environments of performance for the nodes. Therefore, proposed ap-
proaches could not be applied directly to networks with some moving nodes. The authors
present a mobility-aware MAC protocol that could work well in both stationary and mobile
scenarios. MS-MAC is based upon S-MAC protocol and has as its main objective to adapt
this protocol to a network with certain mobility.

When a node is moving within the network, the topology is changing as long as it travels
from one point to another. Every node can discover a mobile node within its neighborhood
comparing the received signal strength of periodical SYNC messages from the neighbors. If
there is a change in the signal level from a neighbor, the node assumes that the neighbor (or
itself) are moving. Moreover, analyzing the degree of change in that signal level, mobile’s
speed value can be predicted. Every node includes this information of estimated speed
in its own SYNC message. This way, neighbors of the moving node can create an active
zone around it. Active zones are formed two hops away around the mobile node along the
trajectory of its movement.

Hence, MS-MAC divides the network into active zones based on mobile speed. In-
side active zones, nodes fixes a lower repetition period than the standard in order to allow
quicker topology access to the moving nodes. This is achieved modifying the general repe-
tition period of the topology management of S-MAC. This modification is shown in figure
7. S-MAC presents a fixed repetition period of 2 minutes whereas MS-MAC varies its value
depending on the requirements of the network at each moment. If some nodes in the net-
work are moving at a low speed, the repetition period is reduced to one minute to refresh
the network topology; if the nodes speeds are medium, then the repetition period is settled
to 30 seconds and when the velocities are high enough that 30 seconds of refreshment are
not enough to update the topology correctly, the nodes keep awake all the time. In this
last approximation, the answer of the network to topology changes are immediate but a
power-constrained node can not listen to the medium continuously as could get its batteries
depleted very quickly.

As it can be seen, MS-MAC offers the possibility of adapting S-MAC to a moving
environment thanks to a simple modification. However, stationary protocols do not work
well in moving environments and are not efficient when trying to adapt them to topologies
with mobility. Moreover, the consumption that this adaptation implies is prohibitive for the
kind of sensors we are talking about. Therefore, MAC protocols for sensor networks with
moving nodes have to be specifically designed for those environments.
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Figure 7. Frame structure and timing for MS-MAC.

3.9. DMAC

DMAC [15] protocol offers a low latency routing mechanism for gathered data in a tree-
topology network. It is designed for aconvergecastperformance collecting data from the
furthest nodes of the branches of the network to the sink through intermediate routing nodes.

Authors identify thedata forwarding interruption problem(DFI) that exists in most
presented solutions due to coverage limits. As the number of hops between a node and the
sink may be large, nodes cannot listen to all messages exchanged throughout this path. It is
stated that the former protocols, S-MAC and T-MAC have tried to solve it with additional
mechanisms, suchadaptive listeningand future-request-to-send(FRTS). DMAC tries to
reduce packet collisions and channel contention with a TDMA access scheme and evades
forwarding delay due to unsynchronized transmission/listening periods.

The intermediate nodes have a transmission slot immediately after the receiving slot and
as long as the node is higher in the tree-topology, its wake-up scheme starts later in order
to coincide a transmission slot with a reception slot. In reception, a node listens a packet
and answers with an ACK message. In transmission, a node sends a packet and waits for an
ACK message from the receiver.

Instead of RTS/CTS control messages, DMAC divides time in a modified slotted
ALOHA [16] fashion in which time slots are assigned depending on the position each node
occupies inside the tree-topology. This mechanism is presented in figure 8. All nodes in the
network wake up in a reaction chain, from the furthest ones to the nearest ones. This way,
information can be routed from the sources to the sink in a low latency fashion.

Furthermore, all the nodes belonging to the same hop number, share the sameac-
tive/sleepscheme. Consequently, all of them wake up and start transmission at the same
time. Taking into account that each time slot is one-packet-long, all of them must fight for
the transmission slot. The probability of collisions increases and the packets might get lost.
As only one packet can be sent in each time slot, there is no possibility of retries within the
same slot and the retransmissions have to wait until next cycle.

Moreover, all nodes belonging to the same hop number might exchange messages di-
rectly, as they could be deployed far away ones from the others. This situation becomes
worse as the hop number increases. This leads to thehidden terminalproblem, similar to
the CSMA approaches.
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Figure 8. Frame structure and timing for DMAC.

In order to solve this problem, DMAC presentsMore-To-Send Packet(MTS). MTS is
an explicit control packet that tries manage the retransmissions of the packets. There are
two types of packets:request MTSandclear MTS. The first one is sent from a child to its
parent when (1) the channel is busy and it can not transmit its own data, assuming it has
lost the channel or (2) when it has already received anotherrequest MTSfrom its children
and it has to propagate it upwards. Arequest MTSis sent only once before aclear MTS
packet is sent. MTS is similar to FRTS of T-MAC, as both serve to ask for future packet
transmissions. However, MTS offers the possibility of forwarding thenotificationthrough
the whole path to the sink and T-MAC’s solution just let forward the packet one hop further.
In [17] a slight variation of this scheme is proposed and, instead o requesting a new slot
when the emitter finds that it still has more information to transmit, nodes allocate all the
slots they will require at the beginning of the transaction. Thus, no more energy is required
to allocate other slots. This is particularly interesting in WSNs if we take into account the
traffic patterns in these networks: when a new event appears, there are several nodes that
will want to report this event to the sink. Thus, the traffic is generated in bursts and nodes
will know exactly how much information they want to transmitbeforethey do. Allocating a
certain number of nodes will avoid turning the radio on and off, making the communication
faster and with fewer radio transitions.

On the other hand,clear MTSis sent from a child to its parent when its buffer is empty
and there is nothing pending. A node keeps awake almost continuously after receiving a
request MTS and returns to its basic duty cycle after sending aclear MTSto its parent, that
implies there is nothing else to send.

Although DMAC was born for a tree-topology conception, the authors state that just
a linear topology solution is been proven so far and the final solution for tree-structures
would need of a more complicated management, a mechanism calleddata predictionand
the presentedMore-To-Send Packet(MTS), which has not been proven yet.

On the other hand, DMAC does not implement control message in order to manage the
high collision probability that appears when the number of nodes that belong to the same
hop number increases. It does not even implement a back-off mechanism to contend for
the access to the shared medium and it only relays its recovering system inMTSmessages.
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Moreover, it does not take into account thehidden terminalproblem and finally, it needs
an additional mechanism for synchronization among the nodes, calledReference Broadcast
Synchronization(RBS) [18].

3.10. E-MAC

E-MAC (Energy efficient sensor networks Medium Access Control) [19] is a Time Division
Multiple Access (TDMA) based, self-organizing network schema for wireless sensors. The
main goal of E-MAC is to minimize the energy consumption in a sensor network preventing
the preamble overhead and keeping the number of transceiver state switches to a minimum.

Like other TDMA-based protocols, the time is divided in frames and these are divided
again in time slots. A node uses a time slot to transmit its data, but unlike traditional TDMA-
based protocols there is no a central manager to assign the time slots to the nodes. Each
active node picks its time slot with local network knowledge only. These characteristics
make the E-MAC an adaptive network because no base stations are needed and with no
energy wasting dealing with transmission collisions.

Searching a more efficient energy use, nodes in E-MAC network have three operation
modes: active mode, passive mode and dormant mode. Active nodes are the main elements
in the network communication; each of them controls a time slot and can communicate with
other active nodes with no collisions, also it accepts data from passive nodes. A passive
node keeps track of one active node to receive network messages; it also asks the active
node, in a non-collision free communication, for permission to use part of the time slot
for data transfer. Nodes in dormant mode are operating in a low power state for an agreed
amount of time. This mode is used when node is in a critical situation of energy run out.

Figure 9. Temporal distribution of frames in E-MAC.

The time slot has three sections, the Communication Request Section (CR), the Traffic
Control Section (TC) and the Data Section (see figure 9). The CR section is used by passive
nodes to request the use of the data section to transmit a data. Then, the associated active
node uses the TC section to identify itself and to acknowledge the requesting passive node.
As several passive nodes can be associated to a particular active node, collision of requests
can occur. In this case, the active node notifies it in the TC section. But if the data rate
is low, and few passive nodes are associated to each active node, the collision probability
is low. The active nodes listening the TC sections of neighboring nodes, know the local
topology of the network, and they can use the TC section to assist message routing. To
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Figure 10. Example of network topology in E-MAC.

allow the spatial reuse of time slots an small table in included in the TC that includes the
information of what time slots are been used in the neighborhood. Also, the TC section is
used for network omnicast messages. The Data section is used for data transfer of the active
node that owns the time slot or the passive node authorized by this active node.

To achieve a self-organizing network, it is necessary a carefully designed algorithm.
This algorithm is based in the information contained in the TC section of time slots and it is
followed by every node of the network. The network is organized in a mesh-like backbone
of active nodes and several passive nodes connected to these active nodes. Nodes can play
four roles in the network: anchor, bridge, undecided-active or nonmember (passive) (see
figure 10). When a new node is introduced in the network it takes an undecided-active role
and tracks neighbor node communication to decide the role that it can take in the network.
Since active nodes wastes more energy, a role rotation algorithm is supported in the EMAC
schema.

Although E-MAC represents an advance over other MAC protocols and it is very at-
tractive to be used in cases with few device deployments [20], it has several disadvantages:

• Since all nodes must listen during CR and TC periods of time slots, there is a signifi-
cant energy waste.

• Network setup may take considerable time for large node deployment networks.

• It is difficult to adapt the network to different traffic conditions varying slot assign-
ment.

• There are an overhead of TC section since many network maintenance

• Network organizing and maintenance activities generate an overhead in the TC sec-
tion and it causes a considerable energy waste.

3.11. B-MAC

B-MAC [21] is an algorithm designed at Berkeley for managing the access to the medium
in wireless sensor networks. Although this protocol does not introduce any new and origi-
nal concept not covered by its predecessors, it is a good example of MAC protocol because
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it summarizes the innovations studied so far and it eliminates some superfluous mecha-
nisms which had been inherited from the Ad-Hoc network world, thus reducing the amount
of resources needed for its implementation. It also removes from the MAC algorithm all
knowledge about network organization, that is related to higher communication layers.

This protocol uses a CSMA approach to govern the access the wireless channel. Thus,
nodes are not organized in a hierarchy and they transmit when the channel is free and they
have information to forward. To do so, it implements a service for deciding if the channel
is free: CCA (Clear Channel Assessment). This service samples the value of the RSSI
(Received Signal Strength Indicator) indicator given by the radio module. This analog
value is directly related to the amount of RF energy available at the radio input and it can be
used for detecting if some other node is emitting information: the RSSI samples are stored
in a FIFO and a median filter is applied to eliminate the appearance of spurious peaks in
incoming RF power. On the other hand, a moving average block with exponential decay is
used for determining the position of the noise floor. Thus, comparing the actual value of the
incoming power and the noise floor, we can decide if some other node is using the channel.

If another node is using the channel when the CCA procedure is triggered, then B-MAC
starts a backoff process, where the node simply puts the MAC interface in a sleep state for
a certain (random) lapse of time. Thus, the protocol avoids the situation in which several
nodes collide consecutively after they try to access the channel simultaneously.

B-MAC does not follow the typical synchronization scheme present in other CSMA
protocols. Instead of waking up all nodes in a certain area at the same time, each node
follows its own schedule, without sharing it with its neighbors. Using the LPL (Low Power
Listening) technique, already introduced in WiseNET, each node uses the CCA results to
detect the presence of other nodes using the channel in a short time. If the channel is
being used, the node remains active until activity disappears and then, it takes control of
the channel. Otherwise, if no activity is detected, the node will return to the sleep state. Of
course, this procedure does not guarantee that all nodes (not even the destination node) are
awake when a frame is emitted, but it greatly simplifies the algorithm. Anyway, the B-MAC
protocol admits that higher level layers take charge of the synchronization among nodes
and implement a schedule exchange protocol. In the design of this kind of unsynchronized
protocols, there are some temporal restrictions that have to be met in order not to miss
a possible talking neighbor. For instance, the preamble must be long enough to fill the
lapse of time between two consecutive LPL procedures, so special care must be taken when
deciding the lengths of the packets or the duty cycle.

Another feature present in previous MAC protocols that has been eliminated in B-MAC
is the RTS-CTS handshake algorithm. B-MAC, as a MAC protocol, does not provide a
mechanism for avoiding the hidden terminal problem and it leaves this functionality to up-
per communication layers. However, B-MAC does provide a service that previous protocols
used to neglect: acknowledging incoming packets. Whenever a packet is successfully de-
livered to its destination, the latter emits an ACK packet to declare that it has received the
information. This prevents higher level procedures from solving the problem of a single
packet loss, letting them decide what to do when a major problem (e.g. a fallen link or a
time missconfiguration) appears.

After making all these simplifications, the resulting protocol requires less hardware re-
sources than previous protocols, such as S-MAC. However, this difference is only remark-
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able if the eliminated procedures are not included in the upper layers. The most interesting
point in the design is the use of LPL to synchronize the nodes. This technique hides the
process of switching the radio interface on and off and the node behaves like in the old Ad-
Hoc protocols, supposing that the RF module is idle-listening, but consuming less energy.
According to the measurements described in [21], the LPL process takes about 350µs, con-
suming about 6 mA. If the time period between LPL checks is about 100 ms where the radio
interface is completely off (about 30µA), the result is a conventional radio interface with a
idle listening current consumption of about 50µA. If we take into account the amount of
time needed to power the radio on and off, the final result will be a bit worse, but it will not
be much worse. This perspective is interesting because it shows that schedule exchange is
not required to successfully enable the wireless link. Thus, the duty cycle of the nodes are
adapted to the real throughput needs so that nodes start transmitting and using the channel
when a relevant event has appeared, keeping silent the rest of the time. However, in this
scheme there are different parameters that must be adjusted to keep the MAC algorithm in
its optimum position: the time between LPL procedures, the length of the preamble, the
fragment size, etc. On the other hand, more or less unpredictable environmental variables,
such as the number of neighbors or the network traffic, do have a remarkable impact on the
protocol behavior, so these parameters should be continuously adapted to suit the variable
conditions in the network.

3.12. Z-MAC

Z-MAC (Zebra-MAC) algorithm [22] tries to combine the strengths of both flavors for
MAC protocol design: TDMA and CSMA. This protocol allows nodes to behave as if they
were in a CSMA environment when the contention of the network is low and to follow a
TDMA scheme when it is high. Thus, it uses the best part of both worlds, providing a
simple, robust and almost collision-free CSMA environment for low traffic situations and
an ordered, totally collision-free TDMA environment when the nodes in a certain area have
large amounts of information to transmit.

The algorithm is divided into two different phases: the setup phase, where the nodes
detect who their neighbors are performs the initialization, and the working phase, where
information exchange is performed. In the initialization phase, each node must perform
four different tasks: first, all nodes exchange their addresses so that at the end each sensor
knows all its neighbors at a two hop distance. Then, using this information, the nodes run a
slot assignment algorithm, DRAND [23], which ensures that all the nodes within two hops
do not share the same slot and, as a final step, all nodes synchronize, so that they have the
same time reference.

Once each node is assigned a unique slot that is not shared with the nodes in the two-hop
area, then the working phase begins. In this phase, the nodes behave differently depending
on the contention level they suffer and the current slot. If a node is the owner of the current
slot it waits a fixed lapse of timeTo, then performs a CCA operation and, if the channel
is clear, it begins the transmission. However, if it is not the owner of the current slot and
it has a low contention level or if it does have a high contention level and the current slot
is not owned by any two-hop neighbor, the node will wait forTo and then it will perform
a second random backoff operation within the[To, Tn] window. Then it will check if the
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channel is clear and if it is, it will transmit the data. This scheme implements a two-level
hierarchy while accessing the medium: the node with the highest priority is the owner of
the slot and if it does not have information to transmit, the rest of the nodes may gain access
to the medium, provided that they do not conflict with other nodes that are within the two
hop distance.

For low network traffic load, most nodes will have access to the network at any time,
because the owner of the current slot will not usually information to send. Of course,
using another node’s slot to send one’s information will also make that nodes have lesser
information to send in their own slots. As a result, the concept of slot gets more diffuse
because almost any node is allowed to transmit at any time. However, as traffic load grows,
nodes have more information to send and they are more likely to use their own slots to
transmit their information. Thus, the scheme turns into a full TDMA protocol, where each
node only transmit in certain slots.

The most obvious characteristic of Z-MAC is the fact that time structure depends on
network traffic, thus adjusting the behavior of the network to the actual performance needs:
when contention is low, nodes behave almost as if they were in a CSMA scheme, reducing
latency. Of course, if there are few frames to send, the probability of collision is much
lower. On the other hand, with heavier network loads, collisions are much more likely
to appear in CSMA schemes. Therefore, Z-MAC’s slotted time structure becomes more
important until it becomes a traditional TDMA scheme, where collisions are completely
avoided. However, there are some drawbacks that must be pointed out when analyzing this
protocol:

• The main problem of TDMA schemes, i.e. assigning each node a slot to transmit, is
still present in this algorithm. The authors propose DRAND as a distributed method
for performing this task, but it still requires some knowledge about the network (e.g.
the size of the two-hop neighborhood) that may not be available. On the other hand,
a change in network topology will trigger a new slot assignment, at least in certain
areas of the network.

• For low contention scenarios, although the medium access procedures are very sim-
ilar to CSMA schemes, time is still slotted, as new transmissions must wait at least
until the first backoff period (To) elapses after the slot change. This prevents nodes
from sending long frames whose transmission would end in the next slot (which in
fact is not a problem for WSNs, as sensor data usually form short frames) and from
using time as freely as in traditional CSMA approaches. This effect affects latency,
because it forces nodes to wait until the next slot if they have verified that the channel
is free too late.

3.13. MERLIN

MERLIN (Mac Energy efficient, Routing and Location INtegrated) [24] offers a solution for
latency-aware sensor network applications. This approach is not a simple MAC protocol
but also integrates data routing and localization capabilities.

MERLIN defines two kinds of elements within the network: nodes and gateways. Sen-
sor nodes are deployed in the working area and are battery powered whereas the gateways
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are powerful nodes which are the point of entrance for users requests to the network. Due
to their high performance requirements, the latter ones need continuous power supply.

The network is divided into as many subnets as gateways are deployed. Each subnet
must have only one gateway and each sensor node can only belong to one subnet. When
a node joins the network, it will listen to any gateway surrounding and will determine its
time-zoneis 1 (time-zoneis the same concept that other protocols callhop). If at any time,
another gateway appears, the node will listen to its announcement. Consequently, the node
will compare the distance to the two gateways and change its time-zone and schedule table
if the new gateway is closer. Once a node has decided which gateway is its parent, it will
store the number oftime-zoneit is in. This time-zoneindicates the moment when it has to
listen and transmit.

Hence, MERLIN performance is based upon these simple statements:

• Nodes knows their owntime-zone(hop number) and send it to the rest of the nodes in
every transmission. Moreover, this value is updated during the network performance.

• Node hop count is calculated as: min(hop count of neighbors) + 1.

• Gateways hop count is zero.

• Information can flow in two directions: from the gateway or toward it.

• “From the gateway”: gateway broadcast the data petition from the user to all the
nodes. Nodes forward all the packets received from a node with a lower hop number.

• “Toward the gateway”: nodes will answer with the requested information to the gate-
ways through several hops. Nodes forward all the packets received from a node with
a higher hop number.

MERLIN MAC mechanism is defined as a combination between TDMA and CSMA
approaches. Time is divided into time slots in a TDMA fashion and each node has a specific
slot in which transmit. Each time slot is composed by acontention period(CP), a period
for packet transmission and finally acollision report period(CR).

However, similar to DMAC, all the nodes belonging to the sametime-zoneshares the
sameactive/sleepscheme. Therefore, they will have to contend for the access to the com-
munication medium in a CSMA fashion. This is performed during thecontention period
and the node back-offs randomly, listens to the medium and if nothing is heard, the node
starts the transmission. If a node listens to a neighbor that has already started transmitting,
it will wait until the next assigned slot to contend again for the medium. Therefore, its
functionality is based upon a precise synchronization mechanism.

MERLIN’s synchronization mechanism consists on transmitting the time of transmis-
sion in each packet. This way, each node can estimate the start of every transmission slot
according to the synchronization information received. As gateways are supposed to pro-
vide the best time, all the nodes get synchronized with the information received from nodes
with lower hop count and therefore, closer to the gateway.

However, MERLIN, in the same way as DMAC, does not implement RTS/CTS mecha-
nism for channel accessing. Carrier sensing in the contend period is supposed to be enough
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for avoiding collision. It is possible and even probable a collision between two transmis-
sion that starts in very same moment, as all the nodes in the same time zone (the same hop
number) have the same time slot for transmitting purposes. Moreover, thehidden terminal
problem can appear as each node that belongs to a hop number may not hear the rest of the
nodes of that hop. Therefore it may think that the medium free of transmission when in the
same moment other node is starting sending its data packet.

In order to solve the collision problema posteriori, MERLIN offers a collision report
system based on the collaboration among nodes. A sender can not know if a collision
has occurred due tohidden terminalproblem oroveremitting. Every node that listens to a
collision sends a CR at the end of the following slots to notify that a collision has taken
place. Every node that has sent a packet, has to listen to the CR period of all the following
slots in order to know if it packet has suffered a collision.

MERLIN also implements some kind of data gathering as, if a node has more than
one packet to forward, it will send only one packet with the information, reducing over-
head and power consumption. Nevertheless, the mechanism implemented by MERLIN for
forwarding information to the gateway is not optimized as the node are disjointed and the
same information can arrive at the gateway through different paths. This provokes a great
overhearing and unnecessary power consumption of the nodes involved in those useless
forwarding tasks.

As stated before, MERLIN is very similar in concept to DMAC in medium access and
data gathering tasks, but also offers downwards communication (from the sink to the nodes
in the network) and location facilities.

Figure 11. Frame structure for MERLIN protocol.

3.14. SCP-MAC

SCPMAC presents an approach similar to B-MAC and WiseMAC. In the same way as
WiseMAC, a transmitter must know the moment when the receiver will be awake, listening
to the medium.

SCPMAC belongs to a kind of protocols that are calledLow Power Listening(LPL)
and offer very low power waste due toidle listening. Instead of waking up and keeping on
listening to the medium during a specified lapse of time, they implement amedium polling
mechanism in order to detect if the medium is busy. Moreover, this approach is called
scheduled channel polling(SCP), as it offers a combination of scheduled MAC and LPL.

In a different way to LPL and similar to WiseMAC, SCPMAC synchronizes all the
nodes in the network in order topoll in the correct moments. This global synchronization
allows shorter preambles and therefore reduces overhead. However, SCPMAC needs a
very precise synchronization mechanism as its performance is based upon the exactitude of
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Figure 12. Frame structure for SCP-MAC protocol.

the moment they are awake/transmitting. Nodes have to know in advance theactive/sleep
schedule of each surrounding node in order to send data packets to them.

Figure 12 presents the performance scheme of SCPMAC. When a node has a data packet
to send, it waits until the moment the receiver will be awake and listening. Previous to that
moment, it starts a carrier sense period within the first contention window (CW1). If it finds
the medium free it will send the wake up tone to the receiver. If the medium is busy, it will
go to sleep and try it in the next polling moment. Once the wake up tone has been sent, the
sender enters in the second contention window (CW2). If the node still detects the medium
idle, it will start the data transmission. The receiver will listen to the wake up tone and will
keep on waiting for the data transmission.

Instead of a simple contention window, SCPMAC uses two contention window in order
to achieve a lower collision probability. Only the nodes that found the medium idle in the
first contention window will try their luck in the second. Consequently, the number of nodes
a node has to contend with decreases.

The probability of collision is inversely proportional to the contention window size. If
m is the number of slots in a contention window, the probability of collision is1/m. If we
divide the contention window in two, the probability of collision during both windows will
be proportional to4/m2. If m > 4, the performance of two separate contention windows
is better than a unique one.

A synchronization mechanism is vital for SCPMAC’s correct performance. Therefore
the clock drifts have to be closely controlled. SCPMAC defined its synchronization period
asTsync, that can be configured and clock drift rate asrclk. The maximum clock difference
between the sender and the receiver is presented in equation 2.

tdiff = 2 · Tsync · rclk (2)

The relative time difference between two nodes can be in two directions, and therefore,
the guard time needs to be twicetdiff . Moreover, if a node hasN neighbors, each one of
them will send a synchronization packet at the period ofTsync . All nodes in the network
hear the SYNC packet and get re-synchronized. This leads to a clock drift reduction by
(n + 1) times, due to the(n + 1) nodes in the network. Thus, the guard interval becomes

tguard =
2 · tdiff

n + 1
=

4 · Tsync · rclk

n + 1
(3)

The duration of the wake-up tone must be equal to the guard time plus a small time
necessary to detect the tone (tmtone).
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Figure 13. Working cycle for the LL-MAC protocol.

ttone =
4 · Tsync · rclk

n + 1
+ tmtone (4)

Taking into account the equation 4, SCPMAC must trade between the synchronization
period and the power consumption. IfTsync increases,tguard also increases andidle lis-
teningor overhearingmay appear. However, a high value ofTsync implies a reduction of
overhead of control messages as the synchronization is not updated very often.

Synchronization overhead is in part reduced thanks to the mechanism ofpiggybacking,
that SCPMAC implements: the SYNC packets can be sent inside the data packets instead
of generating additional control traffic.

This approach offers a good solution for low power consumption but trades latency for
energy consumption. Moreover, it requires a highly synchronized execution for good per-
formance. Its low duty cycle results are based upon the preciseness of the synchronization
mechanism. If the node keeps on listening longer than necessary, its performance will be
similar to the rest of the scheduled MAC protocols.

3.15. LL-MAC

Chapter authors would like to present LLMAC, a protocol aimed the specific application
in WSN of data collecting from all the nodes to the sink through multi-hop paths (con-
vergecast) with very low latency. It offers a brand new performance planning for nodes
to transmit information divided into time slots, apart from topology management, energy
consumption reduction and global network latency improvements.

Similar to most of the presented protocols, the working cycleTc is divided into two pe-
riods: Active Period (AP) and Sleep Period (SP). TheAP is also divided into two intervals:
CONTROLinterval andDATA interval. In theCONTROLinterval topology information
is shared, and in theDATA interval collected information is routed to the destination. A
general overview of a working cycle of LL-MAC protocol is shown in figure 13.

On one hand,CONTROLinterval in LL-MAC is quite different from most of the pre-
sented protocols, as it does not share the medium access, although all the nodes are listening
all the time. It is formed by three sub-intervals, named as follows:

1. Node Advertisements(NA): Each node publishes its ownadvertisementin this sub-
interval.

2. Child Adoption Request(CAR): This sub-interval will only be used for nodes that
want to join the network because they are new to it or due to a parent loss or change.
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Figure 14. Control procedure in LL-MAC.

3. Child Confirm(CC): This sub-interval is used by the parents to confirm to the newly
adoptedchildren.

Advertisementmessages include all the information needed for the nodes to get syn-
chronized and choose a parent. The second and third sub-intervals (CARandCC) only have
traffic when any node decides to change its parent relationship (due to topology changes or
node movement) or new nodes appear in the network. Although each node must wait for
its time slot to publish its own information, every node is listening to every transmission in
the air. Figure 14 shows theCONTROLinterval.

Each one of these sub-intervals (NA, CAR and CC) is divided intoM non-uniform
divisions. As there are different amount of nodes in each hop, there are different amount of
time slots reserved in each hop division.Km represents the number of time slots included
in hopm. Equation 5 offers the distribution of theN +1 time slots inside each sub-interval.

M∑

m=0

m∏

i=0

Pi =
M∑

m=0

Km = N + 1 (5)

On the other hand, DATA interval is divided intoM divisions (one for each hop num-
ber), and each of them divided intoN time slots subdivisions, each one for each node’s
transmission.

The basic behavior of every node is quite simple: each node has to publish itsadver-
tisementsto the rest of the nodes, receive information from its children and retransmit it
to its parent. When a node wakes up for the first time, it is not synchronized and it has
no real parent. As long as a node does not have a functional parent, it cannot send neither
advertisementsnor data because it does not know when nor who send them to. Moreover,
orphanmotes keep awake and listening all the time, waiting for anadvertisement.

However, Base Station behavior is a bit different: it wakes up with an operative parent
(the sink), so it does not have to wait for anyadvertisement. As expected, the Base Station
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is the node that establishes the working cycle (Tc) and the active/sleep scheme from the
beginning.

As indicated before, when a node wakes up for the first time it has no real parent.
In order to update its parent-relationships, every time theCONTROLinterval is executed,
all the nodes analyze everyadvertisementreceived. All packets are analyzed in order to
determine if the current parent is the best out of the total of the available parents. Once
the node decides which one is the most suitable parent (the best link quality), it will ask
for its child adoptionin theCARsub-interval. Following the process explained before, the
parent-to-be decides whether it canadopt that child or not, and if so, it will answer aCC
message. When a parent has its maximum number of children allocated, he will not send
an answer.

In a CC message, the parent informs to its new child the number of the data slot in
which it has to transmit. With this information, the child can calculate the exact moment
when it has to transmit the data to its parent and its own hop number. If a child does not
receive aCC message in the sameCONTROLinterval that it had asked for, that child keeps
the current parent and forgets about the parent-to-be.

In every working cycle, each node sends its own data to its parent in the time slot
number that had been assigned before. A parent change (and therefore, a topology change)
can be completely done within a uniqueCONTROLinterval. Thus, in theDATA interval of
the same working cycle, the node can send its data to its new parent, being the new topology
functional in the moment that it has been established.

Every child processesadvertisementsreceived from its parent in order to extract the
synchronization information. Once it has updated its own variables, it will include that
information on its ownadvertisementsand transmit it. Thanks to this, every information a
node sends is updated with the information of its parent. This is possible due to the time
slot order: the first node to talk is the base station and its children hear it (NA sub-interval,
BS division). Then, in the next division (hop 0 division), base station’s children talk with
its own information, updated with the information received from the base station and so on,
as shown in figure 14. The synchronized time stamp allows every node to adjust its own
clock to its parents. With this synchronization method, all the nodes in the network wake
up simultaneously at the beginning of a working cycle and listen to each other at the right
time.

It must be taken into account that the synchronization, as well as topology management,
is performed with the information attached inadvertisementsso it can only be done every
CONTROLinterval. C is the ratio that indicates how many times there is aDATA interval
for oneCONTROLinterval. Figure 15 presents an example of this modified performance
for C = 2. It can be seen that in the secondTc, when it was supposed to be aCONTROL
interval, mote keeps on sleeping until theDATA interval arrives.

If C is high, there is aCONTROLinterval for manyDATA intervals and this means that
topology information might not be updated as often as necessary. For this reason,C must
be carefully chosen for each network’s requirements of topology dynamics.

It must be stressed that theDATA interval is not a simple TDMA period of time. Time
slotting is been carefully analyzed in order to determine the way to obtain the minimum
latency in a working cycle. As previously mentioned,DATAinterval is divided intoM divi-
sions, and each one of them is, in turn, divided intoN time slots sub-divisions. Each node
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Figure 15. Adjustment example for resynchronization.

Figure 16. The DATA interval.

will talk to its parent in the time slot sub-division assigned inside division corresponding to
the hop number it is in.DATA interval is presented in figure 16.

The information from the nodes is transmitted hop-by-hop from the furthest hop to the
sink. The first nodes to talk belong to the highest hop number (in the divisionM − 1), then
the following hopM − 2 nodes and so on. Every parent listens to all its children, each in a
different time slot and them store that information. If a parent is in the hop 1, it will listen
to its children in the hop 2 in the time slots preassigned. In the next hop division (hop 1),
the parent will send its own data along with the stored data from its children in the previous
hop division to its parent, and so on.

LL-MAC is a medium access control protocol specifically designed for wireless sen-
sor networks. Apart from energy efficiency, low end-to-end latency and efficient topology
management are the main goals of the protocol design. Together with control messages
(RTS/CTS) avoidance, LL-MAC outperforms other sensor networks MAC protocols in la-
tency reduction, topology management and energy consumption, thanks to ameticulous
time slot structure.

Moreover, LL-MAC evadeshidden terminalproblem and improves channel utilization,
becoming a resilient protocol to packet collisionand network dynamics, apart from reducing
dramatically power consumption and global latency.
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Figure 17. Frame structure for DSMAC protocol.

3.16. DS-MAC

Dynamic Sensor-MAC(DSMAC) [25] offers another modification of S-MAC in order to
improve its performance. In this case, DSMAC adapts S-MAC to a traffic variable envi-
ronment in which dynamic duty cycle is needed in order to deal with latency requirements.
DSMAC offers a solution that works as S-MAC when traffic is low and increases the work-
ing cycle frequency when traffic becomes higher. Therefore, the power consumption is not
increased for all the nodes and all the time, but just for those nodes who need it and for a
specific period of time.

As explained above, this approach modifiesactive/sleepscheme frequency regarding
traffic flow variations. Authors defineone-hop latencyas the difference between the mo-
ment a packet gets into the queue and it is successfully sent out. This value is included by
the sender in each packet’s header and it will be processed by the receiver. The average
latency of receiving will be calculated as the mean value of the latency value received in
a SYNC period. This average latency value helps estimating the traffic condition of the
network.

On a common basis, nodes work as S-MAC was defined in subsection 3.3.. However,
from time to time, higher data traffic could appear and therefore data packet quantity in the
network increases. This situation can be checked with the latency value that is received
with every packet. When a node, acting as a receiver, determines that the latency of its
transmitter is unacceptable, the node assumes that the sender must have its queue full of
packet for sending. Having detected this high latency, it decides to divide its sleep period
in half, offering double opportunities to the transmitter. Doubling the listen period, the re-
ceiver will be listening more times to its sender and more than one packet could arrive in
the same period of time that only one packet was sent before. This behavior is shown in
figure 17.

In the same way as S-MAC, node exchange their synchronization information in the
SYNC packet and every node maintains a table with the schedule of every neighbor. When
a node hears a SYNC packet, it will update its table with the new values and will adjust its
own clock to get synchronized.

DSMAC’s SYNC packets includes a field calledSYNC initiator’s duty cycle, apart from
the synchronization information explained above. Once a node has changed its own duty
cycle, it publishes the new one in its next SYNC packet. Surrounding nodes that will heard
this SYNC advertisement will check its sending queue. If that queue has packets waiting to
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be sent and the received schedule has a higher duty cycle than its current one, it adopts it
and consequently, will double its schedule. Thanks to this change, the transmitter can send
data packets quicker and hence empty the queue.

Nevertheless, a node cannot double its working frequency without taking into account
other requirements of its behavior such as, the power consumption. Each node has a thresh-
old that indicates the maximum level of energy consumption that it can reach. Only when
the power that the node is consuming is below that threshold, a higher operation frequency
is allowed. Although it hears a higher duty cycle and has packets to send, if it is consuming
too much, it will not be able to adopt the new schedule.

It is important to remark that this change in its duty cycle period does not affect to the
rest of the nodes, as the frequency is a multiple of the original duty cycle. This has an
obvious advantage: all the nodes that are not involved in the duty cycle change, do not need
a new synchronization as the new schedules do include the former behavior.

DSMAC trades power and computational resources consumption for latency. However,
as the basic duty cycle can be doubled or even quadrupled, the data latency can be reduced
but the power consumption increases dramatically (reaching duty cycles of 20 or even 40%).
Moreover, managing these duty cycles modifications needs higher computational resources.

4. Conclusions

In this chapter, we have described the different medium access techniques that have been
developed for wireless sensor networks. As emitting information through an RF interface
requires a large amount of energy, the access to the channel medium must be regulated so
that the life time of the nodes is kept to the maximum. The main idea behind this energy
aware medium access control is the fact that wireless sensors do not require large bitrates, so
they will be idle most of the time, without making use of the radio channel. In this situation,
these radio interfaces may be switched off to avoid unnecessary energy wastage. However,
this operation may make it difficult to exchange information between two neighbors because
both of them must be active for the information exchange to be successful.

The medium access protocols developed so far try to avoid those situations which re-
quire using more energy than strictly necessary, which mainly involve retransmitting a
packet or waiting for a packet to arrive. The main solutions proposed so far are the fol-
lowing:

• TDMA schemes: nodes are assigned a slot of time when they can transmit informa-
tion, so all chances of collision are practically avoided. As a drawback, the algorithm
to assign these slots is usually costly and the whole assignment must be recomputed
whenever the network topology changes. Latency is also increased because nodes
must wait for the next slot before they can transmit their data.

• CSMA schemes: nodes are not assigned a slot when they can transmit, but they do
this whenever they need to. To avoid collisions, they check if a neighbor is already
using the channel, but this situation does not fully avoid them. The lack of a neighbor
hierarchy and time slotting make this algorithms very adaptable to network changes
and reduce latency because the channel is used as soon as a node has information to
transmit.
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All the solutions proposed so far involve a modification of these two approaches, trying
to take the maximum profit from the energy efficiency in TDMA schemes and low latency
in CSMA approaches. The current trends in MAC algorithms show that hybrid approaches
have been used lately to achieve this objective, so that the network reduces its latency at
the link layer level by allowing some probability – a small one, anyway – of collisions in
order to allow nodes to emit a message at any time when the traffic load is low. A second
bottleneck which reduces latency is the fact that a message will not reach its destination in
one or two hops, so it will end up stuck at some sleeping node, where it will have to wait
until this node becomes active again. The MAC algorithms that will appear in the next years
will try to assign slots in such a way that packets always jump from an active node to other,
and never get stuck at some point. On the other hand, the nature of events in wireless sensor
networks produce a burst-type network load that coincides with the appearance of event
detections. These events will trigger relatively large amounts of packets, which contain
almost the same information. Identifying these redundant packets and merging them will
reduce the traffic load and, therefore, the amount of consumed energy for reporting the
event to the sink. In the future, MAC protocols will be designed to offer more information
to upper layers, so that higher level procedures, such as routing or compressing information,
may be performed at a lower energy cost and higher efficiency.
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Abstract

Wireless sensor networks (WSNs) are a recent technology designed for unattended,
remote monitoring and control, which have been successfully employed in several ap-
plications. WSNs perform environmental data sampling and processing, and guarantee
access of the processed data to remote users. In traditional WSN models these tasks
consist in transmitting sensed data to a powerful node (the sink) which performs data
analysis and storage. However these models resulted unsuitable to keep the pace with
technological advances which granted to WSNs significant (although still limited) pro-
cessing and storage capabilities. For this reason recent paradigms for WSN introduced
data baseapproaches to define the tasks of data sampling and processing, and the con-
cept ofdata-centric storagefor efficient data access. In this paper, we revise the main
research contributions on both sides and discuss their advantages with respect to tradi-
tional approaches.

1. Introduction

1.1. Wireless Sensor Networks

A Wireless Sensor Network (WSN) is a computer network formed by a large number of lit-
tle and inexpensive wireless devices (thesensorsor sensor nodes) that cooperate to monitor
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the environment using transducers [51] [4] [1] [2] [3]. Recent technology advances have en-
abled the design and the development of tiny processors and radio systems that can be easily
embedded in little multi-purpose and easily programmable sensors. A sensor is a micro-
system which also comprise one or more sensing units (transducers), a radio transceiver
and an embedded battery. Sensors are spread in an environment (thesensor field) without
any predetermined infrastructure and cooperate to execute common monitoring tasks which
usually consist in sensing environmental data from the surrounding environment. Due to
low cost, sensors have poor reliability and are subject to failures and battery exhaustion.
Sensors are typically deployed in harsh environments where the nodes’ substitution can
be impracticable. Due to these reasons protocols and sensors’ applications must be highly
fault-tolerant and the network must be able to self adjust to fast configuration changes.

WSNs can be employed in a large variety of tasks. They can be used in medicine,
agriculture, military, inventory monitoring, intrusion detection and many other fields. In the
medical field, they can be used to remotely monitor patients’ conditions in a non intrusive
way: This enables the patients to move in the medical facility while their life parameters
are still monitored [32][21][10]. In agriculture, sensors can be used to enable the so called
precision farming, in which the fields’ conditionsare constantly monitored to tune the water
or fertilizing quantities to maximize the production. Pollution monitoring can be enhanced
by such little sensors. The presence of a large number of non intrusive sensors enables a
fine grain monitoring of the environment. Such a fine grain monitoring can be essential
in the location of pollution sources. The same sensor systems can be used to monitor
the environment to prevent flooding, fire or other natural disasters[47]. A more recent
application of the wireless sensor networks is the monitoring of animals in a non intrusive
way, due the reduced size of the nodes[48][19][49]. Other applications range from home
automation to education[46] to inventory monitoring and machinery status monitoring.

The WSN advantage is in the capability of reporting data every time from everywhere
in the sensor field. One of the main issues in sensor networks is how to organize data
management and retrieval in a reliable and efficient way.

In the early sensor networks, data collection was performed by human operators who
had to physically reach specific positions in the deployment area to acquire data from the
environment. This manual operation had three main drawbacks:

1. The data collecting operation was very expensive because human operators had to
manually collect data.

2. The operation was error prone due poor automation.

3. The operation could be risky because of environmental hostile conditions (radiations,
poison etc.).

The typical sensors’ deployment in an environment consists of hundreds of sensors. The
deployment can be both random or predetermined by the user of the network. After the de-
ployment, the sensors self-organize to form a multi-hop network to enable communications
between nodes that lie out of the communication range of each other. For instance, in struc-
tures monitoring, sensors can be deployed on both static structures, as bridges and building,
or dynamic structures, as airplanes or cars. Sensors continuously monitor these equipments
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ensuring their reliability. In particular, they sense the current status of the system and help
forecast of the future evolution of that equipment [27].

The user can query a WSN using a special purpose node calledsink. The network can
be queried using different paradigms. In traditional networks, sensors collect data and send
to the sink all the data without processing. More recent approaches use the whole network
as a database enabling the user to perform complex queries and in-network computation.
Data management and the mechanisms due to enable it in sensor networks are the main
topics of this chapter.

In the next section, we will focus on the data management in modern systems. We will
briefly review the principal approaches to the problem, namelydirected diffusion, external
storage, data centric storageanddatabase model. In the rest of the chapter we will focus
on the last two models.

1.2. Network Management Models

All the possible uses of wireless sensor networks deal with the idea ofdata acquisitionand
data processing(by the sensors), and ofdata retrieval(by the user). These concepts are
strictly related because data acquisition and data processing are defined by a user query, and
data retrieval is the response to a user query. The user should be able to actively program
the network, via control programs, and to retrieve data that is considered useful. This can
be achieved in various ways, following different approaches.

In all approaches, nodes’ cooperation can be essential to provide refined information
to the end user. The simplest pattern of node cooperation isdata aggregation. In data
aggregation, the sensor nodes that used to forward the message from the source to the
sink(s) (therelay nodes) take care of combining incoming data using some pre-defined
rules.

For instance, incoming data followingdifferent paths, converging on a single relay node,
can be combined in a single average value; then this new datum is forwarded towards the
sink(s). This reduces the total amount of data transmissions with respect to the plain for-
warding. However, these merge rules are very simple and sensors cooperate only for com-
munication and not for computation. This last is left to the sink: Complex operations, such
as data correlation, are performed off line.

In more modern approaches, data processing is moved directly into the net-
work [30] [29]: Sensors acquire and process data to extract meaningful information. In
this case, sensor nodes actively cooperate to produce this information (such as averages,
variances and other statistical measures or spatial and temporal association of data).Stand-
alone sensor networks are a natural evolution of these approaches. In these networks, sen-
sors operate independently from the sink(s) to perform complex operations. The sink(s) can
arbitrarily connect to the network to inject queries or to read processed data. In this vision,
processed data must be stored within the network.

In stand-alone sensor networks should offer three main services:

1. Network programming, in which the sensors are programmed to replay to queries (set
up of routes, data aggregation strategies etc.).
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Table 1. Correspondence between models and services.

Directed
Diffusion

External
Storage

Data Cen-
tric Storage

Database
Model

Network programming yes no no yes
Data acquisition and in-
network processing

partially partially yes yes

Data retrieval yes yes yes no

2. Data acquisition and in-network processing, in which the data is physically acquired
by transducers and processed to produce highly meaningful data.

3. Data retrieval, that provides the collection of data by the sink(s).

In the literature, we can identify four main models to data management: Namelydi-
rected diffusion, external storage, data centric storage, anddatabase models. Each of these
models implements a part or all the above services. The services provided by these models
are summarized in Table 1. External storage is the simplest model and provides node coop-
eration only by data aggregation and data forwarding. Directed diffusion is able to program
the network to optimize the data flow from the sensors to the sink, providing a better us-
age of the resources with respect to external storage. Data centric storage is able to use
the network to easily store and retrieve a datum using its meta-datum (an uniquenamefor
the datum) as a key. Data centric storage does not need, or provide, network programming
facilities for the data management. Such facility can be added on an upper layer laying on
this one. Finally, the database model is able to abstract the network as a relational database
to perform complex queries that are executed by the sensors themselves.

In the rest of this section, we give more details on these four models. we will focus
more on directed diffusion and external storage because the data centric storage and the
database models will be the focus of the rest of the chapter.

External Storage model. In the External Storage (ES) model, the nodes send the sensed
data, in both raw or more refined forms, to one or more sinks which perform the actual
aggregation, processing and storage. In this model, the sensor nodes perform only data
acquisition and send sensed data to the sink. To this purpose, they also have some routing
capability. Each sink node collects data from the sensors and implements an interface for
the user. For instance, a sink might be a PC acting as router between the sensor network
and other networks.

The main advantage of this model is that it is simple to implement. Moreover if the
network produces few data it can be energy efficient.

The drawbacks are represented by the poor usage of the network’s computational re-
sources because the sensors, that can be capable of more complex operation could refine
data. Moreover, the data correlation is due to the sink and the off line processing can require
multiple sink-to-sensors communications while in an in-network computation the sensors
can efficiently self organize to provide correlated data. For instance, an user that wants to
correlate various temperature sampling from a region (far from the sink) needs to query
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all the nodes of that region while an in-network processing strategy is able to program the
sensors of the same region to communicate and provide only the correlated data.

Directed Diffusion model. Directed Diffusion (DD)[22] is one of the first approaches
proposed for data management in sensor networks. The user requests some specific data
with a query including a tuple〈key, value〉 and adata rate, which specifies the amount
of data that must flow in the unit of time. The first step in data retrieval is represented
by the interest disseminationphase in which the sink broadcasts the query in the network.
The broadcast used to disseminate the query sets up a directed acyclic graph (DAG) in the
network which is rooted at the sink. A nodex is connected to a set ofupstreamnodes
(the gradients) which are its relay nodes whenx sends packets to the sink. Each node
receives the interest, records the query data rate and sets up the correspondinggradient
toward the sink. The nodes that receive or sense some data that match one or more interests
forward them up the route created by the gradients according to the data rate. The sink,
at the reception of messages with the queried data, can exploitreinforcementof the paths
that bring data with higher data rates sending a packet down to the data stream. Reinforced
paths may augment their data rate, while paths that are not reinforced expire after a given
amount of time.

The main advantage of the directed diffusion model is that the interest propagation
happens hop by hop and the network does not need to use long communications to set up or
modify paths’ characteristics. DD is able to provide multi-path routing and delivery using
the reinforcement of multiple paths. The nodes are capable to repair or tune the paths in a
local way sending local reinforcement messages.

DD presents also two main drawbacks. The first one is related to the poor load bal-
ancing of the protocol: the nodes that are closer to the sink are burdened with data and
control packets relay. The second drawback is the limited opportunity for in-network data
processing because data may pass through different paths and aggregation and processing
often happens only at the sink or at its neighbors.

Some recent improvements on DD have been proposed in [33] and [28]. In [33] the au-
thors present Directed DiffusionLight (DDL). The improvement acts on the interest propa-
gation: each node can have only a limited set of gradients (while in DD the size of this set
was not limited). In this way, the DAG is sparser and it is not formed by all the nodes in
the network. When reinforcement is performed the DAG may change to include previously
discarded nodes. This offers the opportunity of replacing depleted nodes with fresh spares
and thus improves the network lifetime.

In [28], the authors present the Information Directed Routing (IDR). IDR finds paths
with maximum information gain at a moderate communication cost. A query message
is sent from a source node to a destination node. The network routes the message from
the source to the destination through a path that is not minimal in terms of energy but
which passes throughhigh interest areas. The purpose is to collect as much information as
possible to reply to the query.

Data Centric Storage model. In the Data Centric Storage (DCS) [42] model, the sensors
network itself provides support to data storage. Data is stored in the network according to
keys (meta-data) which are also used for data retrieval. Given a data and its key, DCS stores
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the data in a subset of sensors which is uniquely determined by the key. DCS addresses all
the problems concerning the topology changes due to node failures, energy efficiency and
load balancing using Geographic Hash Tables (GHT) [42] based on physical coordinates of
the sensors. Other approaches to DCS, such as Graph EMbedding (GEM) [36] uses virtual
coordinates instead of real ones.

Cell Hash Routing (CHR) [11] is another DCS system based on hash tables. CHR
clusters nodes in cells of predefined and globally known shape using a distributed protocol
(e.g. dividing the sensor field in a mesh of squares) and stores each data in a cell.

Database model. The Database model [30] [29] [50] [7] [8] [9] is a more recent model
that offers a high abstraction is the one that enable the user to do SQL-like queries on
the network. The WSN is abstracted as a distributed database and the user can specify
both queries and their duration (to provide temporal aggregation). In these systems the
queries are translated in data acquisition, data processing and data transfer operations that
are performed in a distributed way by the nodes of the network. This approach provides a
network abstraction which is completely independent of the network details, and the sensors
do not need to be preprogrammed for specific tasks and the user can change the behavior of
the network by injecting new queries.

Specifically programmed applications can be more efficient, but they are very special-
ized and they are tuned only for a given task. These applications must be programmed from
scratch each time a new query is needed. In particular when the query changes, the design,
coding and debugging steps must be performed again. On the other hand, in a database
abstraction the system is always the same and only the queries change to perform different
tasks with only little design, code and debug efforts.

1.3. Organization of this Chapter

This chapter is organized as follows. Section 2. presents protocols and strategies that are
used to enable the data centric storage and database models in wireless sensor networks.
Section 3. presents the database model, describing some approaches in the implementa-
tion of databases on wireless sensor networks. Section 4. presents the techniques used to
store data in the network and to provide reliable and fast access to data by the sink(s). In
Section 5. we draw conclusions and points out some future research issues.

2. Mechanisms Supporting the Storage and Database Models

Localization and routing are the main support to any activity in sensor networks. Localiza-
tion is necessary to relate data with the physical location where they have been collected,
but it can also provide support to geographic routing (which uses geographical position
of the nodes to perform routing). Routing is essential because sensor networks are gener-
ally multi-hop, hence data must be routed through multi-hop paths to reach the sink or the
storage point. We address localization and routing in section 2.1. and 2.2. respectively.
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2.1. Localization Mechanisms

Localization mechanisms are used to find the position of a sensor. The position of a sensor
can be useful for two different reasons:

1. A query requests data from specific locations.

2. A datum must be stored in a specific location for later retrieval.

The localization techniques are divided in three main categories:GPS-based, approxi-
mate, andvirtual.

GPS-based. GPS-based solutions assign real geographical coordinates to sensors. In this
model, each sensor is equipped with a GPS antenna and it is able to receive the GPS signal
and locate itself.

This solution is not always applicable in nowadays WSNs because GPS receivers are
expensive both in terms of money and energy and they may fail if the nodes are located
inside buildings or in areas in which obstacles prevent the GPS signal to arrive.

The growing capabilities in hardware could provide, in a near future, cost effective
and energy inexpensive GPS receivers. If this happens, solutions that now look poorly
applicable could become future standards.

Approximate coordinate systems. The physical coordinates can be approximated using
special hardware and/or network topology. In these approaches, the geographical coor-
dinates of some of the nodes must be known (for instance using GPS), and a distributed
algorithm exploits this information to infer the approximate position of other nodes. To this
purpose the algorithm exploits information about relative distances or angles between nodes
which can be obtained equipping the sensors with specialized hardware. More specifically,
the nodes can estimate the relative distances between themselves using different techniques:
signal power, which estimates the distance based on the power of the received signal, and
difference in arrival timewhich exploits messages sent on different communication medium
(e.g. radio and acoustic) that have different propagation times, and estimates the distances
based on the inter-arrival time. A different approach exploits theangle of arrival of the
messages to estimate the relative position of a sender. This approach however must be
supported by directional antennas.

A general classification of these techniques divides them inrange basedmethods and
range freemethods.

In range-based methods some nodes (called anchors) know their physical position. Non-
anchor nodes compute their position using multilateration techniques which minimize the
square of the distance between them and the anchors. This computation returns the position
of the nodes.

In [43] a node can use multilateration techniques using both anchors and nodes that
previously used anchors to estimate their position. In [35] the anchors are special nodes
equipped with powerful radios with narrow and rotating beams. The non-anchor nodes use
both the signal strength and the angle of messages sent by the anchors to locate themselves.
In [38] and [37] less accurate systems are provided: They use the two hop information to
compute their position. The fist technique uses distance and the second the angle.
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Range free methods can be used by nodes equipped with cheaper radios that are not able
to compute the distance of the received signals. In [16] the nodes compute their position
as the centroid of the positions of the anchors that they can hear. This approach requires
an high number of anchors. In [34] and [38] the anchors flood their position in the net-
work. The number of hops (that is related to communication range) is used to find a node’s
position.

Virtual coordinate systems. Virtual coordinate systems define a coordinate space that is
unrelated to the physical position of the nodes. In such systems the focus is in providing an
efficient support for geographic routing.

Multidimensional scaling (MDS) [45][24] is a technique that maps proximity informa-
tion of the nodes to the element of a matrix. In this new space the Euclidean distance
between nodes is related to the original proximity information. Each node has knowledge
of its neighbors at various hops of distance (for energy saving reasons, typically this dis-
tance is no more than 2 hops), and it creates a matrix containing the shortest paths between
itself and its neighbors. These local matrixes are then merged to produce a global map. The
global map can be then used by anchor nodes (which know their position) to give to all the
nodes a physical position.

In [41], the authors introduce a family of coordinate assignment protocols with increas-
ing complexity suitable for different scenarios. In the first scenario, the coordinate of the
nodes in the network are computed, in an iterative fashion, as the averages of the coordi-
nates of the nodes on the external perimeter of the network because these last nodes are the
only ones that know their own position. In the second scenario, the nodes on the border do
not know their own position and the first step of the algorithm consists in the construction
of a perimeter vectorwith the distance from each node of the network with all the nodes
on the borders. In the third scenario, the sensors are not aware to be on the border or in the
central part of the network, thus two nodes start a bootstrap phase in which the nodes on the
border are identified because they are the most distant from the two bootstrapping nodes.
All the three systems in [41], use a large amount of energy and memory to compute the co-
ordinates of the nodes. Energy is used by the iterative systems that are used to compute the
average of the coordinates of the nodes. Memory is used to maintain the perimeter vectors
used in such computation.

It is possible to provide less expensive solutions that use only the distance in hop from
some of the nodes on the border. In [17], a reconfigurable number of nodes are used as
anchors. The anchors are chosen randomly, and the coordinates of each node are the hop
distances between the node and the anchors. However, since anchors are selected randomly,
some of them might be close to each other, and this may result in an unbalanced coordinate
system in which too many nodes share the same coordinates. Another result provided for
uniformly deployed networks is the one presented in [18], in which the size of the areas of
nodes sharing the same virtual coordinate is minimized if the anchors are as far as possible
from each other. The authors then propose a distributed algorithm that elect three nodes
with these properties and compute in a distributed fashion the virtual coordinates of all
the nodes. The authors also show that proactive routing protocols, perform similarly with
virtual and physical coordinates.

Virtual Polar Coordinate Space (VPCS) is the virtual coordinate system used by the
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Figure 1. A VPCS angle range assignment. The root has range[0, 180).

GEM storage system [36]. In VPCS a ringed tree graph is embedded in the network topol-
ogy. Each node of the tree has an identifier that is formed by two values: The first one is
the level in the tree and the second one is a virtual angle that identifies the node in the level.
The virtual angle is assigned in such a way that it is consistent with the network topology.
In this way the coordinates represent a polar system whose origin is a single node (usually
the sink). The VPCS algorithm uses several steps to build the polar coordinates. The first
step builds the ringed tree. To build the tree, the root node assigns to itself the level0 of
the tree. All the nodes that are at one hop distance from the root have level1. At this
point, the nodes at level1 broadcast the information to all their neighbors. The procedure
continues until all the nodes are assigned with a level. After the tree is built, the size of
each sub-tree is sent back to the root of the tree in a recursive way. The nodes at leveli

collect the information about the size of the sub-trees formed by the nodes of leveli + 1 or
greater. When the root has collected all the sub-tree size for each node of level1 it begins
to assign the virtual angles. The root uses for itself the whole angle range, let us say the
range[0, 232− 1]. Then it assigns to each one of its neighbors a sub-range of its angle. The
size of the sub-range is proportional to the size of the sub tree. This system gives to larger
subtrees a wider angle, balancing the coordinate system. Each level1 node assigns to its
neighbors of level2 a sub range of its range proportional to the size of the sub-trees. This
procedure is repeated until the leaves are reached. An example of angle range assignment
is presented in Figure 1. At this point VPCS aligns the computed topology with the geo-
graphical information of the network. The alignment provides the routing system to jump
from one branch of the tree to another using cross-links in the embedded tree structure. To
perform the alignment in a distributed fashion, each parent node must find the order of its
children. The order is used to distribute the angle among the children nodes and it is used
to locate the nodes in the network. The distance can be found in two ways: The first one
uses the distance between nodes which could be computed using signal attenuation of the
transmission. This system, however, can introduce errors, and for this reason the authors
propose an alternative method based on triangulation. In particular, the global coordinate
system is built using the triangulation, which is done starting from the root node. The root
node selects two other nodes that are not collinear and using spanning trees from the root
and these other two nodes identify the relative position of the other nodes.
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2.2. Routing Mechanisms

Traditional reactive approaches [25], [40] to routing in ad hoc networks appear unsuitable
to wireless sensor networks due to the limitations of the sensors in terms of energy, mem-
ory and processing capabilities. For this reason, recent approaches in WSN focus on geo-
graphic, stateless routing which do not burden the sensors with routing tables and caches.
Among these protocols, we mention GFG and VPCR.

Greedy Face Greedy. The Greedy Face Greedy (GFG)[15] is the routing protocol used
by GHT [42] to route and store messages in the network.∗ The GFG protocol uses nodes
coordinates to route packets in the network. In GFG, the key idea is that a packet is routed
in a greedy way, reducing the distance to the receiver at each hop, when possible. When
no improvement is possible, the protocol switch toface(or perimeter) mode that routes the
packet around the face until greedy forwarding is possible again.

Figure 2. Gabriel Graph (GG) planarization. The arc(A, B) is not inserted in the graph
because nodeC is in the grey area.

Figure 3. Relative Neighborhood Graph (RNG) planarization. The arc(A, B) is not in-
serted in the graph because nodeC is in the grey area.

In the face mode the protocol uses the graph planarization to prevent loops. Graph
planarization is a technique that, starting from an input graph and applying rules to prune
edges, returns another graph with some wanted properties such as a lower degree per node.

∗ In [42] the authors call this protocol GPSR [26].
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In GFG, the graph planarization is implemented with a distributed algorithm that planarize
the graph using the Gabriel Graph (GG) planarization[23] (Figure 2) but it can also use
Relative Neighborhood Graph (RNG) planarization (Figure 3). In the GG of a graphG the
edge(u, v) is present if and only if the disk with diameter(u, v) does not contain other
nodes ofG. The GG of a graphG guarantees some property as connectivity: A GG ofG is
connected ifG was connected. The GG is computed by the following distributed algorithm
[15].

for each u in N(v) do
if disk(u,v) intersects (N(v)\{u,v}) then

delete (u, v)
end if

end for

In the algorithm, each vertexv looks in its neighborhoodN(v) to find the nodes that are
part of the GG. The algorithm complexity isO(d2), whered is the node degree. Using some
additional information, as the Voronoi diagram and Delaunay triangulation the complexity
can be reduced toO(d logd) [39].

Destination

Source

Figure 4. Face mode of GFG protocol. The grey nodes are the ones that belong to the face.

As stated before GFG routing is performed using two modes that are used in two differ-
ent situations.

Thegreedyrouting is used to move quickly the packet from the source to the destination.
The greedy routing works as follows. When a node receives a packet (and the node is not
the destination) it forwards the packet to one of its neighbors. The selected neighbor is the
closest to the destination. If the forwarding node is not the destination and no neighbor is
closer than itself to the destination, then it switches tofacemode (Figure 4).

The facerouting operates on a planarized graph which should have been computed in
a preliminary phase. Planarization partitions the plane into faces that are bounded by the
arcs of the planarized graph. Starting from a vertexv on a facef , the boundary off can
be traversed in counterclockwise (or clockwise) direction. The face traversal routing routes
the packet along the nodes on a face. For instance, let us consider a packet with destination
d which is routed with greedy routing until it reaches a local minimum on a nodev, placed
on a facef . Nodev begins the face traversal routing selecting a node which is the next hop
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in a counterclockwise visit of the nodes inf . The packet is routed along the face boundary
until it intersects the line(v, d) in a point different fromv. At this point the packet is routed
again using greedy forwarding.

Virtual Polar Coordinate Routing. GEM [36] system uses the Virtual Polar Coordinate
Routing (VPCR) to route messages on its VPCS located network. VPCR uses three different
routing techniques: thenaive-treerouting which does not use cross-links, thesmart-tree
routing that introduces optimizations on the naive routing and thegreedyrouting which
uses greedy forwarding on cross-links. We explore the three modes in the following.

In the naive-tree routing, a packet is forwarded by a node upward to its parent in the
tree in a recursive way until the packet reaches the root. However, if along this path the
packet reaches an ancestor of the destination node, then the ancestor forwards the packet
downward in the tree, directly to the destination. During the journey from the ancestor to
the destination two factors are taken in account: The first is that the level must increase at
each forwarding and the other is that each node sends the packet in the sub-tree whose angle
range contains the virtual angle of the receiver.

In the smart-tree routing, each node checks if an ancestor of the destination is in its
neighborhood. In this case, the packet is forwarded directly to that ancestor. In some cases,
this may save in some cases the cost of reaching a common ancestor in the tree. This method
can be improved using2-hop neighborhoods. In this case, if the ancestor is as far as two
hops the packet is directly forwarded to the ancestor using the connecting neighbor. The
method can be generalized using a proactive area ofn-hop neighborhoods. However, as
n grows, the cost in terms of space (required to store the proactive area) and messages (to
keep updated this information) also grows, and this approach results impractical even for
limited values ofn. In general, the smart-tree optimization is a good optimization if the
source and the destination are close to each other, but it does not improve significantly the
efficiency for arbitrary pairs of nodes.

VPCR uses thegreedyrouting which can be effectively when the source and the desti-
nation are far away from each other. Because in the ringed tree’s rings, the virtual angles are
assigned in strictly increasing, or decreasing, order, when the smart-tree routing is forced
to route the message upward in the tree the node checks if some of its neighbors hare a
virtual angle range that is closer to the destination than its own angle range. If such node
exists the packet is greedily forwarded to the that neighbor which, in the tree, is closer to
the destination. If the packet reaches a local minimum, the routing algorithm switches to
the smart-tree routing, and if this routing also fails then it switches to naive tree routing.
However, it can always switch back to greedy or smart tree whenever possible.

3. Database Models

The database model enables the user of the network to abstract the WSN as a database.
Using this abstraction, the user can perform queries that program the sensors to retrieve and
refine data.
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3.1. TinyDB

TinyDB [31] is a WSN database implementation developed at UC Berkeley. TinyDB pro-
vides a SQL-like language extended to use both duration and sample ratings, to provide
averages on time spans. The database is able to run queries over a single table that contains
all the data collected by the network. Each sensor is represented by a row of the table and
continuously updates its own data. TinyDB supports a large set of operators [29]: Spatial
aggregation, filtering based on patterns and union between row sub-sets.

TinyDB provides power aware optimizations of the queries and the execution plan of
the query is performed on the basis of the type of datum (its meta-data) and of the pa-
rameters needed by the operators. Then, the operators are scheduled to provide a suitable
environmental sampling. The query is distributed using Semantic Routing Trees (SRTs).
SRTs are routing trees rooted at the sink. An SRT reaches all nodes needed to cover the
attributes of interests for a given query. In general, it may cover the entire network.

Although SRT provides very efficient routing, their use forces a limitation of TinyDB
because the queries can only go from the sink to the leaves. This is an obstacle to more com-
plex queries that involve more complex communication patterns. For instance, this prevents
comparison of data produced in different subtrees of the SRT. Also, for this reason, TinyDB
is a parallel query processor that does not perform in-network joins. All the information
flow to the sink and the main operators that are supported by the in-network query pro-
cessor are selection and the union of the streams. However, joins can be performed at the
sink.

An example of TinyDB query is the following one (presented in [31]):

SELECT nodeid, light, temp
FROM sensors
SAMPLE INTERVAL 1s FOR 10s

This query specifies that each sensor of the WSN, that is abstracted as the virtual table
sensors, must report its id, light and temperature readings (nodeid, light and temp) once
per second for10 seconds. The results of the query are sent to the requester as a stream of
records.

3.2. Cougar

Cougar [13][14][50] is a WSN database system developed at Cornell University and ex-
hibits many similarity with TinyDB. The query language is an SQL dialect in which the
nodes of the network are represented by Abstract Data Types (ADTs) with interface meth-
ods (as in object oriented programming) to retrieve data stored in sensors.

In Cougar’s queries the FROM clause can refer to a WSN’s relation. The relation in-
cludes nodes attributes and nodes ADTs. The SELECT and WHERE clauses can refer
to specific node’s data and can use methods defined in the node’s ADT. For instance the
temperature of a sensors in a relationR is denoted byR.s.getTemp().

The query optimizer is run on a workstation and generates the query execution plan that
specifies communication patterns, computational activities and tree operations as joins. For
each method invoked on ADTs in the query avirtual relation is created. A virtual relation is
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a tabular representation of a method that contains the input values and the output argument
of the method it is associated with it.

An example of Cougar query is the following one (similar to the one presented for
TinyDB):

SELECT R.s.getNodeID(), R.s.getLight(), R.s.getTemp()
FROM R
WHERE $every(1);

This query specifies that each sensor of the WSN must report its id, light and temperature
readings (in ADT notation) once per second ($every(1)).

3.3. MaD-WiSe

MaD-WiSe [7] [8] is a recent database model for WSN. Differently from TinyDB and
Cougar, its query processor is fully distributed, so that any query can be completely
processed in-network. MaD-WiSe defines an SQL-like query language, a query algebra,
and a data model based on streams. It also defines heuristics for query optimization which
take into account the transducer sampling costs, predicate selectivityand transmission costs.
In the optimized query plan each sensor involved in the query is assigned with a subset of
operators. For this reason, the communication pattern between sensors involved in a query
can be arbitrary, and it requires general routing strategies.

The MaD-WiSe architecture comprises a user-side module and a network-side module.
The user-side module implements the query parser, the query optimizer, and the tools to
inject the queries and collect the results. The network-side module implements a layered
architecture with anetworklayer, astream systemlayer and aquery processorlayer.

The network layerimplements both connection oriented and connectionless services
and it implements a general point-to-point routing. It also embeds an energy efficiency
module which governs the duty cycle of the sensor. Thestream systemlayer [9] provides the
stream abstraction to the query processor. In particular the streams abstract the transducers,
the remote communication between nodes and the local data exchange between operators
allocated on the same node. Thequery processorlayer implements all the operators of the
algebra, which include selections, projections, spatial and temporal aggregates as well as
unions and joins. Note that the ability to perform joins within the network is unique to
MaD-WiSe and allows comparison of data from different sources.

An example of MaD-WiSe query is the following:

SELECT roomB.Temperature
FROM roomA, roomB
WHERE roomA.Temperature > roomB.Temperature and

roomA.Temperature > 50
EVERY 100 seconds

This query specifies that the temperature of the sensors placed in room A and room
B should be compared and only when the condition in the where clause is true then it
outputs the temperature in room B. The sampling of the temperatures is performed every
10 seconds.



Distributed Data Management In Sensor Networks 179

4. Storage Models

Storage systems can be used either with simple data acquisition mechanisms, or in combi-
nation with more sophisticate models such as databases. They provide support for efficient
storage of sensed/processed data and for data retrieval, and they exploit data redundancy to
ensure data reliability.

4.1. Data Centric Storage Models

Geographic Hash Tables. A Geographic Hash Table (GHT) provides a〈key, value〉 as-
sociative memory abstraction of the sensor network. Data are represented by〈key, value〉
pairs and GHT offers two operations:put andget. Put(k, v) stores the valuev according
to a geographic position(x, y) that is computed using the keyk. Get(k) retrieves the value
v that was stored using the the keyk looking in the position(x, y) computed usingk.

Home node

(x,y)

Figure 5. The home node (in black) and the home perimeter (in grey).

The central part of the GHT is a deterministic and uniform hash function that starting
from the keyk, enables bothput andget to find the same geographical location starting
from the same key. The hash of the keyk (h(k)) is a point(x, y) of the WSN deployment
area: A〈key, value〉 pair is stored on the nodes that are closer to the point(x, y). To this
purpose GHT exploits GFG to route a pair〈key, value〉 towards the point(x, y) = h(key).
In general,(x, y) is a generic coordinate in the deployment area and, with high probability,
does not match with any real node. To deal with this problem GHT uses the concept ofhome
node. The home node of(x, y) is defined as the node that is closest to the point(x, y), and
it is the rendez-vous point for bothput andget operations. GHT finds the home node of
(x, y) using the face mode of the GFG protocol. Once a packet arrives in the proximity of
the point(x, y), it is routed around that point. At the end of the face mode the packet returns
at the starting node. This event starts thehome perimeterbuilding procedure that replicates
the pair〈key, value〉 on all the nodes that surround the point(x, y). The sensor that is
closest to(x, y) becomes the home node. Figure 5 shows, in gray, the nodes belonging to
the home perimeter of point(x, y) (represented by a star) and in black the home node.

GHT provides a DCS system that is scalable and robust because in a WSN, which na-
ture is unreliable, these two characteristics are fundamental. In particular GHT featuresdata
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persistence, data consistency, load balancing, database increaseandtopological general-
ity. Data persistence means that a pair〈key, value〉 that is stored in the system is available
to queries, despite of sensors failures. Data consistency means that a query for a keyk, is
correctly routed to a node that hosts the right pair〈key, value〉. Load balancing means that
the pairs〈key, value〉 are stored in fair way such that data is not concentrate in any partic-
ular node. Database increase means that when new nodes are added to the system data is
spread also on the new nodes. Topological generality means that the system does not need
a particular topology to work properly.

To the purpose of data availability, all the nodes in the home perimeter store the pair
〈key, value〉. However, when one or more topology changes of the network occur, a home
node can disappear or home perimeters can be broken. In this case, data consistency can
fail because a request for a datum can be taken to the new closest node to the point(x, y),
that is not the home node nor part of the home perimeter. For this reason, GHT implements
thePerimeter Refresh Protocol(PRP). PRP periodically generates refresh packets. Eacht

seconds, the home node performs aput operation to the(x, y) point. The packet enters
in face mode and refresh the data on the home perimeter. If the perimeter broke, a new
perimeter is built. If new nodes where deployed the PRP is able to find a new home node
and the new home perimeter. Each time that a node receives a refresh packet it caches the
data and sets a timer to the valuet seconds. If no refresh messages arrives aftert seconds
the node starts its own refresh procedure. This ensures that a home node failure is recovered
as soon ast seconds expire.

Figure 6. Structured Replication (SR). The black node is the original hashed coordinate,
the grey nodes are the level one copies and the white nodes are the level two copies.

In GHT, if a pair〈key, value〉 is very popular the nodes that store that value, and the
routes to them are heavily stressed. To resolve this scaling problem, GHT uses thestruc-
tured replication(SR) strategy (Figure 6). SR uses space decomposition. The plane is
divided into a square grid and groups of contiguous areas are grouped in larger squares in
a hierarchical fashion. The hierarchy is represented as a tree. The root of this tree is the
whole area and the leaves are the smaller squares. For instance, the hierarchical decom-
position depicted in Figure 6 shows a sensing area divided in16 squares. The squares are
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aggregated in4 macro-squares (solid lines). With SR a pair〈key, value〉 is not stored only
in the position(x, y) = h(key) but also in the4d − 1 mirror pointsof the location(x, y).
The point(x, y) is located in a squared sub-area of the grid and occupies a relative position
in it, let us call it (x′, y′). A mirror point is a point, belonging to a different sub-area, that
has the same relative coordinate(x′, y′) of the point(x, y). In Figure 6 the black node rep-
resents the hashed position, the gray nodes are the mirrors of the second level and the white
nodes are the mirrors of the third level. A node that performs aput operation thus store the
data on a mirror, and informs all the ancestor mirrors about the actual position of the data.
Theget operation starts querying the root mirror and propagates to its child mirrors until it
reaches the mirror actually storing the data.

Cell Hash Routing. The Cell Hash Routing (CHR) is an evolution of GHT. CHR divides
the space incellsof equal size. Cells are squared and divide the space in a grid. Each cell
defines aclusterof sensor nodes. CHR uses cells to solve the problem of node mobility.
A cell is considered a super-node that stores some data. If a node moves in a cell, it is
informed of the data that it will store entering that cell. CHR uses the physical location
of the cells to perform geographic routing of the messages to the cluster. Once a message
arrives in a cell, it is replicated in all the nodes of the cell.

The size of the cells is based on the communication range of the nodes. Each node
in a cell must be able to listen to all the nodes in its cell and in all the adjacent cells.
With this restriction CHR guarantees that, if the initial network was connected, the graph
interconnecting the cells is connected too. Letr be the communication range of a node of
the network. To enable the node to communicate with all the nodes in its cell and with the
eight adjacent cells, CHR requires that the the side of a cell is at mostr/

√
8.

The nodes need to communicate to the nodes in the adjacent cell for three main reasons:

1. The routing protocol needs to know if the cells around the actual node are empty.

2. There is no need to elect a leader of the cell because all the nodes are reachable.

3. The next hop in a cell is found using a simple randomization scheme between all the
nodes in the cell.

CHR uses the GFG-like routing protocol to route the messages from one node to an-
other. GFG is modified to work on cells and not on the single nodes. This also provides
two benefits: (i) geographic routing performs better in low density networks because each
hop covers a larger space: The clustered network is a less dense version of the underlying
network because each cell may contain more nodes; (ii) geographic routing performs better
in networks which have a smaller number of edges: Also in this case the clustered network
is a good choice because each cell is connected with all the neighbor cells. The GFG-like
approach is able to route message outside local minimums: In CHR the face mode of the
routing protocol is applied to route messages around the empty faces.

As in GHT, also CHR uses hash functions to select the cell in which store the pair
〈key, value〉. In CHR, however the cells have a globally known global logical address, and
the hash function returns the index of the cell. At this point, the centroid of the cell is found
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simply knowing the side of the cell and the total number of the cells. The message is then
routed using the GFG-like protocol to the centroid of the target cell.

When aput message arrives to a cell the data is replicated in all the nodes in the cell.
If the put message arrives to an empty cell then CHR uses a strategy that is very similar to
the one used in GHT. The GPG-like protocol is able, using face mode, to route messages
around empty cells. CHR uses two concepts that derive directly from GHT: thehome cell
and thehome perimeter. The home cell is the cell that is the closer to the hashed cell and
the home perimeter is the ring of cells that surround the empty one. Using the GFG face
mode, the packets always reach the home cell. At this point, the packets are routed around
the perimeter of the empty cell and the information are stored in all the cells that belong to
the home perimeter.

Graph EMbedding. Graph EMbedding (GEM) is an infrastructure for data centric stor-
age that does not need the use of geographical coordinates. GEM is based on VPCS and
the routing protocol used on this coordinate system is the VPCR.

In GEM, all the node have a label that enable them to (i) route the messages from one
node the other and (ii) to map data names to the existing labels. The nodes are labeled using
the VPCS algorithm, presented in Section 2.2..

In GEM, data centric storage is enabled using an hash function that maps the pair
〈key, value〉 to the embedded graph’s labels. The system uses a functionf(key) to achieve
this result. The functionf(key) depends only on the parameter passed enabling a consistent
output for all the possible senders.

The node-to-node communication is enabled using a lookup mechanism based on data
centric storage itself. If a nodex wants to communicate with a nodey, it needs to know the
label of that node. Let us call that labelL(y). At network setup, a nodey computes both
L(y) andf(y). Then it routes the message〈y, L(y)〉 to the node with labelf(y). When
nodex wants to communicate withy it sends a message to the nodef(y) to query the value
L(y). After this step the nodex can send the message toy routing it toL(y).

With GEM, the user can easily add new nodes and the network is able do reconfigure
to use the newcomers. When a new node enters in the network, GEM uses VPCS to assign
the new node a level and an angle. In particular, a new node selects a parent node in its
neighborhood and the assigned level is the level of the parent plus one. At this point, the
parent removes part of the angle range from one of its children and assigns it to the new
node. This change affects all the child of the node whose range was decreased to keep
the whole tree consistent. The node adding procedure can be used to recover the network
from previous faults. The new node can become the new parent of previously disconnected
nodes. At this point, the previously disconnected nodes start again the procedure to acquire
a level and an angle.

K-D tree based Data-Centric Storage. The K-D tree based Data-Centric Storage (KD-
DCS) [6] is an in-network data storage that addresses the problem of load balancing. The
authors claim that the unbalancing state can be due to non-uniform sensors location or
non-uniform sensor readings. The general idea of KDDCS is that data are stored using a
distributed K-D tree [12]. A K-D tree is a data structure which allows logarithmic storage
and retrieval of data that are identified by geographical coordinates. The K-D tree uses the
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coordinates to build a balanced tree and to guarantee poly-log access. In KDDCS, the K-D
tree is used to provide virtual coordinates to the nodes. A virtual coordinate is a bit string
of the form11001 in which each one of the bits represents the branch of the K-D tree in
which the nodes is located.

Node 0 (00)

Node 1 (01)

Node 2 (10)

Node 3 (11)

X

Y’

Y"

Figure 7. K-D tree built on top of a four nodes network.

KDDCS builds the K-D tree in a distributed fashion. In particular it builds the levels of
the tree using partition lines which are constructed by aweighted split medianalgorithm.
This algorithm divides the area in regions that contain the same number of sensors. The
weighted split median algorithm is built on top of a distributedBreadth First Search(BFS)
algorithm [20]. A node is first elected root of the BFS algorithm in a distributed way.
Then, the root proceeds in the retrieval of the coordinates of the nodes in the network,
computes the median value, and communicates it to the other sensors. The algorithm starts
partitioning whole area horizontally. Once the median value is computed and spread on the
network, the sensors withy coordinate lesser than the median value assign to themselves
the coordinate0, and the sensors withy coordinate larger than the median value assign to
themselves the coordinate1. At the second step the weighted split median algorithm is
applied locally in each sub-region. The sensors withx coordinate lesser than the median
value left-shift to their coordinate the value0, the sensors withx coordinate greater than the
median value left-shift to their coordinate the value1. The algorithm stops when each node
has an unique id. The tree that is built using this procedure is balanced because at each step
the sensors set is split in two sub-sets having half of the nodes each. Figure 7 shows an
example of network that is divided in a K-D tree structure: The algorithm first step divides
the plane in two halves following lineX , thus bothNode 0 andNode 1 have the first bit
of their address set to0 and bothNode 2 andNode 3 have the first bit of their address set
to 1. The second step divides each one of the previous halves in two, following lineY ′ and
Y ′′ respectively. This last step sets the second bit of the address.
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The logical coordinates built using the K-D tree are used to balance the load of the
network. To provide load balancing the system uses a mapping between the events that
must be notified and this coordinate system. The mapping requires the events’ probability
distribution. This distribution is computed during the network lifetime and the tree is ad-
justed to keep the load balanced. At the beginning the network assumes that the events’
generation probability is uniform. The mapping assigns the coordinates to specific event
ranges. Consider, for instance, a network that must control temperature. KDCCS initially
guesses a possible range of values for the temperature and this range is mapped on the the
virtual coordinates: When the situation evolves, and the actual range is discovered and the
mapping is corrected to balance the load again.

t

s

t’

t"
L

L’

Figure 8. LSR routing from nodes to nodet using pointst′ andt′′ belonging toL andL′

respectively.

KDDCS uses the Logical Stateless Routing (LSR) to route the messages on the network.
LSR uses the tree structure of the network to perform GFG routing in multiplerounds. LSR
useslogn rounds to route a message from one sensor to another. A sensors that wants to
send a message to a nodet must identify the least common ancestor (LCA) of both itself
and the receiver. LetR be the region that contains the LCA and letL be the line that splits
R in the two sub-regions containings andt. s knows the position (only one component)
of the lineL because part of its address belong to this line. The message is routed from
s to the pointt′ of line L that is perpendicular to that line using GFG. Once arrived at the
node closer to the pointt′, the procedure is repeated, and the message is forwarded to a
point t′′ belonging toL′ that is the LCA oft′ andt. Figure 8 shows an example of routing
performed by LSR. Nodes, to send a packet to nodet, must follow the tree structure and
must use the pointst′ andt′′ to route the message. Botht′ andt′′ are point belonging to the
division structure of the tree.
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4.2. Redundancy Models

Redundancy models are used to assure data availability, i.e. the system ensures that the
stored data remains available despite sensors faults. The fundamental redundancy technique
used in sensor networks is thepure replication.

Pure replication is the simplest way to achieve data availability. It ensures that a datum
is available until all the sensors storing a copy of that datum fail. In a storage system, pure
replication can be used in anuncontrolledor controlledway.

Uncontrolled replication. In uncontrolled replication the number of replicas of a datum
is not known a priori. This is the modality used for instance in GHT. In fact GHT copies
a datum on its home node and on all the nodes belonging to its home perimeter. Since
the perimeters can be arbitrary long, it is not possible to determine the number of replicas
which will be stored. In some cases, this leads to excessive replication while while in other
cases it results in a very poor replication of a datum. In particular, a coordinate hashed on
the border of the network can have as perimeter the whole extern perimeter of the network.
On the other hand, in very dense networks, perimeters can be very small (down to three
nodes). This high variability can not grant that the datum will be available for a long time,
or for an expected time. This also produces states of load unbalance in the network.

Controlled replication. Controlled replication systems are based on the concept of Qual-
ity of Service (QoS). Each datum has an associated QoS value. This value can also be the
same for all the nodes. The number of copies of each datum are a function of its QoS level.
Let us suppose a datumd needsn = QoS(d) copies. A system using pure replication will
findn nodes according to the data distribution rules that will store a copy of the datum. QoS
enabled non-uniform GHT (Q-NiGHT) [5] uses controlled pure replication using geocast-
ing protocols [44]. The system is an improvement of the classical GHT approach. Once the
home node for a datum is found, the protocol, using the knowledge of the nodes’ distribu-
tion and position is able to find around the home node the required number of nodes that
will host the replica of the datum. In this way, each datum can be stored in a predictable
number of nodes and both the reliability and load balancing are acquired.

5. Conclusions

In this chapter, we have presented a survey of the principal approaches of data management
in WSN. Early WSN were able only to perform data acquisition and to send raw data,
without processing, to a special node (the sink) which task was to collect these streams and
provide them to the user. More recent data management strategies use the network itself to
provide data computation. In this way, the user is able to program the network as a database.
The network self organizes to manage sensor-to-sensor communications to compute more
complex functions and to enable in-network data storage.

We focused on two main models of the network data storage: The database and the data
centric storage.

The database model enables the user to abstract the way in which the network is struc-
tured to provide an uniform model for data collection, access and computation. The use
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of the database model allows the user to change the behavior of the network from the out-
side. The database abstraction provides in this way a meta-application layer to specialize
the database application on some more specific tasks. We presented different approaches
that provide different aspects of the database logic on a WSN, namelyTinyDB[31], Cougar
[50], andMaD-WiSe[7] [8] [9]. All these systems provide the relational abstraction over a
WSN, but they provide different sub-sets of databases’ primitives.

The data centric storage enable the network to work as a load balanced storage for the
data that are collected by the sensors. This use of the network is suitable for applications in
which the sink node can be unavailable for long periods of time and between such accesses
the network must store the data in a reliable way. We presented different protocols that
implement such model, namelyGeographic Hash Tables[42], Cell Hash Routing[11],
Graph EMbedding[36], andKDDCS[6]. All these systems are able to use a meta-datum
associated to an acquired datum and to find a position in the network to store the data.

Both these models enable a more accurate use of the network’s resources with respect
to traditional ones. The capability to store and compute data in a network is essential to
provide only meaningful data to the user. The database model provides also an easy way to
program the network for different tasks simply changing queries. The data centric storage
model enables the network to store data for later retrieval and usage by the user or by the
network itself.

These models are far to be complete and we can easily identify research issues that
must be investigated to provide more solid tools. Two important issue are theredundancy
and theload balancing. The redundancy techniques need to be improved to provide QoS
strategies based on more sophisticated systems than pure replication. The load balancing
techniques need to improved to guarantee an almost perfect balancing in both storage and
computational load among all the sensor in order to optimize the resources usage.
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Abstract 

The advancement of the self-forming, multi-hop Mobile Ad-hoc Wireless Networks 
(MAWN) created the need for new analysis methods which enable the accurate determination 
of the reliability and availability of these networked systems. Accordingly, a set of new and 
innovative methods has been developed and further research is on-going. The need for these 
methods is because contrary to hardwired networks, the MAWN is a scalable network without 
infrastructure. Along this line, the MAWN's configuration forms dynamically and 
probabilistically and as such no singular graphical depiction or mathematical function is able 
to describe its reliability. It is this feature that precludes the use of traditional methods. These 
new analytical methods are progressing in parallel with the proliferation of this technology so 
that reliable performance may be realized. Due to its flexibility, this new network scheme is 
often deployed in critical applications such as military and first responder applications. In 
such cases, reliability becomes a paramount system attribute. The primary contribution of this 
method is to describe and summarize the published methods in a single location. Taken 
together the tools are now available to a practitioner to analyze and optimize MAWN 
reliability. Mostly, this work is motivated by the application of MAWN technology in the 
DoD tactical networks and the import of their reliable operation when employed for this use. 
Throughout the chapter, DoD network examples will be used to demonstrate the reliability 
methods developed for the MAWN. The methods include both closed form analysis and 
Monte Carlo simulation techniques to establish terminal-pair reliability of the MAWN under a 
random waypoint mobility model; the metrics include two-terminal, k-terminal, and all-
terminal reliability. 
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Introduction 

The reliability of a Mobile Ad-hoc Wireless Network (MAWN) MAWN is paramount in its 
prevailing applications; such as for DoD and First Responder networks. For these 
applications, ad-hoc networking allows for the deployment of tactical networks in areas that 
are either too harsh or unstable to emplace permanent network infrastructure. It provides the 
life-line for the users of this technology which employ it in safety critical applications and life 
threatening situations. MAWN is rapidly becoming the preferred solution for flexible and low 
cost networking. In addition, due to its flexibility, this new network scheme is often deployed 
in critical applications such as military and first responder applications. In such applications, 
the network enables data and voice communications. The loss of the network to one or more 
members drastically impacts the capability of that member and thus the group as a whole. 
Thus, reliability becomes a significant system attribute which is critical to mission success 
and also safety. However, to achieve system reliability the system engineer must first be able 
to define and measure this metric. This is a prerequisite to improve the reliability of any 
system. The challenge is that the MAWN does not conform to the basic assumption on which 
existing network reliability methods are founded. So, these same methods are inappropriate 
and incapable of measuring the reliability of the MAWN. 

The specific feature that precludes the use of traditional methods is the MAWN’s absence 
of infrastructure items (e.g. routers and base stations). For hardwired and infrastructure based 
wireless networks (cellular networks as an example) the configuration of a network is known 
and mostly constant. In other words, the structure of the network in terms of component 
connectivity is known a priori. Accordingly, the component-wise relationship to reliability 
can be depicted graphically with methods such as: reliability block diagrams (RBD) and fault 
tree analysis (FTA). Similarly, it is possible to rigorously develop a closed form expression to 
express this relationship mathematically or for more complex systems it is possible to develop 
a mathematical approximation based on cut-sets and other techniques [1]. On the other hand, 
a MAWN consists of only mobile nodes that dynamically form and reform the configuration 
of the network as they move. The result is that any permutation of node pair links may result 
when the network forms and reforms. In effect, the reliability block diagram or reliability 
expression that represents the system changes with time due to the mobility of the nodes. 

This chapter will review the existing methods for analysis of network reliability. The 
research will include two, k, and all-terminal reliability analysis techniques. In addition, a 
review of the literature in fields related to this topic will be presented, including: mobility 
modeling, wireless communications capacity, reliability optimization, and ad-hoc networking. 
This extensive literature review is performed to identify the current gaps and drawbacks in 
analyzing MAWN reliability with current methods that exist in the related fields of research. 
Moreover, it will stress the importance of the new methods as a set of tools that may be 
applied directly for MAWN reliability analyses and design. In addition, these methods will be 
applicable, with minor modifications, to other types of distributed and scalable systems of 
systems. Each method will be compared with existing methods, e.g. RBD and FTA to show 
its originality and value in terms of expanding the state-of-the-art. Each analysis method or 
model will be described algorithmically and demonstrated via illustrative examples that 
closely represent applications expected to employ a MAWN and require its reliable operation. 
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The set of methods to perform such analyses will be described within this chapter and 
will contribute to the field by way of their utility to designers of MAWN. The first of three 
focus areas is a method for MAWN reliability which develops the MAWN configurations 
probabilistically. This method is developed by fully enumerating the configurations and also 
implemented via a Monte Carlo (MC) simulation for a computationally efficient 
approximation. The second focus area combines mobility and reliability techniques to 
determine the impact of varied mobility characteristics (e.g. speed) on reliability. The third 
focus area develops a method to determine the reliability of a MAWN that is constrained by 
capacity requirements. Finally, the chapter concludes with a summary and description of the 
future direction of this on-going research. 

General Problem Formulation 

The following mathematical description will represent a general problem formulation that 
will be adopted and applied for all technical sections of this research. Additional, definitions 
and corresponding notation will be developed as each method or area may require unique 
considerations. 

Let G = (N,L) represent a MAWN where N the set of nodes and L is a matrix that 
represents the links between the nodes. The elements of N shall be ni for i=1,2..n where n is 
the number of nodes in N. Then, the nodes’ operational status at time, t, shall be ni(t) where 
ni(t) = 1 if node i is operational, else ni(t) = 0. The elements of L shall represent the wireless 
links between nodes i and j as lij(t) for every combination of arcs i,j = 1,2,..,n. Let lij(t) = 1 if 
the link between the nodes exists else let lij(t) = 0. The reliability associated with each node of 
network is represented by ri(t) and let vij(t) represent the probability associated with lij(t) 
existing (i.e. vij(t)=P(lij(t)=1)). The model chosen to imitate node mobility is RWMM and 
thus, the resulting distribution is uniform [23] resulting in vij(t)=λ ∀ i,j where i  ≠ j and at all 
points in time. 

Critique of Existing Methods 

Much research has been done in areas related to MAWN reliability but very little focus has 
been paid to combining these adjacent fields for the purpose of reliability evaluation. The 
literature review to follow clearly shows this void and reviewed works are classified into four 
main areas: network reliability analysis, node mobility, ad-hoc networks, and wireless link 
capacity. These areas are all pertinent to this research and this fact will be demonstrated as the 
chapter evolves. 

Network Reliability 

Research in the field of network reliability is prevalent. Traditional fixed infrastructure 
networks where the interest lies in communication between a pair of specified nodes are 
commonly known as two-terminal networks. These networks are considered operational if 
there is a path between a pair of nodes usually labeled: source and destination. As an 
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example, in a communications network the source node is the terminal that sends a message 
while the destination node, is the terminal intended to receive that message. Thus, the 
probability of a message successfully reaching the destination node from the source node is 
termed 2-terminal reliability (2TR). Two other popular metrics for network reliability are k-
terminal reliability (kTR) and all-terminal reliability (ATR). All-terminal is defined as the 
probability that all terminals (nodes) within the network can communicate with each other 
node through some existing path, where as k-terminal the probability that at least k terminals 
are connected. If the variable k is set as 2 or as n, it then is equivalent to 2TR and ATR; 
respectively. 

A method to calculate terminal reliability for a fixed network was presented by Fratta & 
Montanari [2] using Boolean algebra and the assumption that nodes are completely reliable 
and links are only available for a percentage of time. This percentage of time is assigned as 
the “arc reliability”. Subsequently, these researchers provided a recursive method [3] that 
removed their initial assumption of completely reliable nodes. Hansler [4] claimed that 
algorithms assuming perfect node reliability are generally unrealistic and developed an 
algorithm, again leveraging recursive methods to split the problem into smaller problems and 
thereby developing a more efficient method. The author does this more efficiently by 
identifying any identical sub-problems and solving them only once. Netes & Filin [5] also 
proposed a method to include imperfect nodes in existing terminal reliability algorithms; 
specifically in the modified Dotson [6]. However, these authors also consider imperfect 
edges. These authors define their metric as terminal-pair reliability but defined it consistent 
with this paper’s use of 2TR. Torrierri [7] proposed a method to include node reliability in the 
Dotson algorithm. Kuo et al [8] provided a 2TR analysis method that significantly decreases 
computation time by using edge expansion diagrams. Marseguerra et al [9] developed an 
approach to incorporate uncertainty into reliability calculations by using Monte Carlo 
simulation and Genetic Algorithms. 

Network reliability methods have been expanded to account for 2TR when node and link 
capacity are incorporated into the model. Rocco & Muselli [10] compared machine-learning 
techniques to develop approximate reliability expressions for the capacitated case. Ramirez-
Marquez & Coit proposed a heuristic method to address both multi-state and capacitated 
network reliability [11]. 

Due to the analytical complexity and computational cost of developing a closed form 
solution, Monte Carlo simulation is often used to analyze network reliability [12-18]. 
Fishman [12] provides a method of Monte Carlo Sampling for a general class to determine 
the all-terminal reliability of networks. This method uses upper and lower confidence bounds 
to provide a smaller variance than otherwise realized without estimating such bounds. Elperin 
et al [13] published another Monte Carlo method used to solve network reliability problems. 
Here the authors leverage graph evolution models to increase the accuracy of the resultant 
approximation. Rocco & Moreno [14] propose two methods based upon Monte Carlo 
methods that were developed to analyze two-terminal reliability of networks. These methods 
leverage cellular automata to refine the approach and avoid unnecessary recalculations. Next, 
Rocco & Zio [15] expanded these methods to address k-terminal and all-terminal reliability. 
The term k-terminal reliability is defined as a subset of all-terminal where k is a number less 
than the total node count. Cancela & Khadiri [16] also propose a method to solve the k-
terminal problem, specifically they propose a formulation using recursive variance-reduction 
Monte Carlo estimator. Again, the benefit of their method is reduction of simulation time 
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while providing and accurate approximation. Konak et al [17] propose additional methods 
that leverage Monte Carlo simulation techniques to solve network reliability problems. In this 
paper, the authors make use of geometric sampling and block sampling to efficiently analyze 
the network states while reducing the variance of the results. Finally, Ramirez-Marquez & 
Coit [18] expand upon traditional network reliability analysis by using Monte Carlo methods 
to explore the multi-state problem. 

There has been a relatively few attempts in analyzing reliability of cellular and other 
infrastructure based wireless networks. Chen & Lyu [19] illustrated the process of handoff in 
a mobile cellular network; the transition of a mobile cellular phone’s linkage from one cell 
tower to another. These transitions happen as a cellular user moves from the coverage area of 
one tower to the area covered by the other. Markov models were used to represent this 
configuration change and expressed network reliability as a function of the reliability of each 
node active in the configuration and the percentage of time that each configuration exists. 
However, this method is not directly applicable to a MAWN the major assumption is that the 
failure of any active node in the message’s route results in failure, and as such, the reliability 
model is always represented by a configuration in series. This is not the case in a MAWN, 
because redundant paths may exist between source and destination. AboElFotoh et al [20] 
address two-terminal reliability calculations for Radio-Broadcast Networks where only nodes 
can fail and demonstrated that the method could be expanded to include the case of imperfect 
links. Unfortunately, there is no connection made between the probability of link failure and 
the relative movements of the nodes. 

So, despite the published methods that apply to wireless networks, they still do not 
address the need for methods for MAWN. Specifically, they do not address the unique 
characteristics that make these methods inappropriate. These wireless methods still focus on a 
network configuration that is relatively constant and stable. 

Node Mobility 

The modeling of node mobility for wireless networking has also been a topic of extensive 
research [21,22,23]. Zonoozi & Dassanayake [21] reviewed mobility models to characterize 
the motion of mobile nodes in a communications network. Turgut & Chatterjee [22] reviewed 
the effect of mobility models on the longevity of communication path existence in mobile ad-
hoc networks. Camp et al [23] surveyed current mobility models; describing the mobility 
patterns of each model and comparing several metrics relevant to MAWN performance. One 
of the mobility models is the Random Waypoint Mobility Model (RWMM). 

The RWMM has been widely applied for modeling the mobility of a MAWN. The model 
describes the motion of a Mobile Node (MN) that travels in a randomly selected direction, at 
a randomly selected speed, for a certain amount of time. The MN then selects a new direction 
and speed. This model is run within a simulation boundary representing the expected 
coverage of the MAWN. Once a MN reaches this specified boundary, it changes direction and 
moves back into the area. 

These models have been used to evaluate different network protocols for implementation 
in MAWN. Bhatt et al [24] describe the mobility effects on the network performance metrics 
Bit Error Rate (BER) and the minimum required node spatial density of an ad-hoc wireless 
network for full connectivity. However, Bhatt et al [24] do not incorporate the potential for 
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node failure when accounting for total network connectivity. The mobility model described 
closely resembles the Reference Point and Pursue Group Mobility models detailed by Camp 
[23]. Chung [25] reviewed the finite life of a route (set of links making a path) wihin the 
MAWN and found that the life is exponentially distributed. 

The existence of these mobility models will aid in the development of reliability 
techniques however the quantitative application of these models to measure reliability has not 
yet been done. 

MAWN Networks and Protocols 

To understand the reliability of a system is to understand the ways in which it can fail and 
succeed. To gain this insight, it is necessary to examine the features and attributes of the 
MAWN. Several authors have explored these features. Toh [26] describes the MAWN by 
comparing it to a traditional network. Rather than enumerating the unique features of a 
MAWN, the author describes the features that are absent in a MAWN, namely, the 
infrastructure. Pahlavan & Krishnamurthy [27]go further and describe that in the MAWN the 
formation of links and paths is accomplished by the nodes only and without infrastructure 
items such as routers, switches, wiring, and base-stations. This freedom from infrastructure is 
what provides the MAWN its advantage; a self-forming and dynamic topology. In a MAWN, 
the nodes and the links they form comprise the network. The creation and termination of links 
is dependent on the position of a node relative to the other nodes in the network. The result is 
a dynamic network configuration that is subject to variation with every node movement and 
free from the constraints associated with infrastructure based networks. For these reasons, the 
Department of Defense (DoD) employs the MAWN to enable tactical communications. 
Freebersyser & Leiner [28] report on several MAWN developed for military use – the 
DARPA Packet Radio Network (developed in 1972) and the 1997 Task Force XXI Advanced 
Warfighting Experiment are two of these. 

Currently, MAWN are mostly employed in safety critical operations that depend on the 
reliable operation of the network. To date, research on ad-hoc networks has been focused on 
the modification of network protocols, such as Transmission Control Protocol/Internet 
Protocol (TCP/IP), to accommodate for the mobility of the nodes and make network 
performance more robust in these applications [29,30]. The proliferation of MAWN began 
early in the last decade, most notably with the development of IEE802.11 “Bluetooth” 
technologies [31]. Abolhasan et al [31] compared and contrasted several protocols and their 
effectiveness when employed in a MAWN. Ye et al [29] proposed a deployment strategy to 
increase the probability of a ‘reliable path’. The increase in path reliability was accomplished 
through strategic node placement, limiting its application to the few instances where node 
mobility can practically be controlled. Luo et al [30] presented a protocol to accommodate the 
probabilistic reliability of an ad-hoc network but do not explicitly measure network 
reliability. 

After reviewing the existing literature, it becomes apparent that there is still much 
research focus on developing MAWN that are useful and robust for intended applications. 
The technology is still progressing from a breakthrough to a commodity and as this 
maturation continues a distinguishing factor for a MAWN may be its reliability. As seen in 
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this section, most researchers disregard this feature in favor of expanding or extending the 
performance of MAWN. 

Wireless Link Capacity 

Reliability is a statistic regarding performance, specifically the probability of the system 
performing its intended function under specified conditions over a specified period of time. 
Since, a key performance parameter of a network is its transmission and the quantity it can 
transmit, the capacity of a MAWN is a key measure in this research. Some of the fundamental 
principles in this area are reviewed and will be utilized and applied in the methods that 
comprise this chapter. Specifically, several mathematical relationships will be reviewed to 
outline the basis on which the new methods will be developed. 

Pahlavan & Krishnamurthy [27] describe the phenomenon of wireless transmission and 
its degradation by path loss. As described by these authors [27], Equation 1 illustrates the 
relationship between distance and received power; where d is the transmission distance; p0 is 
the received power at a 1 meter distance; pr is the received power at distance d; and α is the 
constant determined by the physical properties of the wireless medium; free space 
propagation yields α = 2. 

 

 αd
p

pr
0=  (1) 

 
The determination and optimization of capacity over a wireless link (channel) is a 

specialized field and a topic of much research [32, 36]. Shannon’s Equation provides the 
theoretical maximum rate at which error-free digits can be transmitted and is therefore widely 
accepted as an appropriate model of the capacity of a wireless link, see Equation 2. 

 
 )1(log* 2 sbc +=  (2) 
 
Within Shannon’s Law, b is the bandwidth in Hz, and s is the signal to noise ratio (SNR). 

Equation 3 may used to calculate SNR at the receiver, with N0 representing the noise at the 
receiver [27]. 

 
 s = pr/N0 (3) 
 
Many researchers expand or adapt Shannon’s law [32]. Yao & Sheikh [33] proposed a 

method to include Nakagami fading models into the signal to noise ratio parameter of 
Shannon’s law. Lee [34] fills a gap left by Shannon. Pinkser et al [35] approach the problem 
of capacity approximation from a different angle. These authors develop closed form 
expressions to describe the sensitivity of wireless channels to non-Gaussian contaminating 
noise. Wyner [36] provides a clear and exhaustive survey of published works in the area of 
Shannon Theory (65 journal articles are referenced). Wyner concludes this survey with a 
summary of the areas requiring additional research. This brief synopsis is not intended to be 
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exhaustive – certainly since the time of Wyner’s review (1974) much more work has been 
done. 

The purpose of the preceding section is to summarize some of the existing work in the 
area of capacity approximation and, in general, to draw out the breadth and depth of research 
in this area. Mainly, the preceding discussion is provided to demonstrate the wide use of 
Shannon’s Equation and validate its use herein. However, further discussions of wireless 
channel capacity research are outside the scope of this chapter. 

Wireless link capacity is the final area of technical literature that will be reviewed. Like 
the previous technical areas, capacity is one of the fundamental understandings required to 
develop appropriate measures of reliability and methods to determine them. For this reason, a 
brief review of research in this area is presented in order to draw out related concepts and 
equations that will be applied. 

Probabilistic MAWN Formation Analysis Method 

This section will describe a new method for the analysis of MAWN reliability. Specifically, it 
includes a description of the problem, the formulation of the analysis method, and examples 
of its application. This method will serve as the fundamental basis for this chapter. Methods 
that follow will build upon the basic principles and techniques described herein. The goal is to 
provide a method that, unlike those that presently exist, acknowledges a probabilistic 
formation of the MAWN topology and its susceptibility to change. This method is the first of 
its kind and does not require the systems engineer to know the configuration of the network a 
priori. 

The method includes: a closed form analysis and two simulation based methods to 
accomplish this goal. The methods are useful to the system engineer because they enable the 
analysis of a MAWN’s reliability when certain system and node attributes are known. These 
include: node reliability, node count, and the probability of link existence between node pairs. 
Similarly, with this method the designer is now capable of setting and manually optimizing 
these input parameters such that reliability objectives are met. This method enumerates all the 
potential configurations, the probability each would exist, their reliability, and the resultant 
MAWN two-terminal reliability (2TRm). This method has published by Cook & Ramirez-
Marquez [37,38]. 

Problem Definition 

In addition to the general problem described in the introduction of this chapter, also let C 
define the set of possible network configurations. Finally, 2TRαk defines the two-terminal 
reliability of configuration αk, k = 1, 2…|C|. 
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Method Description 

The first step towards developing this method is to define the metric of interest, 2TRm, as the 
probability that a communication path exists between the source and destination nodes. For 
MAWN, a path between two nodes will exist only if: 

 
1. Links between the nodes form a path. 
2. Every node along the path is operational. 
 
The existence of a link in L is probabilistic and the number of potential network 

configurations is given by |C|= 2n*(n-1)/2. That is, the permutations of existing and non-existing 
links generate a set of all possible network configurations. The probability of each existing, in 
turn, is a function of link probability of existence, λ, the number of linked node pairs, ηl, and 
the number of unlinked pairs, ηu, in the configuration. The probability associated with each 
possible configuration is given by: 

 
 P(αk =1) = λη l (1− λ)ηu  (4) 
 
Finally, the 2TRm can be obtained as a weighted average of the probability of existence 

for each configuration and the associated reliability. The result is the two-terminal reliability 
for the MAWN. Mathematically, this can be expressed as shown in Equation 5: 
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The first step is to consider complete enumeration of the possible states of the network. 

The approach that follows, enumerates all possible configurations that a MAWN can take 
then, each configuration is assigned a probability of existence based on the RWMM. The 
method follows: 

Initialization: Define n, ri, and λ 
 

Step 1: Enumerate all possible configurations of G(N,L) and stack them in set C. 
Step 2: Determine P(αk=1) based on Equation 2. 
Step 3: For k=1,..|C|, obtain 2TRαk based on ri considering links in the configuration 
to have perfect reliability. 
Step 4: Apply Equation 5 calculate 2TRm. 

Illustrative Example 

To maintain clarity of illustration, a three node MAWN has been analyzed in this section. 
This network is considered working if there exists a communication path between source 
node 1 and destination node 3. Moreover, the nodes in G(N,L) are assumed to be identical 
having a known ri=0.9. The application of a RWMM provides the constant probability of link 
existence, λ = 0.7. 
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Step 1: For this network the total number of possible configurations |C| = 8. The set of all 
possible configurations is shown in Figure 1. 
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Figure 1. Set C for 3 Node MAWN  
 
Step 2:Once the configurations have been obtained, the probability of existence for each 

configuration is calculated using Equation 2. Table 1 contains these results. 

Table 1. Probability of αi for 3 Node MAWN 

αi l12 l13 l23 P(αi = 1) 
1 1 1 1 0.34 

2 1 1 0 0.15 

3 1 0 1 0.15 

4 0 1 1 0.15 

5 0 0 1 0.06 

6 0 1 0 0.06 

7 1 0 0 0.06 

8 0 0 0 0.03 
 
Step 3: Once each configuration (and corresponding probability of existence) is 

enumerated, the 2TR of each configuration, 2TRαk, is calculated. The reliability expression of 
each configuration is derived and the result is shown in Table 2. 
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Table 2. 2TRαi for 3 Node MAWN 

αk Path 2TRαk 
1 r1*r3 0.81 

2 r1*r3 0.81 

3 r1* r2*r3 0.73 

4 r1*r3 0.81 

5 None 0.00 

6 r1*r3 0.81 

7 None 0.00 

8 None 0.00 
 
Step 4: After the reliability and probability of existence are determined for each 

configuration, 2TRm can be calculated using Equation 6 as illustrated in Table 3. 
 

Table 3. 2TRm for 3 Node MAWN 

αi l12 l13 l23 P(αi = 1) 2TRαi 
1 1 1 1 0.34 0.81 
2 1 1 0 0.15 0.81 
3 1 0 1 0.15 0.73 
4 0 1 1 0.15 0.81 
5 0 0 1 0.06 0.00 
6 0 1 0 0.06 0.81 
7 1 0 0 0.06 0.00 
8 0 0 0 0.03 0.00 

2TRm=0.6742 
 
The complete enumeration method was implemented on a Windows based laptop running 

on a 1.6 GHz processor. The program was run for networks of four, five, and six nodes with 
the same input values for ri and λ. The results obtained are shown in Table 4. 

Table 4. Network Analysis Results 

# Nodes # Links # Configurations 2TRm CPU Time 
3 3 8 0.6742 10 sec 
4 6 64 0.7461 90 sec 
5 10 1024 0.7837 600 sec 
6 15 32768 0.8001 7200 sec 
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Computational Efficient Alternatives 

The enumeration method provides an exact solution of 2TRm, yet the method becomes 
computationally expensive for the analysis of large networks. Thus, a simulation technique 
comparable to that of Ramirez-Marquez & Coit [18], only modified for a MAWN and the 
non-capacitated case, has been developed as a means to estimate 2TRm. This MC simulation 
approach includes simulating the operational state of the nodes and links as described in 
pseudo-code below. The nodes are simulated first and then the links, acknowledging that no 
failed node can be linked. 

Procedure to Simulate Node Status 

for i=1,2…n 
test  select random number from uniform distribution between (0,1) 
if test < ri then ni =1 
else ni=0 
N  ni 

Procedure to Simulate Link Status 

for i=1,2…n 
for j= i+1,2…n 
test  select random number from uniform distribution between (0,1) 
if (test < λ ∩ ni =1 ∩ nj =1) then lij=1 
else; lij=0 
lji = lij 

L  lij and lji 
 
After simulating node and link status, the resulting link and node states are compared 

against the success criteria; a path between source and destination exists. This is done by 
analyzing the link configuration matrix, L, to determine all the nodes that have a path to and 
from the source node. A connectivity vector is defined with a length n as Λ. Let Λi = 1 if node 
i is connected to the source node; therefore if a path exists from source to destination node 
which is numbered n then Λn = 1. Λ is then populated by performing a breadth first search on 
L to see if any combination of lij creates a path from between source and destination node. 

These procedures are used to generate the following MAWN simulation approach, where 
Q is the number of runs in the simulation. 

Calculation of 2 ˆ T Rm  
 

for q=1,2…Q 
 
 Simulate Network  L(q) 
 

 Find Connectivity  Λn(q) 
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After an estimate of the actual 2TRm is generated, it is necessary to obtain the uncertainty 

of the approximation. When the sample is large enough, the variance associated with 2 ˆ T Rm  
can be approximated by: 
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Simulation Approach 1 Tests 

To test the accuracy of this simulation and the resultant approximation, the results of 
simulations of 10,000 runs were compared to the complete enumeration results. Table 5 
shows the error and efficiency of the simulation method relative to the complete enumeration 
technique. This comparison is limited to networks of 6 nodes due to the computational time 
required to perform the complete enumeration technique on larger networks. However, the 
simulation approach allows for the analysis of larger MAWN and these are included in 
Section 4. 

Table 5. Network Simulation Results 

2TRm Results 

# Nodes Complete 
Enumeration Simulation Simulation 

CPU Time 

Relative 
Simulation 

Error 
3 0.6742 0.6770 10 sec 0.42% 
4 0.7461 0.7498 23 sec 0.50% 
5 0.7837 0.7882 29 sec 0.57% 
6 0.8001 0.8083 32 sec 1.02% 

 
It is important to note that the number of simulation runs Q, only captures a small 

percentage of the network configurations for large networks. However, since the contribution 
to 2TRm of any given configuration is weighted based upon the P(αk=1), the configurations 
with the largest contribution are most likely to be captured by the simulation. Table 6 shows 
that for larger values of Q the variation in the results is small. 
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Table 6. Simulation Results with varied Q 

# Runs 
(Q) 2TRm CPU Time 

10000 0.8049 5 sec 
50000 0.8032 10 sec 

100000 0.8023 19 sec 
250000 0.8024 63 sec 
500000 0.8025 240 sec 
1000000 0.8028 600 sec 

Monte Carlo Simulation of 2TRm (Path Method) 

This method provides two benefits. First, the method will compare the simulated network 
state to the possible successful paths. Enumeration of all paths saves computational time 
because rather than analyzing the link matrix via the breadth first search for each run, the 
enumeration process occurs only once; before the execution of the simulation’s runs. This 
simplifies the steps that get repeated in each run to simply comparing the link matrix to the 
group of possible successful paths. Second, this method provides another capability that the 
above method does not, the ability to exclude successful paths if their length exceeds a pre-
defined limit. For performance reasons such as latency (message transit time), it is often 
necessary to limit the path length between source and destination. Toh [26] describes that 
path (also termed route) hop limits are usually employed to decrease latency by limiting the 
number of intermediate nodes between source and destination. For the remainder of this paper 
path length will be referred to by the number of intermediate nodes between the source and 
destination for the path in question. 

The same method to simulate the node and link status previously presented is employed 
in for this approach. However, rather than determining all nodes linked to the source, only 
paths that meet a maximum path length constraint are considered. Step 1 in this method 
includes the enumeration of the possible node permutations that can form a path of a length 
that does not violate the length constraint. For example, for a network of 10 nodes where n1 is 
the source and n10 is the destination, all permutations of m or fewer elements of 2,3…9 form 
potential paths when m represents the limit on intermediate nodes. The number of paths with 
m intermediate nodes is then given by Equation 8 while the number of paths of length less 
than or equal to m is given by Equation 9. 
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Each defined path is enumerated and then stored in the form of an n-by-n matrix, P. P is 
comparable to the link matrix L, where pij =1 if that link is contained in the path, else pij =0. 
Finally, for each run (q) the simulation of L is then compared to each P matrix. To make this 
comparison, define L>P if lij > pij ∀ i,j. Then, if L>P for any P, then Λn = 1, else Λn = 0. That 
is, if L includes any path identified by a matrix P, then a successful path meeting the length 
constraint exists. So an approximation of 2TRm is given by: 
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Table 7. 2TRm Results 

 2TRm Results 

# Nodes Complete 
Enumeration Simulation Simulation 

(Path Method) 
3 0.6742 0.6770 0.6816 
4 0.7461 0.7498 0.7492 
5 0.7837 0.7882 0.7906 
6 0.8001 0.8083 0.7990 

 
The results from this method have been appended to the results obtained in Table 5 for 

comparative purposes. Table 7 depicts the results for the same network parameters (ri = 0.9 
and λ = 0.7) and sizes previously analyzed. The number of runs used for each simulation 
method to gather the results in Table 7 was Q = 10,000. For these comparisons, no limit was 
placed upon maximum path length. However, analyses that include limits on maximum path 
length are presented in Section 3.4.5. 

Parametric Sensitivities 

To evaluate a MAWN and its reliability from a systems engineering perspective, it is 
important to understand the sensitivity of 2TRm to the various input parameters. Figure 2 and 
Figure 3 show two simulations that both approach a limit of ri

2 as the network size increases. 
This natural limit is the result of the existence of redundant paths between source and 

destination, therefore the only single point failures become the terminal nodes, and the 2TRm 
of any MAWN is limited by ri

2 and will approach this value as λ and n are increased. 
However, the lower the probability of link existence, the greater the number of nodes required 
to reach this limit. Note that this limit is reached at a network of 8 nodes for λ = 0.7 but, at a 
network size of 18 nodes for λ = 0.25. 
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Figure 2:  Simulation results of 2TRm for Various Network Sizes 

 

2 4 6 8 10 12 14 16 18 20
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Network Size (# Nodes)

2T
R

m

ri=0.9

lamba=0.25

 
Figure 3: Simulation results of 2TRm for Various Network Sizes 

 
The primary reason for developing the alternate method of Monte Carlo (MC) simulation 

for the MAWN is to explore the effect of limited path lengths on 2TRm. Reviewing the results 
in Table 4, two relationships appear. First, as the probability of link existence increases so too 
does the reliability. Similarly, the reliability of the network increases as the allowable path 
length increases. Both of these relationships are the result of increasing the total number of 
paths between source and destination nodes. The result is important as it pertains to 
throughput or delay constrained message traffic that will have limitations on path length (i.e. 
number of hops). Figure 4 graphically depicts these relationships. 
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Figure 4: Effect of Path Length with Varying λ 

Summary 

These sensitivity analyses provide valuable knowledge to the systems engineer faced with 
balancing performance, reliability, operational and cost constraints. These methods provide 
the system engineer the ability to identify optimal combinations of path length, n, λ, and ri. 
They may also be used qualitatively while comparing design and deployment decisions. Prior 
to the development of this method to quantify MAWN reliability, design decisions could only 
be made qualitatively. This method allows improved design by providing the systems 
engineer with the ability to quantify reliability. 

MAWN Mobility & Reliability Modeling Method 

In this and the following section, the goal of each subsequent method is to remove at least one 
assumption from the primary probabilistic method. The removal of assumptions and 
replacement by more exact numerical values derived from system attributes is key to 
enhancing the accuracy and utility of the methods described in the chapter. In this method, the 
assumption or input that the probability of link existence is known is addressed. In fact, this is 
removed and replaced by a mobility model. The mobility model is then used to determine 
node location in time and therefore determine whether a given link exists. 

The added value with this method is the understanding gained when mobility parameters 
(e.g. speed or coverage area) and transmission range can also be analyzed and their impact on 
the reliability of an ad-hoc network may be determined. In addition, this method can quantify 
the impact of radio transmission distance on reliability. This method is described in [39]; 
which is currently under peer review. 
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Problem Definition 

The notation from Section 1.2 is also retained for this method. Also, define node separation 
distance, dij, as the distance between node i and j for all nodes in G. This value, dij is 
calculated by using Equation 11. 

 
 dij = ((xi – xj)2+(yi-yj)2)1/2 (11) 
 
Then, let a link exist between nodes i and j if their separation distance, dij, is not greater 

than their transmit/receive range, tij. 
 
 lij = 1 if dij < rij; else let lij = 0 (12) 
 
Because the nodes’ position changes due to their mobility, then the connectivity matrix L 

representing the network configuration also changes. Similarly, the nodes operational status is 
not constant; rather the nodes are subject to failure over time. For the problem definition the 
RWMM is implemented as follows: The mobility of a given node is defined by the linear 
velocity, vi, and heading, ϕi. Considering the nodes’ position in time increments, Δt, the 
position of all nodes at each increment of time must be determined. The next position will be 
calculated by obtaining the linear distance traveled along the x (horizontal) and y (vertical) 
axes during the previous time increment, that is, the change in x and y position. Equations 13 
and 14 are used. 

 
 xi(t+Δt) = xi (t) + Δt*vi(t)*cosϕi(t) (13) 
 
 yi(t+Δt) = yi (t) + Δt*vi(t)*sinϕi(t) (14) 
 
Define the connectivity of the network, Λ, where Λi (t) is the connectivity state of the ith 

node at time t with respect to the source node. That is, Λi (t) = 1 if the ith node has a path to 
the source node at time t, else Λi (t) = 0. Then the two-terminal reliability (2TR) of the 
MAWN, notated at 2TRm, is given by Equation 15. 

 
 2TRm (t) = P(Λi (t) = 1) (15) 
 
Another metric to quantify the reliability of a network is the proportion of nodes for 

which a path to and from the source exists; this shall be termed coverage. This metric is 
important because it provides a quantitative measure of the overall quality of the network on a 
aggregate scale. Define χ as this proportion and refer to this proportion as network coverage 
henceforth. Then, χ(t) is the coverage of the network at time t given the connectivity due to 
mobility and operational status of the nodes. Equation 16 can be used to quantify network 
coverage as: 
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Finally, define the metric ϖ as network volatility, as the percentage of all the possible 

links for which a status change occurs in each time increment and it is calculated as in 
Equation 17. 

 

 
)1(

|)()(|)(
−

Δ+−
=

nn
ttLtLtϖ  (17) 

Method Description 

A Monte Carlo simulation approach has been developed to calculate the 2TRm(t), χ(t), and 
ϖ(t). The following steps make up the procedure. 

Initialization: Define network input parameters: number of nodes, |N|; transmission 
range, ri,j; node reliability, θ and β; maximum and minimum velocity, vmax and vmin; network 
coverage area; mission duration, tmax and time increments, Δt. 

 
Step 1: Simulate the operational status of the nodes. The Weibul distribution is selected 

for this model due to its flexibility, however any distribution may be used by modifying 
Equation 18 accordingly. 

 

 P(ni (t) = 1) = 
βθ )/( te −

 (18) 
 
Therefore, step 1 selects from this distribution to determine operational status for each 

node. Note that once a node fails it remains failed for the remainder of that simulation run. 
That is, the simulation considers the node failures non-repairable. 

 
 ni (t)  Weibul distribution defined by θ and β 
 
Step 2: Given the nodes’ position, determine connectivity of the network. 
 
 li,j (t)  output of Equation 12 for all node pairs i and j 
 
 L(t)  li,j ∀ i & j = 1,2...n 
 
Step 3:Analyze L to determine connectivity to source, Λ. The matrix L is analyzed via a 

breadth-first search. Pseudo-code to describe this BFS of L and determine Λ follows with the 
source as the first node. 

 
if n1 = 1 then Λ1 = 1 
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for hop=1,2…n-1 
for i=1…n 
if Λi = 1 
for j=1,2…n 

if lij =1; then Λj = 1, else Λj = 0 
Λ(t)  Λi & Λj 

 
Step 4: Calculate χ(t) from Λ(t) via Equation 17. 
Step 5: Simulate the mobility of the network’s nodes according to a mobility model that 

accurately represents the expected behavior of the nodes intended application and host 
platform. 

 
 vi(t)  uniformly distributed velocity between vmax and vmin 

 
 ϕi(t)  uniformly distributed direction between 0 and 2π radians (0…360o) 
 
Step 6: Next, calculate the position of each node in the next time increment. 
 
 xi (t+Δt) determine next position using previous position and Equation 3. 
 
 yi (t+Δt) determine next position using previous position and Equation 4. 
 
Step 7: Perform steps 1 through 6 for time increments of Δt from t = 0… tmax. 
 
 t  t + Δt 
 
Step 8:Repeat simulation steps 1 through 7 for Q runs. Calculate an estimate of two-

terminal reliability from the source to a defined destination node or nodes, ni, and the network 
coverage metrics as functions of time by averaging the results for each simulation run, q, at 
each time increment of the total mission duration. 
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Illustrative Example 
The flexibility provided by a MAWN is employed to meet the unique requirements for the 
tactical networks of the DoD. For the purposes of illustration, such an implementation will be 
detailed and analyzed using these methods. The application is defined as follows: 

The network is composed of eighteen dismounted infantry (soldiers on foot) outfitted 
with identical man-portable radios capable of ad-hoc networking connectivity. Each of the 
soldiers represent an individual network node. Each radio has a transmission range of 3 miles 
with its reliability dictated by a Weibull distribution with θ = 1000 β = 1.5. Coverage area of 
64 mi2 squared with a maximum and minimum velocity of 6 and 3 mph. The mission time is 
72 hours. 

Initialization 

 n = 18 , ri,j = 3 miles ∀ i,j θ = 1000 β = 1.5 , vmax = 6 mph and vmin = 3 mph 
 

network coverage area = 64 mi2, tmax =72 hours , Δt = 1 hour 

Results 

The results of the implementation of the simulation approach for these settings are presented 
graphically and quantitatively. First, the results of a single run are presented graphically. 
depicts the results for Λi(t) (i=18 the destination node status is then given by n18). 

As defined previously, Λi(t) exhibits a binary nature; either a path from source to 
destination exists or it does not. For example, the network exhibits a binary nature because as 
the nodes move paths between the source and sink node are created or terminated. Figure 5 
illustrates the results of this process. As the mission time continues more node failures are 
suffered and the frequency of occurrence for path failure increases. That is, Λi(t) = 0 more 
frequently as t increases. At t = 64 the source node failed in simulation run q = 15, resulting in 
Λi(t) = 0 for all t > 64. 

Figure 6 depicts the results of Equations 9 (reliability) and 10 (coverage) applied against 
the results of all Q simulation runs. 

These two metrics, 2TRm and χ, are closely related because the probability of a path from 
source to destination is comparable to the probability of a path to any other non-source node. 
This is only the case for mobility patterns that result in a uniform spatial distribution of nodes, 
such as RWMM. The systems engineer developing a MAWN or a system of systems that uses 
a MAWN as its network may apply these metrics and these methods to understand how 
mobility and other factors will influence the reliability and availability of the functions 
provided by the network. 
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Figure 5: Simulation Run Results 
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Figure 6: Reliability and Coverage 

 
Results for Equation 11 (volatility) are displayed in Figure 7. The simulation included 

2500 runs; Q = 2500. For this case, the volatility is fairly constant indicating that the 
frequency of state change for the links is not impacted by time but will remain approximately 
the same as nodes move and the mission time elapses. 

Result Accuracy 

The results described above and captured within the figures describe the statistics captured 
when Q = 2500. Increasing the number of simulations will increase the accuracy of the 
approximations for 2TRm and χ, however this also increases the computational time required 
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to employ this Monte Carlo method. The variance associated with 2 ˆ T Rm  can be 
approximated by Equation 22: 
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Figure 7: Volatility 
 

Q is varied to display the effect on accuracy and computational time. The results and variance 
of associated with varied run quantities are presented in Table 8. The method allows the 
systems engineer to select number of runs so that the accuracy (variance) of the 
approximation is sufficient. 

Table 8. Effect of Varied Q 

Q )72(ˆ2 hrsRT m  Variance Computation Time 

100 0.6600 0.00224 30 sec 
1000 0.6010 0.00024 60 sec 
2500 0.6152 0.00009 120 sec 
5000 0.6152 0.00005 300 sec 

10,000 0.6152 0.00002 750 sec 

Parametric Sensitivities 

The primary purpose of the method and metrics developed is to allow for the accurate 
approximation of two-terminal reliability for a MAWN. In so doing, the mobility, reliability, 
and performance (e.g. range) of the individual nodes are considered. These individual mobile 
communication systems (the nodes) may also be considered components of the networked 
system enabled by MAWN technology. As such, the development and leverage of the 
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MAWN schema must also consider a required level of reliability. In this light, the sensitivities 
and relationships between reliability and the individual component parameters must be 
understood. This method is used to expand upon these interactions and describe how it may 
be utilized to aid in the system engineering processes. 

The first relationship explored is how sensitive is 2 ˆ T Rm  to the number of nodes within 
the network. Table 9 includes the results for different values of n, when all input parameters 
remain constant. For this case, the relationship is clear: the number of nodes increases the 
network reliability by providing more potential paths from source to destination. Thus, the 
methods developed can be used to optimize the networks scale (node count) to meet 
reliability targets. 

Table 9. Impact of Network Size on MAWN Reliability 

n )72(ˆ2 hrsRT m  

9 0.4136 
15 0.5804 
18 0.6152 
22 0.6520 
27 0.7120 

 

The coverage area of a mission can change unexpectedly as such; it is intuitive that the 
reliability of the network will decrease as a function of the area because as the nodes disperse 
over a greater distance, more links break, and the number of connecting paths from source to 
sink will decrease. The results depicted in Table 10 confirm this hypothesis. 

Table 10. Impact of Network Coverage Area on MAWN Reliability 

Area (mi2) )72(ˆ2 hrsRT m  

64 0.6152 
100 0.6024 
144 0.4976 
225 0.2909 
400 0.1272 

 
Similarly, Table 11 shows the relationship between range and MAWN reliability. Based 

on these results, it seems intuitive that the network reliability will be proportional to the ratio 
of transmission range to coverage area. 

Table 11. Impact of Transmission Range on MAWN Reliability 

ti,j (miles) )72(ˆ2 hrsRT m  

1 0.0444 
3 0.6152 
5 0.6846 
7 0.7134 
8 0.7652 



On Reliability of Mobile Ad-hoc Wireless Networks 215

Finally, the impact to network volatility, due to changes in node mobility is explored. The 
results presented in Table 12 show that the volatility of the network links increases as the 
maximum velocity of the nodes increases. 

Table 12. Impact of Node Speed on Volatility 

vmax (mph) ϖ 
1 0.0361 
2 0.0619 
4 0.0937 
6 0.1336 
8 0.1425 

*Coverage range of 400 mi2; vmin = 0.5vmax 

Summary 

These results illustrate how several input variables impact the reliability of the network. This 
is important because it provides multiple possible solutions to meet an overall MAWN 
reliability requirement. For example, when developing a design one may choose to deploy 
more nodes, slower nodes, nodes with a greater reliability, greater transmission range, or most 
likely some optimized combination of all these attributes. This method allows the analyst to 
quantify the impact of the four parameters explored; none of which are traditionally related to 
reliability. 

These options provide the context for further analyses and these new methods provides 
the foundations to perform it. Along with these analyses, this method can be used in the 
development of any MAWN with reliability requirements or goals. It can be used to 
determine minimum node reliability characteristics. It may also be used to determine the 
network size with respect to both coverage area and node count. Finally, once the network 
components and host platforms are developed, this method may provide requirement 
verification where a reliability test of an entire network may prove too costly. 

Similarly, the ability to understand these complex interactions provides for value for 
operational use. Retaining the DoD example, the commander can make decisions about 
deployment by considering the impact of coverage area, mobility patterns, and the number of 
deployed nodes. 

Mobility & Reliability of Capacitated MAWN 

With this method, the goal is to provide even greater resolution about the state of the links 
within the MAWN. In the previous section, the knowledge of the link state was abstracted 
from a mobility model by determining separation distance and comparing that to a fixed 
transmission distance. Here, the assumption of a fixed transmission distance is removed from 
the inputs and replace by parameters that describe the power and capacity of the nodes along 
with the demands of capacity on the MAWN. 

In addition to this new feature, this method will measure 2TRm along with k-terminal and 
all-terminal reliability. 
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Problem Definition 

Let the capacity demanded be cd(t) and the capacity available between a pair of nodes, i and j, 
be cij(t). Therefore a link exists between nodes i and j if the available capacity cij, is greater or 
equal to the demand, mathematically: 

 
 lij(t) = 1 if cij(t) > cd(t); else lij(t) = 0 (23) 
 
The nodes’ mobility is simulated via RWMM and by combining Equations 1 through 3, 

the separation distance of each node pair is translated to available capacity via Equation 24. 
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The link matrix, L(t), is then analyzed to determine connectivity to the source node. This 

connectivity to the source node, is represented by Λ(t), as follows: Λi (t) = 1 if the ith node has 
a path to the source node at time t, otherwise Λi (t) = 0. Then, if node n is the destination 
node, the probability of a successful path from source to destination, 2TRm, is given by 
Equation 25. Similarly, the k-terminal reliability (kTRm) is given by Equation 26 (for all-
terminal k = n). Equation 26 should be interpreted as follows, for each node I there is a 
corresponding Λi representing the connectivity of that node to the source through one or more 
paths. Taking the sum of ΛI ∀ i=1,2…n provides the number of nodes linked. The probability 
that this value is greater than k is then the k-terminal reliability. 

 
 2TRm (t) = P(Λn (t)= 1) (25) 
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Monte Carlo Method 

In this method, with each run of the simulation, the operational status of the nodes is 
simulated. Then, matrix L(t) is populated by calculating the capacity between each node pair 
from the distance between them and comparing the result with the demanded capacity. Once 
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L(t) has been obtained, a breadth-search-first (BFS) approach is used to determine the 
connectivity between the source and destination. These steps are implemented iteratively for 
each run and time increment. Each run is indexed by q and the total number of runs is Q. 

Initialization: Define network input parameters: number of nodes, |N|; bandwidth, b, 
transmission power, p0, and spectral noise, N0, node reliability, ri(t), maximum and minimum 
velocity, vmax and vmin; coverage area; mission duration, tmax and time increments, Δt. Also, to 
define the required capacity demand upon each link this metrics will be selected at random 
from a normal distribution defined by a mean (μd) and standard deviation (σd) in each time 
increment. Finally, set k as the number of terminals which is desired to be connected to the 
source. 

Step 1: Simulate the operational status of the nodes. The Weibul distribution is selected 
for this model because it provides a good model of reliability for most systems, however any 
distribution deemed appropriate may beused in its place. The scale (θ) and shape (β) 
parameters which define the Weibul distribution may be varied to represent the mobile nodes 
expected reliability, reference Equation 27. 

 

 P(ni (t) = 1) = 
βθ )/( te −

 (27) 
 
Therefore, step 1 selects from this distribution to determine operational status for each 

node. Note, once a node fails it remains failed for the remainder of that simulation run. 
 
 ni (t)  Weibul distribution defined by θ and β 
 
Step 2: Simulate the capacity required of the links, cd(t). 
 
 cd(t)  Random number from normal distribution with μd and σd 

 
Step 3:Given the position of the nodes, determine capacity offered and compare with the 

demanded capacity. 
 
 lij (t)  Equation 5 applied 
 
 L(t)  lij ∀ combinations i, j = 1,2... n except i=j. 
Step 4: Analyze L(t) to determine Λ(t) via a BFS. Determine if k-terminals are connected 

by analyzing Λ(t): 
 
 if |Λ(t)| > k 
 then, test(t) = 1; else test(t) = 0. 
 
Step5: Simulate the mobility of the nodes of the network according to the RW defined by 

the following: 
 
 vi(t)  uniformly distributed velocity between vmax and vmin 
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 ϕi(t)  uniformly distributed direction between 0 and 2π radians (0, 360o) 
 
Step 6: Calculate the position of each node in the next time increment. 
 
 xi (t+Δt) determine next position using previous position and Equation 3. 
 
 yi (t+Δt) determine next position using previous position and Equation 4. 
 
Step 7: Repeat steps 1 through 6 for time increments of Δt from t = 0… tmax. 
 
 t  t + Δt 
 
Step 8:Repeat simulation steps 1 through 7 for Q runs. Calculate an estimate of two-

terminal reliability from the source to a defined destination node or nodes, ni, and the network 
coverage metrics as functions of time by averaging the results for each simulation run 
(indexed by q) at each time increment (indexed by t)of the total mission duration. 
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Illustrative Example 

For the purposes of illustration and comparison the same network used to demonstrate the 
previous method is used here. The input parameters are as follows: 

 
n = 18 

tmax = 72 hours 
ri(t) = e(-t/θ)^β θ = 1000 and β = 1.5 

coverage area of 64 mi2 
vmin = 3 miles per hour 
vmax = 6 miles per hour 

 
In this context, fully connected means that all terminals can communicate with each other 

as opposed to full connectivity where all nodes are linked directly. 
So the results of this model may be compared to the results of the previous method, the 

radio performance characteristics (b, p0, N0) and capacity demands are set so that they equate 
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to a transmission range of 3 miles or 4.8 km. To do so, the capacity demand is defined within 
the model with μd = 320 bits per second (bps) and σd = 0 bps. 

 
b = 50 MHz 
p0 = 100 dB 
N0 = 1 dB 

 cij(3 mi) ≅ 320 bps 
 
The results of this model are shown in Figure 8 and they compare closely reported, see 

Table 13. 

Table 13. Model Results 

Method )72(ˆ2 hrsRT m  

Binary Links 0.6152 
Capacitated Links 0.6050 
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Figure 8: Capacitated MAWN Results 

 
When comparing the results, the reliability of the binary link network and the equivalent 

capacitated network correlate closely. These implementations of the two methods were 
performed to validate the model. However, the model is further tested by running it with zero 
demanded capacity, μd = 0 bps and σd = 0 bps. The impact of removing this constraint is all 
operational nodes are linked and therefore a path from source to destination exists unless one 
or both nodes have failed. Similarly, all terminals are connected if all terminals are 
operational. In this case the two and all terminal reliability are expected to approach the limits 
as shown in Equations 30 and 31. When k-terminal is the special case, all-terminal, Equation 
31 is reduced to Equation 32. Figure 9 shows the close correlation of the simulation results 
with these limits. 
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As intended, this method provides some additional utility. To demonstrate this, networks 

with different capacity demands are analyzed. Table 14 shows the inverse relationship 
between mean capacity and reliability (both two and all terminal). 
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Figure 9: Zero Capacity Demand MAWN Results 

 
The volatility of demanded capacity is simulated by changing the standard deviation of 

the capacity, σd. The effect of this is demonstrated graphically. It is seen that the decreasing 
trends on 2TRm and ATRm are similar. However, the variation about that trend line is increased 
as the σd is increased; the variation is further compounded when the standard deviation goes 
from 25% to 100% of the mean, see Figures 10 and 11. Note that the normal distribution 
results in some negative capacity demands; within the simulation model these are considered 
zero demand because negative demand has no practical meaning. 
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Figure 10: Varied Capacity Demand MAWN Results 
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Figure 11: Varied Capacity Demand MAWN Results 
 

Table 14. Capacity Demand Impact on Reliability 

Mean Capacity (μd) 
Bps )72(ˆ2 hrsRT m  )72(ˆ hrsRTA m  

0 0.8140 0.1280 
100 0.7530 0.0680 
200 0.7060 0.0630 
320 0.6050 0.0280 
500 0.4220 0.0070 
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The next examination is to determine the manner in which k-terminal reliability varies as 
the value of k increases. The results for kTRm are presented in Table 15. As expected, the kTR 
decreases as the success criteria is made more demanding by increasing k. 

Table 15. k-Terminal Reliability 

Number of Destination 
Nodes (k) 

)72(ˆ hrsRTk m  

2 0.8140 
5 0.7750 

10 0.7080 
15 0.4460 
16 0.2730 
17 0.1350 
18 0.0280 

μd = 320 bps; σd = 0 bps 

Future Work 

A MAWN of practical scale often requires some segmentation, typically termed clustering, 
for successful implementation. The reasons are primarily related to network bandwidth, 
frequency reuse, and interference [27]. The cluster-based network is best described as many 
smaller networks joined together by a back-bone network to form a single and cohesive 
network of networks. The network that joins the clusters together is usually known as a back-
bone. This chapter and area of research will allow the system engineer to analyze the 
reliability of cluster based ad-hoc networks with a Monte Carlo based approach. It will also 
provide insight into the affects to reliability due to design decisions on cluster size and 
gateway assignment. 

The work in this area is still in the preliminary stages but the research and development 
envisioned will build upon the methods described within this chapter. 

Conclusion 

The contribution of this body of work is the capability these methods provide the system 
engineer. That is, the ability to define, understand and assess the reliability of this emerging 
network scheme. The methods developed allow for a complete systems view of MAWN 
reliability by providing quantitative methods to assess the impact of the system attributes that 
impact reliability. The system engineer will be given the tools to analyze and optimize 
MAWN reliability and therefore the ability to influence and improve it. The MAWN is still a 
break through technology; however, as it matures reliability will be expected and demanded 
by its users. Mostly, this work is motivated by the application of MAWN technology in the 
DoD tactical networks and the import of their reliable operation when employed for this use. 

The results included herein and that will emerge from the continuation of the research 
agenda described will define the key contributors to MAWN reliability. The research 
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performed to date has already identified the following key system parameters when 
considering reliability. 

 
Key Reliability Drivers 

Number of nodes in the network, n 
Coverage area of network 
Node reliability, ri 
Probability of link existence, λ 
Capacity demands on the network, σd and μd 
Performance of the nodes in terms of 
Transmission range, tij 
Performance of nodes in terms of transmitted power, p0 

Notation 

N Set of nodes 
n The number of nodes in the network 
ni Binary variable representing the state of the ith node 
ri(t) Reliability of node i 
G(N,L) Network G, composed of nodes and their links 
C Set of possible configurations from network G(N) 
αk G(N,L) configuration αk, k=1,…|C| 
lij Virtual link between nodes i and j 
L(t) Link configuration matrix 
nl Number of linked node pairs 
nu Number of unlinked node pairs 
2TRαk Two-terminal network reliability of configuration αk 
2TRm(t) Two-terminal MAWN reliability 
λ Constant probability of link existance 
e Average neighboring nodes 
Λ(t) Connectivity vector 
Λi(t) Connectivity of ith node to the source 
Q Number of runs in MC simulation 
m Limit on number of intermediate nodes in a path 
vij Probability of link between nodes i and j 
dij(t) Distance between nodes i and j 
tij Radial transmission range 
xi(t) Postion of the ith node along the x-axis 
yi(t) Postion of the ith node along the y-axis 
χ(t) Connectivity of the network 
θ Scale parameter of Weibul failure distribution 
β Shape parameter of Weibul failure distribution 
vi(t) Velocity of ith node 
ϕi(t) Direction of ith node 
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ϖ(t) Volatility of network link status 
cd(t) Demanded capacity 
μd Mean demanded capacity 
σd Standard deviation of demanded capacity 
cij(t) Available capacity between nodes i and j 
b Bandwidth 
N0 Spectral Noise 
p0 Transmitted power 
pr Received power 
λl Probability of local link existence for subnet 
λb Probability of backbone link existence 
ζ Number of subnets in the network 
sl Local subnet l; where l=1,2…ζ 

Acronyms 

2TR Two-Terminal Network Reliability 
RWMM Random Waypoint Mobility Model 
BER Bit Error Rate 
DoD Department of Defense 
MAWN Mobile Ad-hoc Wireless Network 
MC Monte Carlo 
MN Mobile Node 
TCP/IP Transmission Control Protocol/Internet Protocol 
WLAN Wireless Local Area network 
TCP/IP Transmission Control Protocol/Internet Protocol 
RW Random Waypoint 

*The singular and plural of the acronym are used indistinctively. 
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Abstract 

Invasive and implantable biomedical devices used for diagnostic and therapy, ranging 
from neural prosthesis to video-capsule endoscopy (VCE) systems, are emerging innovative 
technologies and they are expected to originate significant business activity in the near future. 
The success of such systems is in part due to the advent of microtechnologies, which made 
possible the miniaturization of several sensors and actuators, as well their integration with 
readout and communication electronics. 

The new biomedical devices offer the possibility of improved quality of life, as well cost 
savings associated with health care services. However, one open challenging is to 
communicate to and from a biomedical device placed inside the human body with devices 
outside the human body. The lack of antennas, small enough to be integrated with the sensing 
microsystem, is a difficult task to overcome because such communications must be made at 
relatively low frequencies, due to live tissue signal attenuation. The straightforward solution is 
to increase the devices size to dimensions where it becomes possible to integrate an antenna. 
Up to now solutions, use conventional antennas together with miniaturization techniques to 
achieve the smallest antennas possible. However, the size of such devices is usually limited by 
the antenna and, is some cases, also by the batteries size. 

Micro-Electro-Mechanical Systems (MEMS) are becoming an available option for RF 
communication systems since they can offer, simultaneously, devices with improved 
performance and they use IC-compatible materials, allowing their integration in a silicon chip, 
side by side with semiconductor circuits. Up to now, MEMS have been used for antenna 
applications to obtain non-conventional front-ends with improved, or new characteristics. 
However, some preliminary tests have shown that some MEMS structures could have the 
ability to operate as an antenna itself and this solution would have the potential to be smaller 
than the conventional antennas. 

In this chapter, it is first discussed the need for small wireless biomedical devices. This 
requires the use of a microsystem completely integrated, from sensors to communications, 
thus requiring the use of integrated antennas. The electrical properties of substrates available 
in integrated circuit technology are very important for antenna design and one method used to 
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characterize wafer materials is presented. Moreover, the antenna integration requires the 
availability of an electrically small antenna fabricated on materials compatible with the 
fabrication of integrated circuits. This integration requires the use MEMS techniques, like 
micromachining and wafer level packaging. 

Finally, MEMS structures previously used for non-conventional front-ends will be 
introduced and investigated, having in mind a new application, the MEMS structure itself will 
be operating as an antenna. The development of new integrated antennas using MEMS 
solutions has the potential to make the devices smaller and more reliable, which will make 
them cheaper and adequate for mass production, resulting in a key advantage for competitors 
in the RF market. Also, the availability of smaller biomedical wireless devices can lead to new 
applications not yet fully envisioned. The new solutions envisions power saving, smaller 
volume, lower cost, and increased system lifetime, which are very important features in 
biomedical microsystems for diagnosis and therapy. 

Wireless Biomedical Devices 

Introduction 

Sensor networks are expected to be the 21st century holly Graal in sensing. Wireless sensor 
networks are an emerging technology that brings not only numerous opportunities but also 
many technological challenges. Ranging from automotive to home applications, sensor are 
expected to become part of our daily live. There are various physical quantities in different 
environments that, when measured and recorded, could bring new quality to our lives. If, e.g., 
soil properties like humidity, temperature, chemical composition, could be measured in a 
distributed way, providing detailed local data for an entire farm field, the watering and 
nutrition supply could be adapted locally resulting in optimum growing conditions and thus 
significant environmental savings. 

To be effective and to have the ability to adapt itself to complex environments, like a 
farm field, an office building, or a human body, each sensor node has to be autonomous. This 
means that, desirably, it should be self-powered and provided with wireless communications. 
This type of systems usually requires low power consumption (battery life-time) and uses low 
data-rate communications (small bandwidth), requiring special design. The wireless sensor 
networks technology is also moving to biomedical applications. Due to the high number of 
microsensors and microactuators, the monitorization of several physiological parameters is 
now available. Moreover, application of distributed sensing systems will highly be facilitated 
if cheap and easy-to-use ‘on-chip’ or ‘in-package’ solutions, equipped with short-range 
wireless communication capabilities, would be available. 

With a widespread and increased sophistication of medical implants, new solutions will 
be required for flexible and small modules to communicate with the implant. Today’s most 
common solution is to use an inductive link between the implant and an external coil. The 
main drawback of this solution is the small range achieved (not more than a few centimetres). 
However, this link can be used also to power the implanted device. 

Application of wafer-level chip-scale packaging (WLCSP) techniques like adhesive 
wafer bonding and through-wafer electrical via formation, combined with the selected radio 
frequency (RF) structures allows a new level of antenna integration. However, these new 
techniques require the combination of new materials with the standard materials used for 
integrated circuits fabrication. In this way, together with substrate processability, the 
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knowledge of accurate electrical parameters is of extreme importance when designing for RF 
or microwave applications. 

Applications 

The traditional endoscopic techniques shows limitations in their range for the different 
segments of the digestive tract, namely in the small intestine. Through the gastroscopy, it is 
possible to access the gastrointestinal proximal tract (gullet, stomach, and duodenum). In the 
other hand, through colonoscopy the access is almost limited to the colon, leaving 
inaccessible some parts of the small intestine. When a patient suffers from bleeding in the 
gastrointestinal tract and the endoscopy doesn’t answer the diagnostic needs, it is necessary to 
use the traditional radiographic or cintilographic techniques. However, with these techniques 
is very hard to detect bleeding sources in the small intestine [1]. Moreover, the endoscopic 
diagnostic is a very uncomfortable procedure for the patients and requires highly skilled 
medical doctors. 

One possible solution to overcome those limitations is to use an innovative technique 
known by video capsule endoscopy, also known by smart pill, capsule camera, or wireless 
capsule camera. The patient swallows the endoscopic capsule and it takes photos from the 
different places during its travel through all the digestive tube. In this way, it is possible to 
obtain access, even in a limited way, to areas in the small intestine previously accessible only 
by surgical and invasive procedures [2]. The camera-in-a-pill is a very promising technique 
since after its availability the approx. 5 meters of the small intestine become accessible [3]. 
Since its development in the eighties, the endoscopic capsule is changing the way we deal 
with the diseases in the small intestine, and its use is now being extended to the gullet [4]. 

The endoscopic capsule is neither provided with locomotion nor with stop mechanism, 
making its way due to peristaltic movements. The control of the capsule locomotion would 
allow new procedures like biopsies (detection of tumours) or drug delivery, and is an ongoing 
research topic. Together with locomotion, before we can fully benefit from this technology, 
miniaturized modules are required to implement the wireless communications to and from the 
capsule with devices outside the human body. 

This is an open challenge, not only for VCE, but also for all the biomedical devices that 
are implanted inside the human body, like FES systems [5]. As an application example, 
several people from all ages suffer from incontinence or other urinary pathologies. The 
bladder and the intestines perform their function in an autonomous way, independently from 
the voluntary control. However, any disorder in the healthy behaviour leads to the problem of 
urinary incontinence, bladder infections, low bladder capability and faecal incontinency. The 
International Continence Society (ICS) defines incontinence as the involuntary loss of bladder 
or bowel control. Urinary incontinence (UI) is a stigmatised, underreported, under-diagnosed, 
under-treated condition that is erroneously thought to be a normal part of aging. One-third of 
men and women ages 30-70 believe that incontinence is a part of aging to accept [6]. The 
social costs of UI are high and even mild symptoms affect social, sexual, interpersonal, and 
professional function [7]. 

The healthy working of the urinary tract is essential for health and well-being in general, 
and even more critical for patients with lesions in the spinal cord. In this situation, catheters 
are commonly used to control the daily volume of urine inside the bladder. However, the 
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complications related to the use of catheters, together with the fact that, most of the times, the 
spinal segments which controls the bladder are intact, are driving the development of several 
devices to improve the control the inferior urinary system [8]. 

From the anatomy of the spinal cord, the microsystem could be designed to operate, or in 
the epidural space, or in the subarachnoid space, allowing the duramater to be completely 
closed after surgical intervention. The available subarachnoid space varies between 3 mm and 
9 mm [9]. This is room enough to accommodate a small microdevice, but the antenna may 
become a problem. 

Other field becoming very popular, where the nanotechnologies are giving a contribution, 
is related with neural signal recording and stimulation. The accurate record of neural signal 
requires the use of very small wireless bio-devices for invasive biopotential monitoring [10]. 

The full system integration is difficult to achieve because the communications must, 
preferably, be made at low frequencies, due to live tissue signal attenuation, and there is a 
lack of antennas small enough to be integrated with the sensing microsystem. The adopted 
solution is to increase the devices size to dimensions where it becomes possible to integrate 
an antenna. Up to now solutions, use conventional antennas together with miniaturization 
techniques to achieve the smallest antennas possible [11, 12]. However, the size of such 
devices is usually limited by the antenna and, is some cases, also by the batteries size. 

System Requirements 

Frequency and Bandwidth 
A wireless microsystem uses the surrounding environment as the communicating channel. 
This channel is available in different spectral regions, which corresponds to a different 
channel frequency, bandwidth, and attenuation. For biomedical applications, the surrounding 
environment is the human body, a highly heterogeneous environment. 

In this environment, the attenuation may become highly severe when the antenna 
miniaturization is required because a smaller antenna is commonly obtained with an increase 
in the operating frequency. Fig. 1 shows the signal attenuation for a tissue with a high content 
of water [13]. The figure shows the penetration depth, i.e., the depth where the power density 
is 13.5 % below the incident power density. 

This figure must be used carefully and only as an indication for attenuation since it can be 
very different for different water concentration in the tissue. However, it can be observed an 
increase in the attenuation for higher frequencies. This means that the biomedical devices 
should use low frequencies if low power is required for communications. Despite all freedom 
of choice about the frequencies that should be used, there is an adoption of ISM (Industrial, 
Scientific and Medical) bands. These bands plays a very important role in communications 
since they allow the development of wireless devices, where the constraints in terms of power 
level, frequency, and bandwidth are very well defined. The most common frequency bands 
we can find are in the 433 MHz range and in the 13 MHz range. These frequencies are very 
popular since they allow a good signal range in free-air and they are able to reach a few 
centimeters inside the human body. Moreover, the design of microdevices operating at such 
frequencies is a well-known process that requires low cost technology. 
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Figure 1. Penetration depth for a radio-frequency signal in a human body tissue. 

Besides the radio-frequency communications, optical or ultrasonic communications are 
also very attractive options due to their possibilities for miniaturization. In optical 
communications, the main drawback are the high losses inside the human body and for 
ultrasonic the main drawback are the interfaces of the different tissues, which results in 
several reflections of the ultrasonic wave. Besides that, there is the interface air-human body 
that may kill the chance of a reliable communication. Notwithstanding all the drawbacks 
associated with signal attenuation and antenna integration, the radio frequency is one of the 
favourites for use in biomedical devices. 

Despite all the deregulation that dominates the wireless communications for biomedical 
devices, except for the definition of ISM bands, the European Telecommunications Standards 
Institute (ETSI) has made an effort for standardization and specified the Medical Implant 
Communication System (MICS) [14]. The ETSI document applies to devices wiling to 
communicate between a base station and an implanted device and for devices wiling to 
communicate between medical implants within the same body. 

The MICS uses the frequency band from 402 MHz to 405 MHz, with a maximum 
emission bandwidth of 300 kHz. Moreover, the maximum power limit is set to 25 μW 
Equivalent Radiated Power (ERP), i.e., the maximum field-strength in any direction should be 
equal to, or lower than, what a resonant dipole would give in its maximum direction at the 
same distance, with the dipole being fed with a signal of 25 μW. 

Power 
Like for frequency requirements, it’s very difficult to define what are power requirements for 
a biomedical device. Depending on the device power requirements, the power is provided 
either remotely or locally. Despite the MICS power level constrain, the power requirements 
for wireless biomedical devices are highly dependent on the target device. Some systems may 
have local power, using batteries or energy harvesting, and other systems require the use of 
remote power. 
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For devices that are power hungry, like functional electrical stimulating devices, the 
power, together with the required stimulus information, is provided by the wireless link. 
Depending on the use, a FES device for bladder control may require five 9 Volt batteries for 
one day of operation. On the other extreme are, e.g., hearing prosthesis, which use local 
power where power consumption must be below 1 mW. Also power hungry are the emerging 
VCE technology. These devices use local batteries since they are moving inside the human 
body and it is difficult to deliver power using the common solution with coils. In this system, 
the wireless link is only used for data transmission. 

Antenna Design Options 

From the previous sections it can be concluded that there is an emergent need for small 
biomedical devices fully integrated, antenna included. Moreover, the traditional coil does not 
provide a solution for systems requiring short-range communications [12]. This means that 
one must look for new solutions to integrate the antenna inside the biomedical microdevices. 

Merging of antenna and circuitry leads to innovative RF front-end designs possessing 
several desirable features such as compactness, lower power consumption, and added design 
flexibility. Several approaches have been used to achieve antenna integration as summarized 
in Fig. 2. Antenna integration is a hard task to accomplish since it requires joining the 
knowledge from antennas, microwaves, circuit design, and materials. Moreover, the on-chip 
antenna integration requires an electrically small antenna, due to wafer cost and devices size 
constrains, and operating on a substrate that was not initially intended for that purpose. 
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Figure 2. Summary of solutions for on-chip antenna integration. 

Substrates 
The antenna integration can be achieved with the direct placement of a radiator on the low-
ohmic silicon. However, this approach requires a layer of thick oxide to reduce the losses or a 
proton implantation and still the obtained efficiencies are very low (~10 %). 

Due to the high-losses observed on low-ohmic silicon, one way to improve the properties 
of integrated antennas may be to look for new materials with lower losses, but compatible 
with silicon processing. Up to now, several different materials have been used to implement 
on-chip antennas. GaAs has been used very often as antenna substrate due to its lower losses 
and high dielectric constant, which allows small and efficient antennas. However, since cost 
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and integrability is pushing RF circuitry to be implemented in CMOS, the use of high-
resistivity silicon (HRS) was also been subject for several works. The use of HRS increases 
the antenna efficiency, keeps the antenna dimensions small, and allows easy integration with 
electronics. The main drawback is the increased wafers cost. On the other hand, efficiency 
can also be increased using bulk micromachining techniques. A different approach to obtain 
good efficiency values is to use non-standard materials for antenna substrate. Using this 
approach, it is possible to use materials like BCB, quartz, glass, or artificial substrates. 
Another attractive option is to use ceramics for the antenna substrate. It has a high dielectric 
constant, which allow further size reduction and can be found with low losses. The attempts 
made so far to use ceramics are based on the LTCC technology or in the use of a ceramic 
package to place the antenna. 

Antenna Types 
A good substrate material is essential to obtain an antenna with good radiation properties. 
However, finding a good substrate is only part of the solution. Also critical, is the antenna 
type selection. It must be small to fit in a small chip area, it should be easy to design, fabricate 
and characterize, and it should interfere as low as possible with the remaining circuitry. 
Notwithstanding all the requirements, mainly two types of antennas have been suggested for 
integration – patch and dipole or monopole antennas. Those antennas have been chosen 
mainly due to their simplicity to design and to interface with the RF front-end. Nevertheless, 
even if in a small number, slots, loops, and other types have also been proposed. Another 
antenna very popular for miniaturization is the slot antenna. 

Antenna Integration 
Also important, is how the antenna is integrated with RF front-end: on-package, on-chip, or 
on-wafer. Integration on-package is a very straightforward concept where the chip package is 
used for antenna housing. Despite the great advantage of using, for free, a dummy package 
for antenna placement, it also shows some disadvantages. The use of package as antenna 
substrate requires a good control of the electrical properties of the package material, the 
package becomes more complex since its necessary to provide feeding to the antenna, and the 
advantage of integration gets lost a bit since what we get is more an antenna connected on-
chip then an antenna integrated on-chip. On-chip integration is the easiest, simplest, and used 
more often since the antenna is simply designed to operate on the same substrate as the 
circuitry. However, despite its simplicity, this solution has to deal with the usual low 
efficiencies obtained. Moreover, noise coupling to and from RF circuitry, interference with 
RF passive components, such as inductors, is still lacking analysis. Also very important, this 
approach consumes very expensive chip area. 

On-chip Antennas 

The integration of antennas requires the availability of simple, small, and efficient antennas 
that can be designed and fabricated with techniques and materials compatible with IC 
processing. Since the substrate materials available for integrated circuits fabrication were not 
chosen to design antennas on it, first it’s necessary to characterize those substrates and find 
the most suitable one for this purpose. 
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Substrate Characterization 

Several different methods can be used to extract the electrical intrinsic properties of a 
material. From the most widely used techniques to obtain those properties in the microwave 
region, the transmission line technique is the simplest method for electromagnetic 
characterization in wideband frequencies [15, 16]. The S-parameters measurements of a 
planar test cell can be used to obtain the desired parameters, where either a microstrip or a 
coplanar waveguide (CPW) can be used as test cell. 

In this work, the CPW was used, with its parameters chosen to allow only the dominant 
quasi-TEM mode to be present. For on-wafer measurements the CPW, without bottom 
ground, is the easiest structure to feed and the probe station tips are able to touch directly the 
CPW lines. The S-parameters are then easily measured with a vector network analyzer. 

Extraction Method 

The electrical properties were obtained from the S-parameters measurements of a planar 
transmission line test-cell. The coplanar waveguide was used because of the possibility to 
define a planar shape that can propagate a dominant mode (quasi-TEM). In the case of 
dominant mode, the coplanar characteristic impedance is quasi-constant in a broad frequency 
range, for a large variety of substrates and a cell structure obeying h > W + 2S [15]. This cell 
has also the advantage of avoiding the use of vias to ground. 

The CPW cell geometry used for S-parameter measurements is shown in Fig. 3. 
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Figure 3. CPW cell used for S-parameters measurement. 

The effective dielectric constant for this type of CPW can be obtained from [15]: 
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where ω is the angular frequency, ε0 and μ0 are the free space permittivity and permeability, d 
is the coplanar line length and T is the first transmission coefficient. The transmission 
coefficient can be obtained from the measured scattering parameters using the following 
equation [16]: 

 



MEMS Micro-Antennas for Wireless Biomedical Systems 237

 
Γ+−
Γ−+

=
)(1 2111

2111

SS
SST  (2) 

 
with 

 

 12 −Χ±Χ=Γ  (3) 
 

and 
 

 
11

2
21

2
11

2
1

S
SS +−

=Χ  (4) 

 
The electrical permittivity is obtained from the equations characterizing a coplanar 

waveguide with finite-width ground planes [17]. In this way, the effective electrical 
permittivity is given by: 
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where εr is the relative permittivity of the substrate, K is the complete elliptical integral of the 

first kind and 21' kk −=  [18]. The arguments k and k´ are dependent on the line geometry 
and are given by [19]: 
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The characteristic impedance of the coplanar cell can also be computed from the 

measured S-parameters [20]: 
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where Z0 is the reference impedance (50 Ω). 

To compute the attenuation, its necessary to obtain the propagation constant βαγ j+=  
for the CPW cell. This can be computed by means of [21]: 
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Attenuation in microwave lines occurs due to radiation, metal and substrate losses. 

Assuming that radiation losses are very small, it’s possible to obtain the dielectric loss tangent 
from the value of the total attenuation and conductor losses. 

The attenuation due to conductor losses in the center strip conductor and ground planes of 
a CPW is given by [22]: 
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where kc is the wave number, ω the angular frequency and μc the permeability of the 
conductor. 

From the knowledge of the total and metal losses we can obtain the dielectric loss tangent 
from the attenuation constant due to the dielectric losses [18]: 
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where q is the filling factor that depends on the geometry. 

Next, the description of the test cells required to measure the S-parameters is presented. 

CPW Cells Design 
Because the substrate losses are relatively small, lines with 5-mm length were used to 
increase the calculations accuracy. The metal areas were fabricated with a 2 μm layer of 
aluminium on top of each wafer. A sample of the fabricated lines is shown in Fig. 4. Since the 
exact electrical permittivity value at the desired frequencies was not known, several CPW 
cells were designed in order to obtain a suitable configuration for the material properties 
extraction. It is recommended the use of some mismatch in order to obtain a good accuracy 
[15]. In this way, the CPW cells were designed with different W/S ratios in order to obtain 
different characteristic impedances. Namely, lines with the following dimensions were used: 
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(W = 75 μm, S = 15 μm), (W = 50 μm, S = 35 μm), (W = 75 μm, S = 50 μm) and (W = 100 
μm, S = 60 μm). 
 

 

Figure 4. Sample of the fabricated coplanar waveguides used for S-parameter measurement. 

Materials Properties 

The measured S-parameters of a coplanar waveguide (CPW) propagating the dominant mode 
were used to obtain the electrical permittivity and the dielectric loss tangent of three different 
glass wafers: non-alkaline Schott AF45, Corning Pyrex #7740 and Hoya SD-2. These 
properties were obtained up to 10 GHz. A vector network analyzer and a probe station were 
used to perform the on-wafer measurements of the two-port network S-parameters. It was 
calibrated by means of TRL method, providing a measuring reference plane at the edge of the 
coplanar lines. 

Glass Wafers Characterization 
The electrical permittivity is presented in Fig. 5 for the three glass wafers under. As can be 
seen from that figure, for high frequencies, and as expected, the electrical properties show 
only a slight variation with frequency. Also, we can observe an abrupt change on the 
measured characteristics at low frequencies. This happens because at those frequencies the 
assumptions behind the theoretical formulation are not anymore valid. At the frequencies of 
interest (5-6 GHz), the dielectric constants for SD-2, borofloat and AF45 are 4.7, 5.9 and 6.1, 
respectively. 

The losses are difficult to obtain since they are relatively small for such line lengths. The 
results can change significantly from one measurement to another, if not enough attention is 
paid when the contact between probes and lines is established. To compute loss values, the 
remaining data after discarding the inaccurate measurements were again submitted to a new 
selection. Only the ones giving the lower values for the losses were used. It was considered 
that the higher losses were due to imperfect contacts between probes and CPW cells. 
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Figure 5. Measured permittivity for three glass wafers. 

In Fig. 6, the total attenuation measured in a CPW cell is plotted together with the 
attenuation due to conductor loss, computed from equation 11. Assuming the radiation losses 
being very small, the difference between total losses and conductor losses give us the 
substrate losses. 
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Figure 6. Computed and measured attenuation of a CPW cell with W = 75 μm and S = 50 μm. 

From the above figure we can see that the SD-2 and AF45 substrates suffer from almost 
the same losses, but the #7740 substrate suffer from increased losses. When designing RF and 
microwave elements, the structures on the Pyrex and AF-45 wafers should be similar but not 
the device losses. 

The data from Fig. 6 was used to compute the loss tangents. The obtained results are 
plotted in Fig. 7. As expected from total losses, the SD-2 and AF45 wafers show similar 
values, and Pyrex wafer presents a higher value for the loss tangent. When possible, AF45 
should be used instead of Pyrex #7740. 
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Figure 7. Measured loss tangent (W=75 μm, S=50 μm). 

High-resistivity Polycrystalline Silicon 
The electrical permittivity of HRPS was also obtained from the measured S-parameters and is 
displayed in Fig. 8. This plot shows the results obtained from the three different CPW cells. 
As can be observed in that figure, for high frequencies, and as expected, the electrical 
properties show only a slight variation with frequency. Also, we can observe an abrupt 
change on the measured characteristics at low frequencies. This happens because at those 
frequencies the assumptions behind the theoretical formulation are not anymore valid. At the 
frequencies of interest (5-6 GHz), the obtained dielectric constant is εr ≈11.5. 
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Figure 8. Extracted electrical permittivity for three different CPW cells. 
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Together with dielectric constant, loss tangent is also a fundamental parameter as it 
represents the performance achievable with the designed passives. The results obtained for 
loss tangent are plotted in Fig. 9. As expected, all the CPW lines show similar values since 
the substrate is always the same. 

The method used to obtain the data in Fig. 8 is based on the measured total losses coming 
from the CPW lines. Then, assuming no radiation losses, it is possible to identify the metal 
losses and substrate losses. In this way, it is important to refer that the obtained values for loss 
tangent are heavily dependent on the models used to describe the losses in these kinds of 
transmission lines. 
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Figure 9. Extracted loss tangent for three different CPW cells. 

Patch Antennas 

One of the simplest structures that can be used as an integrated antenna is a patch antenna. It 
is planar and can be fabricated using only two metal layers, one to form the ground plane and 
other to form the radiating element. 

The next antenna design was performed with 3D models built using a 3D FEM simulator 
tool. The layout was then obtained with the standard IC layout tools. From the set of available 
materials compatible with IC fabrication, standard silicon was not chosen for use as substrate 
due to its low resistivity. The option was to use HRS together with insulating layers, to keep 
the losses as low as possible, and HRPS. Since the antenna dimension is related with its 
electrical length, which is inversely proportional to the operating frequency, we have chosen 
to start the antenna design for operation in the 5-6 GHz ISM band. This is an available free 
band where the antennas can be relatively small and still achieving a good range. 
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Patch Antennas Using HRS 
To obtain the smallest antennas it was used the material with the highest electrical 
permittivity. Fig. 10 shows the cross-section of the stacked materials with the configuration 
used in the fabrication. 
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Figure 10. Cross-section view of the realized patch antenna on HRS substrate. 

The patch antenna design was supported with a model built using a high frequency 
structure simulator based on finite elements modeling (FEM) (Fig. 10). A tool with 3D 
modeling capabilities was necessary due the fact that, for small ground planes, the antenna 
behavior depends on the ground size. 

The two critical steps in designing the patch antenna were the definition of the patch 
dimensions and the feeding configuration. The patch dimensions have direct influence on the 
operating frequency and on the antenna gain. The difficulty to predict accurately the patch 
dimensions is related to the fringing fields together with the small size of the ground plane 
used. The starting value used for the antenna length, L, was half wavelength in the substrate, 
which is known to give a close value for the operating frequency. This value was then 
trimmed by simulation. 

The antenna feeding should be designed carefully since it must provide a correct 
impedance matching. At high-signal frequencies it is necessary to design a feeding line with 
specific characteristic impedance. Also, that line must be connected in a point of the antenna 
where the input impedance is the same than the feed-line characteristic impedance. The patch 
antenna was fed with a microstrip line connected to a point inside the patch where the input 
impedance matches 50 Ω. This connection was achieved with an inset, which had to be 
properly adjusted with the help of the antenna model. 

The model, as well the projected antenna dimensions, is presented in Fig. 11. 
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Figure 11. FEM meshed model (a), and layout (b) describing the studied square patch antenna  
(L = 7.7, W = 7.6, y0 = 3.1, w0 = 0.36, w1 = 0.32, in mm). 
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Fig. 12 shows several different patch antennas standing on the top of a HRS wafer. The 
HRS substrate shown has a dielectric permittivity of 11.7, conductivity in the range of 
0.02-0.05 S/m, and the wafer thickness is 525 ± 25 µm. A 300 nm layer of thermal silicon 
dioxide layer between the silicon substrate and the metal patch was used for insulation. This 
layer has an εr of 3.9 and for design purposes it is assumed to be an insulator. The metal patch 
and ground plane were obtained using a 2-µm layer of aluminum. Instead, copper could be 
used to further reduce the metal losses. 

 

 

Figure 12. Patch antennas fabricated on a HRS wafer. 

To measure the antenna characteristics, it was interfaced with a 3.5 mm coaxial 
connector. This was achieved by placing the die containing the patch antenna on top of a PCB 
board with the coaxial connector soldered underneath. One fabricated prototype, ready for 
measurements, is shown in Fig. 13. 

 

 

Figure 13. A 7.7x7.6 mm2 patch antenna realized on a HRS substrate ready for reflection 
measurements. 
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All the return loss measurements were performed using an HP vector network analyzer, 
which was previously calibrated with one-port calibration. The antenna operating frequency, 
bandwidth, and efficiency were obtained from those return loss measurements. 

The simulated and measured values for the patch antenna using HRS substrate are plotted 
in Fig. 14. The simulated data shows good agreement with the measurements. The obtained 
operating frequency was 5.705 GHz, providing a -10 dB return-loss bandwidth of 90 MHz. 
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Figure 14. Measured and simulated return loss versus frequency used to obtain the operating frequency, 
bandwidth and efficiency. 

The antenna efficiency was measured using the Wheeler cap method. This method is 
based on the measurements of the antenna input return loss when it is radiating or not 
radiating. The last condition is usually met with a metallic cap enclosing the antenna under 
test. With those measurements the efficiency can be easily computed. The antenna efficiency 
was also obtained from simulations and compared with the measured values. Using the data 
from measurements, it was obtained an efficiency of 18.6 %, which is in good agreement with 
the value computed by the 3D model, that was 19.6 %. 

The suitability of an antenna to be integrated depends also on its gain and radiation 
pattern. The antenna should contribute to a good wireless link range and should not interfere 
with the already on-chip sensors and electronics. This requires the antenna to radiate mainly 
in the upward direction, with the backside lobe as weaker as possible. The radiation to the 
backside can be reduced if the ground plane is big enough. However, all the antenna 
components should be as small as possible, including the ground plane. The far-field gain 
patterns measurements were obtained using an anechoic chamber facility. The results are 
plotted in Fig. 15. 

As it was expected, the patch antenna exhibits a linear polarization characteristic, and as 
it was desired the power is mainly radiated upwards. Nevertheless, it would be desirable to 
further decrease the power level at the back of the antenna to keep the interference with 
backside components as low as possible. This drawback results from the small size of the 
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ground plane. The maximum gain registered was ~0.3 dB. This small gain is essentially due 
to low efficiency of the antenna, since the substrate suffers from high losses. 
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Figure 15. Measured and simulated co-polar and X-polar far-field gain patterns obtained at 5.705 GHz. 

After model validation by the measured data, the influence of a few material tolerances 
were analyzed by simulation. Substrate thickness, substrate conductivity, and oxide thickness 
were studied. It was observed that varying the substrate thickness from 500 μm to 550 μm 
and the oxide thickness from 1 μm to 10 μm, the operating frequency changed from about 
5.7 GHz to 5.85 GHz. If the substrate conductivity increases from 0.02 S/m to 0.05 S/m, the 
efficiency decreases from 30.1 % down to 19.6 %. 

Patch Antennas on HRPS 
The fabrication of patch antennas on HRPS followed a similar process than the antennas 
fabricated on HRS. The patch antenna was also designed for fabrication on top of an HRPS 
wafer, without any insulating layer between the metal patch and the substrate. The antenna 
was designed to operate in the 5-6 GHz ISM band, which yields antenna dimensions of 
7.7x7.6 mm2. The patch metal layer was made with 2 μm of sputtered aluminum and the 
feeding was realized through a microstrip line. 

The measured values used in the Wheeler cap method are plotted in Fig. 16. The figure 
shows measured values when the antenna is radiating and when it is not. Using the data from 
measurements, it was obtained an efficiency of 25.6 %, which is in good agreement with the 
value computed by the 3D model, that was 28.6 %. 

It was also verified that this antenna has an operating frequency of 6.25 GHz, with a 
-10 dB return loss bandwidth of ~200 MHz. 

For comparison, a similar patch antenna was fabricated on a Pyrex #7740 wafer. 
Similarly, 2 μm of sputtered aluminum were used to obtain the metal patch layer. Such 
antenna has a measured operating frequency of 5.995 GHZ and the -10 dB return loss 
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bandwidth is ≈100 MHz. From the measurements we obtained an efficiency of 51%, which is 
higher than the obtained with HRPS. The drawback is the increase in the antenna size. 
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Figure 16. Measured return loss versus frequency used to obtain the operating frequency, bandwidth 
and efficiency. 

MEMS Micro-Antennas 

What is the challenge to design wireless communications for biomedical applications? At a 
first glance, if we make a quick survey in the available databases, it seems that there is no 
problem since it is not easy to find many references to this topic. However, in previous 
sections, it was already shown the difficulty in the design of integrated antennas. In this 
section, the fundamental limits will be revisited and solutions will be discussed to achieve 
smaller antennas. 

Electrically Small Antennas 

The physical dimension of the host microsystem limits the available room for antenna 
integration. In this way, the antenna must be as small as possible, including the ground plane 
dimensions. This has several implications in the antenna performance and in the neighbour 
circuits. 

Fig. 17 shows the antenna integration using wafer-level chip-scale packaging (WLCSP), 
together with radio-frequency passives. To save space, the antenna is placed on top of the 
active circuits. Nevertheless, since the antenna ground plane is very small, not exceeding the 
antenna dimensions, the system performance is affected. 

The antenna is very close to the circuits, allowing a possible coupling between it and any 
passive devices (inductors or transmission lines). The perfect solution is to obtain an antenna 
small enough to grant extra space for an antenna ground plane larger then the antenna itself. 
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Several small and planar antenna types have been proposed for wireless communications 
[23], but none of them was designed to fulfill all the restrictions and requirements set by on-
chip integration. Those restrictions include the properties of available substrate materials and 
the way they can be processed. Many of the previously proposed solutions to integrate 
antennas on-chip have been based on the design of planar antennas using silicon as substrate. 
Since the low-ohmic silicon substrate suffers from high losses, high-resistivity silicon or bulk 
micromachining have to be used in order to increase the antenna efficiency. Nevertheless, the 
afore-mentioned solutions have the drawback of increased cost, and the micromachining 
solution have also the penalty of large area used for antenna implementation. In this way, a 
preferable solution to decrease the antenna losses may be to use a combination of a low-loss 
material with silicon. The new material can be used as antenna substrate and any required 
high-quality factor passives [24], and the silicon will be used to implement the necessary 
circuitry. 
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Figure 17. Envisioned application of WLCSP for antenna and other passives integration. 

The combination of materials may be achieved with the use of WLCSP techniques, like 
adhesive wafer bonding and through-wafer electrical via formation, which allows the use of 
silicon together with different silicon-compatible substrates [25]. However, typical silicon-
compatible substrates (e.g. glass, BCB, polyimide, SU-8) have lower dielectric constant 
compared to silicon. In this way, the use of such materials reduces the losses at the expense of 
a size increase in the integrated antenna. Therefore, the use of an advanced antenna design 
may be required to overcome this drawback, providing a small and effective radiator. 

In our previous work [26] and other related work [27], the use of shorted-folded patch 
antennas was considered as a solution to obtain a small antenna. Notwithstanding the obtained 
success, the dimensions of the developed antenna are still rather large. 

Fundamental Limits 
A common question asked when the antenna miniaturization is required is: “What is the 
theoretical limit for antenna size reduction?”. The first work trying to answer this question 
dates back from 1947 [28]. In that work, Wheeler investigated the fundamental limits of 
electrically small antennas. An electrically small antenna was defined to have overall 

dimensions smaller then 
π
λ

2
. Sometimes, this is also referred under the relation ka < 1, 

where 
λ
π2

=k , where λ is the free space wavelength and a the radius of the smaller sphere 
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enclosing the antenna, also called the radian-sphere. Fig. 18 shows the concept widely 
adopted to characterize an electrically small antenna. 
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Figure 18. Electrically small antenna enclosed by the radian-sphere. 

In his work, Wheeler analysed which could be the highest efficiency of an electrically 
small antenna, considering it as a capacitive or inductive load. Some time later, Chu 
published his work about electrically small antennas [19]. In that work, spherical wave 
functions were used to describe the antenna field, gain, and quality factor. One research topic 
was to find the maximum gain achievable by an antenna of moderate complexity. This is 
equivalent to find the minimum quality factor for the antenna. Other research topic was to 
find the maximum ratio gain/quality factor. 
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Figure 19. Tradeoffs in antenna parameters as a function of antenna complexity, N. 
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From there on, Chu results have been widely used as a reference in antenna size 
reduction. Several authors have since then studied the behaviour of electrically small antennas 
[30-40]. From those studies it is possible to conclude that, theoretically, it is possible to 
obtain an antenna with an extremely high gain. However, there are other important 
parameters in an antenna, namely efficiency and quality factor (bandwidth). 

Fig. 19 shows the tradeoffs in antenna parameters as the antenna complexity, N, 
increases, for two antenna dimensions. It can be observed that the gain, G, and quality factor, 
Q, increases with the antenna complexity, and the efficiency, ηa, is reduced. It can also be 
observed that the larger antenna has a smaller quality factor and a larger efficiency. 

Other interesting analysis is to observe the behaviour of antenna quality factor, 
efficiency, and gain for an antenna operating in the fundamental mode. Fig. 20 shows the 
results of such analysis, where it can be observed that all antenna parameters are improved as 
the antenna dimension increases. It can also be observed the fast degradation of antenna 
efficiency for ka < 0.4. 
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Figure 20. Influence of antenna dimensions on gain, quality factor, and efficiency. 

Wafer Level Packaging 
The properties of a small antenna are dependent on how it fills it radian-sphere [40]. This 
means a dipole antenna will have worst properties then a patch antenna, since the patch 
antenna uses more space inside the radian-sphere. In this way, a very attractive option is the 
antenna integration using stacked wafers, where the antenna uses not only two dimensions, 
but also a third dimension, at a reduced cost. 

The technical solution for this integration approach is the application of wafer-level chip-
scale packaging (WLCSP) techniques. This approach represents a truly added value as at a 
limited cost 3D passive structures can be realized without increasing the chip active 
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dimensions. Also, WLCSP allows combination of a different substrate (e.g. HRS, glass) 
together with low-ohmic silicon. The use of new wafer materials may reduce the losses with 
the potential of allowing the integration of other passive devices. Moreover, the possibility to 
fabricate 3D structures allows the implementation of more advanced antenna structures, 
where size and efficiency restrictions may be met more easily. Fig. 21 shows two options on 
how to use the WLCSP concept to integrate antennas and/or other passive devices. 

 

 

Figure 21. Integration of a small size antenna with RF circuitry. 

In the next section, we will introduce the use of WLCSP for integration of planar 
antennas built using silicon compatible substrates. The suitability of folded patch antennas, 
built on HRS and glass, are investigated as candidates for on-wafer integration. The 3D 
antenna models were built and the measured antenna parameters were compared with the 
values obtained by simulation. Despite its higher fabrication complexity, the folded patch 
antenna has an increased performance when compared with the patch antenna, and at the 
same time allows reduction of the used chip area. In this way, the use of glass substrate 
enables a small on-wafer antenna and RF electronics direct coupling. This offers potential of 
low cost, low profile and simplified assembly. 

Folded-patch Antenna 

The possibility to integrate on-chip antennas for biomedical devices is highly dependent on 
the achievable antenna dimensions and efficiency. Reduction of dimensions together with 
efficiency improvement can be obtained through proper device geometry. Since the patch 
antennas are rather large for on-chip integration, the use of a shorted-folded patch antenna on 
glass was considered. 

Antenna Modelling 
The proposed, on-chip integrated, folded short-patch antenna (FSPA) is shown in Fig. 22. It 
consists of three horizontal metal sheets that are electrically connected by two vertical metal 
walls. 

All structure is embedded in a dielectric substrate having certain electrical permittivity 
and dielectric losses. These two parameters together with the antenna geometry and its actual 
dimensions will determine its radiation characteristics and overall performance. 

For the best performance, the metal sheets should have minimum resistivity and the 
dielectric should be a low-loss material, which allows high efficiency. Also, to achieve small 



P. M. Mendes and J. H. Correia 252 

antenna dimensions, a substrate with high electrical permittivity is desirable. High antenna 
efficiency requires thicker substrates (>300 µm) and therefore high aspect ratio vias in glass 
are required. 
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Figure 22. Proposed shorted-folded patch antenna. 

At frequencies above 1 GHz, glass becomes a very attractive option. Its main advantages 
are low losses, reasonable εr, availability in a form of wafers with any required thickness and 
diameter, and last but not least low cost. There is also sufficient experience in processing of 
glass wafers from MEMS and WLP applications. 

The antenna was designed to operate at 5.7 GHz, a frequency chosen to be inside the 
5-6 GHz ISM band. All the simulation analysis was performed with an antenna model that 
was built using the High Frequency Structure Simulator from Ansoft, a 3D tool based on 
finite element modeling. This simulation tool was intensively used previously in our patch 
antenna design, where good match of modeling and experimental results were achieved. The 
developed antenna model is displayed in Fig. 23. 

 
 

 

Shorting vias 

Radiating patch Metallic wall 

Middle metal patch

Ground plane 

Coaxial cable 
(used for feeding 
purposes) 

Top wafer 

Bottom wafer 

Feeding via 

 

Figure 23. 3D FEM model of the fabricated folded shorted-patch antenna. 
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From the fabrication point of view, it is preferable to keep the overall antenna thickness 
small. To achieve this, thin or thinned wafers can be used. However, the wafer thickness is a 
relevant parameter that influences the antenna performance, since it corresponds to the 
antenna substrate thickness. To study this effect, all the FSPA dimensions were kept constant, 
except the wafer thickness, h, which was as a parameter. The obtained results for the return 
loss are presented in Fig. 24. 
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Figure 24. Return loss of the FSPA for different substrate thickness values. 

It can be observed that decreasing the wafer thickness from 500 µm down to 100 µm 
leads to a reduction of the antenna operating frequency. This is a desirable effect since, for the 
same operating frequency, the antenna can be smaller. However, a thinner substrate, and thus 
a smaller volume of the antenna dielectric, will cause reduction of the antenna radiation 
efficiency as well as reduction of the antenna bandwidth. If the wafer thickness is increased to 
800 the operating frequency starts to decrease again, instead of a monotonously increase with 
thickness increment. In opposition to what we could be induced by observation of Fig. 24, the 
expected behavior would be a decrease in the operating frequency as the wafer thickness is 
increased since the electrical length of the antenna becomes larger. However, the gap between 
the middle patch and the ground plane has a significant effect in the antenna operating 
frequency. In this particular design, that gap starts to be the dominating effect in setting the 
operating frequency when the wafer thickness is more then 500 μm, which explains the 
frequency decrease with wafer thickness decrease. 

Together with the reduction in the antenna dimension and increased efficiency, despite 
the added cost of fabrication complexity, with this type of antenna the following material 
combinations can be formed: glass/glass, HRPS/HRPS, or glass/HRPS. An option to avoid 
the difficult task of doing through-wafer vias in glass could be to replace the glass wafers by 
HRPS. This will inevitably increase a bit the dielectric losses, but at the same time the 
antenna dimensions could be reduced. Other option is to substitute only the bottom glass 
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wafer by HRPS. In this way, the vias in glass are not required and the overall losses are 
expected to be smaller. 

All the proposed options were analyzed based on 3D FEM modelling built using. 
Considering a 10 kΩ-cm substrate, the predicted results are summarized in Table 1. For 
various substrate options, the dimensions of the antenna model were kept constant as 
possible, only some minor adjustments were implemented to adjust the operating frequency 
and/or to achieve impedance matching. 

Table 1. Summary for the different stack options. 

 glass/glass HRPS/HRPS HRPS/glass 
Fc 5.66 GHz 5.66 GHz 5.64 GHz 

BW 60 MHz 57 MHz 63 MHz 
Eff. 66 % 64 % 65 % 
L1 3.2 mm 1.8 mm 3.2 mm 
L 2.6 mm 1.65 mm 2.3 mm 

Parameters shown: Fc – operating frequency, BW – bandwidth, Eff. - efficiency, L1 - top patch length, 
L - middle patch length. 
 
As can be seen from Table 1, the antenna built on a stack of two glass wafers has the 

highest efficiency and the largest dimensions. The antenna on a stack of two HRPS wafers is 
the smallest and has the lowest efficiency. When the glass/HRPS stack is used, a compromise 
can be obtained. The losses are slightly increased and the dimensions don’t change 
significantly. The antenna dimensions are strongly dependent on the projected efficiency and 
bandwidth and also on the substrate thickness but, if we use HRPS/HRPS, they can fit inside 
an area of 3x3 mm2. The achievable –10 dB return loss bandwidth is around 50 MHz 
(+/- 10 MHz). 

The use of a 10 kΩ-cm HRPS wafer makes on-chip antenna integration possible with an 
antenna efficiency and electrical performance similar to the one obtained with glass, but with 
the benefit of a smaller size (12.4x11.7 vs. 7.7x7.6 mm2 for patch antenna and 4x4 vs. 3x3 
mm2 for folded-patch antenna at 5.7 GHz) since the dielectric constant is two times higher for 
HRPS. Next to that, the inherent problems associated with glass substrate processing 
(e.g. difficulty to form high-aspect ratio vias) are avoided. 

Antenna Fabrication 
Despite the potential of HRPS, it was decided to evaluate the suitability of glass wafers for 
antenna applications because of its popularity in biomedical diagnostic devices (e.g. lab-on-
chip) that may also benefit from on-chip antenna. 

The folded-patch antenna fabrication sequence is schematically shown in Fig. 25. Two 
AF-45, 100 mm diameter and 500 µm thick glass wafers are used as the starting material. 

Firstly, 200 µm diameter through-wafer vias were formed in the bottom glass substrate. A 
laser system at Philips CFT with a 30:1 reduction mask was used for ablation of the feeding 
and shorting vias. Because the selected glass substrate material exhibits sufficient light 
absorption in the UV region only, a 193 nm excimer laser was required. The initial tests with 
248 nm laser were not successful due to formation of cracks. The vias were then metallized 
by sputtering of 4µm Al layers from both sides of the wafer. Due to the low aspect ratio of the 
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vias (2.5:1) and the fact that the sidewalls are not perfectly vertical, it was possible to form a 
continuous conductive layer within the vias. The middle antenna patch was then patterned 
using electroplated photoresist and plasma etching (see Fig. 26). 

 
laser ablated vias and via fences

adhesive bonding using BCB

glass

4 µm Al sputtered on both sides

patterning of the middle patch

+
glass

foil as a temporary carrier

pre-dicing

V-groove by dicing

Al sputtering

singulation by dicing

antenna feed pad definition 
by laser cutting  

Figure 25. Schematic fabrication sequence used for antenna fabrication. 

Then, the second glass wafer was adhesively bonded using ~5-7 µm thick BCB layer as 
the adhesive. This wafer stack was attached to a temporary carrier (foil or Si wafer) to allow 
formation of the slanted antenna sidewall by V-blade dicing. The sidewall shaping was 
performed in two steps. First, a vertical trench through the wafer stack was formed using a 
400 µm wide dicing blade. In the second step, a V-shaped dicing blade (60 deg. angle) was 
applied to shape the antenna sidewalls. The accuracy of this step is critical for antenna 
electrical properties and care has to be taken to achieve alignment with the middle antenna 
patch. The achievable accuracy of blade positioning is close to 2 µm, which is more than 
sufficient. 
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Figure 26. Photograph showing detail of the bottom glass substrate with the 200 µm diameter ablated 
vias and the patterned middle Al antenna patch. 

The antenna fabrication then continues by Al-layer sputtering to metallize the second 
glass wafer including the V-shaped trenches. Finally, a standard dicing with vertical sidewalls 
is applied to define the remaining three antenna sidewalls and thus the lateral dimensions of 
the final antenna. The fabricated antenna prototype, compared to a 1 eurocent coin, is shown 
in Fig. 27. 

 

 

Figure 27. Photograph of the folded shorted-patch antenna prototype realized on a stack of two AF-45 
glass substrates. 

Antenna Results 
For fabrication simplicity, laser cutting on the to-be-measured samples defined the antenna-
feeding pad. For the measurement purposes, the antenna was attached to a PCB with a 50 Ω 
microstrip line, and the antenna feeding pad was connected using multiple bond wire 
connections (see Fig. 28). 
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Figure 28. Close-up of antenna backside feeding point connected to a PCB, using multiple bond wires. 

A prototype was fabricated with the technique described before, where the laser ablation 
was used to obtain the through-wafer vias. To measure the fabricated antenna, it was 
necessary to attach it to a PCB board, where a 50 Ω microstrip line was designed to interface 
the antenna with a coaxial connector that provides the connection to the vector network 
analyzer. The connection between the microstrip line and the antenna feeding via was made 
by wire bonding. The return loss measurements were performed with an E8358A vector 
network analyzer. Fig. 29 shows the measured and simulated values for a fabricated 
prototype. 

 

4,0 4,2 4,4 4,6 4,8 5,0 5,2 5,4 5,6 5,8 6,0
-25

-20

-15

-10

-5

0

R
et

ur
n 

Lo
ss

 [d
B

]

Frequency [GHz]

 Measured
 Simulated 1
 Simulated 2

 

Figure 29. Measured and simulated return loss of the fabricated antenna prototype. 
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The simulated values on this plot were obtained after antenna fabrication, where relevant 
process dependent parameters were updated to better match the values obtained during 
antenna processing. Also, it was included the effect of the ground plane that was used to 
mount the antenna for simulations. The difference between the projected and measured 
bandwidth are mainly due to the thickness of the metal inside the shorting and feeding vias, as 
we were able to verify by simulation. If the metal thickness of vias metallization changes 
from, e.g., 2 to 0.02 μm it was obtained by simulation that the bandwidth changes from ~50 
to ~200 MHz. The small shift in the desired operating frequency from 5.1 to 5.05 GHz is due 
to a small increase in the dimensions of the top metal patch. This top metal patch was first 
designed to be defined by patterning but to reduce costs, was defined by the singulation step 
(Fig. 25), resulting in a larger patch. 

The simulated values on Fig. 29 were obtained after antenna fabrication, where relevant 
process dependent parameters were updated to better match the values obtained during 
antenna processing. Also, it was included the effect of the ground plane that was used to 
mount the antenna for simulations. After that adjustment, it was possible to obtain a good 
agreement between the measured and the simulated data. The final antenna dimensions are 
4x4x1 mm3, the operating frequency is 5.03 GHz with a bandwidth of ~200 MHz. 

Cantilever Antenna 

From the previous antenna design sections, it is clear that the FSPA shows advantage in 
occupied area requiring, however, a more complex fabrication process. The dimensions of the 
FSPA is suitable for small biomedical devices like the required for spinal cord stimulation or 
for implants used in neural signal recording. The main drawback is that it operates only inside 
the 5-6 GHz ISM band. This results in high losses in signal propagation inside the human 
body, requiring placement of the biomedical devices at the body surface. This is not a 
satisfactory solution for, e.g., human hear implants, or implants required to be inside the 
spinal cord. 

To communicate with those devices its necessary to find a new solution, which will be 
discussed next. 

MEMS Magnetic Sensors 
Micro-Electro-Mechanical Systems (MEMS) are an available option for RF communications 
systems, since they can offer, simultaneously, devices with improved performance and 
integration capability in a silicon chip, side by side with semiconductor circuits, since they 
use IC-compatible materials. 

The basic principle of micromachined cantilevers offers an interesting possibility to 
measure a variety of physical parameters [41]. They can be applied as magnetometers for 
measuring the magnetization [42, 43] and as viscosity sensors [44]. These devices are excited 
at the resonant frequency to achieve high sensitivity. 

Up to now, MEMS have been used in antenna applications, not as an antenna itself, but to 
obtain non-conventional front-ends with improved, or new characteristics However, it is well 
known that some MEMS structures can be used as magnetic flux sensors, allowing the 
detection of time varying fields [45]. 
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When used as a sensor, a MEMS structure requires the use of a sensing mechanism and 
the most widely used is the capacitive method. The moving structure, and a fixed plate, forms 
a parallel plate capacitor, where the structure movement is translated into a capacity change. 
On the other hand, when it has to be used as an actuator, the electrostatic actuation is widely 
used as the actuating mechanism due to its simplicity. The two main structures used are comb 
drives [46] and parallel plates [47]. While in the comb drive, which is based on area-varying 
capacitors, the displacement varies linearly with the gap, in actuators that relies on gap-width 
varying capacitors (parallel-plate) the pull-in phenomenon has to be considered [47]. Pull-in 
causes the displacement range due to electrostatic force to be limited to one-third of the gap 
between the electrodes, in case of a motion perpendicular to the capacitor plate orientation. 
This effect also limits the dynamic range of capacitive accelerometers operating in the 
feedback mode. Charge drive (current drive with a series capacitance), rather than direct 
voltage drive can be used to circumvent pull-in, however, at the expense of attainable 
maximum force for given device dimensions. 

A U-shaped cantilever, proposed to detect a time-varying magnetic field, is presented in 
Fig. 30. 
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Figure 30. Cantilever used to detect a time-varying magnetic field. 

To measure magnetic fields with cantilever structures, the Lorentz-force is utilized on a 
current carrying lead [50-52]. A cantilever of this type measures only the magnetic flux 
density in the direction parallel to the arms of the cantilever, i. e., x-axis of Fig. 30. The 
Lorentz-force acting on a lead is used to bend a micromachined cantilever. Deflections, which 
are small compared to the length of the cantilever, are a directly proportional measure of the 
applied force. To reach an as high as possible sensitivity it is advisable to utilize a resonant 
mechanism where the cantilever is excited by an AC current with a frequency equal to an 
eigenfrequency of the elastic structure. Due to the high quality factors of Si structures, which 
are at least several hundred, this is an efficient way to enhance the sensitivity. 

Wafer Level Packaging 
Fig. 31 shows how WLCSP can be used as an advantage to integrate the proposed antenna 
structure. It consists of three stacked wafers, where the bottom wafer is used to place the 
reading and controlling electronics, the middle wafer is used to implement the U-shaped 
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cantilever, and the bottom wafer encapsulates the device, enabling a very small microsystem 
with integrated antenna. 
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Figure 31. Use of WLCSP to integrate the proposed MEMS antenna. 

Additionally, if it is added an energy-harvesting scheme, the microdevice is ready for use. 
If batteries are required, an extra step will be necessary to implement the required interface. 

The starting MEMS structure is a cantilever placed to operate as a magnetic sensor, using 
the Lorentz force (see Fig. 30), where the electromagnetic field can be sensed using an 
optical, capacitive, or piezoelectric sensing solution. The most attractive options are 
capacitive and piezoelectric. These solutions can be easily integrated with the MEMS 
structure and have the potential for low power consumption (except the optical solution). 
Since the desirable displacement depends on structure dimensions and material properties, 
electrostatic actuation can be used as the actuation mechanism for MEMS micro-antennas. 
However, if large displacements are required or if the MEMS structure area becomes too 
small for capacitive detection, the use of a piezoelectric material can be the solution since it 
can act both as sensor and actuator. Moreover, the operation is only voltage based, leading to 
low power driving operation. Furthermore, it produces a voltage in response to a deflection 
leading to simple readout electronics. 

Piezoelectric is a promising mechanism for realizing RF MEMS structures with low 
driving power and a wide continuous tuning range. A few papers have reported on 
piezoelectric actuators [48], which adopt ferroelectric PZT and a bulk MEMS process with 
wet etched holes through a Si DIE. PZT contains a high vapour pressure oxide of PbO, and 
requires repeated annealing at more than 600º C. These materials and processes make it 
difficult to be employed as a CMOS compatible process. To overcome those drawbacks, it 
was proposed piezoelectric actuator, which uses CMOS compatible AlN and Al as 
piezoelectric and electrode materials, and surface micromachining processes [49]. The 
deflection was proportional to the voltage and was in the range 0 – 10 um for a voltage 
range 0-5 V. 

To radiate, the operation of the MEMS structure should be reversed and a field will be 
produced by an electrostatic or piezoelectric actuation. 
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Antenna Modelling 
The research focus is now in MEMS structures for non-conventional front-ends, where the 
MEMS structure itself will be operating as an antenna. MEMS will be explored as a new 
solution to obtain structures that can sense and generate an electromagnetic field. Thus, 
instead of having the need to design very advanced antenna structures to achieve antenna size 
reduction, the standard MEMS devices, e.g. cantilevers, will be used to save system space and 
improve system integration. 

The proposed MEMS structures will be engineered to have the desired electrical and 
geometrical properties, as well the requirements to be used in a post-process module 
compatible with integrated circuit (IC) fabrication. 

Fig. 31 shows the model being used to analyse the receiving properties for a cantilever 
operating as an antenna. 

 

 

Figure 32. Model of structure used to sense the electromagnetic field. 

The main goal is the design, fabrication and characterization of an electrically very small 
antenna using a MEMS structure. The main target will be implantable and invasive 
biomedical devices requiring low frequency wireless communications. However, the 
structures under research could also become a solution for underwater and underground 
communications. The research will allow to fully understand the bi-directional radiating 
properties and to optimise the radiation properties from an oscillating beam or cantilever. The 
driving properties of a piezoelectric material will be explored to obtain structures with large 
and bi-directional displacement. All the research will focus on low-power, low-size devices, 
as well the requirements to be used in a post-process module compatible with integrated 
circuit (IC) fabrication. 

Antenna Results 
To check the ability to operate as an antenna itself, some preliminary tests were conducted 
where it was verified that this MEMS structure could also have the potential to operate as a 
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bi-directional wireless link, together with the potential to be smaller than the conventional 
antennas. 

To explore the possibility to use a magnetic sensor, it was used a scaled model of the 
proposed structure. A commercially available magnetic sensor was connected to a signal 
acquisition board that was connected to a personal computer. A current was injected into a 
scaled structure of Fig. 32 and the signal was recorded with the magnetic sensor. When the 
transmitting structure was oscillating at 100 KHz, it was possible to easily detect that signal 
with the magnetic sensor. 

The received signal was compared with the signal received by a conventional dipole 
antenna and it was verified that the signal received by the magnetic sensor was easily 
detected. Thus, instead of having the need to design very advanced antenna structures to 
achieve antenna size reduction, the standard MEMS devices, e.g. cantilevers, can be used to 
save system space and improve system integration, when compared to the actual solutions. 

Conclusion 

This chapter described the design, fabrication and test of chip-size antennas for short-range 
wireless microsystems. These antennas allow the fabrication of a microsystem with integrated 
wireless communications. The antenna integration is based on wafer-level packaging 
techniques, which enables the integration of new materials with the standard silicon 
processing steps, as well the fabrication of complex three-dimensional structures. Wafer-level 
packaging techniques, like the adhesive wafer bonding and through-wafer vias, were used to 
overcome the challenge of obtaining a fully integrated microsystem, including the antenna, in 
an economically acceptable way. 

The use of a folded patch was first explored as a solution for significant antenna area 
reduction, enabling the antenna integration with wafer-level packaging techniques and giving 
rise to a good spatial cover. The chip-size antenna works in the 5-6 GHz ISM band, with the 
small size making it well suited for low data-rate and short-range applications. Two types of 
antennas were fabricated: patch and folded patch. The patch antenna on glass 
(11,7x12,4 mm2), operating at 5,995 GHz, has a gain of 3 dB, 100 MHz of bandwidth, and an 
efficiency of 51%. On the other hand, the patch antenna on silicon (8x8 mm2), designed to 
operate at 5,705 GHz, has a gain of 0,3 dB, a bandwidth of 90 MHz and an efficiency of 19%. 
Finally, a folded patch antenna was designed on glass (4x4 mm2) to operate at 5,1 GHz. It 
revealed a measured gain of approximately -8 dB, a bandwidth of ~200 MHz and a radiation 
efficiency of ~32%. 

MEMS are then explored as a new solution to obtain structures that can sense and 
generate an electromagnetic field. Thus, instead of having the need to design very advanced 
antenna structures to achieve antenna size reduction, the standard MEMS devices, e.g. 
cantilevers, will be used to save system space and improve system integration. 

The original contributions are: novel electrically very small antenna using MEMS 
structures, a model to describe the bi-directional operation of that structure; a radiating 
element that can be integrated on the same microsystem as the RF circuits, without affecting 
circuit requirements, and different material compositions in order to maximize the 
performance for the proposed applications. 
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Abstract 

One of the key enablers for business applications in future mobile communication 
systems is the ability to set up secure channels across the Internet and mobile networks. In this 
paper, a hybrid transport layer security protocol (HTLS) is described, which sets-up secure 
channels across different networks, such as the Internet, Bluetooth, and UMTS, using a single 
protocol. HTLS’s sub-protocols and its unique features are explained versos the features of 
well known security protocols, such as TLS and WTLS, at the OSI transport layer. A 
comparison of the implementation results is also presented. 
 

Index Terms: transport layer security protocols, mobile and wired networks, hybrid protocol 

1. Introduction 

As the use of electronic communications plays an ever-increasing role in business activities, 
security in communications through networking environments is becoming an important 
issue. One method is to build secure channels between two parties at the OSI transport layer 
for end-to-end security. The most widely used security protocols in the Internet and in mobile 
networks are the Transport Layer Security (TLS) protocol [1], based on the Secure Sockets 
Layer (SSL) protocol [2], and the Wireless Transport Layer Security (WTLS) protocol [3]. 
However, the Internet and future mobile systems may integrate satellite, radio, infrared and 
other means of communication to provide a whole host of upgraded services added to those 
available today (i.e. voice, text and data), by utilizing the mobile network capability for high-
speed information transfer. 
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The basic blocks of transport layer security in wireless, mobile and wired networks are 
illustrated in Figure 1. A TLS handshake is established between the web server and the 
wireless application protocol (WAP) gateway and a WTLS handshake is initialized between 
the gateway and the mobile device. The encrypted content is sent from the web server to the 
gateway, which then translates it and sends the final message to the mobile phone [5]. 

 

Internet (Wired)
Networks

Wireless & Mobile
Networks

Gateway Server

WTLS TLS

HTLS
 

Figure 1. Present and Future Transport Layer Security in Wired and Wireless Mobile Networks. 

However, with the merging of mobile and Internet networks, it is essential to develop a 
hybrid transport layer security protocol (HTLS), which will set up a single secure channel 
among different networks and will have the following novel characteristics: 

 
 it will provide new services that ensure user privacy, peer authentication and data 

integrity; 
 it will support multiple authentication with hybrid cryptosystems; 
 it will support encrypted audio and video services; 
 it will achieve end-to-end encryption synchronization; 
 it will enable group connections for encrypted audio and video conferences and 
 it will overcome known security holes, such as chosen plaintext attacks, data 

recovery attacks, datagram truncation attacks, and message forgery attacks that have 
been identified in current transport security protocols [5, 7, 8, 13, 18, 20, 21]. 

 
HTLS can also be used among the web server, the gateway and the mobile client (Figure 

1). The web server and the gateway first start communicating with the handshake protocol; 
they select the cryptographic algorithms, authenticate each other and use public key 
encryption techniques to distribute keys. During the first handshake between the web server 
and the gateway, a second handshake can take place between the gateway and the mobile 
client to extend the secure session. At the end of the handshakes, both sessions will share the 
same group identifier, which will identify a single secure session. 

HTLS incorporates new features such as hybrid authentication schemes and group 
connection support, an optimized handshake protocol suitable for wired and wireless 
environments, a secure real time audio and video transmission and encryption 
synchronization support. It has been designed for both high and low bandwidth networks, and 
single and multiple sets of cipher suites. 

In section 2, the security protocols TLS and WTLS are briefly described. Their 
description exploits the fundamental structure of secure protocols at the transport layer. 
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HTLS’s sub-protocols and its unique features are given in section 3 and implementation 
results are presented in section 4. In section 4, TLS, WTLS and HTLS handshakes are also 
analyzed with respect to their response time. The security analysis of HTLS is discussed in 
section 5. Finally, section 6 concludes with the main characteristics of HTLS. 

2. Current Protocol Standards at Transport Layer 

Originally developed by Netscape, SSL has been universally accepted on the World Wide 
Web (WWW) for authenticated and encrypted communications between two peers. SSL was 
designed to support a range of choices for specific algorithms used in cryptography, digests, 
and signatures [2]. This allows algorithm selection for specific servers to be made based on 
legal, export or other concerns and also enables the protocol to take advantage of new 
algorithms [9]. In 1996, an effort was first made by the Internet Engineering Task Force 
(IETF) to standardize SSL as an IETF standard under the name of TLS protocol [1]. In the 
rest of the paper, SSL will be referred to as the Transport Layer Security Protocol, or simply 
TLS. 

TLS, which supports only reliable transport layer protocols, is composed of two main 
components: the record protocol used for data transfer and the handshake protocol used to 
establish secure sessions between peers. The TLS record and handshake protocols provide 
data transmission and connection security with two basic properties: the transmission and 
connection is private and reliable. It uses asymmetric, or public key, cryptography (e.g. RSA, 
DSA, etc.) to authenticate and distribute the session key to the peers. It also uses symmetric, 
or private key, cryptography (e.g. AES, SAFER SK-128 etc.) and hash functions for data 
encryption and data integrity, respectively [1, 8]. 

However, in current wireless telecommunication networks, although the traffic in the air 
is encrypted, a complete end-to-end security solution is not provided [5]. When WAP was 
developed to fulfil value added mobile services, WTLS was designed to provide end-to-end 
security for WAP applications [4]. The WTLS is based on the TLS security layer used in the 
Internet. A number of modifications and changes were needed because of the nature of 
wireless environments. Wireless networks in general require support for both reliable and 
unreliable transport layer protocols. The mobile terminals have limited processing power and 
memory, and as a result, optimized versions of encryption algorithms are used. WTLS mainly 
attempts to reduce the overheads associated by establishing a secure connection between two 
applications. It provides services similar to TLS that ensure privacy, authentication and data 
integrity [4, 5, 20]. 

According to the WAP specifications [3], WTLS is composed of the record protocol. The 
WTLS record protocol takes messages to be transmitted, optionally compresses the data, 
applies MACs, encrypts, and transmits the data. Received data is decrypted, verified and 
decompressed, then delivered to higher-level layers. Four record sub-protocols exist 
according to the specifications: 

 
 the handshake protocol produces the cryptographic parameters; 
 the change cipher spec protocol deals with ciphering strategies; 
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 the alert protocol is used to inform the peers that the secure connection is ending. It 
also determines the level of error in the secure connection and provides a description 
of the error to the peers in the termination of the connection; 

 the application data protocol is used to exchange data between peers. 
 
In the rest of the paper, peers will be referred to as clients1 or servers2, depending on 

which of the two is initiating communication. 
In the WTLS handshake protocol, the client sends a hello message to which the server 

must respond with a hello message, or else a fatal error will occur and the secure connection 
will fail [3, 19, 20]. The client hello and server hello are used to establish security 
enhancement capabilities between client and server, such as protocol version, key exchange 
suite, cipher suite, compression method, key refresh, and sequence number mode. 
Additionally, two random values are generated and exchanged between the client and the 
server. 

Following the hello messages the server will send its certificate to be authenticated. 
Additionally, a server key exchange message may be sent if it is required. The server may 
request a certificate from the client if that is necessary to the key exchange method selected. 
Then, the client responds with the requested information to the server. At this point, the client 
and the server may begin to exchange application data as illustrated in Figure 2. 

 
 

Server Hello, Certificate
Server Key Exchange 
Certificate Request 
Server Hello Done 

Client Hello

Client                                    Server

Certificate
Client Key Exchange 

Certificate Verify 
Change Cipher Spec  

Finished 

Change Cipher Spec
Finished 

Application Data

 

Figure 2. WTLS Handshake Protocol. 

                                                        
2 The client is a device (or application) that initiates a request for a connection to a server [WAP, 2003] 
3 The server is a device (or application) that passively waits for connection requests from one or more clients 

[WAP, 2003] 
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WTLS also defines an abbreviated handshake [3, 20], where only the hello and finished 
messages are exchanged. However, both client and server have a shared session key for data 
transmission. Another variation of the protocol defines an  optimized handshake where the 
server retrieves the client’s certificates using a trusted third party. The information provided 
by the certificates allows both parties to agree upon a shared secret using the Diffie-Hellman 
key exchange method. More information about WTLS handshakes can be found in [5, 3, 6]. 

3. Hybrid Transport Layer Security Protocol 

Similarly to TLS and WTLS, HTLS is a layered protocol that accepts data to be transmitted 
and applies the selected compression and encryption algorithms to the data. It is composed of 
the HTLS record protocol, which is subdivided into six protocols; the handshake protocol, 
the cipher protocol, the alert protocol, the group control protocol, the encryption 
synchronization protocol and the application data protocol. 

3.1. HTLS Record Protocol 

The HTLS record protocol is responsible for taking messages to be transmitted, compressing 
the data, applying message authentication code (MAC) algorithm, encrypting and transmitting 
the data. The security parameters of the record protocol are shown in Table 1. 

Table 1. HTLS Record Protocol Security Parameters 

Parameter Description 
Connection End Whether the end application is considered a client or a 

server in the secure session. 
Symmetric Key Algorithm An algorithm to be used for data encryption. It can be either 

stream or block cipher. The encryption mode is also defined 
here. 

Asymmetric Key Algorithm An algorithm to be used mainly for authentication & key 
distribution. 

MAC Algorithm An algorithm to be used for message authentication. 
Compression Algorithm The algorithm to compress data prior to encryption. 
Sequence Numbers Whether sequence numbers are used or not. 
Client Random A 16 byte value provided by the client. 
Server Random A 16 byte value provided by the server. 
Key Refresh Defines how often the encryption key is updated. 
Secret Key A physically planned secret key. 

 
In the record protocol, the end applications, which share a secret key and public key pair, 

are identified as either client or server. Data can be encrypted using either single or multiple 
encryptions when symmetric and asymmetric key algorithms are chosen. MAC and 
compression algorithms are defined and random bytes are assigned to both client and server. 
The HTLS record protocol parameters are received by the handshake protocol. 
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Record fragmentation, compression, decompression and data protection follow the same 
principle as in WTLS [3]. However, the HTLS record protocol supports multiple encryptions 
at this level. Messages can be encrypted with symmetric and asymmetric key encryption 
when there is high sensitivity of data. In such circumstances, the message is first encrypted 
with a symmetric key algorithm and then with an asymmetric key algorithm, similar to the 
certificate generation/verification process [11, 14]. 

Multiple authentication schemes are enabled through challenge response techniques, 
which are based on symmetric or asymmetric key encryption [11, 14]. However, if only one 
encryption algorithm is used, the symmetric key and asymmetric key parameters of Table 1 
will be NULL. 

3.2. HTLS Handshake Protocol 

The HTLS handshake protocol is composed of four sub protocols, which are used to allow 
both parties to agree upon security parameters for the record layer, to authenticate each other 
and to report error conditions to each other. It is responsible for negotiating a secure session, 
which consists of the parameters shown in Table 2. 

Table 2. HTLS Handshake Protocol Security Parameters 

Parameter Description 
Session Identifier A byte sequence chosen by the server to identify an active or 

resumable secure session. 
Protocol Version HTLS protocol version number. 
Authentication Mode A flag which specifies if asymmetric or symmetric 

cryptography will be used at the beginning of transmission. 
Session Performance A byte sequence chosen by both client and server to identify 

a poor or acceptable or high performance. 
Certificate Client / Server authentication. 
Compression Method The algorithm to compress data prior to encryption. 
MAC Algorithm An algorithm to be used for message authentication. 
Symmetric Key Algorithm An algorithm to be used for the data encryption phase. 
Asymmetric Key Algorithm An algorithm to be used for the authentication and key 

distribution phase. 
Key Refresh Defines how often the encryption key is updated. 
Session Spec Flags to identify new session id, resumable, extended session. 
Sequence Number Specifies if sequence numbers are used (on / off). 

 
In the HTLS handshake protocol the protocol version, authentication type, session 

performance and session identifier (ID) are chosen at the beginning of the transmission. Then, 
certificates, compression and encryption algorithms, are exchanged between the client and 
server using the session ID. Furthermore, the encryption key is updated later on in the session, 
as defined by the key refresh parameter, and sequence numbers are enabled or disabled based 
on the connection type. Finally, the session is agreed to be resumable and/or extended for 
more than one secure connection. 
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The client sends an encrypted start message to which the server must respond with an 
equivalent message. The client start message is encrypted using the shared secret key. The 
server start message is also encrypted with the shared secret key and/or client’s public key. 
The client start and server start messages are used to establish security enhancement 
capabilities, such as protocol version, authentication type, channel/network performance, 
MAC, asymmetric and symmetric key algorithms, compression method, key refresh, server 
authentication and session key generation. 

Following the start messages they exchange their certificates to be authenticated, and 
choose the encryption algorithms to encrypt traffic. Finally, they agree on the connection type 
(i.e. connectionless or connection oriented) and assign new session settings for the secure 
connection. At this point, the client and the server may begin to exchange application data as 
illustrated in Figure 3. 

 
 

Server Start, Certificate
Cipher Spec, Server End 

Client Start

 Client                                   Server

Certificate, [Cipher Spec], 
Client End, Application Data 

Application Data

 

Figure 3. HTLS Handshake Protocol. 

The start messages are used by the client and the server to agree on a protocol version, 
session identification, authentication type and exchange information such as random numbers, 
public and secret keys, and performance parameters. The client start message is always 
encrypted with the shared secret key. It consists of nine parameters: 

 
 protocol version, 
 session ID, 
 client environment, 
 client performance, 
 authentication type, 
 client’s public key, 
 secret key number, 
 random number and 
 timestamp. 

 
The protocol version parameter identifies which version of the HTLS protocol will be 

used in the secure session. The session ID is assigned an identification number for each 
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secure session. The client environment parameter is used to indicate if the client is located in 
a wired or wireless network where performance boundaries are different. The client 
performance parameter is used to evaluate the quality of service the network requires to 
support different data types. For example, when the available bandwidth is not enough for the 
quality of service required in a real time secure audio or video transmission, then the secure 
session is not established. 

The authentication type indicates whether asymmetric and/or symmetric cryptography 
will be used in the authentication and key distribution phase. The client’s public key 
parameter is NULL, if symmetric cryptography is used. Otherwise, if asymmetric 
cryptography is applied, it contains the user’s public key. In the case where symmetric 
cryptography is used in the authentication and key distribution phase the secret key number 
parameter indicates which key will be used if multiple keys are supported for the secure 
session. The random bytes field contains random bits, which will be needed for session key 
generation. The timestamp parameter is used to give a limited lifetime of transmission to 
prevent replay attacks [14, 15, 20]. 

The server start message is sent encrypted using the client’s public key and/or shared 
secret key depending on the authentication type declared in the client start. In a similar way to 
the client start message, the server start is composed of eight parameters: 

 
 protocol version, 
 server environment, 
 server performance, 
 authentication type, 
 server’s public key, 
 secret key number, 
 random number and 
 timestamp. 

 
Following the start message, the server sends its certificate and cipher spec messages. 

The certificate message, which is used for client and server authentication, consists of seven 
parameters: 

 
 certificate type, 
 validity period, 
 sign cipher, 
 sign authority, 
 authority public key, 
 user ID and 
 certificate. 

 
The certificate type defines which type of certificate will be used in this session. Several 

certificates standards are supported by HTLS (i.e. X509, X968, [11, 14]). In addition to the 
standards, several parameters are included in the certificate message. The validity period 
parameter defines when the certificate expires. The sign cipher identifies the algorithm used 
to generate the signature. Furthermore, the sign authority parameter declares the certification 
authority assigned to sign the certificate. In order to identify the validity of the certificate, the 
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public key of the certification authority, the user identity and the certificate itself are required. 
The authority public key, user ID and certificate parameters include this information. 

The cipher spec message, which is part of the cipher protocol, includes the following six 
parameters: 

 
 asymmetric key algorithm, 
 symmetric key algorithm, 
 encryption mode, 
 MAC algorithm, 
 initialization vector and 
 key refresh. 

 
The asymmetric key algorithm parameter defines which cipher is used, in the case when 

multiple algorithms are supported to secure the distribution of the session key. Likewise, the 
symmetric key algorithm parameter indicates which cipher is used to secure traffic between 
client and server. The encryption mode parameter defines the mode of the cipher which is 
used to enable initialization vectors (IVs) to create entropy. Entropy is needed to protect the 
symmetric key algorithm that is used in the cipher block chaining mode (CBC). Moreover, 
the IV parameter contains the initialized input of the block algorithms. The IV used in the 
algorithms need not be secret and can be transferred in plaintext. Finally, the key refresh 
option defines how often the encryption key will be updated in this particular secure session. 

Finally, the end message that is the last message sent by the server in response to the 
client start message, notifies the client for the session properties. It consists of five 
parameters: 

 
 session ID, 
 session resume, 
 session extend, 
 session type and 
 session automatic repeat request (ARQ). 

 
A new identification number is assigned for the secure session using the session ID 

parameter. If the session is resumable then the session resume flag is set. Similarly, if the 
session can be extended, the session extend flag is set. Furthermore, the session type 
parameter identifies continuous and non-continuous data types. Depending on the data type a 
session can be connection-oriented (reliable) or connectionless (unreliable). Then session 
ARQ is agreed depending on the data type chosen for this session. The session ARQ 
parameter enables or disables sequence numbers which are used when real time encrypted 
audio or video is transmitted in the specified session. 

Once the server is authenticated, the client sends its certificate, optionally the cipher spec 
message and then the client end message. The end message is sent at the end of the handshake 
to verify that the key exchange and authentication processes were successful. When either the 
client or server receives the end message, they must verify that the contents are correct. Once 
this is done, application data can be exchanged over the secure connection. 
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Server Start
Cipher Spec  

Client Start

 Client                            Server

Application Data

 

Figure 4. HTLS Session Resume. 

As shown in Figure 4, when the client wishes to resume a secure session, it sends a client 
start message using the session ID. The server then checks its secure session cache for a 
match. If a match is found and the session is resumable then the server could re-establish the 
secure session by sending the server start message with the same session ID. At this point, 
the server sends a cipher spec message. Once the re-establishment is complete, the client and 
server can start the exchange application data. 

3.3. HTLS Application Data Protocol 

When a secure connection has been established, the application data protocol will be 
responsible for delivering correct information to the end applications and for identifying 
changes to it. The main advantage of the HTLS application data protocol over TLS and 
WTLS protocols is that HTLS performs an integrity check on the actual information sent or 
received, even when a secure connection has been established. This is achieved by hashing 
the actual information and sending the hash value to the end applications. It consists of a 
single message which has the following parameters: 

 
 data and 
 data integrity check. 

 
The data parameter contains the actual information that is transmitted in a secure session 

whereas the data integrity check includes the hash value of the data itself. 

3.4. HTLS Alert Protocol 

When information is exchanged either in the handshake or in the application data protocol 
errors can occur. The alert protocol, which is supported by the HTLS record protocol, is used 
to convey the severity of messages and gives a description of the alert. It consists of two 
parameters: 

 
 alert type and 
 alert description. 
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The HTLS alert protocol comprises two types of alerts; fatal and critical. 
 

 

Fatal Alert
(Connection Terminated)

…
… 
… 

Server Start, Certificate
Critical Alert (Connection terminated)

Client Start

 Client                             Server

Application Data

 

Figure 5. Alert Messages during Handshake and Application Data Protocols. 

As illustrated in Figure 5, alert messages with a level of fatal or critical, result in the 
immediate termination of the secure connection. In the case of fatal alert, the session 
identifier must be invalidated, thus preventing the failed secure session from being used to 
establish new secure connections whereas, in critical alerts, the session identifier may be 
preserved to be used for new secure connections. 

In WTLS an alert message can be either sent with or without compression and 
encryption. In HTLS, however, alert messages must be sent compressed and encrypted. This 
is mainly because NULL encryption algorithms are not supported by HTLS. 

3.5. HTLS Group Control Protocol 

The group control protocol enables HTLS to support real time secure audio or video 
transmission among three or more parties. When a secure connection has been established the 
group control protocol can be used to identify possible group sessions (i.e. simultaneous 
sessions) that can be established later on. 

In such circumstances, the environment and performance variables, which are found in 
client and server start messages (see section 3.2), are decision parameters for group 
connections. For example, audio and video transmission requires a connectionless service 
environment where clients and servers are allowed to exchange non-confirmed messages. In 
addition, the client and server performances should be adequate to offer high quality of 
service in the serving network [12]. 

Then, when a third party wishes to join a secure session, the start, group and end 
messages are exchanged between the client and server, as shown in Figure 6. 
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Figure 6. Third Party Joint Session with Group Control Protocol 

The group message includes the following parameters: 
 
 group ID, 
 join session, 
 leave session, 
 suspend session, 
 resume session and 
 key exchange. 

 
At the beginning, all messages are encrypted with the shared secret key. The group 

connection is initiated when the group id requested by a third party is the same as the one 
used in the current session, and the join flag is set. The joint session is established when the 
performance and the session type parameters agree with those used in the two party session. 
For example, if bandwidth is available for a group connection, a joint session can be 
established and cryptographic parameters can be produced by the handshake protocol. 

A secure joint session can also be suspended through the suspend session flag when, for 
example, a data circuit in the underlying bearer network is closed. Likewise, a secure joint 
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session can be resumed with the resume session flag when the data circuit in the bearer 
network is opened again. A third party can also leave the group using the leave session 
parameter, which enables changes to the cryptographic parameters. 

The group message follows the Burmester-Desmedt conference keying approach by using 
the key exchange parameter. This parameter contains the individual Diffie-Hellman’s 
exponentials zi=αri that form a conference key K = aror1+r1r2+r2r3+…+rt-1ro [11]. 

3.6. HTLS Encryption Synchronisation Protocol 

Several encryption modes (i.e. CBC, OFB, CFB [14]) on block ciphers require encryption 
synchronization when encrypted data is transmitted over a noisy channel. Moreover, when a 
third party joins a session, encryption synchronization is required. Initially, the server is 
synchronized to an incoming encrypted data stream. During transmission, the server must 
maintain synchronization to the incoming encrypted data stream after the initial 
synchronization. Encryption synchronization is achieved by the encryption synchronization 
protocol. It consists of a single message, synchronization which is sent periodically to the 
server, as illustrated in Figure 7. 

 
 

…
… 
… 

Synchronisation

 Client                          Server

Application Data

Application Data

Synchronisation

 

Figure 7. Encryption Synchronization in the Application Data Protocol 

The message is transmitted encrypted with the encryption status of the record layer. It 
includes the: 

 
 session ID, 
 group ID if any, 
 updated IV and 
 the encryption algorithm number which is used, if multiple algorithms are supported. 

3.7. HTLS Cipher Protocol 

The cipher protocol consists of a single message, or cipher spec (see section 3.2), which is 
sent encrypted to the end application either by the client or the server. The cipher spec 
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message can be sent during the handshake or the data transfer phase. When it arrives, the 
sender waits for a response and the receiver initializes or updates the secure parameters. 

4. Implementation Results 

HTLS has been implemented using in Figure 1. The testbed consisted of two IBM compatible 
PCs working as servers with multiple PCs working as clients. Both server models were 
equipped with Intel CPU running at 450 MHz with 128 MB of RAM. The two client 
machines were 500 MHz Pentium III using the WIN2000 operating system. The PCs were 
attached to a local area network to ensure that there were no bottlenecks due to network 
capacity during any experiment. 

For the experiments reported in this session, no modification was made to the workload 
generated by the Web server, which is designed to mimic the workload on regular Web 
servers. Although the workload for standard and secure web servers is not the same, we chose 
to use a standard web server provided by the operating system, as the objective is to compare 
the performance of TLS, WTLS, and HTLS Handshake protocols in client/server and WAP 
models. 
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Figure 8. Timing Analysis of TLS (a) and WTLS (b) in a Client-Server Model 
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Figure 9. Timing Analysis of HTLS Handshake Protocol in Client-Server Model. 

Figure 8a, Figure 8b, and Figure 9 show the overheads involved in setting up a TLS, 
WTLS, and HTLS client/server session, respectively. There are 3 sets of numbers based on 
the size of the server’s RSA public key i.e. 512, 768, or 1024-bit. As shown in Figure 8a, 
Figure 8b, and Figure 9 the most expensive operation in the session is the public key 
decryption calculations on the server side. The verification of the server certificate and the 
generation and encryption of the session key are the major operations performed on the client 
side. Note that a TLS session is established in 41.2ms, whereas 32.3ms are required for an 
optimized WTLS handshake when 1024-bit encryption is used. The HTLS session, on the 
other hand, is established in 28.8ms, which is even faster than WTLS session with 1024-bit 
encryption. Hence, in a client-server model HTLS secure session was established 12.4ms and 
3.5ms faster than TLS and WTLS respectively. The HTLS secure session performs faster than 
TLS and WTLS sessions because it uses an optimized handshake, which offers the same 
security level with the handshakes in TLS and WTLS. 

When a connection-oriented transport protocol, such as TCP, is used for data 
transmission, HTLS performs much better than TLS and slightly better than WTLS in the 
client-server model. When a connectionless transport protocol is used, however, the HTLS 
client and the HTLS server also agree upon the network performance required to support 
different data type transmission. In a normal TLS or WTLS handshake, a connection is 
established independently of the type of data transmitted and the kind of network 
performance required to support the session. Therefore, it must be decided whether the 
network can support transport layer secure protocols. This is the reason why security in the 
transport layer is optional in most wireless networks, such as WTLS in WAP [8]. However, 
HTLS can adapt to the environments being used by enabling or disabling secure features. For 
instance, in HTLS both symmetric and/or asymmetric cryptography can be used for key 
distribution, whereas, in TLS or WTLS only asymmetric cryptography can be applied. 

We have also developed a WAP model to compare the performance of TLS, WTLS and 
HTLS. The WAP model consists of a mobile client, a WAP gateway, and a web server. In the 
WAP model, a session is opened from the mobile client to the gateway and a wireless markup 
language (WML) URL is requested from the web server. The requested URL is then returned 
to the mobile client and its contents displayed on the micro-browser. The data packets from 
the mobile client pass along the network in WML format to a WAP gateway. This then 
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reconfigures the essential data and passes it again to a WML format. Conversely, when WML 
data packets need to reach the mobile client, they have to first pass through a WAP gateway. 

In this model we compared the secure session between the mobile client and the web 
server. In the first implementation two secure sessions were opened between the mobile client 
and the WAP gateway using WTLS, and between the WAP gateway and the web server using 
TLS. In the second implementation both secure sessions were established using HTLS. The 
results obtained show that HTLS performs much better than a combined TLS and WTLS. In 
Figure 10, we have also included 3 sets of numbers based on the size of the server’s public 
key i.e. 512, 768, or 1024-bit. As shown in Figure 10, the mobile client and the web server 
establish two secure channels using TLS and WTLS in 93.5ms when a 1024-bit key is used. 
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Figure 10. Timing Analysis of TLS, WTLS, and HTLS in WAP Client-Server Model 

On the other hand, only 57.6ms were required to set up the secure channels between the 
mobile client and the web server when HTLS with 1024-bit key encryption was used. Note 
here that, in the implementation, we have also included the proposed scheme presented in 
[12], where the web server acts as a client when audio and video conferences are to be 
established in WAP. Hence, in the WAP model of [12] HTLS was 35.9ms faster than TLS 
and WTLS. 

However, when different data types such as audio and video are supported [12] by WAP, 
it is necessary that the contents of the data be known to the server. In this case, the WAP 
gateway can enable or disable some functionality in the different media types. For example, 
when audio or video is transmitted, a translation of HTML to WML is not required. It is 
essential to provide the least amount of latency possible for continuous media types. 

5. Security in HTLS 

The HTLS specification has been adopted by TLS and WTLS specifications with several 
modifications. These modifications have been designed carefully to avoid the security 
problems that have been identified in WTLS [6, 7]. The security problems are based on 
weaknesses in authenticity, privacy and data integrity. 



A Transport Layer Security Protocol for Hybrid Networks 283

Allowing anonymous connections to be established can be very risky because anonymous 
authentication increases the chances for intruder-in-the-middle attacks [13, 14]. In order to 
prevent this problem, both the client and the server should always authenticate each other 
before a key exchange. Currently, in WTLS the client optionally requests a certificate from 
the server to be authenticated. In HTLS this feature is not supported since both the client and 
the server are authenticated before establishing a secure connection. 

In HTLS the use of IVs creates the entropy that is needed to protect the symmetric key in 
CBC mode block ciphers. When the plaintext is encrypted, if IV is used, the brute force 
method can find the shared secret key if applied. The usage of IV prevents this from 
happening because the first block in the packet is first XORed with IV. Knowing the content 
of the original packet does not help in any way, because it is XORed. 

Furthermore, because HTLS supports an unreliable transport protocol, datagrams may be 
lost, duplicated or reordered. The encryption synchronization protocol updates the IV and 
maintains synchronization. The IV is computed based on random values being sent encrypted 
to prevent eavesdropping during the handshake. 

It has been identified in [6] that the alert messages used in WTLS allow the active 
attacker to replace an encrypted datagram with an unauthenticated plaintext alert message 
with the same sequence number without being detected. In HTLS, on the other hand, the data 
integrity check parameter, which is part of the application data protocol, ensures that each 
datagram is assigned a unique number. 

Finally, a large number of encryption algorithms have been proven to be weak. Allowing 
connections to be encrypted using weak algorithms raises security issues. HTLS supports a 
limited number of encryption algorithms that have been identified to be strong (i.e. RSA and 
AES). 

6. Conclusion 

In this paper, a hybrid transport layer security protocol was presented which provides end-to-
end encryption for combined wireless and wired networks. HTLS follows the same principle 
as TLS with extra features. It uses most of the WTLS secure parameters and protocols, 
however, it interconnects different environments based on the channel / network performance, 
and the media type. HTLS introduces the client / server environment, performance and data 
type parameters, which enable or disable the HTLS functionality according to the network 
performance and type of media. HTLS is a layered protocol that allows data to be transmitted 
and applies the selected compression and encryption algorithms to the data. It is composed of 
the HTLS record protocol, which is subdivided into six protocols. 

The handshake protocol allows both parties to agree upon security parameters, 
authenticate themselves, and report error conditions to each other. When one of the parties 
wishes to exchange new cryptographic parameters in the secure session, he/she uses the 
cipher protocol, which can be sent either by the client or the server. If an error occurs in the 
secure session, it is handled by the alert protocol, which is mainly used to convey the severity 
of messages and gives a description of the alert. 

Furthermore, group sessions are supported by HTLS for either audio or video conference 
with the use of the group control protocol. Encryption synchronization for feedback 
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encryption mode is achieved with the encryption synchronization protocol and data is 
delivered to the end applications with the application data protocol. 

In the implementation results, it was found that the time required to setup a single HTLS 
secure session in a client-server model with 1024-bit key, was about 30% and 10% faster than 
TLS and WTLS respectively. Moreover, when group secure sessions were established using 
the WAP model of [12], it was also found that HTLS, using 1024 -bit key, was about 40% 
faster than TLS and WTLS. 
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Chapter 9

HOW CAN 3G AND 2G SYSTEMS COOPERATE?
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Abstract

In this chapter, we develop Markovian models to study the dynamics of real time
and elastic calls in a cell served by UMTS/HSDPA and GSM/EDGE systems. We first
present analytical models for interference and throughputs in GERAN and UTRAN.
We then consider different strategies of Joint Radio Resource Management (JRRM)
with or without inter-system vertical handovers and show how to calculate the steady-
state probabilitiesand the performance measures (blocking probabilities, mean sojourn
times, loads). Our numerical results compare the different JRRM strategies and show
that the best performance is obtained with the strategy where several vertical han-
dovers are allowed all over the communication in order to continuously choose the
best system.

1. Introduction

The presence of two or more radio network systems in the same area is becoming more and
more frequent as fourth generation systems will be composed of heterogeneous networks
[1]. Various interworking and handover strategies have been presented in the literature
for the interworking between 3G and WLAN systems [2][3][4]. The reason for this large
interest in the combination of UMTS and WLAN systems is that they are viewed as comple-
mentary as the former provides wide-area coverage with high mobility and medium rates,
while the latter provides local coverage and low mobility associated with high data rates.

However, less attention has been given to the cooperation between 2G and 3G systems,
although these networks already coexist. In fact, the majority of operators deploying 3G
networks have legacy 2G networks and will still exploit these two networks for the next

∗E-mail address: salaheddine.elayoubi@orange-ftgroup.com
†E-mail address: luca.sartori@orange-ftgroup.com
‡E-mail address: benoit.fourestie@orange-ftgroup.com
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years. It is then interesting for the operators to integrate 2G systems with 3G ones to
provide users with a better service. With regard to the data traffic it is important to make
interwork EDGE and the High Speed Downlink Packet Access (HSDPA) evolution of 3G.
In this work, we model and analyze a network composed of the cooperation of UTRAN and
GERAN systems. We consider co-localised base stationsas it is likely to reduce deployment
costs.

However, we must first have reliable models for the individual systems to study the
cooperative system. To our knowledge, there is no complete analytical model in the lit-
erature for inter-cell interference and throughputs in EDGE. We then develop a model to
evaluate the Signal-to-Interference-plus-Noise Ratio (SINR) and the throughput, based on
the number of collisions and the propagation conditions.

Conversely, a large number of models have been developed for HSDPA [6][5]. How-
ever, they do not model completely the interaction between dedicated channels (Release
99) and shared ones (HSDPA). Furthermore, they consider a simplistic model where the
inter-cell interference is proportional to the (instantaneous) intra-cell interference. We then
develop a model that takes into account both dedicated and shared channels and that models
accurately the inter-cell interference.

Having modeled the individual systems, we are able to study the cooperative system
in order to compare different strategies of Joint Radio Resource Management (JRRM) in-
cluding joint admission and rate control and vertical handover. We first consider a strategy
based on the service at the user arrival and which depends on the state of each system load.
In this case, once the selection is made, the user cannot be transfered to the other system
even if the network conditions in the chosen system become worse. Secondly, we consider
a more complete JRRM policy where the best serving system is chosen upon user arrival
and when the loads in the system change, for instance, due to a call departure. This involves
vertical (inter-system) handovers. Note that we consider several regions in the cell, as the
propagation conditions are different for the two systems, leading to different behaviors for
cell-edge and cell-center users in both systems.

For each of the considered JRRM strategies we construct the corresponding Markovian
model. We then find several performance measures, namely the global blocking probability,
the mean sojourn time and the loads in each system.

The remainder of this paper is organized as follows. In Section II, we develop a model
for inter-cell interference and throughputs in GERAN. Section III presents the UTRAN
model. Several JRRM strategies for the cooperative network are analyzed in Section IV.
These strategies are compared by the numerical results in Section V. Section VI eventually
concludes the chapter.

2. GSM/EDGE Model

Radio resources are allocated in GERAN on both time and frequency bases. Given a total
set ofNtot frequencies we can partition them amongst a number of cells to cover a certain
area. This number is called pattern size and denoted bySpat. We provide each base station
with NTRX transmitters (TRXs) which, in the case of synthesized frequency hopping, is
smaller than the number of frequencies in each cell. Since the pattern size is defined as
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the maximal number of cells where no frequencies are repeated, the latter must always be
smaller thanNtot/NTRX .

We assume thatNtot does not account for the carriers of the logical channels (e.g.
beacons, pilots). Similarly,NTRX is the number of transmitters only dedicated to the traffic
channel.

We now assume that each mobile uses randomly all the frequencies in its cell. During a
call the frequency hopping consists of changing frequency while passing from one time slot
(TS) to another. In case of GSM voice calls only one TS per frame (1 frame=8 TSs, from
which 7 TSs carry traffic) is occupied as data transmission and decompression take up at
least one frame to be executed by the receiver. In case of EDGE calls we allow the system
to use up to 3 TSs per frame as NRT applications data can be stored at the receiver once
they have been sent and wait for being decompressed until the network conditions allow to
do it.

With regard to 2G voice/data services,NGSM time slots are reserved to GSM voice
calls, NEDGE are reserved to elastic EDGE calls and the rest are the so-called ”GSM-
shared” ones, namely voice calls will occupy them if the traffic is such that the TSs reserved
to them are no longer sufficient and will be used by the elastic calls otherwise.

2.1. Load

We partition the entire set of frequencies amongst the pattern cells in such a way that no
intra-cell interference is generated. This aim can be achieved by using a distributed alloca-
tion procedure based on grouping carriers sufficiently far apart that wave tail interference
effects (e.g. co-channel, first and second adjacent channel interference) can be neglected.
For the sake of concreteness we adopt here a reuse of 3 model to allocate all the available
frequencies among the cells, that is each cell of the pattern is assigned only one third of the
Ntot frequencies.

To the contrary, all the carriers in the neighboring cells interfere to different extent with
the carriers in the target cell. Here we consider only co-channel and first adjacent channel
interference. Such a type of interference manifests itself only between frequencies used
at the same TSs. The latter occurrence is due to the assumption that the base stations of
all the pattern cells are synchronised. Therefore we will be concerned with calculating the
collision probability at each frequency in the target cell.

As a consequence of this resource sharing policy, if the cell containsMG
v andMG

e

RT and NRT calls, respectively, the number of TSs occupied by the RT applications is
NTS

v (MG
v ) = MG

v , while the number of TSs occupied by the NRT applications depends
on the number of RT as well as NRT calls as follows:

NTS
e (MG

v , MG
e ) :=





7NTRX − NGSM if MG
v ≤ NGSM andMG

e >
⌊

NEDGE
3

⌋

7NTRX − MG
v if MG

v > NGSM andMG
e >

⌊
NEDGE

3

⌋

3MG
e otherwise

(1)

We define the load of the cell, sayχG, as the ratio between the mean number of allocated
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TSs per frame and the number of all the available TSs:

χG
0 (MG

v , MG
e ) =

NTS
v (MG

v ) + NTS
e (MG

v , MG
e )

7NTRX
. (2)

2.2. Collision Probability

Here we calculate the distribution of number of collisions withSpat − 1 interfering cells
in the first and in the second ring, supposing that we have an homogeneous network with
the same (mean) load in all cells. We denote withX(1) the vector of dimension equal to
the number of interfering cells in the first ring and withX(2) the vector of dimension equal
to the number of interfering cells in the second ring. The elements of eachX(i) are 1 or 0
depending on whether a collision occurs with the corresponding cell belonging to ringi.

Lemma 1 The probability of having a particular configuration of collisions with a fre-
quency in cell0 represented by the pair of vectors

(
X(1),X(2)

)
is:

P
[
X(1), X(2)|χG

]
= gX(1)·X(1)+X(2)·X(2)

(1− g)2Spat−2−X(1)·X(1)−X(2)·X(2)
, (3)

whereX(i) ·X(i) gives the number of collisions with thei-th ring cells andg = NTRX
Ntot/3χG

for a reuse of 3 frequency allocation model.

Proof: Firstly, independent from the reuse scheme, only one frequency of each interfering
cell can interfere with a given frequency in the target cell. E.g., if a frequency resue of 3
is used, as in Figure 1, the same frequencies are used in the cells of the second ring, while
adjacent frequencies are used in the first interfering ring, and the absence of intra-cell inter-
ference implies that only one frequency in each interfering cell is close enough to interfere
with the frequency of the target cell. The probability of having a collision between two cells
corresponds than to a Bernoulli distribution. The probabilityg of collision between each
cell i and a frequencyf is the product of the probability for a TS (the one used byf ) to
be occupied multiplied by the probability of using one frequency out ofk(i) possible ones.
Therefore

g =
NTS

i

7NTRX

NTRX

k(i)
=

NTRX

k(i)
χG

Taking into account the independence of the frequency allocation between cells, this leads
to Eqn. (3).

2.3. Inter-cell Interference

Typically, in GERAN, the SINR perceived by a mobile, numberedk, is given by:

SINRG
k =

Pe/qG
k,0

IG
inter,k + N0

, (4)

wherePe is the power emitted by the base station in the target cell,γ ∈ [2, 4] is a constant,

IG
inter is the inter-cell interference,N0 is the background noise andqG

k,l = rγ
k,l10ξG

k,l/10 is
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Figure 1. A 2G system with frequency reuse factor of 3.

Table 1. Protection ratio between adjacent frequencies.

|Fj − Fi| R(i → j) [R(i → j)]dB
0 (co-canal) R(i → j) = R0 = 1 [R0]dB = 0

1 (first adjacent) R(i → j) = R1 = 10−1.8 [R1] dB = -18
2 (second adjacent) R(i → j) = R2 = 10−5 [R2] dB = -50
3 (third adjacent) R(i → j) = R3 = 10−58 [R3] dB = -58

≥ 4 (beyond fourth adjacent) R(i → j) = R≥4 = 0 [R4] dB = -200

the path-loss between userk and base stationl, with rk,l andξG
k,l respectively the distance

and the shadowing between them.
Our primary task now is to calculateIG

inter,k in order to evaluate the SINR. Let us notice

how a particular pair of vectors
(
X(1),X(2)

)
has an impact on the total interference, which

is given by

IG
inter(r0, X(1), X(2)) =

X(1)·X(1)∑

k=1

Rk
Pe

qG
k,l

+
X(2)·X(2)∑

k=1

Pe

qG
k,l

, (5)

whereRk the protection ratio of the adjacent channel, given by Table 2.3..

2.4. Throughput of Elastic Calls

For each SINR value in a given interference configuration
(

X(1), X(2)
)

, we ob-

tain an average throughput (over the shadowing) at each pointr0 in the target cell,

TG
(
SINRG(r0, X(1), X(2))

)
, via link level curves with a tolerance of10−2 for the re-

ceived BLER.
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For each configuration of the number of interferes(X(1), X(2)), we can obtain a mean

throughput
〈
TG(X(1), X(2))

〉
by averaging over the surface of the cell:

〈
TG(X(1), X(2))

〉
' Er0 [T

G(SINRG(r0, X(1), X(2)))] (6)

Finally, the mean throughput over all the possible configurations of interfering neighboring
cells is given by:

T̄G(χG) =
∑

X(1),X(2)

〈
TG(X(1), X(2))

〉
P
[
X(1), X(2)|χG

]
, (7)

If there areMG
e elastic calls in the cell, their departure rate is given by:

νG
e (MG

v , MG
e , χG) = µeT̄

G(χG)NTS
e

(
MG

v , MG
e

)
(8)

whereµe is the inverse of the mean file size.

3. UMTS/HSDPA Model

In WCDMA, the SINR achieved for userk, situated at distancerk from its own base station,
is given by:

SINRU
k =

Pk,0/qU
k,0

IU
inter,k + Iintra,k + N0

Sk

whereSk is the corresponding spreading factor.
To analyze the interference, let us first note that the intra-cell interference originates

from the common channels and from other users:Iintra(r0) = α(Ptot,0 − Pk,0)/qU
k,0, α

being the orthogonality factor andPtot,l the total transmitted power by base stationl.
For the inter-cell interference, it is given by:Iinter,k =

∑
l6=0 Ptot,l/qU

k,l. Differently
from other works (e.g. see [9]) in which the powers in the interfering cells equals the
instantaneous power in the target cell, here we consider that such an equality holds only for
the average power and it is independent of the instantaneous fluctuations ofPtot,0. Here
the total power of the base stationl 6= 0 can be written asPtot,l = χ̄UPmax, whereχ̄U is
the average load in a typical cell of the system, defined as the ratio between the used and
total powers,andPmax is the maximal transmission power. On the other hand, the value∑

l6=0 qU
k,0/qU

k,l is the well-known F-factorFk [7] [11]. The SINR is then equal to

SINRU
k =

Pk,0

α(Ptot,0 − Pk,0) + χPmaxFk + N0q
U
k,0

Sk

leading to the expression:

βk =
Pk,0

αPtot,0 + χPmaxFk + N0q
U
k,0

, βk =
SINRU

k

Sk + α.SINRU
k
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If MU
v voice users, with no HSDPA users, were present in the cell, this leads to the

power expression:

Ptot,0 =
PCom + βv

∑
k(χPmaxFk + N0q

U
k,0)

1 − αMU
v βv

whereβv = SINRU
v

S+α.SINRU
v

and the required SINR for voice calls is equal to 11 dB. If we now

suppose that all users have the same radio conditions, characterized by a mean F-factorF̄

and a mean path loss̄qU , this expression becomes:

Ptot,0 =
PCom + βv(χPmaxF̄ + N0q̄

U)MU
v

1 − αβvMU
v

(9)

Considering the constraint on the maximal transmission power (Ptot,0 ≤ Pmax), the
constraint on the number of users becomes:

βv(χPmaxF̄ + N0q̄
U + αPmax)MU

v ≤ Pmax − PCom

the maximal number of voice users that can be accepted is equal to:

MU
v,max =

Pmax − PCom

βv(χPmaxF̄ + N0q̄U + αPmax)

In the presence of HSDPA users, and supposing that all the available power will be used
by the HSDPA calls, we havePtot,0 = Pmax, leading to:

Pv = βv(αPmax + χPmaxF̄ + N0q̄
U)

For an elastic user, the achieved value ofβ is equal to:

βe =
Pe

(αPmax + χPmaxF̄ + N0q̄U)
(10)

Using the fact that, when an HSDPA user receives transmission, he is receiving all the
available power, we obtain:

Pe = Pmax − PCom − PSCCH − PvM
U
v (11)

leading to the SINR of HSDPA users:

SINRH =
S[Pmax − PCom − PSCCH − βv(αPmax + χPmaxF̄ + N0q̄

U )MU
v ]

χPmaxF̄ + N0q̄U + α(PCom + PSCCH) + αβv(αPmax + χPmaxF̄ + N0q̄U )MU
v

(12)

Note that, in order to have the system in equilibrium, we must verify that the power con-
straints for the voice calls can be achieved, this can be expressed as the condition:

PDSCH = Pmax − PCom − PSCCH − PvMv > 0

leading to the constraint on the number of real-time calls in the system:

βv(χPmaxF̄ + N0q̄
U + αPmax)MU

v < Pmax − PCom − PSCCH (13)
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the maximal number of voice users that can be accepted is equal to:

MU
v,max =

Pmax − PCom − PSCCH

βv(χPmaxF̄ + N0q̄U + αPmax)

Knowing the SINR of HSDPA users (12), the choice of the modulation is based on link
level curvest(SINR) as described in [8]. The throughput is then:

TU(MU
v , χ) = t(

S[Pmax − PCom − PSCCH − βv(αPmax + χPmaxF̄ + N0q̄
U)MU

v ]
χPmaxF̄ + N0q̄U + α(PCom + PSCCH ) + αβv(αPmax + χPmaxF̄ + N0q̄U)MU

v

)

and the throughput of one elastic call is:

De(MU
v , MU

e , χ) =
TU(MU

v , χ)
MU

e

(14)

The mean departure rate of HSDPA calls is then:

νU
e (MU

v , MU
e , χU) = µeT

U(MU
v , χ)

whereµe is the inverse mean file size.
Note that there is no physical limit for the number of users in HSDPA. However, in

order to guarantee a good QoS, a maximal number of HSDPA usersMH
e,max is fixed.

4. Cooperative Model

We analyze the performance of a cooperative network composed of GERAN and UTRAN,
based on the previous models for these systems. We will consider two different possible
strategies of JRRM:

1. a first strategy that allocates voice calls with priority to GERAN, while elastic calls
are directed initially to HSDPA. Although, if a voice call arrives and there is no avail-
able room in GERAN, it is directed to DCH in the 3G cell. Equivalently, elastic calls
are directed to EDGE if HSDPA is fully loaded. This strategy allows a special form
of vertical handovers where voice (data) calls are redirected to GERAN (UTRAN) if
there is available space due to call departures;

2. a second strategy that maximizes the throughput of elastic calls by allocating them to
the system with the best conditions. Vertical handover here is also allowed in order
to keep the best possible conditions all over the communication duration.

4.1. Choice of the Network Based on Service

4.1.1. Markovian Model

We suppose that call durations and file sizes are exponentially distributed. LetA be the set
of all the possible states of the cooperative network represented byS = (Mv, Me). The first
strategy for selecting the system based on the service can be written as:

MG
v =

{
Mv , if MG

v ≤ MG,max
v

MG,max
v , otherwise

andMU
e =

{
Me, if MU

e ≤ MU,max
e

MU,max
e , otherwise

(15)
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The system can be described by a Markov chain and the transition matrixQ associated with
it has transition rates:

P (Mv , Me → Mv − 1, Me) = µvMv

P (Mv , Me → Mv + 1, Me) = λv

P (Mv , Me → Mv , Me + 1) = λe

P (Mv , Me → Mv , Me − 1) = νU
e (MU

v , MU
e , χ̄U) + νG

e (MG
v , MG

e , χ̄G)

whereµv is the mean voice call duration. The steady-state probabilities are obtained by
solving the set of equationsπQ = 0 with the normalization conditionπe = 1, wheree is
a vector of ones of proper dimension.

4.1.2. Performance Measures

Using this model, we calculate several performance measures, namely the blocking prob-
ability (by summing the probabilities of the limit cases) and the mean sojourn time (using
the Little formula). We also calculate the load in GERAN using eqn. (2):

χ̄G =
∑

S∈A

χG(MG
v (S), MG

e (S))π(S). (16)

The load in UTRAN is defined as the proportion of the total Node B power used for
transmission. As the total power that is not allocated to common or dedicated powers will
be used for HS-DSCH transmission, the mean HSDPA load becomes:

χ̄U =
Pcom + βv(χ̄UPmaxF̄ + N0q̄

U)MU
v

1 − αβvMU
v

∑

S∈D

π(S) +

(
1−

∑

S∈D

π(S)

)
, (17)

whereD is the subspace ofA whereMe = 0.

4.1.3. Iterative Resolution

As the steady-state probabilities in the target cell are calculated using the loads in the inter-
fering cells, we propose the following iterative algorithm in a homogeneous network:

1. set the initial values for the iterations, e.g. with taking loads equal to 0.5;

2. calculate the steady-state probabilities using these initial values, and deduce the loads
using (16-17).

3. use the new value of the loads into the transition matrix and repeat the iterations until
convergence.

4.2. Throughput Maximization with Vertical Handovers

We consider now the case where a call is accepted in a way that maximizes the throughput
of elastic calls in the system. Under this condition inter-system (vertical) handover can also
be performed during the communications, whenever a better configuration is possible.
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We calculate again, for each stateS = (Mv, Me), the individual assignment of calls
to the different RANs through a policy that imposes to both systems to maximize their
throughput:

(
MG

v (Mv , Me), MG
e (Mv, Me)

)
= argmax(x,y)[T̄

G(χG)NTS
e (x, y) (18)

+ T̄G(χG)NTS
v (x, y) + T̄H(Mv − x, χU)]

Due to the nonlinear nature ofNTS
v andNTS

e more conditions might be needed to com-
pletely define the state of the different RANs. Let us callAi(Mv, Me, χ

G, χU) the set of

values of
(
MG

v,i(Mv, Me), MG
e,i(Mv , Me)

)
maximizing the throughput, for example max-

imizing the number of voice calls in GERAN and of elastic calls in UTRAN. An iterative
algorithm similar to the one for the first policy is used to calculate the load and the perfor-
mance measures.
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Figure 2. RT blocking probability for 2G/3G in the two strategies.
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Figure 3. NRT blocking probability for 2G/3G in the two strategies.
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Figure 4. Total blocking probability for 2G/3G in the two strategies.

5. Numerical Applications

In order to evaluate the user QoS, we show here some numerical results in which the block-
ing probability and the mean sojourn time are compared for the two different strategies.
In particular, the service-based strategy compared with the throughput maximization using
vertical handovers.

We consider a poissonian flow of both real time (voice) and elastic (file downloading)
calls with varying arrival rates. The file size is exponentially distributed with mean equal
to 1/µ = 2 Mb. Cells are hexagonal with a radius of 500 meters and interference from the
first two rings is considered forboth systems.

5.1. 3G System Description

The chip rateW is set to 3.84 Mcps while the spreading factor is equal to 16. The common
channels occupy 33% of the power transmitted by the base station (26% if there is no
HSDPA active transmission in the cell), and the noise level is equal to -174 dBm/Hz. The
values of the F Factor are calculated as in [10][11]. The orthogonality factorα is set equal
to 0.45 and the path loss model we used is the well-known Cost-231 Hata model [12].

5.2. 2G System Description

The system we consider contains four transmitters, with 7 TS reserved for communication
in each TRX. Only three TS are reserved for EDGE and two others are shared between voice
and data users (with a priority for voice users). A frequency reuse of 3 is considered, within
a bandwidth of 200 KHZ located at the 900 MHZ frequency. The transmission power of the
base station is equal to 43 dBm and the noise level is equal to -174 dBm/Hz. Link adptation
is possible for EDGE with a throughput ranging from 3 to 58 Kbits per second per TS.
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5.3. Blocking Probabilities

We first plot in Figures 2 and 3 the blocking probabilities for the two strategies, function
of the global arrival rate. We can see that the strategy with throughput maximization and
vertical handover achieves the best blocking indicating that the capacity is maximized. This
is also reflected on the overall blocking probability illustrated in Figure 4.

More in depth, if we aim to calculate an Erlang-like capacity of the network, we set
a threshold on blocking probability and calculate the maximal admitted arrival rate. For
instance, if the operator requires that blocking must be less than 5%, the arrival rate can be
up to 0.65 calls/sec in the strategy with vertical handover, up to 0.52 in the service-based
strategy (gain of 25% on the capacity).

5.4. File Download Times

In Figure 5 we plot the mean file download time in the two strategies versus the arrival rate
of calls. Obviously, the strategy with vertical handover achieves faster downloads, meaning
that the throughput is better. This is due to the intelligent use of resources as users can
change their serving system upon availability of resources.
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Figure 5. NRT mean sojourn time for 2G/3G in the two strategies.

6. Conclusion

An analytical model of cooperation between 2G and 3G has been presented here. The sys-
tem selection rules are based either on service or on throughput maximization. Two JRRM
policies have been studied depending on whether vertical handovers are implemented or not.
We began by developing an analytical model for inter-cell interference and throughputs in
2G and 3G systems and then developed Markovian models that describe the evolution of
the network for each of the studied policies.

Our numerical results show that the strategy with vertical handover and throughput
maximization gives the best performance (lower blocking rates, and smaller file download
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times). These results were obtained considering that the handovers were ideal: No delays
nor imperfections were introduced. The obtained performance can then be viewed as an
upper limit of the performance of the system.

As of future work, we aim at differentiate between users depending on their positions
in the system and take into account the vertical handovers due to mobility.
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1. Introduction 

The popularity of wireless networks makes interference and cross-talk between multiple 
systems inevitable. This chapter describes techniques for quantifying the effect of the UWB 
system on the second and third generation mobile communications systems. 

Ultra-wideband (UWB) radio signals have characteristics that are different from 
conventional radios. Of special interest is the ability to spread the transmission power over a 
sufficiently wide bandwidth to make the signal appear as noise to a narrowband receiver, 
while still being able to transmit very high data rates over short distances. In this context 
“narrowband” may actually mean 20 MHz Wide. Ultra Wideband was traditionally accepted 
as impulse radio, but the FCC and ITU-R now define UWB in terms of a transmission from 
an antenna for which the emitted signal bandwidth exceeds the lesser of 500 MHz or 20% 
bandwidth. Thus, pulse-based systems—wherein each transmitted pulse instantaneously 
occupies a UWB bandwidth, or an aggregation of at least 500 MHz worth of narrow band 
carriers, for example in orthogonal frequency-division multiplexing (OFDM) fashion—can 
gain access to the UWB spectrum under the rules. Pulse repetition rates may be either low or 
very high. Pulse-based radars and imaging systems tend to use low repetition rates, typically 
in the range of 1 to 10 megapulses per second. On the other hand, communications systems 
favor high repetition rates, typically in the range of 1 to 2 gigapulses per second, thus 
enabling short-range gigabit-per-second communications systems. Each pulse in a pulse-
based UWB system occupies the entire UWB bandwidth, thus reaping the benefits of relative 
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immunity to multipath fading (but not to intersymbol interference), unlike carrier-based 
systems that are subject to both deep fades and intersymbol interference. 

The Federal Communications Commission (FCC) agreed in February 2002 to allocate 7.5 
GHz of spectrum for unlicensed use of ultra-wideband (UWB) devices for communication 
applications in the 3.1–10.6 GHz frequency band, the move represented a victory in a long 
hard-fought battle that dated back decades. With its origins in the 1960s, when it was called 
time-domain electromagnetics, UWB came to be known for the operation of sending and 
receiving extremely short bursts of RF energy. With its outstanding ability for applications 
that require precision distance or positioning measurements, as well as high-speed wireless 
connectivity, the largest spectrum allocation ever granted by the FCC is unique because it 
overlaps other services in the same frequency of operation. Previous spectrum allocations for 
unlicensed use, such as the Unlicensed National Information Infrastructure (UNII) band have 
opened up bandwidth dedicated to unlicensed devices based on the assumption that operation 
is subject to the following two conditions: 

 
(1) This device may not cause harmful interference. Harmful interference is defined as 
interference that seriously degrades, obstructs or repeatedly interrupts a radio communication 
service. 
(2) This device must accept any interference received, including interference that may cause 
undesired operation. This means that devices using unlicensed spectrum must be designed to 
coexist in an uncontrolled environment. Devices utilizing UWB spectrum operate according 
to similar rules, but they are subject to more stringent requirements because UWB spectrum 
underlays other existing licensed and unlicensed spectrum allocations. In order to optimize 
spectrum use and reduce interference to existing services, the FCC’s regulations are very 
conservative and require very low emitted power. 

UWB has a number of advantages which make it attractive for consumer communications 
applications. In particular, UWB systems 

 
• have potentially low complexity and low cost; 
• have noise-like signal characteristics; 
• are resistant to severe multipath and jamming; 
• have very good time domain resolution. 

 
Universal Mobile Telecommunications System (UMTS) is one of the third-generation 

(3G) mobile phone technologies. It uses W-CDMA as the underlying standard. UMTS 
supports up to 1920 kbit/s data transfer rates (and not 2 Mbit/s as frequently seen), although at 
the moment users in the real networks can expect performance up to 384 kbit/s - in Japan 
upgrades to 3 Mbit/s are in preparation. However, this is still much greater than the 14.4 
kbit/s of a single GSM error-corrected circuit switched data channel or multiple 14.4 kbit/s 
channels in HSCSD. 

From the beginning of 2006, UMTS networks in Japan are being upgraded with High 
Speed Downlink Packet Access (HSDPA), sometimes known as 3.5G. This will make a 
downlink transfer speed of up to 14.4 Mbit/s possible. Work is also progressing on improving 
the uplink transfer speed with the High-Speed Uplink Packet Access (HSUPA). 
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The spectrum for UMTS lies between 1900 MHz to 2025 MHz and 2110 MHz to 2200 
MHz. For the satellite service an own sub-band in the UMTS spectrum is reserved (uplink 
1980 MHz to 2010 MHz, downlink 2170 MHz to 2200 MHz). The remaining spectrum for 
terrestrial use is divided between two modes of operation. In the FDD (Frequency Division 
Duplex) mode there are two equal bands for the uplink (1920 MHz to 1980 MHz) and for the 
downlink (2110 MHz to 2170 MHz). In the operation mode TDD (Time division duplex) 
uplink and downlink are not divided by use of different frequency carriers but by using 
different timeslots on the same carrier. So there is no need for a symmetrical spectrum but the 
remaining unpaired spectrum can be used. 

CDMA-450 is a TIA-EIA-IS-CDMA2000 (CDMA-MC) system deployed in 450 MHz. 
CDMA-450 provides a larger macrocell size compared to macrocell sizes in other bands 
(UMTS for example), which translates to fewer macrocell sites. The CDMA-450 utilized 
band is the 450-470 MHz band. 

The Global System for Mobile Communications (GSM) is the most popular standard for 
mobile phones in the world. GSM service is used by over 2 billion people across more than 
210 countries and territories. The ubiquity of the GSM standard makes international roaming 
very common between mobile phone operators, enabling subscribers to use their phones in 
many parts of the world. GSM differs significantly from its predecessors in that both 
signaling and speech channels are Digital call quality, which means that it is considered a 
second generation (2G) mobile phone system. This fact has also meant that data 
communication was built into the system from very early on. The GSM 900 band provides a 
GSM uplink in the range 890-915 MHz, a  GSM downlink in the range 935-960 MHz. The 
GSM 900 band is used in all countries in which GSM networks are found. 

DCS-1800 is a Digital Communications System based on GSM, working on a radio 
frequency of 1800 MHz. Also known as GSM-1800 or PCN, this digital network operates in 
Europe and Asia Pacific. The DCS-1800 band provides for a DCS uplink in the range 1710-
1785 MHz, a DCS downlink in the range 1805-1880 MHz. 

Hamalainen et al. studied the coexistence of the UWB system with GSM900, 
UMTS/WCDMA, and GPS [1]. They gave the bit error rate (BER) of the above mentioned 
systems for different pulse length. 

Hamalainen et al. investigated the coexistence of the UWB system with IEEE802.11a 
and UMTS in Modified Saleh-Valenzuela Channel [2]. They gave the bit error rate (BER) of 
the UWB system for different types of modulation (Direct sequence and Time Hopping). 
Guiliano et al. studied the interference between the UMTS and The UWB system [3]. In [4], 
Hamalainen et al. investigated the effect of the in band interference power caused by different 
kinds of UWB signal at UMTS/WCDMA frequency bands. The UWB interference was given 
for the UMTS/WCDMA uplink and downlink. In [5], Hamalainen et al. studied the effect of 
the in band interference power caused by three different kinds of UWB signal on GPS L1 and 
GSM-900 uplink band. In [6], the Impact of the UWB system on the macrocell downlink 
range of DCS-1800 and GSM-900 systems has been presented. 

The aim of this chapter is to present the effect of UWB on UMTS, CDMA-450 , DCS-
1800 and GSM-900 on the urban macrocell downlink performance (range and capacity) for a 
critical distance (distance between the UWB transmitter and the mobile receiver under study) 
of 1m. 
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2. Effect of UWB Interference on the UMTS and CDMA-450 
Downlink Performance 

Fig. 1 shows the studied scenario where the mobile communication base station is at a 
distance R from the mobile receiver that exists in a building near by an UWB transmitter with 
small distance d between them. The propagation model for the mobile communication is an 
outdoor propagation with wall penetration loss of 10 dB. The indoor propagation model (Line 
of Sight) is used to calculate the UWB interference. 
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Figure 1. The studied scenario. 

To account for UWB interference, an extra source of interference is added linearly to the 
UMTS and the CDMA-450 intra-system interference. The interference power is calculated by 
assuming the UWB source to be at different distances from the UMTS receiver (the mobile 
station). Therefore, the interference power generated by a device UWB, IUWB, is given by (in 
dBm): 

 
 UMTSUWBUWBUWB GdLPI +−= )(  (1) 

where 
 
• PUWB is the UWB EIRP in dBm in the UMTS band. 
• LUWB(d) is the path-loss between the UWB device and the UMTS receiver which varies 

with the separation distance, d in m, and 
• GUMTS is the UMTS antenna gain . 

 
Given that UWB devices are typically low power, short range devices, then the line-of-

sight path-loss model is often most appropriate. Thus the  UWB signal propagation loss in dB 
is calculated as: 

 
 )(log2003.39)( 10 ddLUWB +≈  (2) 
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The effect of the UWB interference is to reduce the UMTS macrocell range or/and the 
macrocell capacity. 

The UMTS signal propagation loss in urban macrocell is given as: 
 
 )(log10)( 101 kmoUMTS RsLdBL +≈  (3) 
 

where 
 
• Lo1 is the UMTS signal propagation loss at a distance of 1 km. 
• s is the UMTS signal propagation exponent (3.5 to 4.5). 

 
Thus 
 
 110 )()(log10 oUMTSkm LdBLRs −=  (4) 
 
LUMTS depends on the SNR of the UMTS signal, i.e., lower is the noise, higher is the 

accepted compensated propagation loss. Thus we can rewrite (4) as 
 
 1ominkm10 LSk)R(logs10 −−=  (5) 
 

where 
 
• k is constant, 
• Smin is the UMTS receiver sensitivity. 

 
When the total noise power consists of the UMTS system noise IUMTS only, then: 
 
 1omino,UMTS10 LSkRlogs10 −−=  (6) 
 

where R UMTS,o is the UMTS initial range. 
 

 10
LSk

s
o,UMTS

1omin

10R
−−

=  (7) 
 
With the existence of the UWB noise (IUWB), the UMTS receiver noise will increase. 

Thus 
 
 1orminUMTS10 LNSkRlogs10 −−−=  (8) 
 

where RUMTS is the UMTS new range when the UWB affects the UMTS system and Nr is the 
UMTS receiver noise increment (dB). 
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we can notice that 10
Nr

10  is the UMTS receiver noise increment in natural number, given by: 
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Thus, the macrocell range RUMTS with the existence of the UWB interference is given as: 
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The normalized range is given as: 
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The normalized capacity Cn is given as: 
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The interference power generated by a device UWB, IUWB, that affects the CDMA-450 
receiver is given by (in dBm): 

 

 CDMAUWBUWBUWB GdLPI +−= )(  (18) 
 

where 
 
• PUWB is the UWB EIRP in dBm in the CDMA-450 band. 
• LUWB(d) is the path-loss between the UWB device and the CDMA-450 receiver which 

varies with the separation distance, d in m, and 
• GCDMA  is the CDMA-450 antenna gain . 

 
In the frequency band used by CDMA-450, the  UWB signal propagation loss in dB is 

calculated as: 
 

 )(log207.25)( 10 ddLUWB +≈  (19) 
 
The effect of the UWB interference is to reduce the CDMA-450 macrocell range or/and 

the macrocell capacity. 
The macrocell range RCDMA with the existence of the UWB interference is given as: 
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where 
 

• RCDMA,o is the CDMA-450 macrocell initial range without the UWB interference. 
 
The normalized range is given by: 
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The normalized capacity of the CDMA-450 system Cn is given as: 
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3. Effect of UWB Interference on the DCS-1800 and GSM-900 
Downlink Performance 

To account for UWB, an extra source of interference is added linearly to the GSM and DCS 
system interference. The interference power is calculated by assuming the UWB source to be 
at different distances from the DCS or the GSM mobile receiver. Therefore, the interference 
power generated by a device UWB, IUWB, is given by (in dBm): 
 

 AntUWBUWBUWB GdLPI +−= )(  (23) 
 

where 
 
• PUWB is the UWB EIRP in dBm in the GSM or the DCS band. 
• LUWB(d) is the propagation loss between the UWB device and the GSM or the DCS 

receiver which varies with the separation distance, d in m, and 
• GAnt  is the GSM or the DCS antenna gain . 

 
Given that UWB devices are typically low power, short range devices, then the line-of-

sight path-loss with log-normal deviation propagation model is the most appropriate. From 
[7], the  UWB signal propagation loss in dB at a distance d can be given as: 
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where λ is the wavelength and N is normal distribution random variable with zero mean and a 
standard deviation of σ. The standard deviation σ has a value of 1.25 to 2.00 dB. 

The  UWB signal propagation loss in dB at the DCS-1800 band is calculated as: 
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The DCS normalized macrocell range Rn,DCS with the existence of the UWB interference 

is given as: 
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where 
 
• s is the DCS-1800 signal propagation exponent for the outdoor environment, 
• RDCS,o is the DCS-1800 initial range, 
• RDCS is the DCS new range when the UWB affects the DCS system, 
• IDCS is the DCS receiver noise without the effect of the UWB system, 
• IUWB is the UWB extra interference. 

 
IDCS is given as: 
 

 )()(log10114)( 10 dBNFBWdBI MHZDCS ++−=  (27) 
 

where 
 
• BWMHZ is the DCS channel bandwidth = 0.2 MHz, 
• NF(dB) is the DCS noise figure in (dB). 

 
The  UWB signal propagation loss in dB at the GSM-900 band is calculated as: 
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The GSM normalized macrocell range Rn,GSM with the existence of the UWB interference 

is given as: 
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where 
• RGSM,o is the GSM-900 urban macrocell initial range without the UWB interference, 
• RGSM is the GSM-900 urban macrocell range affected by the  UWB interference. 

 
From (26) and (29), it can be noticed that the effect of the UWB interference is to reduce 

the DCS-1800 and the GSM-900 macrocell range. 

4. Numerical Results 

In the analysis we assume that the UWB data rate is higher than the UMTS and the CDMA-
450 chip rate ( data rate higher than 3.84 Mbps). Here we address the effect of the UWB 
system on the downlink of the UMTS and CDMA-450 systems. 
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In Fig. 2, the UWB interference power on the UMTS downlink (i.e. interference as seen 
at the mobile) is plotted assuming an average PUWB of -60 dBm/MHz within the UMTS 
bandwidth. It can be noticed that the UWB  interference is high when the distance between 
the UWB transmitter and the UMTS mobile  receiver is lower than 1m. 
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Figure 2. UWB interference as a function of the separation between the UWB transmitter and the 
UMTS mobile (PUWB = -60 dBm/MHz). 

We study the case of voice service (Gp = 25 dB and (Eb/No)req = 6 dB) assuming an 
UMTS interference of -88 dBm (14 dB noise rise). Fig. 3 shows the downlink macrocell 
normalized range as a function of the separation between the UMTS mobile and the UWB 
transmitter for three different values of the propagation exponent s. It can be noticed that the 
UWB signal  creates a high interference which reflects a macrocell normalized range 
reduction of 9.5%  when the separation is 1m. For higher separation, the interference is lower 
and thus the range reduction is also lower. 
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(PUWB = -60 dBm/MHz). 

Figure 3. Effect of the UWB interference on the macrocell range as a function of the separation 
between the UWB transmitter and the UMTS mobile. 
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(PUWB = -60 dBm/MHz). 

Figure 4. Effect of the UWB interference on the macrocell normalized capacity as a function of the 
separation between the UWB transmitter and the UMTS mobile. 

Fig. 4 portrays the downlink macrocell normalized capacity as a function of the 
separation between the UMTS mobile and the UWB transmitter. It can be noticed that the 
UWB signal  creates a high interference which provokes an unexeptable macrocell capacity 
reduction of 29% when the separation is 1m. 
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Next we study the case data service [Gp = 14.25 dB and (Eb/No)req = 4.25 dB]  assuming 
an UMTS total interference of -92.5 dBm (9.5 dB noise rise and thus highly loaded 
macrocell). Fig. 5 shows the downlink macrocell normalized range as a function of the 
separation between the UMTS mobile and the UWB transmitter for three different values of 
the propagation exponent s. It can be noticed that the UWB signal  creates a high interference 
which reflects a high macrocell range reduction of 20% when the separation is 1m. 
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(PUWB = -60  dBm/MHz). 

Figure 5. Effect of the UWB interference on the macrocell normalized range as a function of the 
separation between the UWB transmitter and the UMTS mobile. 
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(PUWB = -60 dBm/MHz). 

Figure 6. Effect of the UWB interference on the macrocell normalized capacity as a function of the 
separation between the UWB transmitter and the UMTS mobile. 
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Fig. 6 depicts the downlink macrocell capacity as a function of the separation between 
the UMTS mobile and the UWB transmitter. It can be noticed that the UWB signal  creates a 
high interference which gives arise to a  high macrocell capacity reduction of 53% when the 
separation is 1m. 

Let us now present the case of the data service case assuming PUWB of -81 dBm/MHz. 
Fig. 7 portrays the downlink macrocell range as a function of the separation between the 
UMTS mobile and the UWB transmitter. It can be noticed that the UWB signal  creates a high 
interference which provokes a  high macrocell range reduction when the separation is less 
than 0.25m. For larger separation, the interference is lower. At a distance higher than 1m, the 
effect of the interference is quasi null. 

Fig. 8 shows the downlink macrocell capacity as a function of the separation between the 
UMTS mobile and the UWB transmitter. Here it can be noticed that the UWB signal  creates 
a low interference which reflects a  low macrocell capacity reduction when the separation is 
equal to or higher than 1m. 
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(PUWB = -81 dBm/MHz). 

Figure 7. Effect of the UWB interference on the macrocell range as a function of the separation 
between the UWB transmitter and the UMTS mobile. 

Next we study the case data service assuming an UMTS total interference of -94.5 dBm 
(7.5 dB noise rise and thus medium loaded macrocell) and UWB power density of -83 
dBm/MHz.  Fig. 9 depicts the downlink macrocell range as a function of the separation 
between the UMTS mobile and the UWB transmitter for three different values of s. It can be 
noticed that at a distance equal to or higher than 1.0m, the effect of the interference is quasi 
null (less than 0.3% range reduction). 
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(PUWB = -81 dBm/MHz). 

Figure 8. Effect of the UWB interference on the macrocell normalized capacity as a function of the 
separation between the UWB transmitter and the UMTS mobile. 

Fig. 10 shows the downlink macrocell capacity as a function of the separation between 
the UMTS mobile and the UWB transmitter. It can be noticed that the macrocell normalized 
capacity reduction is high when the separation is less than 0.3m. For larger separation, the 
interference is lower. At a distance higher than 1m, the effect of the interference is very little 
(less than 1%). 
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(PUWB = -83 dBm/MHz) and 7.5 dB noise rise. 

Figure 9. Effect of the UWB interference on the macrocell range as a function of the separation 
between the UWB transmitter and the UMTS mobile. 
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(PUWB = -83 dBm/MHz) and 7.5 dB noise rise. 

Figure 10. Effect of the UWB interference on the macrocell normalized capacity as a function of the 
separation between the UWB transmitter and the UMTS mobile. 

Then we study the case of multiple UWB transmitters with one UWB transmitter at  each 
44× m2 area of the indoor environment assuming PUWB of  -83 dBm/MHz , 18 UWB 

transmitters and noise rise of 9.5 dB. Fig. 11 represents the downlink macrocell normalized 
range as a function of the UMTS mobile distance from the nearest UWB transmitter for three 
different values of s. It can be noticed that the macrocell normalized range reduction is high 
when the UMTS receiver is located at 0 to 0.15m. At a distance higher than 0.4 m from the 
nearest UWB transmitter, the macrocell range reduction is less than 1%. 
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Figure 11. Effect of the UWB interference on the macrocell range as a function of the UMTS mobile 
location (PUWB = -83 dBm/MHz) for multi UWB transmitters and 9.5 dB noise rise. 
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Fig. 12 shows the downlink macrocell capacity as a function of the UMTS mobile 
location. It can be noticed that the macrocell normalized capacity reduction is high when the 
UMTS receiver is located at a distance less than 0.2m from the nearest UWB transmitter. For 
a distance greater than 1m from the nearest UWB transmitter, the effect of the UWB 
transmitters is quasi null (less than 1% capacity reduction). 
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Figure 12. Effect of the UWB interference on the macrocell normalized capacity as a function of the 
UMTS mobile location (PUWB = -83 dBm/MHz) for multi UWB transmitters and 9.5 dB noise rise. 

It can be concluded that, for the case of single UWB transmitter, the UMTS can easily 
tolerate the UWB interference when the UWB EIRP is -83 dBm/MHz for a distance between 
the UWB transmitter and the UMTS mobile of 1 m or higher. For the case of multi UWB 
transmitter, the UMTS can easily tolerate the UWB interference when the UWB EIRP is -85 
dBm/MHz. The above mentioned numbers are valid for medium loaded macrocells, i.e.,  (60-
70)% loaded macrocell. 

Next we study the case of data service (Gp = 14.2 dB and (Eb/No)req = 4.25 dB)  of the 
CDMA-450 3X assuming that the  CDMA-450 total interference of -92.5 dBm (9.5 dB noise 
rise) and UWB power density of -95 dBm/MHz.  Fig. 13 shows the CDMA-450 downlink 
macrocell normalized range as a function of the separation between the CDMA mobile and 
the UWB transmitter. It can be noticed that the UWB signal  creates a low interference  when 
the separation is more than 1m which reflects a normalized range reduction of less than 0.3%. 

Fig. 14 shows the CDMA-450 downlink macrocell normalized capacity as a function of 
the separation between the CDMA-450 mobile and the UWB transmitter. It can be noticed 
that the effect of the UWB interference is quasi null for a distance greater than 1 m (less than 
1% capacity reduction). 
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(PUWB = -95  dBm/MHz). 

Figure 13. Effect of the UWB interference on the macrocell normalized range as a function of the 
separation between the UWB transmitter and the CDMA450 mobile. 
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(PUWB = -95  dBm/MHz). 

Figure 14: Effect of the UWB interference on the macrocell normalized capacity as a function of the 
separation between the UWB transmitter and the CDMA450 mobile. 
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Here we can conclude that the UWB power density that can be tolerated by the CDMA-
450 downlink is of the order of -95 dBm/MHz for single UWB. For the case of multi UWB 
transmitters, the power density that can be tolerated by the downlink of the CDMA-450 
system is of the order -98 dBm/MHz. These numbers are valid for high loaded macrocells. 
For medium loaded macrocells, the accepted UWB power density is of the order -97 
dBm/MHz and -100 dBm/MHz for the single UWB transmitter and multi UWB transmitters 
case respectively. 

If we reduce the critical distance to 0.5m, we have to lower the maximum accepted UWB 
power density by 6 dB. The effect of the UMTS and CDMA-450 signal propagation exponent 
(s) is very little when its value is changed  from 3.5 to 4.5. 

Next we presents the effect of the UWB system on the DCS or GSM systems assuming 
that the DCS or GSM mobile receiver is in an office of 1820×  m and that the propagation 
exponent s of the DCS and GSM macrocell is 3.5. The three different scenarios  considered 
are: 

 
• The best case for which the propagation loss is 6 dB  higher the average case. 
• The average case. 
• The worst case for which the propagation loss is 6 dB lower than the average case. 
 
Let us present the case of DCS-1800 service assuming that the receiver noise figure is 8 

dB, the UWB transmitting antenna gain is 0 dB and that the DCS receiving antenna gain is 0 
dB. 
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Figure 15. DCS-1800 normalized macrocell range as a function of distances between the UWB 
transmitter and the DCS-1800 mobile receiver for (PUWB = -60 dBm/MHz). 

Fig. 15 shows the DCS normalized downlink range Rn as a function of the distances  
between the UWB transmitter and the  DCS-1800 mobile when the UWB power density is -
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60 dBm/MHz assuming the average case. It can be noticed that Rn has a value of 55% which 
give a rise to an acceptable macrocell range reduction. Thus, the UWB power density 
recommended by the FCC organization (-51.3 dBm/MHz) is very high to be tolerated by the 
DCS-1800 system. For this reason, lower UWB power density should be recommended. 
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Figure 16. DCS-1800 normalized macrocell range as a function of distances between the UWB 
transmitter and the DCS-1800 mobile receiver for (PUWB = -83 dBm/MHz). 
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(PUWB = -88 dBm/MHz and 16 UWB transmitters). 

Figure 17. DCS-1800 normalized macrocell range as a function of distances between the DCS-1800 
mobile receiver and the nearest UWB transmitter for. 
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Fig. 16 shows the DCS normalized downlink range Rn as a function of the distances  
between the UWB transmitter and the  DCS-1800 mobile when the UWB power density is -
83 dBm/MHz assuming the average case. It can be noticed that Rn has a value of 99% which 
give a rise to acceptable macrocell range reduction (1%). 

Let us present the case of multiple UWB transmitters with one UWB transmitter at  each 
44× m2 area of the indoor environment assuming 16 UWB transmitters. 
Fig. 17 depicts the DCS normalized downlink range Rn as a function of the distances  

between  the  DCS-1800 mobile and the nearest UWB transmitter  when the UWB power 
density is -88.0 dBm/MHz. It can be noticed that for the worst case, Rn has a value of 99% 
which give a rise to an acceptable macrocell range reduction (1%). 

Next we present the case of GSM-900 service assuming that the receiver noise figure is 8 
dB, the UWB transmitting antenna gain is 0 dB and that the GSM receiving antenna gain is 0 
dB. 
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Figure 18. GSM-900 normalized macrocell range as a function of distances between the UWB 
transmitter and the GSM-900 mobile receiver for (PUWB = -88.5 dBm/MHz). 

Fig. 18 presents the GSM normalized downlink range Rn as a function of the distances  
between the UWB transmitter and the  GSM-900 mobile when the UWB power density is -
88.5 dBm/MHz assuming the average case. It can be noticed that Rn has a value of 99% 
which give a rise to an acceptable macrocell range reduction (1%). 

Let us present the case of UWB multiple transmitter affecting the GSM-900 system. Fig. 
19 shows the GSM normalized downlink range Rn as a function of the distances  between  the  
GSM-900 mobile and the nearest UWB transmitter  when the UWB power density is -93.5 
dBm/MHz. It can be noticed that for the worst case, Rn has a value of 99% which give a rise 
to an acceptable macrocell range reduction (1%). 
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(PUWB = -93.5 dBm/MHz and 16 UWB transmitters). 

Figure 19. GSM-900 normalized macrocell range as a function of distances between the GSM-900 
mobile receiver and the nearest UWB transmitter for. 
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(PUWB = -93 dBm/MHz, 16 UWB transmitters and α = 4.0). 

Figure 20. GSM-900 normalized macrocell range as a function of distances between the GSM-900 
mobile receiver and the nearest UWB transmitter for. 
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Let us study the case of UWB multiple transmitter affecting the GSM-900 system 
assuming that the outdoor propagation exponent (s) for the GSM macrocell is 4. Fig. 20 
shows the GSM normalized downlink range Rn as a function of the distances  between  the  
GSM-900 mobile and the nearest UWB transmitter  when the UWB power density is -93.0 
dBm/MHz. It can be noticed that for the worst case, Rn has a value of 99% which give a rise 
to an acceptable macrocell range reduction (1%). Thus, form the results of Figs. 19 and 20, it 
can be noticed that the effect of the outdoor propagation exponent is very small (The 
recommended UWB power density when s = 4 is only 0.5 dB higher than the recommended 
UWB power density  when s = 3.5). 

 

 

Figure 21. FCC mask, ETSI mask and our recommended UWB radiation mask. 

From the above given results we can conclude that the spectrum mask proposed by the 
FCC for indoor application (-51 dBm/MHz in the UMTS band, -53 dBm/MHz in the DCS-
1800 band, -41 dBm/MHz in the GSM-900 band and -41 dBm/MHz for the CDMA450 band)  
is very high to be tolerated by the four mobile systems. Thus, a new spectrum mask with 
lower UWB power density should be proposed. 

From the results presented by this  work, our recommended UWB radiation mask is 
shown in Fig. 21. Fig. 21, also presentss the FCC mask and the European ETSI mask. For  
frequencies greater than or equal to 3.1 GHz, the three masks have the same values of UWB 
accepted  power density. For frequencies less than 3.1 GHz, our recommended mask has 
always  lower accepted UWB power density than the UWB power density given by the  FCC 
recommendations. For frequencies lower than 3.1 GHz and greater than 0.95 GHz our 
recommended mask has always  lower accepted UWB power density than the UWB power 
density given by the  ETSI mask. For frequencies lower than 0.95 GHz, our recommended 
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mask has always  higher accepted UWB power density than the UWB power density given by 
the  ETSI mask. 
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Abstract 

This paper presents an efficient fault-tolerant approach for public wireless local access 
networks (public WLANs). In a public WLAN, multiple access points (APs) are first 
deployed in the public area to provide wireless communication. For a user in the public 
WLAN, it must associate with an AP to acquire a wireless communication path before 
performing data services. If a failure occurs in an AP of the public WLAN, the users under the 
coverage range of the faulty AP (the affected users) cannot perform data services again. To 
tolerate the AP failure, previous approaches are based on the hardware redundancy or network 
planning technique. In this paper, we proposed a new fault-tolerant approach which directs 
each affected user how to move itself to the coverage range of another AP. For quickly 
reconnecting the wireless communication, the moving distance is considered in the proposed 
approach. In addition, the proposed approach also considers the overloading problem to avoid 
causing significant performance degradation on an AP. Finally, extensive simulations are 
performed to evaluate the performance overhead of the proposed approach. 
 

Keywords: Fault-tolerant, public wireless local access networks, access point, overloading, 
simulation. 

1. Introduction 

With the advent of the IEEE 802.11 standard, wireless LANs (WLANs) are a competitive 
technology for mobile computing. Currently, WLANs have been extensively deployed in 
public areas (e.g. airports, hotels, universities, shopping centers, etc). To set up a public 
WLAN, multiple access points (APs) are first deployed to provide wireless communication in 
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the public area. Before performing data services, each user in a public WLAN must associate 
with an AP to acquire a wireless communication path. If a failure occurs in an AP, the users 
under the coverage range of the faulty AP will lose their wireless communication paths. Next, 
such affected users cannot perform any data services. 

The fault-tolerant issue of the AP has been studied in literature [1-2]. The proposed 
previous approaches can be categorized into the following three techniques. 

 
• Access-point replication: In this technique, each working AP is statically equipped with 

one redundant AP. If a working AP fails, its corresponding redundant AP is activated as a 
serving AP to replace the faulty AP. 

• Overlapping coverage: The main idea of this technique is to make each place of a public 
WLAN be covered by at least two APs. If an AP fails, the users under its coverage range 
are switched to be served by another AP which coverage range is intersected with the 
faulty AP. In this technique, the fault tolerance is achieved based on the assumption of 
the overlapping coverage. If an MS is located within a non-overlapping range, its 
wireless communication cannot be supported if its serving AP fails. 

• Link multiplexing: This technique equips multiple wireless network cards for each user. 
Due to multiple wireless network cards, an active user can have multiple wireless 
communication paths to distinct APs. If one of the user’s serving APs fails, the user still 
has wireless communication paths to other APs. The data services of the user can be 
continuously performed. 
 
In this paper, we propose a new approach to tolerating the AP failure in a public wireless 

LAN. Unlike previous approaches, the proposed approach is not based on the hardware 
support since it does not need to equip redundant APs or multiple network cards. In addition, 
the proposed approach is also not required to make each place of a public WLAN be covered 
by two or more APs. In the proposed approach, if an AP fails, it selects some currently 
working APs to constitute a backup AP set. Then, the failure-affected users (the users under 
the coverage range of the faulty AP) are directed to shortly move to coverage ranges of the 
backup AP set. To avoid severely affecting the performance of an AP, if the loading of a 
working AP is already large, it will be not selected in the backup AP set. The moving distance 
and overloading are simultaneously considered in the proposed approach to reduce the fault-
tolerant overhead. We also perform extensive simulation experiments to quantify the 
overhead of the proposed approach. 

The rest of this paper is organized as follows. Section 2 gives background knowledge of 
this paper. Section 3 describes our fault-tolerant approach. Section 4 evaluates the overhead 
of the proposed approach. Section 5 compares the proposed approach with previous 
approaches. Simulation results are given in Section 6. Finally, concluding remarks are made 
in Section 7. 

2. Background 

This section describes the background knowledge of this paper. First, we give the network 
model of a public WLAN. Then, we describe how to detect the AP failure. Last, we review 
related work. 
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2.1. Network Model 

The network model referred to this paper is shown in Fig. 1, which consists of four 
components: mobile station (MS), access point (AP), distribution system (DS), and simple 
network management protocol (SNMP) server. The MS is a computing device with wireless 
network interface, which also represents a user. The AP has a fixed coverage range, i.e., a 
limited range of operation. An AP with the MSs within its coverage range form a basic 
service set (BSS). For the MSs within an AP’s coverage range, they contend the radio channel 
of the AP. The IEEE 802.11 standard proposed two radio channel accessing mechanisms: the 
distributed coordination function (DCF) and point coordination function (PCF) [3]. 

In a public WLAN, multiple APs are usually deployed for covering all the serving ranges 
of the public area. A wired network (called a DS in the IEEE 802.11 standard) is required to 
connect the multiple APs. The IEEE 802.11 standard does not specify any particular 
technology for the DS. The DS is usually implemented by an Ethernet network. With the DS, 
the mentioned BSSs are connected to form an extended service set (ESS). In the same ESS, 
any two MSs within different BSSs can communicate with each other. For further managing 
all APs of a public WLAN, a SNMP server is also equipped in the network model (Note that 
SNMP is a standard protocol for managing a wired or wireless network [4]). Most APs also 
support SNMP [5, 6]. In this paper, the SNMP server is used to monitor the loading status of 
each AP [7-9], which periodically sends a loading-inquiry message to each AP. 

 

 

Figure 1. Network model. 

2.2. Failure Detection 

This paper mainly concerns the fault-tolerant issue of the AP; therefore, failures are assumed 
to occur in APs only. The SNMP server and the distribution system are assumed to be failure-
free; their fault-tolerant issues are not discussed in this paper. Traditionally, the AP failure is 
detected by monitoring the periodical beacon frame [2]. In [2], it indicated that this detection 
method is difficult to distinguish between the MS mobility and the AP failure. Therefore, in 
[2], it proposed an efficient detection method by using the signal strength as the indicator of 
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the AP failure. An AP which is correctly functioning will present a strong signal. The MSs 
within its coverage range will also receive a strong signal. Conversely, if an AP fails, it 
cannot present a strong signal to the MSs within its coverage range. Therefore, if a MS 
detects that there is a sudden drop in the signal from its serving AP or it does not receive a 
signal from its serving AP for a period of time, the corresponding serving AP is regarded in 
the faulty state. 

2.3. Related Work 

As mentioned in section 1, the previous approaches are classified into three basic techniques: 
access-point replication, overlapping coverage, and link multiplexing. 

The approach of [1] belongs to the access-point replication technique. In [1], it concerned 
the “shadow region” issue. Due to physical obstacles and radio interference, there may be a 
shadow region in the AP’s coverage range. When an MS moves into a shadow region, it will 
lose the wireless connectivity. To avoid this situation, a redundant AP is placed in the shadow 
region to serve the MSs moving into this region. Here, the concept of the redundant AP can 
be also applied on the AP fault-tolerant problem. Each working AP is statically equipped with 
one redundant AP. If an AP fails, its equipped redundant AP is activated as the backup. 
However, the redundant AP needs to actively detect the failure of the corresponding AP. In 
addition, the failure is not allowed to occur in the redundant AP. If the redundant AP also 
fails, the fault tolerance cannot be achieved. 

The approaches of [10, 11-13] belong to the overlapping coverage technique. In the IEEE 
802.11 standard, only three radio channels can be used in the ESS of a public WLAN. Due to 
few useful radio channels and radio interference, it cannot ensure that overlapping coverage 
can be planned in each place of the public WLAN [1, 2]. In addition, the use of the 
overlapping coverage technique may introduce the overloading problem [2]. When an AP 
fails, if all the overlapping APs are in the overloading state, a suitable AP is difficult to be 
selected for taking over the workload of the faulty AP. Here, the overlapping APs of AP x 
indicate the APs which radio coverage ranges are overlapped with AP x. Like the access-point 
replication technique, failures cannot occur in the overlapping APs. For the approaches 
proposed in [10-13], they mainly handle the load-balance issue of a WLAN, but the concepts 
of these approaches can be also used to tolerate the AP failure. In [10], it discussed the issue 
of user congestion in a public WLAN. It proposed two approaches (explicit channel switching 
and network-directed roaming) to relieve the hop-spot congestion. In the explicit channel 
switching approach, if two or more APs admit the connection request of a MS, the MS will 
associate with the AP with the light load, not the AP with a stronger signal. The first approach 
is relied on the existence of more than one AP being able to signal to the MS. This also means 
that a MS must locate within the overlapping coverage range. This assumption is not always 
true. To avoid making this assumption, the network-directed approach directs a MS to move 
to a distant AP with the light load, which is based on the location of the MS and the capacities 
of all APs. The concepts of the above two mentioned approaches can be applied to handle the 
AP failure. Especially, the first approach is very similar to the overlapping coverage 
technique. However, the second approach cannot be directly applied in the fault tolerance. 
The reason is that if an AP fails, the MSs under its coverage range cannot acquire the network 
direction from the faulty AP. In [10], it does not describe how to extend the second approach 
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to handle the fault-tolerant problem. Like the first approach of [10], the approaches of [11-13] 
also discuss how to distribute the load of the MSs within the overlapping coverage range. 
Similarly, if the approaches of [11-13] are applied to handle the AP failure, they are regarded 
as the overlapping coverage technique. 

As for the link multiplexing technique, the approach of [2] adopts this technique. It 
utilizes multiple wireless network cards to provide the AP fault tolerance. In the approach of 
[2], each MS is equipped with more than one wireless network card. Whenever a MS is 
formally associated with a working AP, it may also receive signals from neighboring APs. 
The MS utilizes multiple wireless network cards to connect with the APs signaling to it. In 
such case, the MS owns multiple wireless communication paths to different APs. Therefore, 
if one of the MS’s serving APs fails, the packets of the MS can be multiplexed over the 
remaining communication paths. In the approach of [2], it clearly indicated that a software 
module is required to be installed on each MS to multiplex packets over multiple 
communication paths. In addition, the approach of [2] also needs the support of overlapping 
coverage. It indicated that overlapping coverage is easily provided in each place of a public 
WLAN based on the support of the multiple wireless network cards. However, the approach 
of [2] does not describe how to plan the overlapping coverage everywhere. When the MS is 
not located within an overlapping coverage range, it only hears the signal from one AP and 
only has one communication path to the AP. In such case, if the AP fails, the approach of [2] 
cannot work correctly. 

3. Proposed Approach 

This section presents a new fault-tolerant approach for a public WLAN, which can allow 
multiple APs to fail simultaneously. Unlike the previous approaches, the proposed approach 
is not dependent on the hardware support and the overlapping coverage. 

3.1. Basic Idea 

As shown in Fig. 1, there are multiple APs in a public WLAN. If an AP fails, the MSs under 
its coverage range (the failure-affected MSs) will lose wireless connectivity. From the 
viewpoint of the public WLAN system, some working (survival) APs still exist in the system. 
If the failure-affected MSs can move to the coverage ranges of the survival APs, their 
wireless connectivity can be resumed. The moving distance of a failure-affected MS is not too 
far. The reason is as follows. The public WLAN is usually deployed in indoor environment 
(e.g. airport, coffee shop and conference center, and etc.). The responsible area of a public 
WLAN is not too large, and the distance between two neighboring APs is neighbor long. A 
failure-affected MS can find a survival AP without moving too far. Based on the above 
description, the main idea of the proposed approach is triggered as follows. For each failure-
affected MS, a direction is given to guide it how to move itself to the coverage range of one 
survival AP. The basic idea can be also imagined that survival APs are utilized to form a 
backup AP set. To achieve the idea, the following problems are required to be solved. 

 



Jenn-Wei Lin and Ming-Feng Yang 330 

• How to make each failure-affected MS select its preferable survival AP as the 
backup AP to serve it. 

• How to avoid selecting an overloading AP as the backup AP. 
• How to force each failure-affected MS to move to the coverage range of its 

corresponding backup AP 
 
To quickly resume the wireless connectivity of each failure-affected MS, the goal of the 

first problem is to select backup APs based on the viewpoints of failure-affected MSs. For a 
failure-affected MS, if it is located within the overlapping coverage range of several APs, its 
preferable backup AP is the overlapping AP with the strongest signal, as shown in Fig. 2(a). 
In such case, the failure-affected MS can resume its wireless connectivity without moving. 
Conversely, if a failure-affected MS is not located within the overlapping coverage range, it 
needs to move to the coverage range of another AP. In such case, the failure-affected MS 
wants to move as short as possible. Under this consideration, the APs neighboring the faulty 
AP are the possible backup APs, as shown in Fig. 2(b). The failure-affected MS will select 
one neighboring AP as its backup AP. From the above description, the selection of the backup 
AP is mainly based on the vicinity consideration. The status of the selected backup AP is not 
considered. In addition, the selected backup AP may be also fail simultaneously. It is possible 
that a failure-affected MS selects an overloading AP or faulty AP as its backup AP. The 
second problem is to enhance the backup AP selection with the status consideration. As for 
the third problem, it is to make each failure-affected MS follow the given direction to move 
itself to the coverage range of its selected backup AP. If each failure-affected MS randomly 
moves without following the direction, it is possible that many failure-affected MSs move to 
a common hot-spot coverage range, as shown in Fig. 3. (Usually, the hop-spot coverage range 
is close to the coverage range of the faulty AP since all failure-affected MSs want to move as 
short as possible). Due to serving too many MSs, the AP corresponding to the hop-spot 
coverage range will incur significant performance degradation. The main goal of the third 
problem is to avoid the performance degradation. 

 

 
 (a)     (b) 

Figure 2. The selection of the backup AP. (a) Overlapping coverage range. (b) Non-overlapping 
coverage range. 
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Figure 3. Movement to a hop-spot coverage range. 

3.2. Problem Solution 

For solving the above problems, the following data structures and procedures are required to 
put in the SNMP server, AP, and MS, respectively. 

 
• Data Structures: 

SNMP Server: The AP deployment map and AP location table with loading 
information 
AP: The overloading record 
MS: The AP deployment map and AP location table 

 
• Procedures: 

SNMP Server: The loading inquiry routine and backup AP recommendation 
procedure 
AP: The loading control procedure 
MS: The fault-tolerant procedure and map direction procedure 

 
Initially, each MS is pre-installed a fault-tolerant procedure. The AP deployment map and 

AP location table for a public area are also pre-stored in the SNMP server of the public 
WLAN. For the AP location table, it stores the location information of each AP. Each MS 
downloads the map and table from the SNMP server when it first visits the public area. Once 
detecting a failure in an AP, the failure-affected MS executes the internal fault-tolerant 
procedure, which is divided into two stages. 
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(a) 

Figure 4. Continued on next page. 

The first stage fault-tolerant procedure 
1. Add the identity of the faulty AP to Faulty_AP list 
2. If (the failure-affected MS has received the beacon signal from other APs)  

/* The failure-affected MS is now located within the overlapping area of several APs*/ 
3.  backup AP ← The AP with the strongest beacon signal sent to the failure-affected MS 
4. Else 
5.  backup AP ← Call the routine of Find_backup_AP 
6.  If (backup AP is not null) 
7.   Switch the scanning mode to the active scanning 
8.   Change the scanning channel to the operating channel of the backup AP 
9.   Execute the map direction procedure 
10.  Else 
11.   Pop up message “No available APs in the public area” 
12.  End 
13. End 
14. Routine Find_backup_AP 

15.  neighbor_APs ← Ø 
16.  hop_dist ← one hop distance 
17.  entry ← find the entry number of the faulty AP in the AP location table 
18.  up_entry ← entry – 1 ; down_entry ← entry + 1 
19.  Repeat  
20.   While (up_entry ≥ 1)  
21.    If (The distance between APup_entry and APentry) ≤ hop_dist)  
22.     If (APup_entry is not in faulty_AP list) 
23.      neighbor_APs ← neighbor_APs ∪  APup_entry 
24.      End 
25.     up_entry ← up_entry – 1 
26.    Else  
27.     Exit While 
28.    End 
29.   End While   
30.   While (down_entry ≤ The number of entries in the AP location table)  
31.    If (The distance between APup_entry and APentry) ≤ hop_dist)  
32.     If (APdown_entry is not in faulty_AP list) 
33.      neighbor_APs ← neighbor_APs ∪  APdown_entry 
34.     End 
35.     down_entry ← down_entry + 1 
36.    Else  
37.     Exit While  
38.    End 
39.   End While   
40.   IF (neighbor_APs is not empty) 
41.    Exit Repeat 
42.   Else 
43.    hop_dist ← hop_dist + one hop distance  

  /*extend the search range to two hops, three hops, or more*/ 
44.   End 
45.  Until (All the APs in the AP location table have been searched)  
46.  If (neighbor_APs is not Ø)  
47.   Use the AID of the failure-affected MS to randomly select an AP from neighbor_APs  

  as the backup AP 
48.   Return the selected backup AP 
49.  Else 
50.   Return Null 
51.  End 
52 End
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(b) 

(c) 

(d) 

(e) 

Figure 4. Procedures for achieving fault tolerance. (a) The first stage fault-tolerant procedure. (b) The second 
stage fault-tolerant procedure. (c) The map direction procedure. (d) The loading control procedure. (e) The 
backup AP recommendation procedure. 

The backup AP recommendation procedure 
1. found_APs ← Ø 
2. entry ← find the entry number of the backup AP in the AP location table 
3. up_entry ← entry – 1 ; down_entry ← entry + 1 
4. While (up_entry ≥ 1) 
5.  If (the load status of the APup_entry ≤ threshold AND APup_entry is not in faulty_AP list) 
6.   found_APs ← APup_entry 
7.   Exit While 
8.  End 
9.  up_entry ← up_entry – 1 
10. End While 
11. While (down_entry ≤ The number of entries in the AP location table) 
12.  If (the load status of the APdown_entry ≤ threshold AND APdown_entry is not in faulty_AP list) 
13.   found_APs ← found_APs ∪  APdown_entry 
14.   Exit While 
15.  End 
16.  down_entry ← down_entry + 1 
17. End While 
18. IF (found_APs is not Ø) 
19.  Among found_APs, select an AP which distance from the APentry is the minimum, as the new backup AP 
20.  Return the selected new backup AP 
21. Else 
22.  Return Null 
23 End

The loading control procedure 
1. If (the load status of the backup AP ≤ threshold) 
2.  Send the normal Probe Response message to the failure-affected MS 
3. Else /* backup AP is overloading*/ 
4.  If (the AP recommendation information recorded in the overload record is invalid) 
5.   Ask the SNMP server to find a new backup AP 
6.   new_BU_AP ← the identity of the found backup AP 
7.   Update the overload record with the new_BU_AP and reset the lifetime of the overload record 
8.  Else 
9.   new_BU_AP ← the value of the recommending-AP field in the overload record 
10.  End 
11.  Send an extended Probe_Response message attached with new_BU_AP to the failure-affected MS 
12. End 

The map direction procedure 
1. Pop-up the AP deployment map 
2. scale ← the coordinate scale in the AP deployment map 
3. coordfaulty_AP ← the coordinate of the current faulty AP in the AP location table × scale 
4. coordbackup_AP ← the coordinate of the backup AP in the AP location table × scale 
5. Draw an arrow line in the AP deployment map based on the given coordfaulty_AP and coordbackup_AP 

The second stage fault-tolerant procedure 
1. When (the Probe Response message is received from the backup AP) 
2.  If (the Probe Response message includes the new backup AP information) 
3.   change the scanning channel to the operating channel of the new backup AP 
4.   call the map direction procedure 
5.  Else 
6.   perform the authentication and association to connect with the backup AP 
7.  End 
8. End 
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In the first stage, the identity of the detecting faulty AP is first recorded. Then, a backup 
AP is selected from survival APs. To quickly resume the wireless connectivity, the backup 
AP is selected based on the vicinity consideration (see lines of 19-44 of Fig.4.(a)) by using 
the faulty AP as the center to search one-hop neighboring APs. If more than one one-hop 
neighboring AP exist, the failure-affected MS randomly selects one of neighboring APs. 
Conversely, if there is no one-hop neighboring APs, the search range is extended to two-hop, 
three-hop and so on. After finding a suitable survival AP as the backup AP, the map direction 
procedure is executed to generate a map for directing the failure-affected MS to move to the 
coverage range of the backup AP. In the meantime, the failure-affected MS sets the scanning 
mode to the active mode, and switches its scanning channel to the operating channel of the 
backup AP (see line 7-8 of Fig.4. (a)). Due to switching the scanning channel, if the failure-
affected MS arrives at the directed range (the coverage range of the backup AP), it will detect 
a strong signal with large SNR value. Otherwise, the failure-affected MS will not receive any 
signal or detect a weak signal with small SNR value. Based on the SNR strength of the 
received signal, the failure-affected MS can easily determine whether it has arrived at the 
directed range or not. However, there is an exception in the above scenario. If the backup AP 
also fails, the failure-affected MS cannot receive a strong signal from the AP when it arrives 
at the directed range. In such case, the failure-affected MS must be aware of this event by 
itself, and then it uses the backup AP as the new faulty AP to re-initiate the first-stage fault 
tolerant procedure. If the exceptional event does not occur, the second stage fault-tolerant 
procedure will be initiated. Since the failure-affected MS has set its scanning mode to the 
active mode (see the above description in this section), the backup AP will receive a 
probe_request message from the failure-affected MS [14]. The backup AP calls its loading 
control procedure to verify the loading status. If its loading status is below a threshold, it can 
serve the failure-affected MS and reply a normal probe_response message to the MS. 
Otherwise, the backup AP is inappropriate to serve the failure-affected MS and it will 
recommend a new backup AP. The recommendation of the new backup AP can be assisted by 
the SNMP server or by increasing an overloading record in each AP. The overloading record 
has two fields (recommending AP and lifetime). When the backup AP cannot serve a failure-
affected MS due to overloading, it first checks the validity of the recommending AP field in 
the overloading record according on the lifetime field. 

If the recommending AP field is null or expired, the overloading backup AP asks the 
SNMP server to find a new backup AP. The SNMP server has the loading information of all 
APs since it periodically inquires each AP to acquire its loading information. Note that the 
loading inquiry is an intrinsic routine task of the SNMP server [15], not an additional task 
introduced by our proposed approach. Then, the SNMP server initiates the backup AP 
recommendation procedure to find an appropriate AP as the new backup AP by adopting the 
similar method used in the first-stage fault-tolerant procedure. The new backup AP is close to 
the old backup AP (the overloading backup AP) and its loading status is below the threshold. 
Then, the SNMP server sends the identity of the new backup AP to the old backup AP. The 
old backup AP records the identity information in the recommending AP field of its 
overloading record. The lifetime field is set to be the loading inquiry interval. From the above 
description, the overloading record is mainly used to reduce the overhead of finding the new 
backup AP without frequently retrieving this information from the SNMP server. 

If the identity recorded in the recommending AP field is valid, the new backup AP 
information is directly retrieved from the filed. 
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After the overloading backup AP acquires the new backup AP information from the 
SNMP server or its overloading record, the information is attached on the probe_response 
message to be sent to the failure-affected MS. The failure-affected MS calls the map direction 
procedure to generate a new map for directing it to the coverage range of the new backup AP. 

4. Evaluation 

This section evaluates the failure-free and fault-tolerant overheads of the proposed approach. 

4.1. Failure-free Overhead 

During the failure-free period, each MS needs to download the AP deployment map and AP 
location table from the SNMP server when it first visits the area of the public WLAN. The 
cost for downloading the map and table can be represented as: 

 
 wirelesswiredlineloaddata TTT +=_  
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where the first term wiredlineT is the time to download the two desired data from the SNMP 
server to an AP, and the second term wirelessT  is time for transmitting the two data from an AP 
to a MS. mapS  and tableS  are the sizes of the AP deployment map and the AP location table, 

respectively. wiredlineB  and wirelessB  are the transmission bandwidth from the SNMP server to 
an AP and the transmission bandwidth from the AP to a MS, respectively. Here, the failure-
free overhead metric loaddataT _  will be further quantified in section 6. 

In addition, the SNMP server is also required to periodically inquire the loading status of 
each AP [4]. This task is an intrinsic routine of the SNMP server, which is not additionally 
introduced by the proposed fault-tolerant approach. The proposed approach only uses the 
given information of the routine to select possible backup APs. If the execution cost of the 
routine is counted into the failure-free overhead of the proposed approach, this cost can be 
expressed as 

 
 responseinquiryloading TTT +=  (2) 

 
where the first term is the average time for broadcasting the loading inquiry message from 
SNMP server to APs, and the second term is average time for sending the response message 
from an AP to SNMP server. 

The execution cost of the loading inquiry routine ( loadingT ) is trivial, which is explained as 

follows. The loading inquiry message is broadcasted to all the APs via an Ethernet network. 
The Ethernet network is usually used as the distribution system of a public WLAN for 
connecting all APs and the SNMP server [1, 14]. After receiving the loading inquiry message, 
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each AP sends its loading status to the SNMP server via Ethernet network. Due to the 
Ethernet network, the transmission bandwidth can be up to 100Mbps or above. Furthermore, 
the sizes of the loading inquiry and loading status messages are also very small. Therefore, 

loadingT  is trivial. This will be further validated by simulations in next section 6. 

4.2. Fault-tolerant Overhead 

With the fault-tolerant overhead, we concern the execution cost of the two stage fault-tolerant 
procedure. The proposed approach utilizes survival APs to take over the workload of the 
faulty AP. The performance affection on a survival AP is also concerned. To analyze the 
execution cost and the performance affection, the following parameters are made. 

 
• The arrivals of MSs to an AP follow a Poisson distribution with the mean arrival rate aλ . 

• The association time of an MS with an AP is not dependent on any specific distribution. 

The mean association time is 
rμ

1
. 

• The maximum number of MSs associated with an AP is c. 
• The failure rate of an AP is λ , which is the average number of failures occurring in an 

AP within a given time period. 
• The recovery rate of an AP is μ , which is the average number of recoveries performed 

within a given time period. 
• The probability that an AP is on the overloading status is overloadP . 

• The probability that an AP is on the faulty status is failureP . 

• The average movements of a failure-affected MS to associate with a qualified backup AP 
is movesMS . 
 
Based on the above first three parameters, the behavior of MSs served by an AP can be 

modeled as the M/G/c/c queuing model [16]. According to the M/G/c/c queuing model, 

overloadP  can be derived as: 
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where 
nMP is the probability that there are n MSs within the coverage range of an AP. To 

conveniently derive overloadP , the determination of an AP being on the overloading state is 
based on the number of MSs associated with the AP, not the throughput of the AP. If the 
number of MS associated with the AP is greater than or equal to k, the AP is regarded to be in 
the overloading status. The value of k  can be inferred from the throughput, as follows: 

 

 
MSthru

thruk max=  (4) 

 
where maxthru  is the threshold of the AP throughput, and MSthru  is the average throughput of 
an MS. 

For failureP , it can be gotten based on the fourth and fifth parameter [16], as follow: 

 

 

μ
λ

+
−=

1

11failureP  

 
μλ

λ
+

=  (5) 

 

where the term 

μ
λ

+1

1  is the availability of AP at an instant of time 

With movesMS , its value is dependent on the number of times for finding a qualified 
backup AP. In section 3.2, the first stage fault-tolerant procedure first finds one neighbor of 
the faulty AP to be the possible backup AP. If the status of the possible backup AP is faulty 
or overloading, the second stage fault-tolerant procedure will recommend another survival AP 
to be the possible backup AP until a qualified backup AP is assigned to the failure-affected 
MS. The probability that a failure-affected MS will move i times for acquiring a qualified 
backup AP to serve it is ( ) ( )( )overloadfailure

i
overloadfailure PPPP +−+ − 11 . The number of 

movements of a failure-affected MS is a geometric distribution, and the expected number is 

( )overloadfailure PP +−1
1 . The movesMS  can be represented as: 

 

 ( )overloadfailure
moves PP

MS
+−

=
1

1
 (6) 

 
Substituting overloadP  and failureP  into (6), movesMS  can be rewritten as: 
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Based on (7), the execution cost execC of the two stage fault-tolerant procedure can be 

obtained as: 
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where e  is the execution time for performing the two stage fault-tolerant procedure, which 
time complexity is donated by O( APN ), where APN  is the number of APs in a public 
WLAN. 

For the other fault-tolerant overhead metric: the performance affection, it is represented 
as the affection on a normal MS in a survival AP. In the proposed approach, the failure-
affected MSs are directed to the coverage ranges of survival APs. For a survival AP, its radio 
channel is contended by the MSs originally located within its coverage range and the failure-
affected MSs newly moving to its coverage range. Compared to pre-failure, the performance 
of an MS in a survival AP is affected by some failure-affected MSs. Since there are two radio 
access modes in an AP: distributed coordination function (DCF) and point coordination 
function (PCF), the performance affection is respectively evaluated under these two access 
modes. 

In the DCF mode, the radio access is based on contention. Before an AP failure, an MS 
only contended the radio channel with other MSs in the same APs. Based on the traffic model 
of a working AP: M/G/c/c, the average number MSN  of MSs in the coverage range of a 
working AP is 
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where 

nMP is the probability that there are n MSs in the coverage range of a working AP. 

Before an AP failure, the collision probability cbP _  of a MS in a working AP is 
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where sP  is the probability that a MS would like to send data at an instant of time. The term 

( ) ( )11 −− MSN
sP  is the probability that other MSs in the same AP do not send data. 

After an AP failure, the failure-affected MSs in the faulty AP are directed to move to the 
coverage ranges of survival APs. In the proposed approach, the overloading situation is also 
considered. Therefore, the maximum number MSAffectedN _  of failure-affected MSs moving to 

a survival AP is limited as 
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From (9), (10), and (11), the collision probability caP _  of a MS in a survival AP after an 

AP failure can be derived as: 
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sca PP  



Jenn-Wei Lin and Ming-Feng Yang 340 

 ( ) ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−

−−=
1max

11 MSthru
thru

sP  (12) 
 
From (10) and (12), the performance affection on a normal MS based on the DCF mode 

can be represented as 
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As for the performance affection on a normal MS based on the PCF mode, it concerns the 

increase of the transmission waiting interval for a MS. In the PCF model, the AP uses round 
robin to inquire each MS to send its data frames. In the worst case, if a MS has data frames to 
send, the transmission waiting interval for the MS is dependent on the number of MSs in the 
coverage range of a working AP. After an AP failure, failure-affected MSs are directed to 
move to the coverage ranges of survival APs. The number of MSs in a working AP becomes 
larger, and it is up to MSAffectedMS NN _+ . Therefore, the increase of the transmission waiting 

interval for a MS is dependent on MSAffectedN _ . The performance affection on a normal MS 

based on the PCF mode is represented as 
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where t  is the average time for sending a data frame between an MS and an AP. 

5. Comparison 

This section makes the comparisons between the proposed approach and the previous 
approaches. The comparisons are in terms of the hardware support, fault-tolerant capability, 
failure-free overhead, and fault-tolerant overhead as shown in Table 1. The previous 
approaches are divided into access-point replication, overlapping coverage, and link 
multiplexing (see section 2.3) to compare with our proposed approach. 



Dependable Public Wireless LANs without Hardware Support 341

Table 1. Comparisons between the previous approaches and the proposed approach. 

Comparing 
Metrics 

Access-point 
replication 

Overlapping 
coverage Link multiplexing Proposed approach 

Hardware 
support 

Yes (Redundant 
AP) 

No Yes (Multiple 
wireless network 
cards) 

No 

Fault-
tolerant 
capability 

Dependent on the 
equipped 
redundant AP 

Dependent on the 
overlapping APs 

Dependent on the 
overlapping APs 

Dependent on the 
working APs in the 
system 

Failure-free 
overhead 

Monitor the state 
of the primary AP 

No Multiplex and 
demultiplex packets 

Download map and 
inquire loading 

Fault-
tolerant 
overhead 

• Activate the 
redundant AP 

• Associate 
with the 
redundant AP 

• Associate 
with a 
working AP 

• Degrade the 
performance 
of existing 
working APs 

• Reduce one 
communication 
path 

• Execute the 
proposed fault-
tolerant process 

• Degrade the 
performance of 
existing working 
APs, but not 
overloading 

 
• Hardware support: In the access-point replication approach, each working AP is equipped 

with one redundant AP as its backup AP. For the link multiplexing approach, each MS 
uses multiple wireless network cards to maintain multiple communication paths to 
different APs. For the overlapping coverage approach and proposed approach, they do 
not need additional hardware mechanisms. Although the proposed approach uses the 
SNMP server, it is a basic component of a public WLAN. 

• Fault-tolerant capability: For the access-point replication approach, if a failure also 
occurs in the redundant AP, the access-point replication approach is not workable. For 
the overlapping coverage and link multiplexing approaches, their fault-tolerant 
capabilities are based on a suitable overlapping AP. The fault-tolerant idea in these two 
approaches is to let one or more overlapping APs take over the workload of the faulty 
AP. However, as mentioned in [1, 2], the overlapping coverage approach cannot ensure 
that the overlapping coverage is available in each place of a public WLAN. If an MS is 
not located in an overlapping coverage range and its serving AP fails, the overlapping 
coverage approach cannot assist the MS to connect another AP. To conquer this problem, 
the link multiplexing approach can provide the overlapping coverage everywhere based 
on multiple wireless network cards [2]. However, if the overlapping APs of the faulty AP 
all fail or their statuses are overloading, the link multiplexing approach cannot handle 
such failure situation. As for the proposed approach, if an AP fails, the proposed 
approach can direct the failure-affected MSs to survival APs based on the vicinity and 
loading considerations (see section 3). The proposed approach can allow multiple 
working APs to fail simultaneously. In theory, if there are n  working APs in a public 
WLAN, the proposed approach can tolerate up to 1−n  faulty APs. 

• Failure-free overhead: For the access-point replication approach, each equipped 
redundant AP needs to periodically monitor the status of its corresponding primary AP. If 
a failure occurs in the primary AP, the equipped redundant AP is activated to take over 
the workload of the primary AP. For the overlapping coverage approach, it does not take 
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any actions against a failure during the normal time (the failure-free period). For the link 
multiplexing approach, multiple communication paths are provided for an MS to make it 
immune from the failure affection. However, packets to/from an MS are required to be 
multiplexed over the communication paths. Compared to other fault-tolerant approaches, 
the packet transmission in the link multiplexing approach incurs the additional delay due 
to packet multiplexing and demultiplexing. As for the proposed approach, its failure-free 
overhead is determined on the operation of downloading a map and a location table and 
the operation of inquiring the AP loading information (see section 4.1). The two 
operations include few simple instructions, which costs will be quantified in section 6. 

• Fault-tolerant overhead: For the access-point replication approach, if an AP fails, its 
corresponding redundant AP is activated and all the failure-affected MSs are re-
associated with the redundant AP. For the overlapping coverage approach, the failure-
affected MS actively detects the AP failure. Once detecting an AP failure, the failure-
affected MS select one AP from its AP list as its new serving AP (Note that the AP list of 
an MS records which APs signal to the MS). For the link multiplexing approach, if an AP 
fails, the failure-affected MS does not care this failure event since its connectivity is still 
sustained by the remaining already-established communication paths. The failure 
affection on the failure-affected MS is that one of communication paths cannot be used to 
transmit packets. For the proposed approach, two stage fault-tolerant procedures are 
executed to make each failure-affected MS move to a survival AP. Compared to previous 
approaches, the proposed approach may take higher fault-tolerant overhead. However, 
the fault-tolerant overhead is still small, which will be validated in next section. 

6. Simulation 

Compared to previous approaches, the proposed approach has the best fault-tolerant 
capability (see Table 1). The best fault-tolerant capability is based on the software support, 
not the hardware support. For quantifying the overhead of the software support in the 
proposed approach, section 4 has given the numerical analysis. To validate the numerical 
analysis, we extend the given wireless LAN module of the Network Simulator version 2 (NS-
2) [17] to perform simulations. In the simulations, the used public WLAN model refers to the 
simulation model of [18], as shown in Fig. 5. There are 25 APs and 10 application servers in 
the public WLAN. A 100Mbps Ethernet is set among the APs and application servers. The 
wireless bandwidth between an AP and an MS is set to 11 Mbps. The arrivals of MSs to an 
AP follow a Poisson distribution. The association time of an MS with an AP is random. The 
MS intensity (the ratio of MS arrival rate over the MS association rate) is controlled to be 10, 
30, 60, and 90, respectively. The maximum number of MSs associated with an AP is set to 
100. If the number of MSs associated with an AP is over 90, the AP is regarded in the 
overloading status. Each MS in an AP randomly issues a data service to an application server, 
and the service time is also random. For the failure rate and recovery rate of an AP, the ratio 
between them refers to [1] and is set to 0.0033. The AP deployment map and location table of 
the public LAN, their sizes are set to 32KB and 4KB, respectively. 
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Figure 5. The public WLAN model used for simulations. 

Based on the simulations, the mentioned two failure-free overheads of the proposed 
approach (see section 4.1) are trivial. The average time for an MS to download the AP 
deployment map and location information is 1.17 second. For the time for the SNMP server 
to inquire the AP loading, it is far small, which is only 0.027 second. 

With the two fault-tolerant overheads of the proposed approach (see section 4.2), their 
simulation results and analytical results are illustrated in Fig. 6 and Fig. 7. The simulation 
result of each fault-tolerant overhead metric is derived from the average result of 500 
simulation runs. Fig. 6 shows that the simulation results match closely the analytical results of 
equation (8). From Fig. 6, we can also see that if the number of AP failures is less than 8, the 
execution time (cost) for the two stage fault-tolerant procedure does not obviously increase as 
the number of AP failures increases. The execution cost has a large increase only when the 

number of AP failures is 8 and the MS intensity ( )
r

a

μ
λ

is 90. In this case, each failure-affected 

MS needs to move several times to find its backup AP. In addition, in Fig. 6, it also shows 

that the execution cost is almost invariant except 90=
r

a

μ
λ

. When 60≤
r

a

μ
λ

, the average 

number of MSs associated with an AP is far below the overloading threshold (90). If an AP 
fails, each survival AP has enough available resources to serve some failure-affected MSs. By 
simulations, the number of average movements for a failure-affected MS to find its qualified 
backup AP is not larger than 2. The number of average movements is 1.14. In each 

movement, the execution cost is around 84 sμ . Therefore, when 60≤
r

a

μ
λ

, the average 

execution cost is 95.76 (1.14*84) sμ . In contrast, when 90=
r

a

μ
λ

, there are already many 

MSs associated with an AP and the average number of MSs in the coverage range of an AP is 
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88. In such case, if an AP fails, each failure-affected MS may need to move more than 2 times 
to find a non-overloading AP as its backup AP. The number of average movements is 2.4, 

which are 2 times of the average movements (1.14) of 60≤
r

a

μ
λ

. However, the corresponding 

execution cost is still very small, which is only 202 sμ . 
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(c)     (d) 

Figure 6. The time for executing the proposed fault-tolerant process. (a) Number of simultaneous AP 
failures = 1. (b) Number of simultaneous AP failures = 2. (c) Number of simultaneous AP failures = 4. 
(d) Number of simultaneous AP failures = 8. 
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(a)     (b) 

Figure 7. Performance affection on a survival AP. (a) DCF mode. (b) PCF mode. 

Fig. 7 illustrates the simulation results and analytics result of the other fault-tolerant 
metric. Both results are also very close. Note that the given performance affection in Fig. 7 is 
independent of the number of AP failures. Regardless of how many AP fail simultaneously, 
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there is an overloading threshold in each survival AP to limit the number of failure-affected 
MSs served by it. Also as shown in Fig. 7, the performance affection on a survival AP 

decreases as 
r

a

μ
λ

 increases. The reason is explained as follows. When 
r

a

μ
λ

 is not large, the 

average number of MSs associated with an AP is below the overloading threshold. If an AP 

fails, each survival AP can associate some failure-affected MSs to serve them. When 
r

a

μ
λ

 

becomes larger, the available resources in each AP become few. Compared to smaller 
r

a

μ
λ

, if 

an AP fails, each survival AP can serve fewer failure-affected MSs. Without regard to 
adopting the DCF or PCF as the radio access mechanism, the performance affection at 

smaller 
r

a

μ
λ

 is larger than that at larger 
r

a

μ
λ

. Especially, when 90=
r

a

μ
λ

, the performance 

affection is almost close to 0. Before an AP failure, each AP has already served a large 
number of MSs. After an AP fails, the number of failure-affected MSs being able to serve by 
a survival AP is very small. From the simulations, this average number is 2. Therefore, when 

90=
r

a

μ
λ

, the performance of a survival AP incurs a very small degradation. In the DCF 

mode, the performance affection is in terms of the increase in the contention probability, 
which is 0.05%. As to the PCF mode, the performance degradation is in terms of the increase 
in the transmission waiting interval, which is 0.004 second. 

7. Conclusion 

This paper has presented an efficient approach to tolerating AP failures in a public WLAN. 
Whenever an AP failure is detected, the proposed approach utilizes the survival APs to 
dynamically constitute a backup AP set. After the failure-affected MSs move to the coverage 
ranges of the backup AP set, their wireless connectivity can be reconnections. To reduce the 
fault-tolerant overhead of the proposed approach, the movements of fault-affected MSs are 
first according to the vicinity consideration. Each failure-affected MS is served by the 
survivable AP close to it. To avoid a survival AP incurring the significant performance 
affection, the proposed approach also concerns the overloading situation. Compared to the 
previous approaches, the proposed approach has the following advantages: 

 
• Not requiring the hardware support. 
• Avoiding overloading situation. 
• Having the best fault-tolerant capability. 
 
Finally, extensive numerical analysis and simulation experiments were performed to 

evaluate the failure-free and fault-tolerant overheads of the proposed approach. The results 
show that the two overheads are small. 
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Abstract 

An important key concept of the Virtual Home Environment (VHE) is dynamic service 
provisioning. In 3G/B3G, the mobile network will have such a capability. The users can 
dynamically subscribe new services anytime, and the system operator or service provider can 
dynamically provide services to subscribed users immediately. Based on the UMTS CAMEL 
(Customized Applications for Mobile Enhanced Logic) architecture, we propose an efficient 
mobile-agent–based platform to provide services dynamically, which can greatly reduce 
signaling traffic. To demonstrate the efficiency of our platform, we used the operations of 
incoming and outgoing calls to illustrate the operation of mobile agents. In an existing 
approach, a CORBA agent-based platform was deployed in a distributed processing 
environment, and it requires a standard, OMG Mobile Agent System Interoperability Facility 
(MASIF), to be interoperable between agent environments of different vendors or operators. 
However, there are some problems in this approach, such as problems in the aspects of 
security and performance. Analysis results have shown that the signaling traffic in our 
CAMEL mobile-agent-based platform can be reduced 40% compared to that in the CORBA 
agent-based platform. Our platform can provide efficient mobility management, and enhance 
network performance, security and interoperability. 
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I. Introduction 

In recent years, GSM grows rapidly. Although the subscribers of GSM increased, the users 
still didn’t feel satisfied with the services, due to low data bit rates and insufficient service 
types, etc. In order to overcome these problems, the Universal Telecommunication Mobile 
System (UMTS) has been developed to provide advanced capabilities and services. The 3rd 
generation mobile communication system has been deployed in some countries. In the GSM, 
service providers developed all kinds of services, but the services could not be used by 
different system operators. This shortcoming restricts the development of services, service 
portability, and personal mobility. In order to deal with this incapability, the concept of 
Virtual Home Environment (VHE) was introduced. The VHE is an importance concept in the 
UMTS for personalized service portability between networks boundaries and between 
terminals. It enables users to get access to their personalized services in remote networks, just 
like feel and look in home networks [1][2][3][4]. 

In the second generation mobile communication systems, the trend of services evolution 
was driven by integrating the intelligent network (IN) concept into these systems [14]. In the 
3rd generation mobile communication systems, service control and service management are 
also based on the IN concept. The specification of the IN concept in the UMTS, which was 
defined by 3GPP, is the Customized Applications for Mobile Enhanced Logic (CAMEL) 
[5][6][15]. 

Mobile Agent Technology (MAT) is a technology that has gained momentum in 
telecommunications [1][2]. Mobile agents (MAs) are autonomously, asynchronously 
intelligent software entities, which in order to fulfill their tasks can migrate to other nodes in 
the network [8][27]. Flexibility and scalability are two important motivations for deploying 
MAs in telecommunications systems. In such systems, the MAs platform can provide an 
alternative aspect to realize the dynamic service provisioning toward the VHE. So the MAs in 
telecommunications will draw more and more attention in the near future. In Europe, several 
projects have been conducted in this area, like ACTS CLIMATE and CAMELEON projects 
[20][21]. Besides, the MAT that enables on-demand provision of customized services offers 
interesting aspects for realizing the concept of VHE [8]. Because MAs can migrate as close as 
possible to a resource node, the traffic of signaling and service downloading can greatly be 
reduced. The characteristics of MAs can be used to enhance telecommunication network 
features. Owing to these benefits, the MAT has been applied to the UMTS. 

II. Existing Approaches 

In [8], an MA platform using CORBA in UMTS was studied. Figure 1 shows this MA 
platform. The MAs were deployed in the Distributed Agent Environment (DAE) that was 
built on top of the Distributed Processing Environment (DPE) [8]. All involved system nodes, 
including end user systems (UE: User Equipment), provider systems (Core Network) and 3rd 
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party service provider (SP) systems, must provide a corresponding agent environment that 
enables MAs to download and migrate in the DPE. The end user system is a UE that includes 
the UMTS Subscriber Identity Module (USIM), and the USIM must provide an agent 
execution environment (Agency). The core network is a provider system that contains 
switches (Visited MSC, MSC, and Gateway MSC). All system nodes must also provide 
agencies. A user can use a UE to communicate with an MSC through the UMTS Terrestrial 
Radio Access Network (UTRAN). MAs that execute on the agency can fit into various kinds 
of application areas, such as mobility management, service control, and even end user 
applications. 
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Figure 1. A mobile agent platform using CORBA in UMTS [8]. 

Hence, setting up MA standards is necessary, like the Object Management Group (OMG) 
Mobile Agent System Interoperability Facility (MASIF), or the Foundation of Intelligent 
Physical Agents (FIPA), which are to enable basic interoperability between agent 
environments of different venders or operators [12][13]. The MASIF standard has two 
interfaces: the MAFAgentSystem interface and MAFFinder interface. The MAFAgentSystem 
interface provides agents operations with the managements and transformations of agents, 
including of create, suspend, resume, terminate agent, etc.[9] [10]. The MAFFinder interface 
supports the localization of agents, agencies, and places in the scope of a region, including of 
register, de-register, look up agent/place/system, etc. [9][10]. Therefore, a mobile user may 
roam between different networks, and he/she must register temporarily at different UMTS 
system providers. On the other hand, a USIM agency in UE must register at the MAFFinder 
of the region that belongs to the system operator [9][10]. In this platform, the security of 
agents communication in the DPE is weak and its mobility management can be improved. 

In [7], dynamic service provisioning was deployed on a CORBA agent-based platform in 
UMTS. In this platform, the GMSC (Gateway Mobile Switch Center) must have the 
MAFFinder component that manages the life cycles of agents and the registrations of agent 
services. The VHE-agent and PCS-agent are important personal agents. The VHE-agent 
realizes the VHE concept and it is responsible for outgoing calls [8]. The PCS-agent realizes 
the personal communication support (PCS) concept and it handles incoming calls [8]. All the 
visiting user-related agents (including VHE and PCS agents) have to register at the 
MAFFinder of the region belonging to the provider system [7]. The Provider Agent (PA) 
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manages Service Agents (SAs) that must register in the MAFFinder. If the PA does not find 
the required SA in the MAFFinder, then the PA can find service in the home environment or 
third party service providers. In this platform, its communication steps (23 steps) are too 
complex to have good performance. To improve the performance, we propose a CAMEL 
agent-based agent platform to provide services dynamically in 3G/UMTS [22][23][28]. 

III. Preliminary 

A. Introducing CAMEL Concept 

Taking the increase of GSM operators into account, a standard of services needs to be created 
for cooperation and communication between different operators. The ETSI started with the 
specification of IN functionality of GSM in 1994, named Customized Applications for Mobile 
Network Enhance Logic (CAMEL) [17]. The CAMEL provides GSM operators with the 
ability to offer the IN based services to its own subscribers, operator specific services when 
the subscriber is roaming within or outside the home GSM network [16]. The CAMEL has 
four phases. Phase 1 describes the basic concept about CAMEL and provides a set of basic 
services. Phase 2 enhances the basic services with the addition of many supplementary 
services for voice calls [16]. Phase 3 describes how CAMEL interworks with GPRS, and 
mobile originated SMS and services they offer. Phase 4 introduces the increased level of 
functionality as compared to phase 3 [5][6]. The CAMEL Application Protocol (CAP), which 
can support CAMEL phase 3 and phase 4, is based on ETSI core Intelligent Network 
Application Protocol (INAP) Capability Set-2 (CS-2) [17]. Figure 2 shows the CAMEL phase 
1 architecture and explains the CAMEL basic concept. In CAMEL phase 1, it identifies two 
functions: GSM Service Control Function (gsmSCF) in the Service Control Point (SCP) and 
GSM Service Switch Function (gsmSSF) in the Service Switch Point (SSP). The gsmSCF acts 
as an entity where the execution of an operator specific service takes place [17]. The gsmSSF 
acts as an interface from GMSC or VMSC towards the gsmSCF [17]. In the home network, 
gsmSCF is along with HLR that communicates with each other by using the MAP protocol. 
HLR communicates with GMSC and VLR using the MAP protocol. The Interrogating 
Network performs the interrogation of the home network for information on the treatment of 
terminating CAMEL calls, and it contains GMSC and gsmSSF [17]. The visiting network 
contains VLR, VMSC and gsmSSF. The gsmSCF communicates with gsmSSF using the CAP 
protocol. 

The CAMEL divides call processing into different phases in GMSC or MSC. And call 
states and events are modeled by using an abstract representation called a Basic Call State 
Model (BCSM) [17]. The BCSM has two forms, one for originating events (O-BCSM) and 
the other for terminating events (T-BCSM) [17]. Both the O-BCSM and T-BCSM of CAMEL 
phase 1 are the simplification of the BCSM for CS-1 (Capability Set 1). CAMEL phase 2 is 
based on CAMEL phase 1. CAMEL phase 2 adds a new component, named gsmSRF. The 
specialized resource functions provide resources for access by other network entities [17]. 
CAMEL phase 3 indicates the functional entities interworking with GPRS. The function 
entities involve in a GPRS session requiring the CAMEL support. The new functional entity 
is introduced as gprsSSF that is along with SGSN [6] (see Figure 3). The gprsSSF also 
communicates with gsmSCF using the CAP protocol. In the home network, the gsmSCF is 
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still along with the HLR, and the HLR communicates the SGSN with the MAP protocol. The 
CAMEL can offer more flexible and scalable services even when users roam in different 
networks that also provide a bridge to future evolution toward UMTS. The specification of 
the UMTS in 3GPP has adopted the CAMEL architecture to achieve the VHE. 
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Figure 2. CAMEL phase 1 architecture [17]. 

The CAMEL architecture in UMTS can support authentication and mobility 
management. The CAMEL defines many interfaces that can help create service development 
environments or facilitate cooperation in different networks, etc. Therefore, it can provide 
some benefits, such as service implementation independence, multi-vendor interworking, 
multi-network interworking, and rapid service delivery and deployment, etc. [16]. These 
benefits help the service providers or system operators develop services or communicate with 
each other more easily and more efficiently. Furthermore, it also brings more kinds of 
services to satisfy user’s need. 

 

Interrogation Network Visiting Network

HLR gsmSCF

SGSN gprsSSF

MAP

CAP

Home Network

 

Figure 3. GPRS functional architecture for supporting CAMEL phase 3 [4]. 

B. UMTS CAMEL Architecture Integrated with Mobile Agent Technology 

In the CAMEL agent-based service environment with MAT, MAs can be deployed in end-
user systems, Service Switch Points, or distributed Service Control Points. MAs can bring 
intelligent services as close as possible to the end user or any resource node. Thereby, it can 
reduce the signaling traffic and resource usages in the network. The intelligent services can be 
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regarded as service personalization or user environment customization. Thus, the integration 
of CAMEL and MAT will provide great flexibility. Furthermore, the MAT will be deployed 
in the distributed environment (e.g., CORBA) in CAMEL instead of the centralized 
environment in CAMEL. The MAT deployed in CORBA can solve the bottleneck problem of 
the traditional centralized CAMEL mode to improve performance. 

1.) Integration of an Agent System into CAMEL 
The integration of MAT into CAMEL in distributed environments needs some specific 
interfaces and functions. That is, the Physical Entities (PEs) and Function Entities (FEs) of 
CAMEL will be changed. Comparing with the GSM in CAMEL, the UMTS in CAMEL will 
adopt new FEs and PEs. According to the specification of CAMEL phase 3, gprsSSF has 
been defined. In the future CAMEL version, umtsSSF or umtsSCF will be used. So we used 
prefix umts with original CAMEL entities to deploy new functional entities, such as umtsSSF, 
umtsSCF, and umtsSDF, which reside within UMTS network components (USMP: UMTS 
Service Management Point, USCP: UMTS Service Control Point, UMSC: UMTS Mobile 
Switch Center, and UE: User Equipment) [11]. 

The FEs offer places for the installation and maintenance of agent systems to execute or 
control. Figure 4 shows the integration of an agent system into UMTS CAMEL architecture. 
The following FEs are defined [11]: 

 
 UMTS Service Creation Environment (umtsSCE) 
 Combined UMTS Service Control Function (umtsSCF) and UMTS Service Data 

Function (umtsSDF). 
 Combined UMTS Service Control Function (umtsSCF) and UMTS Service 

Switch Function (umtsSSF) 
 UMTS Mobile Control Function (umtsMCF) 
 USIM (UMTS Subscriber Identity Module) Agent System (UAS) 
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Figure 4. The integration of an agent system into UMTS CAMEL architecture. 

USMP is a Broadband SMP (B-SMP) that provides a umtsSCE agent environment [19]. 
The umtsSCE is the design and test environment. Service providers develop their distinct 
service agents in the umtsSCE place. USCP is also a Broadband SCP (B-SCP) that provides a 
umtsSCF agent environment. The umtsSCF is a centralized FE that integrates agent systems 
that have access to a secure database that stores the user profiles and service profile [11]. The 
umtsSDF is a centralized database (just like HLR in GSM) and is attached to the umtsSCF. In 
UMSC, it contains an ATM switch and a Broadband Service Switch & Control Point (B-
SS&CP). The umtsSCF in UMSC is a decentralized FE that offers a place for agent-based 
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mobility management [11]. If a Location Update (LU) has taken place in the agent place, the 
Detection Points (DPs) trigger the umtsSSF. Basically, the umtsSSF is responsible for 
establishing a bearer connection to enable communication [11]. In UTRAN, it contains a 
Radio Network Control (RNC) and a Node B. A UE communicates with UMSC through 
UTRAN. It contains a Mobile Terminal (MT), Terminal Agency (TA) and USIM. The 
umtsMCF integrates a permanent agent system that provides a place to execute an MA or 
download an agent from a UE to another FE in the network [11]. The umtsMCF also offers 
the interface that is used to request bearer connection for communication. The UAS, which 
can be removed or exchanged by another UAS, resides in a USIM [11]. 

2.) Agent Entities in UMTS CAMEL Architecture 
In [11], some employed agents that are delegated special functionalities for the VHE have 
been introduced: 

 
 Adaptive Profile Manager (APM) is a static agent that maintains a centralized register for 

storing subscriber information, such as HLR in GSM. The APM stores user profiles, 
including the user execution environment profile, security profile, and application profile. 

 Personal Communication Manager (PCM) is a static intelligent agent that provides the 
user with a configurable communication environment. This includes the automatic 
handling of incoming calls [24]. 

 User Profile Agent (UPA) is identified as a personalized mobile profile agent and exists 
for each user. It can follow a user to roam or stay in the home network. 

 Terminal Profile Agent (TPA) that resides locally in every terminal provides a start-up 
interface to the user, which allows the user to register at an APM in a Serving Network 
(SN). 

 Service Logic Manager (SLM) is a static agent that implements the functionalities of a 
registry server in a Registry System. The SLMs store the location information and the 
service description for each service represented by the SPA. A roamed UPA can request a 
specific SPA of a subscribed service from the SLM. 

 Service Profile Agent (SPA) is an MA, which must be implemented by every service 
provider who wants his/her service to be offered by a service provider. 

IV. Proposed Mobile Agent-based Platform for Dynamic Service 
Provisioning in UMTS CAMEL Architecture 

Figure 5 shows the proposed agent-based platform in UMTS CAMEL architecture. In USMP, 
the umtsSCE agency can develop all kinds of agent services. In USCP, the umtsSCF agency 
can deploy service agents, such as the APM, SLM, and PCM, in it, and umtsSDF can store 
service agents in it, In UMSC, the umtsSSF agency also has the SLM, which stores service 
agents that users had ever used. In UE, the umtsMCF agency contains the TPA that has 
terminal information and capabilities. In this platform, system operators and service providers 
can develop all kinds of services easily. And users also can access services dynamically. 
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Figure 5. Proposed agent-based platform for dynamic service provision in UMTS CAMEL architecture. 

A. Agent-based CAMEL Call Processing in UMSC 

In the CORBA environment, service logic and data will have to be implemented in an 
object-oriented manner within the DPE. MAs can be regarded as a plain CORBA object, 
because MAs are not only object-oriented but also have special characteristics, such as being 
autonomous and intelligent. MAs can help finish the work more easily. So the service objects 
can be implemented as MAs residing in an agency. 

Figure 6 shows the proposed agent-based CAMEL call processing in UMSC. It illustrates 
how to process the agent-based CAMEL incoming call in UMSC. It also shows the 
integration of MAs with the CAMEL service. In UMSC, an enhanced service, CAMEL 
Adapter Service is used to control the resources. It represents a bridge between the agent 
environment and basic switching capabilities [18]. The trigger table that has formerly been 
maintained by the switch itself is now provided by the stationary trigger agent [18]. This 
trigger agent collects responsive services information and maps the trigger of a DP and finds 
a correct service agent with the Service Login Manager (SLM). The SLM has all information 
about the service that registers in local or other places. A service agent can be downloaded 
dynamically (on-demand) to the switch or executed by remote control where they are 
currently required. Then the service agent communicates with the trigger agent and delivers 
the necessary trigger information. During the call processing, an incoming call is going 
through the UTRAN. In UMSC, the B-SS&CP processes this incoming call. And if it knows 
the incoming call has CAMEL services, it is based on the BCSM to process the call. When a 
DP in BCSM detects service events in UMSC (steps 1-2), the processing is suspended. Then 
the trigger agent contacts with the corresponding service and determines which service shall 
be chosen (step 3). The trigger agent sends the service information to the SLM and finds a 
correct service in the SLM. If the service is found, it will be accessed and executed (steps 4-
5). After returning the result, the switch resumes the basic call processing (steps 6-7) and 
delivers the call to the destination. With this agent-based CAMEL call processing, the UMTS 
system operators and service providers will provide services dynamically to their subscribed 
users. 

The concept of VHE allows users to get access to their personal services in different 
networks. It provides service portability and personal mobility between terminals and 



An Efficient Mobile-Agent-Based Platform… 357

networks. To achieve the goal, the user must have his/her own profile that stores his/her own 
information or subscribed services. The user profile, which is implemented by the User 
Profile Agent (UPA), will always follow with the user. The benefits from the UPA that 
follows the user are reduction of signaling response time and service execution time [11]. 
According to the user profile, the dynamic provision services will provide to the subscribers. 
To understand the dynamic service provisioning, we discuss the registration and location 
update in the following. 
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Figure 6. Agent–based CAMEL call processing in UMSC. 

B. Registration and Location Update 

Before using their subscribed services, the users must register in the communication system. 
The registration procedure in the agent-based platform is shown in Figure 7. The user turns 
on his mobile terminal (step 1) and registers his/her identification and terminal information to 
the APM in the service environment by the TPA interface (step 2). The TPA tells the APM 
about the capability of the user terminal. When the APM receives the user registration 
information, it stores the user information in its database (like VLR in GSM) and finds usable 
services for the TPA. Then the APM in the SE (service environment) forwards the user 
information to the APM in the HE (home environment) (step 3). When the APM in the HE 
receives the data, it updates the information of user location and finds the corresponding User 
Profile Agent (UPA) (step 4). The UPA has all user information, which includes user 
preference, subscribed services, execution environment, and security parameters, etc. The 
UPA copies itself and migrates to the serving UMSC, where the user is (step 5). The UPA in 
UMSC can communicate with the APM and also can store information in the APM of the SE 
(step 6). When the APM knows the existence of the UPA, it sends a message to the TPA and 
tells the user that the registration procedure has completed (step 7). Furthermore, the APM in 
the SE will communicate with the SLM in the SE and finds the required services that the user 
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often uses in the past according to the UPA (steps 8-9). Next, the required services agent will 
migrate to the serving UMSC (step 10). When the user wants to make a call or use some 
service, he/she can use the service immediately and the signaling traffic and response time 
can be reduced. Location updating happens at the first time during the registration procedure, 
and that happens again when the user moves to another UMSC. The location updating 
procedure is almost the same as the registration procedure, because the UPA will follow the 
user closely. 
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Figure 7. Registration procedure in the agent-based platform. 

C. Dynamic Service Provision 

To illustrate the proposed agent-based architecture, we use incoming and outgoing call 
scenarios to explain the operation of MAs in UMTS. The first example is based on incoming 
call scenarios, and the second one is based on outgoing call scenarios. 

1.) Incoming Calls Scenarios 
Figure 8 shows an incoming call scenario that a user has subscribed a required service to 
make an incoming call but the SE cannot provide it. When the G-UMSC receives an 
incoming call, the Call Control Unit (CCU) will process this call (step 1). Then the CCU 
contacts the APM in the HE and finds the correct user UPA (step 2). When the UPA is 
founded, it will be executed (step 3). The UPA communicates with the PCM in order to know 
the operation of the call from the user call configuration (steps 4-5). The PCM allows the user 
to flexibly process the incoming call. The incoming call can be a voice call, e-mail, fax, SMS, 
etc., and can be converted into different types, e.g., voice call to e-mail, e-mail to SMS, or fax 
to SMS. The UPA in the HE communicates with the UPA in the SE to inform the type of this 
call (step 6). Later the UPA in the SE communicates with the TPA, and knows the 
capabilities of the user terminal (steps 7-8). Afterwards, the UPA will check the SLM in 
UMSC. Here, we assume the SE cannot provide the service in this scenario. If the SLM does 
not have the service that the user wants, the UPA will check the master SLM in USCP (steps 
9-10). After checking the SLM in USCP, the UPA knows that the subscribed service can not 
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be provided by the SE and returns the result to the UPA in the HE (step 11). Then the UPA 
contacts the SLM in the HE and searches for the correct service (steps 12-13). If the SLM is 
found, the service agent will migrate to the UMSC in the SE (step 14). Otherwise, the UPA 
will contact a third party service provider (steps 12a-14a). When the UPA has found the call 
service, it will inform the CCU in the HE to deliver the call to the CCU in the SE (steps 15-
16). Within the UMSC in the SE, the CCU triggers the Service Agent (SA) to execute (step 
17) and then the SA sends the Service Profile Agent (SPA) to the user mobile terminal (step 
18). The SPA is an interface for users to communicate with the SA. Finally, this call can be 
established with the SPA (step 19). 

2.) Outgoing Calls Scenarios 
Figure 9 shows an outgoing call scenario that a user has subscribed a required service to make 
an outgoing call but the SE cannot provide it. First, the user uses the TPA interface to inform 
the UPA that he/she wants to make an outgoing call. At the same time, the TPA also sends 
the terminal capabilities to the UPA in the SE (steps 0-1). Because the UMSC in the SE 
cannot provide the required service, the UPA requests the service to the master SLM in 
USCP. If the USCP also cannot provide the service, it will return the result to the UPA (steps 
2-3). Then the UPA searches for the SA according to the configuration of the user profile. 
The SA may be in the USCP of the HE (steps 4-6), or in a third party service provider (steps 
4a-6a). When the UPA in the SE receives the result and knows that a required SA is in the 
UMSC, the UPA will inform the CCU to execute the SA and establish the physical link (steps 
7-10). That completes the total outgoing call procedure. 
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Figure 8. An incoming call scenario: a user has subscribed a required service to make an incoming call 
but the SE cannot provide it. 
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Figure 9. An outgoing call scenario: a user has subscribed a required service to make an outgoing call 
but the SE cannot provide it. 

V. Analysis and Discussion 

To analyze performance of the proposed UMTS CAMEL agent-based platform, we will 
compute the expected traffic volumes of signaling and service downloading for dynamic 
service provisioning based on the above two different service scenarios [7]. For evaluation, 
three probabilities related to the user, the UMSC, and the USCP are defined as follows [7]: 
 

 PU: the probability that the user has subscribed the required service to handle a call. 
 PS: the probability that the UMSC of the current serving environment provides the 

required service. 
 PC: the probability that the USCP of the current serving environment provides the 

required service. 
 
The following three factors are taken into account to form six incoming/outgoing call 

scenarios [7]: 
 

1. If the user has subscribed the required service or not; 
2. If the UMSC of the current serving environment provides the required service or not; 
3. If the USCP of the current serving environment provides the required service or not. 

 
The above three factors are independent, because the UMSC can provide the required 

service independently, regardless whether the USCP provides the service or not. Therefore, 
when the UMSC has provided the required service, the service provided by the USCP will not 
be taken into account. When the UMSC cannot provide the required service, the service 
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provided by the USCP will be considered. If a user does not have subscribed the required 
services, the user will be asked for subscribing the service immediately; otherwise the system 
operator will reject the incoming call/outgoing call. 

Table 1 shows six call scenarios according to the above three factors. The character v 
indicates that the statement is true; otherwise, false. The character x indicates that the 
statement is don’t care. According to Table 1, the occurrence probability of each 
incoming/outgoing call scenario can be computed as follows: 

 
 PS1 = PU × PS (1) 
 
 PS2 = PU × (1 － PS) × PC (2) 
 
 PS3 = PU × (1 － PS) × (1 － PC) (3) 
 
 PS4 = (1 － PU) × PS (4) 
 
 PS5 = (1 － PU) × (1 － PS) × PC  (5) 
 
 PS6 = (1 － PU) × (1 － PS) × (1 － PC) (6) 
 
Without loss of generality, we assume the probability that the user subscribes the required 

service equals to 0.9. And the probability that the USCP has the required service to provide to 
the user also equals to 0.9. Then according to Equations (1) - (6), we can compute the 
probabilities of PS1 - PS6 as PS varies from 0 to 1. 

Table 1. Incoming/outgoing call scenarios. 

Scenario User has subscribed the 
required service (U) 

UMSC provides 
required service (S) 

USCP provides 
required service (C) 

S1 v v x 
S2 v  v 
S3 v   
S4  v x 
S5   v 
S6    

1.) Incoming Call Analysis 
According to Figure 8, which belongs to scenario S3, we can compute the number of 
signaling and times of service downloading. The figure shows that the number of signaling 
between G-UMSC and UMSC is 3. The number of signaling between UMSC and USCP is 0. 
And the number of signaling between UMSC and UE is 2, etc. Table 2 shows the numbers of 
signaling and times of service downloading under different incoming call scenarios. 
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The expected number of signaling between G-UMSC and UMSC is denoted by 
sig(GUMSC-UMSC) and is computed as follows: 

 
 sig(GUMSC - UMSC) = 3 × (PS1 + PS2 + PS3 + PS4 + PS5 + PS6) = 3 (7) 
Similarly, the others can be computed as follows: 
 
 sig(GUMSC - UMSC(3rd)) = 2 × (PS3 + PS6) 

 = 2 × (1 － PS)(1 － PC) (8) 
 
 sig(UMSC - USCP) = 2 × (PS2 + PS5 + PS6) 

 = 2 × (1 － PS)( PU × PC + 1 － PU) (9) 
 
 sig(UMSC - UE) = 2 × (PS1 + PS2 + PS3 + PS4 + PS5 + PS6) = 2 (10) 
 
The expected times of service downloading between G-UMSC and UMSC is denoted by 

serv(GUMSC-UMSC) and is computed as follows: 
 
 serv(GUMSC - UMSC) = PS3 = PU × (1 － PS) × (1 － PC) (11) 
 
Similarly, the others can be written as follows: 
 
 serv(GUMSC - UMSC(3rd)) = PS3 + PS6 = (1 － PS) × (1 － PC) (12) 
 
 serv(UMSC - USCP) = PS2 + PS5 = (1 － PS) × PC (13) 
 
 serv(UMSC - UE) = (PS1 + PS2 + PS3 + PS4 + PS5 + PS6) = 1 (14) 
 
Table 3 shows the result under the conditions of PU = 0.9 and PC = 0.9. We can see that 

the increase of PS will result in the decrease of the number of signaling and times of service 
downloading between G-UMSC and USCP (3rd), and between UMSC and USCP. That means 
when PS is larger, and the traffic volumes of signaling and service downloading will be less. 
In addition, the signaling between GUMSC and UMSC, and between UMSC and UE cannot 
be reduced and will not be affected by the variation of PS. 
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Table 2. The number of signaling and times of service downloading under different 
incoming call scenarios. 
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Then, we compare the number of signaling of incoming call scenarios between the 

CORBA agent-based [7] and our CAMEL agent-based platforms, as shown in Table 4. Figure 
10 compares the total signaling numbers between the CORBA agent-based and our CAMEL 
agent-based platforms under different incoming call scenarios. For incoming call scenarios, 
the performance of our CAMEL agent-based platform is almost equal to the CORBA agent-
based platform. Note that the CORBA agent-based platform assumes that the service of MSC 
must be provided by the GMSC. Thus, if the GMSC does not have the required service for a 
user, the MSC will not provide the required service to the user. When an incoming call 
arrives, it just decides if the required service is in the GMSC or not. Therefore, the signaling 
traffic between GMSC and VMSC in the CORBA agent-based platform is slightly less than 
that in our CAMEL agent-based platform under incoming call scenarios 1 - 3. 
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Table 3. Expected traffic volumes of signaling and service downloading under incoming 
call scenarios (given PU = 0.9, PC = 0.9). 
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Table 4.Comparing signaling numbers between CORBA agent-based and CAMEL 
agent-based platforms under different incoming calls scenarios. 

CORBA agent platform UMTS CAMEL agent platform 

Signaling number Signaling number 
Incoming 

call 
Scenarios 

GMSC 
｜ 

VMSC 

GMSC 
｜ 

GMSC 
(3rd) 

GMSC
｜ 

GMSC

VMSC
｜ 
MS 

 
Total

G-UMSC
｜ 

UMSC 

G-UMSC
｜ 

USCP 
(3rd) 

UMSC 
｜ 

USCP 

UMSC 
｜ 
UE 

 
Total

S1 1 0 0 2 3 3 0 0 2 5 
S2 1 0 0 2 3 3 0 2 2 7 
S3 1 2 1 2 6 3 2 0 2 7 
S4 3 0 0 4 7 3 0 0 2 5 
S5 3 0 0 4 7 3 0 2 2 7 
S6 3 2 1 4 10 3 2 2 2 9 
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Figure 10. Comparing signaling numbers between CORBA agent-based and CAMEL agent-based 
platforms under different incoming call scenarios. 

2.) Outgoing Call Analysis 
From Figure 9, we can compute the number of signaling and times of service downloading 
under outgoing call scenarios. It shows that the number of signaling between G-UMSC and 
UMSC is 2. The number of signaling between UMSC and USCP is 2. And the number of 
signaling between UMSC and UE is 1, etc. Table 5 shows the numbers of signaling and times 
of service downloading under six outgoing call scenarios (as specified in Table 1). 

The expected number of signaling between G-UMSC and UMSC is denoted by 
sig(GUMSC-UMSC), and is computed as follows: 

 
 sig(GUMSC - UMSC) = 2 × (PS3 + PS6) 

 = 2 × (1 － PS) × (1 － PC)  (15) 

Table 5. The number of signaling and times of service downloading under different 
outgoing call scenarios. 
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Similarly, the others can be computed as follows: 
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 sig(GUMSC - UMSC(3rd)) = 2 × (PS3 + PS6) 

 = 2 × (1 － PS) × (1 － PC) (16) 
 
 sig(UMSC - USCP) = 2 × (PS2 + PS3 + PS5 + PS6) 

 = 2 × (1 － PS) (17) 
 
 sig(UMSC - UE) = 1 × (PS1 + PS2 + PS3) + 3 × (PS4 + PS5 + PS6) 

 = 3 － 2 × PU (18) 
 
The expected times of service downloading between GUMSC and UMSC is denoted by 

serv(GUMSC-UMSC), and is computed as follows: 
 
 serv(GUMSC - UMSC) = PS3 + PS6 = (1 –PS) × (1 － PC) (19) 
 
 serv(GUMSC - UMSC(3rd)) = PS3 + PS6 = (1 － PS) × (1 － PC) (20) 
 
 serv(UMSC - USCP) = PS2 + PS5 = (1 － PS) × PC (21) 
 
 serv(UMSC - UE) = (PS1 + PS2 + PS3 + PS4 + PS5 + PS6) = 1 (22) 
 
Table 6 shows the result under the condition of PU = 0.9 and PC = 0.9. We can see that 

the increase of PS will result in the decrease of the number of signaling and times of service 
downloading between G-UMSC and UMSC, between G-UMSC and USCP(3rd), and between 
UMSC and USCP. That means when PS is larger, the traffic volumes of signaling and service 
downloading will be less. In addition, the signaling between UMSC and UE cannot be 
reduced and will not be affected by the variation of PS. 

Signaling numbers between CORBA agent-based and CAMEL agent-based platforms 
under different outgoing call scenarios are compared in Table 7. The signaling traffic can be 
reduced in our platform, particularly between GUMSC and UMSCP and between UMSC and 
UE. In addition, the total signaling number can be also reduced greatly in our platform. 
Therefore, our UMTS CAMEL agent platform has better performance than the CORBA 
agent-based platform. Figure 11 compares the total signaling numbers between CORBA 
agent-based and CAMEL agent-based platforms under different outgoing call scenarios. It 
shows that our UMTS CAMEL agent-based platform has better performance and is more 
efficient than the CORBA agent-based platform. The signaling number in the proposed 
UMTS CAMEL agent-based platform can be reduced 40% compared to that in the CORBA 
agent-based platform. 
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Table 6. Expected traffic of signaling and service downloading under outgoing call 
scenarios (given PU = 0.9 and PC = 0.9). 
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Table 7. Comparing signaling numbers between CORBA agent-based and CAMEL 
agent-based platforms under different outgoing call scenarios. 

CORBA agent platform UMTS CAMEL agent platform 

Signaling number Signaling number 
Outgoing 

call 
scenarios 

GMSC 
｜ 

VMSC 

GMSC 
｜ 

GMSC 
(3rd) 

GMSC
｜ 

GMSC

VMSC
｜ 
MS 

 
Total

G-UMSC
｜ 

UMSC 

G-UMSC
｜ 

USCP 
(3rd) 

UMSC 
｜ 

USCP 

UMSC 
｜ 
UE 

 
Total

S1 1 0 3 3 7 0 0 0 1 1 

S2 2 0 3 3 8 0 0 2 1 3 
S3 2 2 4 3 11 2 2 2 1 7 
S4 1 0 3 5 9 0 0 0 3 3 
S5 2 0 3 5 11 0 0 2 3 5 
S6 2 2 4 5 13 2 2 2 3 9 
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Figure 11. Comparing signaling numbers between CORBA agent-based and CAMEL agent-based 
platforms under different outgoing call scenarios. 

VI. Conclusions 

In this paper, we have described the concept of CAMEL and Virtual Home Environment 
(VHE), and have also shown how UMTS CAMEL can be integrated with mobile agents 
(MAs) to provide dynamic services. The CAMEL is an application architecture that combines 
the intelligent network concept and mobile communication systems to provide useful and 
powerful services to users. The evolution trend of mobile communications moves toward the 
VHE. The mobile agent technology provides flexibility and scalability that enables integrated 
terminal mobility, personal mobility, and service mobility, as envisaged by the VHE [25][26]. 
In addition, we have presented a CAMEL mobile-agent-based platform to provide dynamic 
services in UMTS. We have used the operations of incoming calls and outgoing calls to 
evaluate our platform. The analysis results have shown that our platform is indeed more 
efficient than the CORBA agent-based platform in terms of generating 40% less signaling 
traffic. 
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