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Science is like sex. Sometimes something useful comes out, 
but that is not why we are doing it.
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Preface

ix

Scientific thinking is a hallmark intellectual achievement of the hu-
man species. Science involves myriad cognitive and intellectual pro-
cesses, including abstract and symbolic thought; reasoning and logic;
pattern recognition; planning; problem solving; creativity; hypothe-
sis testing; mathematical, analytical, and spatial reasoning; intuitive
hunches; chance associations; and the art of coherent and cogent ver-
bal expression and persuasion, to mention but a few of its qualities.
Science is first and foremost a cognitive activity of the highest order.

Scientists also think and behave in social contexts; have particular
talents and aptitudes; grow up in specific households with particular
family structures and influences; have unique personalities that make
scientific thought and behavior more rather than less likely; and are
motivated by curiosity, intrinsic pleasure of discovery, and the tri-
umph of figuring out how things work. That is, scientific behavior, in-
terest, talent, and achievement stem from basic topics of focus in the
field of psychology. Psychological principles are at work with all scien-
tific thought and behavior. Simply put, there is a psychology behind
science.



The chief objective of this book is to justify the need for a fully developed
discipline of the psychology of science and to lay the foundations for such a
field. To this end, I have two related yet distinct ambitions. One is to organize
and codify the nascent discipline of the psychology of science and thereby
demonstrate the field’s potential for joining the ranks of the major science stud-
ies disciplines (history, philosophy, and sociology). The second is to examine
the evolutionary and historical origins of the scientific mind. If we wish to un-
derstand something as complex as scientific thinking and behavior, a basic un-
derstanding of how the human mind evolved is in order. The book is divided
according to these two goals, with part  focusing on the development of scien-
tific interest and talent within certain groups of individuals, and part  on the
development of science within our species.

The guiding assumption behind the psychology of science is that a complete
understanding of scientific thought and behavior requires a psychological per-
spective. As one prominent psychologist of science, Dean Keith Simonton,
wrote in Scientific Genius: “Without the addition of a psychological dimension,
I believe, it is impossible to appreciate fully the essence of the scientific imagi-
nation. And without this appreciation, the origins of science, the emergence of
new ideas about natural phenomena, must escape our grasp. Psychology is
mandatory if we wish to comprehend the scientific genius as the generator of
science.” This is what the psychology of science is all about: to understand sci-
entific thought and behavior we must apply the best theoretical and empirical
tools available to psychologists. And what psychology has to offer the studies of
science is indeed unique. For instance, only psychologists of science bring the
experimental method (that is, random assignment of participants to conditions
and manipulation of an independent variable) to the study of scientific thought
and behavior. Also, in contrast to the history and philosophy of science and in
common with the sociology of science, psychology tests hypotheses by means
of statistical analysis of data.

In addition to the experimental technique and hypothesis testing, psychol-
ogy can borrow from historians and examine case studies and apply principles
of behavior gleaned from the laboratory to the analysis of great figures in sci-
ence. Consider the case history of one of the best-known and most influential
scientists of all time, Charles Darwin. In The Descent of Man he wrote: “I have
no great quickness of apprehension or wit . . . my power to follow a long and
purely abstract train of thought is very limited . . . [but] I am superior to the
common run of men in noticing things which easily escape attention, and in
observing them carefully.” Darwin’s own self-evaluation of his strengths and
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weaknesses gives a glimpse into his own self-concept—clearly a psychological
concept. Moreover, ability with abstract thought, attention, and focus on de-
tails are very much psychological in nature; cognitive psychologists among oth-
ers have much to say about these aptitudes. What precisely is the association be-
tween Darwin’s life and personality and his science? In this book I propose that
we can fruitfully apply the methods and theories of modern psychology to shed
light on these sorts of questions.

To a psychologist of science it is obvious that scientific thought and behavior
are the outcomes of a person’s cognitive style and aptitudes; affective, motiva-
tional, and developmental histories and proclivities; and their unique and sta-
ble personality traits and social influences. These topics, after all, are the bread
and butter of current psychological inquiry and psychological science. And
given the importance and uniqueness of scientific thinking and behavior over
the course of history, one would think that a large number of psychologists
would have long ago systematically applied their theories and empirical meth-
ods to understanding science. Surprisingly, until the late s there was little
accumulated knowledge concerning topics in the psychology of science. As
Michael Mahoney wrote in a  article in Social Studies of Science, “In terms
of behavior patterns, affect, and even some intellectual matters, we know more
about alcoholics, Christians, and criminals than we do about the psychology of
the scientist.”

Twenty-five years later, however, this paucity of psychological research on
the nature of scientific interest, thinking, creativity, and achievement no longer
holds. This book summarizes, organizes, and critiques the vast literature on the
psychological processes of science and scientists by offering one of the first
comprehensive views of a nascent discipline. One major thesis throughout the
book is that numerous studies exist that inform questions of the psychology of
science, but until now they have not been contextualized as such.

If the psychology of science has been late in developing, the same does not
hold for the three major studies of science, namely, history, philosophy, and so-
ciology. For instance, the history of science began to emerge around the s,
the philosophy of science around , and the sociology of science around
. These “studies of science” (or “metasciences”) devote systematic attention
to such questions as what distinguishes scientific from nonscientific knowl-
edge, what is the historical context to great scientific discoveries (for example,
the theory of evolution or quantum mechanics), and what are the sociological
and political forces behind becoming a have or a have-not in science. By un-
derstanding how and when other major studies of science emerged and became
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viable independent disciplines, psychologists of science will be better positioned
to facilitate their own field’s development and independence. In chapter  I con-
sider these issues.

In chapters  through  I review the empirical literature in the psychology of
science by summarizing and organizing it along the lines of the major subdisci-
plines of psychology, namely, biology-neuroscience, development, cognition,
personality, and social. In addition to reviewing and organizing the literature, I
also argue that scientific thought and behavior deserve more attention from
psychologists and that the psychology of science deserves more attention from
philosophers, historians, and sociologists of science. These chapters show how
the psychology of science has grown beyond the amorphous field it was just
twenty-five years ago. I also propose some parameters for the psychology of sci-
ence and trust that in doing so I might inspire researchers at the core and pe-
riphery of the field to codify their interests and to stimulate the field’s emer-
gence as a major player in science studies.

In the last chapter of part  (chapter ), I explore the applications that an in-
formed and well-developed psychology of science might stimulate, as well as
what needs to be accomplished before we have journals, societies, and confer-
ences on the psychology of science. Specifically, it behooves the gatekeepers of
science (scientists, teachers, mentors, editors, grant administrators) to be well
informed of the empirical research that demonstrates which specific psycho-
logical qualities (neuroscientific, cognitive, developmental, personality, and so-
cial) are the most reliable and robust predictors of real-world creative achieve-
ment in science, mathematics, and technology. In other words, if we are to
recognize, recruit, and retain the best young scientific talent available to the sci-
ence professions, we must understand the psychology behind scientific talent,
how to identify it early on, and ultimately how to encourage those with high-
level skills and talent to enter the math and science workforce. Accurate, reli-
able, and valid psychological measures can only aid this process.

In addition to exploring the evolutionary and historic origins of scientific
thinking, I address in part  of the book the complex interplay between scien-
tific, pseudoscientific, and antiscientific thinking in modern life. More specifi-
cally, in the second half of the book I ask the questions “Why do humans—and
no other species—do science?” and “How did we go from Australopithecus
(non-homo hominid species) to early Homo (for example, habilis, erectus, and
neanderthalensis) to living in a world of high-energy subatomic particle physics,
sequencing the entire human genome, being able to send space craft out of our
solar system, and having machines that can outplay any human in the world in
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chess?” In examining these questions I was taken much further and deeper than
I expected into many areas beyond psychology—archeology, neuroscience, ge-
netics, anthropology, history, philosophy, and sociology, to name but the most
obvious ones. One lesson I have learned from this foray into the evolutionary
origins of scientific thinking is that formal science—science as we know it—is
but one specific expression of scientific thinking. Elements of scientific think-
ing have their origin in our distant preverbal ancestors, with most of these ele-
ments taking implicit rather than explicit form. As I argue in chapter , a basic
grasp of principles of evolution in general and human cognitive evolution in
particular allows one to explore and even provide answers to the fascinating and
otherwise unanswerable question of how scientific thinking came to be in our
species.

Of course, an evolutionary perspective takes us on a journey that is not spe-
cific to science and scientific thinking, but rather on a journey that explores the
modern human mind in general. Symbolic, abstract thought, language, litera-
ture, art, music, and other pinnacles of human cognitive and aesthetic capaci-
ties are also unique expressions of the modern human mind. In chapter ,
therefore, I delve into the prehistoric and historical developments that made
modern scientific thinking possible—in all of its forms and variations—as well
as what distinguishes science from other higher-order cognitive capabilities.
Science and scientific thinking consist of developing and testing mental mod-
els of how the world works, be they of the physical, biological, or social worlds.
The essence of these mental models is coordinating theories (models) with the
evidence (data). Specifically, it is a process of observing events, recognizing pat-
terns, testing hypotheses, and making causal connections between the observed
events. Early in the development of our genus (Homo) and now early in the de-
velopment of modern individuals (that is, Homo sapiens sapiens), these pro-
cesses were and are mostly implicit—outside conscious awareness. With both
phylogenetic and ontogenetic development, however, they gradually become
more and more explicit, part of conscious awareness, and ultimately we devel-
oped the capacity to be aware of our awareness; that is, to think metacogni-
tively. Science as we now know it is a metacognitive act, one that combines
logic and reason with empirical observation. The outcome of such reasoning is
the complex melding of innate skepticism with openness to go wherever the ev-
idence takes us. In chapter  I explore in more depth both the phylogenetic and
historic origins as well as the trademark characteristics of scientific thinking.

There are other important questions related to a psychological understand-
ing of scientific thinking. One is, “How do we distinguish it from pseudoscien-
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tific thinking?” Some individuals in the modern world claim to be doing sci-
ence and even have co-opted the name “science.” Upon further examination,
these methods and practices are little more than ideology couched in scientific-
sounding language. Why might such “pseudoscientific reasoning” hold such
strong appeal for a large section of the population? Again, a psychological per-
spective allows us to address questions such as these, and I do so in chapter .

In chapter , I also examine the psychological foundations for the anti-
science movement in and out of academia. In particular, I explore the attrac-
tion for some scholars and lay people to knock science off its “privileged”
pedestal and argue that science is little more than stories or fictions of how the
world works that are afforded hegemonic control over other forms of knowl-
edge. This control, they argue, comes from the status and power scientists are
awarded in modern society. Scientists, these scholars continue, can make no
more valid claims for understanding how the world actually works than stories
by children, artists, writers, musicians, and philosophers. Science is socially
constructed—like all knowledge—and therefore devoid of any inherent mean-
ing and validity. Deconstruction is an act of meaning the reader not the author/
scientist places on the scientific text.

Needless to say, many scientists as well as others in the studies of science and
even some in the humanities take issue with these claims and counter that sci-
entific knowledge is of a special kind, not inherently but rather because the
methods on which its knowledge is based are socially shared, open, repro-
ducible, systematic, and empirical. The scientific method is neither capricious
nor a mere social construction. Scholars like Paul Gross and Norman Levitt 
in Higher Superstitions, for instance, defend science, reason, and rationality
against claims of meaningless, absurdity, and extreme constructivism. I exam-
ine this debate not so much as to offer a solution to it, but rather to again
demonstrate how psychological theory and empirical evidence from psychol-
ogy can better inform such debates. I end the chapter and the book with an
analysis of the current state of the psychology of science and make recommen-
dations for what must be done if the discipline is to become the full-fledged dis-
cipline it is capable of becoming and, from my vantage point, should and must
become.

The Psychology of Science is my attempt to uncover some of the mysteries of
the scientific mind and how it came to be, both within individuals and within
our species. If I have done my job, then you—the reader—will come away
convinced that psychological research and theory add a crucial and even neces-
sary perspective to our understanding of the scientific mind, and that other
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studies of science can no longer turn a deaf ear to what psychologists of science
have learned. Psychologists of science now know too much about the nature of
scientific thinking, the developmental origins of theory construction, scientific
personality, scientific motivation, scientific interests, and scientific creativity
and achievement for these insights not to be integrated and synthesized in one
place. Science is a fascinating accomplishment of the human mind, and so, too,
is the psychology of science.
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Chapter 1 Psychology 

of Science and the Studies 

of Science

3

Science and scientific thinking, as prototypes of human thought and
understanding, have long fascinated scholars and thinkers in philoso-
phy, history, and more recently, sociology. Indeed, philosophy of sci-
ence, history of science, and sociology of science are well-developed
disciplines. By contrast, psychology of science is an infant that has
much to learn from the other, more mature metasciences. My intent
in this chapter is to examine the developmental paths taken by the
three major players in science studies—history, philosophy, and soci-
ology—as a means for understanding what may be necessary for psy-
chology of science to establish itself as a viable discipline. If psychol-
ogy of science is to learn from these other more codified studies of
science and develop its own identity, then it must knowingly proceed
through similar stages.

As a precursor to discussing the stages of development that other
studies of science have taken, I first must be clear on what the psy-
chology of science is. Although the heart of this book is an elaborate
answer to that question, for now suffice it to say that the psychology of
science applies the empirical methods and theoretical perspectives of



psychology to scientifically study scientific thought and behavior (hence, it is a
“metascience”). At its core, psychology of science is the empirical study of the
biological, developmental, cognitive, personality, and social influences of sci-
entific thought and behavior. Scientific thought and behavior are not limited to
scientists per se but also encompass thought processes of children, adolescents,
and adults who are simulating scientific problem solving and developing men-
tal models of how the world works. Just as science can be either implicit or ex-
plicit, so too can be the psychology of science. In fact, I view much of the work
discussed in this book as implicit psychology of science: the psychologists do-
ing it would not label it “psychology of science” or think of themselves as “psy-
chologists of science.” One of my goals, therefore, is to convince these re-
searchers that they are in fact doing psychology of science.

PSYCHOLOGY AND THE PSYCHOLOGY 

OF SCIENCE

Psychology in general is and has been the model for the psychology of science.
That is, all the major questions and perspectives for an informed psychology 
of science derive directly from the parent discipline and its subdivisions. Psychol-
ogy is a field that currently has five or six major perspectives: biological-neuro-
science, developmental, cognitive-perceptual, personality, social, and clinical-
mental health. Biological-neuroscience psychology explores the link between
brain, mind, and behavior; cognition examines how we perceive, think, re-
member, speak, and solve problems; developmental psychology explores how
humans change and grow from birth to death; personality psychology investi-
gates how dispositions influence one’s unique responses to the environment
and the consistency of these dispositions over the lifespan; and social psychol-
ogy explores how individuals are perceived and influenced by the real or imag-
ined presence of others.

In table ., I have listed some examples of major questions addressed by each
of psychology’s subdisciplines and whether each might also be a topic for psy-
chologists of science. These questions are rather general and meant only to give
a taste of the kinds of questions each subdiscipline addresses. For instance, to the
degree that biological-neuroscience uncovers the neural mechanisms and
anatomical architecture of sensory, perceptual, and cognitive processes involved
in abstract, spatial, and quantitative reasoning, it sheds light on the neural and
anatomical basis of scientific thought. Because cognitive psychology is con-
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The Studies of Science 5

cerned with perception, concept formation, learning, memory, problem solv-
ing, and creativity, it has the most obvious possible connection with a psychol-
ogy of science. The only subdiscipline I do not take up in the book is clinical psy-
chology, simply because there is little to no empirical work directly related to
scientific thought and behavior. The one fascinating clinical topic that has gar-
nered some empirical attention and could justify including a clinical subdivision
in the psychology of science in the future would be the extent to which particu-
lar mental disturbances (for example, autism, manic-depression, or obsessive-
compulsive disorder) help or hinder interest or creative achievement in science.
For example, as I discuss in the chapters on development and evolution, Simon
Baron-Cohen and his colleagues have found a connection between high func-
tioning autism (Asperger’s Syndrome) and scientific interest and talent.

Not only does psychology suggest general questions and topics, but it also
offers the psychology of science guidance in research methodology. For in-
stance, one method that psychologists of science bring to the study of science
that no other metascientific field does is the experimental method. The two es-
sential ingredients for the experimental method are random assignment of par-
ticipants to conditions and manipulation of the main variable in question
(holding all else constant). Cognitive and social psychologists in particular
make use of the experimental method because cognitive and social factors are
relatively easy to manipulate.

Just as psychology is the model for the psychology of science, the latter can
also be a model for the former. Over the last fifty years, all major subdisciplines
in psychology have become more and more isolated from each other as training
becomes increasingly specialized and narrow in focus. As some psychologists
have long argued, if the field of psychology is to mature and advance scientifi-
cally, its disparate parts (for example, neuroscience, developmental, cognitive,
personality, and social) must become whole and integrated again.1 Science ad-
vances when distinct topics become theoretically and empirically integrated
under simplifying theoretical frameworks. Psychology of science will encour-
age collaboration among psychologists from various sub-areas, helping the field
achieve coherence rather than continued fragmentation. In this way, psychol-
ogy of science might act as a template for psychology as a whole by integrating
under one discipline all of the major fractions/factions within the field. It
would be no small feat and of no small import if the psychology of science
could become a model for the parent discipline on how to combine resources
and study science from a unified perspective.
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LESSONS LEARNED FROM OTHER STUDIES 

OF SCIENCE

As the least developed study of science, psychology has much to learn from the
more established metascientific disciplines of history, philosophy, and sociol-
ogy of science. The most important lesson comes from knowing the general
stages that any scientific discipline goes through in its path toward maturity.
Guiding the discussion of the development of each study of science, I make use
of but modify Nicholas Mullins’s stage model of theory or network develop-
ment.2 Mullins argued for four potentially overlapping stages of development
in theories and/or scientific networks in sociology. I propose only three stages
and apply them not just to one field (sociology), but to all of the metasciences
(history, philosophy, sociology, and psychology). In addition, I simplify the
components of each stage and focus only on each stage’s intellectual leaders, so-
cial-organizational leaders, research-training centers, and intellectual successes.

In stage , Isolation, scholars work on the same problem in isolation, with the
founding intellectual figures setting the stage. There is no social organization in
terms of training centers, conferences, or societies. Late in stage  and early in
stage , a core group of scholars may be working in the field, but doing so im-
plicitly rather than explicitly, not yet labeling themselves as members of the
field.

In stage , Identification is reached, as the intellectual success of the founding
figures provides explicit theoretical and conceptual parameters for the field that
attracts a wider range of students and other scientists who start to explicitly
identify themselves with the field. Semi-regular meetings are organized and the
first training-research centers may form. Such training centers are usually
highly centralized around an intellectual leader, whose students have begun to
have a major impact on the field. A leading journal becomes necessary as the
outlet for the increased level of productivity of the field.

In stage , Institutionalization, the field becomes well established and institu-
tionalized. Meetings become annual conferences because societies have now
formed with their own social structure and hierarchy. Often multiple societies,
some of them international, become necessary. Training centers proliferate and
become less centralized, and at least one journal is now required for the ex-
panding productivity of the field. Indeed, splinter movements, with different
foci or agendas, may form and either break away or stay on the edge of the cen-
tral field.
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Brief History of Metasciences

Philosophy of Science. Although philosophy of knowledge (that is, epistemol-
ogy) was a central theme in ancient Greek philosophy, the field of the philoso-
phy of science is a much more recent development. Its origins are seen in three
trends: classification of the sciences, methodology, and the philosophy of na-
ture. The intellectual leaders, in the sense of writing the first books on the topic,
were William Whewell (–) in England and Auguste Comte (–
) in France—both of whom wrote in the s. Whewell actually wrote
two books on the philosophy of science and coined the terms “scientist” and
“physicist” in the process.3 He took a modified Kantian view that there are laws
of nature independent of our understanding and that by our inductive intu-
itions, rather than raw empiricism, we can come to understand the laws of na-
ture (see table .).

John Stuart Mill (–) developed his own positivist position in reaction
to Whewell’s inductivist position. Indeed, the two major proponents of posi-
tivism were Comte and J. S. Mill. Positivism holds that nature has no ultimate
purpose and there is no “essence” to be discovered a priori. All scientific knowl-
edge must be based in observable and positive facts. Positivists, at their core, are
refuting the purely reflective method of acquiring knowledge, believing that
only what comes through the senses is valid, scientific knowledge. Comte, in
particular, put a historical spin to the positivist argument and claimed that the
history of ideas passes through three phases—theological, metaphysical, and
positivist (scientific)—with positivism being the penultimate stage of knowl-
edge. In so doing, Comte was taking a classic empiricist stance by arguing that
human nature was modifiable and capable of progress. During the second half
of the nineteenth century, the publication of books in the philosophy of science
went from a trickle to a fast drip, with some major works, including William
Jevons, Ernst Mach, and Karl Pearson.4

At the turn of the century scholars began to organize more formally and es-
tablish the philosophy of science as an independent field of study (stage , Iden-
tification). For instance, the first congresses on the philosophy of science were
held in Paris in  (as sections of the First International Congress of Philoso-
phy), and the first manifestations of what later became the Vienna Circle began
in .

The Vienna Circle (formed officially in ) played a big role in establishing
the parameters of philosophy of science, gave it an empiricist-positivist orien-
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tation, and established the first modern answers to basic questions in the phi-
losophy of science. The members of the Vienna Circle provided logical posi-
tivism its clearest and most cogent voice. Their fundamental argument was that
empirical statements and their verifiability take priority over all other forms of
knowledge, especially metaphysical and ethical. Can an idea be empirically ver-
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Table 1.2 The Three Stages of Field Development for Philosophy of Science

Stage of 
Development Decades Major Representative Event

Isolation: 1840s– • Publication of William Whewell’s The Philosophy of the  
articles, books 1890s Inductive Sciences, 1840, and On the Philosophy of 

Discovery, 1856
• Auguste Comte publishes Discours sur l’ensemble du 

positivisme (A General View of Positivism), 1848
• William Jevons publishes The Principles of Science, 1874
• Ernst Mach publishes Die Mechanik in ihrer Entwick-

lung Historisch-Kritisch Dargestellt (The Science of Me-
chanics), 1883

• Karl Pearson publishes Grammar of Science, 1892
Identification: 1900s– • First International Congress of Philosophy, with a section 

conferences, 1950s devoted to philosophy of science, 1900
centers • Henri Poincaré publishes La science et l’hypothèse, 1908

• Vienna Circle (Neurath, Mach, Schlick, Feigl, Gödel, 
Carnap, et al.) and logical positivism, 1910s to 1930s

• Hans Reichenbach publishes Philosophie der Raum-
Zeit-Lehrer, 1928
• Karl Popper publishes Logik der Forschung (Logic of Scien-

tific Discovery), 1935
• Philosophy of Science Group (later becomes British Soci-

ety for the Philosophy of Science) has first congress, 
1935

• First International Congress for the Unity of Science, 
1935

• First International Congress of the Philosophy of Science,
1949

• Minnesota Center for the Philosophy of Science founded 
by Herbert Feigl, 1953

Institutionalization: 1930s– • Philosophy of Science ( journal) and Philosophy of Science
journals, societies, 1950s Association, 1934
degrees • British Journal for Philosophy of Science, early 1950s

• British Society for Philosophy of Science



ified? If not, it is meaningless—a conclusion they came to concerning ethics,
morality, and metaphysics. The primary advances by the logical positivists over
the positivists were the law of verification and the addition of mathematical
and logical methods of analysis. Hence the “logical” descriptor to the positivist
name. The major figures in forming the Vienna Circle were Max Neurath,
Moritz Schlick, Ernst Mach, Herbert Feigl, Kurt Gödel, and Rudolf Carnap,
all of whom were influenced by Auguste Comte’s positivism as well as Bertrand
Russell’s logic and mathematical precision. Logical positivism went on to shape
the entire field until the s, and indeed all of modern philosophy of science
owes its origin to logical positivism (if nothing else as a critical jumping-off

point).5 By the early s, the founding members of the Vienna Circle began
to disperse, landing in positions throughout Europe and the United States. In
no small part because of the dispersal of these members of the Vienna Circle,
the third stage in philosophy of science’s development became established in-
ternationally in the decades between the two world wars, a movement that was
codified with the first dedicated journal (Philosophy of Science) and the found-
ing of the Philosophy of Science Association in .

Karl Popper (–) was a mathematics- and physics-oriented philoso-
pher who early in life was influenced by the rational and scientific attitude of
the Vienna Circle (especially Carnap and Schlick) as well as its intellectual fa-
ther, Bertrand Russell.6 He published a critique of logical positivism that set
the stage for philosophy of science for the next forty years. That book was orig-
inally published in German in  under the title Logik der Forschung (Logic of
Research) and was not published in English until  under the somewhat
different title Logic of Scientific Discovery. Whether Popper’s book is seen as a
death knell for logical positivism (as he claimed) or as a critical variant of the
position (as many others have claimed) is still a matter of debate.

Popper tackled head on one of the major questions in the philosophy of sci-
ence: what makes one form of knowledge “scientific” and another “nonscien-
tific” or “pseudoscientific”? To this demarcation question Popper did in fact
provide a different answer than the logical positivists. Instead of verifiability,
Popper argued it was falsifiability that separated science from nonscience. If a
theory makes clear, unambiguous assumptions and predictions that can be put
to both logical and empirical test, and if a negative result contradicts the theory,
then the theory is falsifiable and therefore scientific. If a theory does not do
these things and explains away (post hoc) both positive and negative results
then it is not falsifiable and not scientific.

In the s, when Popper was developing his ideas, Einstein’s theory of rel-
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ativity, Freud’s and Adler’s psychoanalytic theories, and Marx’s theory of dialec-
tical materialism were the predominant theories of the day. Each claimed to be
scientific, but Popper felt that there were real differences between Einstein’s and
each of the social science theories, which propelled him toward the solution of
falsifiability. It was especially after the experimental corroboration in  of
Einstein’s theoretical and risky predication that gravity should bend light that
Popper realized that real scientific theories prohibit rather than allow. They
make risky and specific predictions, and if they are not supported empirically,
their validity is inherently undermined and challenged. Theories by Freud,
Adler, and Marx made no such claims and indeed contradictory findings could
each be subsumed (and often were) post hoc under their respective theories.
They could explain everything; scientific theories, on the other hand, must for-
bid some events. In Popper’s mind, therefore, they were pseudoscience rather
than science.

Moreover, Popper was to foreshadow a position that was to directly contra-
dict the positivist position, namely, constructivism. Popper in his autobiogra-
phy wrote: “I was reading Kant’s Critique again and again. I soon decided that
his central idea was that scientific theories are man-made, and that we try to im-
pose them upon the world. ‘Our intellect does not derive its laws from nature, but
imposes its laws upon nature.’ . . . Our theories, beginning with primitive
myths and evolving into the theories of science, are indeed man-made, as Kant
said.”7 The man-made element is a fundamental tenet of constructivism. The
other fundamental tenet of constructivism is the inherently and unavoidably
theoretical nature of all observation, a view that Popper also clearly espoused.
The inextricably theoretical nature of observation is closely aligned with a prin-
ciple that was antithetical to logical positivism, namely, that science must have
metaphysical (unobservable) statements and assumptions. Popper’s Kantian
view had begun in Logic of Scientific Discovery but reached its clearest expression
in Conjectures and Refutations, in which he expanded his anti-inductivist view
that science works deductively, from theory down. One of Popper’s main argu-
ments, therefore, was that pure observation (that is, without some precon-
ceived theory) is impossible. Theory guides our every observation. The essence
of the scientific process, therefore, is a development from conjectures and hy-
potheses being put to logical and empirical test and either being temporarily
corroborated or refuted.

The major figure most readily identified with constructivism, however, is
Thomas Kuhn (–). In many ways Popper and Kuhn were diametrically
opposed, mainly in their attitudes toward social science perspectives of science.
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But there was one important way in which they were quite compatible: they
both developed a neo-Kantian view that the mind cannot observe and perceive
without theory and expectation being an active part of the process. Kuhn ar-
gued in The Structure of Scientific Revolutions that scientific theories, too, must
always include unobservables (metaphysical constructs) and are man-made.8

But he then came to a different conclusion from this premise: any two compet-
ing theories may be incommensurable, especially during revolutions, and em-
pirical observations cannot mediate the conflict. Moreover, new theories, revo-
lutions even, develop only after gaps or shortcomings (anomolies) gradually
become clear in the older theories. Here Kuhn made his well-known distinc-
tion between “normal science” and “revolutionary science.” The former con-
sists of working within a paradigm, whereas the latter creates a new paradigm.
Most working scientists, needless to say, work within normal science. If theo-
retical assumptions widely diverge between competing theories, then empirical
testing cannot be the arbiter in determining the superiority of one theory over
the other. They are talking different languages, making different assumptions,
and have different criteria—in short, different theories are incommensurable.
Any given scientist’s resistance to a new theory or paradigm stems more from
nonscientific reasons. Competing theories gradually win or lose converts but
less so for empirical than for aesthetic, social, or psychological reasons. With
such a position, Kuhn moves away from Popper’s focus on logic and rationality
and exposes a major difference between the two major thinkers of twentieth-
century philosophy of science.

I must, however, make clear that Kuhn and, especially, Popper each stop
quite a bit short of the sort of cultural or social constructivism that was to de-
velop in sociology in the s: a social constructivism that argues that science
is nothing but a social construction and therefore cannot be distinguished from
and does not have any intellectual superiority to all other forms of knowledge,
whether historical, literary, ethical, or political. The social constructivism posi-
tion was furthered in the s and s more by sociologists than philoso-
phers (Latour, Knorr-Cetina, Collins, and so on), and therefore I save the dis-
cussion of social constructivism for later in this chapter as well as later in the
book (chapter ).

In addition to Kuhn, another major response to logical positivism in the
twentieth-century philosophy of science has been one that opposes, at times
rather forcefully, the constructivist position, namely, scientific realism. The
core argument of realism is that scientific theories are as real as we can approxi-
mate and the models should be accepted as being real. To use Kantian language,
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scientific theories can approximate the nomenal world (reality). One assump-
tion of realism is based on the observation that if science did not approximate
reality on some level, it simply would have taken the path of other pseudosci-
entific or nonscientific forms of knowledge (alchemy, astrology, phrenology,
mythology, and so on) and not have been successful. As a modern realist,
Richard Boyd, has put it: “If scientific theories weren’t (approximately) true, it
would be miraculous that they yield such accurate observational predictions.”
So there is a pragmatic criterion to realism. Science works and is the only form
of knowledge to accumulate, and therefore it must at least approximate reality.9

What is the least man-made element of science is its descriptive component
rather than its theoretical component. When science describes physical phe-
nomena and structures—be they genes, cells, proteins, chemicals, plants, ani-
mals, or stars—it is not simply constructing a text with only local validity (as
social constructivists would have us believe). Otherwise, there would be no
meaningful distinction between hallucination and perception. Therefore, as
the realists claim, “reality” exists independently of our thoughts, perceptions,
and theories. For example, the structure and functioning of the neuron is real
to the extent that all observers looking under an electron microscope could ob-
serve the structures and after many studies could determine some of the 
functions of the different structures. This is not simply a construction with
only local validity. In this sense, positivists are correct: sensory experience and
empirical results do play a deciding role in science. Different observers of very
different backgrounds would corroborate these structures and processes in the
laboratory.

A final movement in the modern philosophy of science has been dubbed
“natural epistemology,” and one of its most basic assumptions is that philoso-
phy of science must be based more on what scientists actually do rather than
what they ideally should do (as Popper’s logical analysis would have us believe).
Two major representatives of this perspective are Aharon Kantorovich and
David Hull. Natural epistemology, and in particular the writings of Kan-
torovich and Hull, demonstrate the rapprochement that exists between many
current philosophers of science and psychology in general and psychology of
science in particular. The field has come a long way since Popper’s “antipsy-
chologism” of the mid-s. There are many ways in which Kantorovich’s po-
sition in Scientific Discovery merges philosophical and psychological perspec-
tives: first, instead of simply focusing on the product of science (knowledge), he
examines the process of science (discovery); second, by focusing on discovery,
he acknowledges the nonrational elements to the scientific process; third, he
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examines not prescriptive and normative forms of knowledge (how scientists
should think), but descriptive ones (how scientists actually think). Finally, he
takes his major inspiration and metaphor of knowledge creation from Darwin’s
theory of natural selection and develops a theory around evolutionary episte-
mology. Similarly, Hull contends that the scientific enterprise mirrors Darwin-
ian competitive and inclusive fitness strategies seen in nature. That is, scientific
ideas are generated and get selected through the same principles that occur in
biological evolution. In addition, movements and camps in science stand in
competition with those holding opposing views and vie for limited resources
(funding, students, jobs), whereas those of similar views form collaborations
and act to minimize their “inclusive fitness.”10

Even more important, philosophers such as Hull have begun to blur the dis-
tinction between philosophy and science by arguing for applying the primary
tools of the scientist—hypothesis testing and empirical evidence—to the study
of science. As I elaborate on later in the chapter, the historian Frank Sulloway
and psychologist Dean Simonton both have argued forcefully that historians
must begin to test their ideas if they are to avoid the relativist conclusion of the
constructivists that nature and reality play no role in the creation of knowl-
edge—it is all a matter of politics and public relations strategies. Hull has made
the same argument for philosophers. “Throughout most of its history, philoso-
phy has been defined in such a way that evidence cannot possibly bear on it. In-
creasingly, however, those of us who are philosophers by training have begun to
interpret philosophy in such a way that evidence does bear on the views that we
express. Testing strictly scientific hypothesis is very difficult. Testing claims
about science is even more difficult, but test them we must.”11

From this review, it should be clear that since the s (and especially since
the s), the philosophy of science has been a very visible force within philos-
ophy, some might say an overly visible force. For at least eighty years now phi-
losophy of science has been fully established intellectually, socially, and institu-
tionally. Like its parent discipline, the philosophy of science began as an
analytic field that examined the logic, limits, and structure of scientific knowl-
edge. The questions of induction versus deduction, science versus nonscience,
the importance of sensory data, whether scientific knowledge is real or socially
constructed, and how scientific knowledge actually rather than ideally comes
about have been the field’s major contributions. As we will see later in this chap-
ter, the major shortcomings of a philosophical analysis, as was true with the his-
tory of science, has been its resistance to test its own assumptions empirically—
despite the best efforts of philosophers like Hull.

The Studies of Science 15



History of Science. History is the discipline of documenting and contextual-
izing the major events and trends that occur over time. The history of science
documents, describes, and explains the developments of science, from its ori-
gins to its most contemporary forms of expression. It is not hard to understand
that of all the disciplines that examine science, history would be the oldest. In
fact, as George Sarton documents, the earliest known treatises on the history of
science go back to ancient Greece and Syria and have been parts of official na-
tional academies of science since the s.12 For instance, in  Jean E.
Montucla published a two-volume work entitled Histoire des Mathématiques,
and in  Baden Powell published Historical View of the Progress of the Physi-
cal and Mathematical Sciences from Earliest Ages to the Present Time. Shortly
thereafter (), William Whewell’s major work, The History of the Inductive
Sciences, was published. The works of Powell and Whewell, in particular, put
the history of science on solid ground, but it remained an intellectual rather
than social enterprise. Powell, Whewell, and others worked in isolation with no
social or organizational structure, and therefore their work is indicative of the
Isolation stage (see table .).

The second stage of development (Identification) consists primarily of con-
ferences, centers, and departments forming, and for the history of science these
developments started in earnest right around the turn of the century and up
through World War I. The number of scholars and works on the history of sci-
ence had steadily grown by the end of the nineteenth century, such that the first
congress on the topic was held in  as a section of International Congress of
Philosophy in Paris. The first stand-alone international congress for the history
of science took place in , also in Paris. The History of Science Society (HSS)
formed in  in Boston and began holding its annual conferences that year.

Identification occurs when the persuasiveness and charisma of intellectual or
organizational leaders begin to attract students and scholars, who organize the
field. For the history of science, if the intellectual leaders were Powell and
Whewell, the organizational (and intellectual) leader was clearly George Sarton.
He organized the first journal (Isis) as a regular publication outlet, organized
many of the national and international congresses, and formed the leading de-
partment in the field at Harvard. By  there were six universities that granted
the PhD in the history of science: London, Harvard, Cornell, Columbia, and
Wisconsin.13 It would be misleading, however, to paint a picture of the organi-
zation of the field as being mainly an American phenomenon, for many of the
congresses and publications were in Europe rather than the United States.

The third stage of a field’s development is epitomized by the formation of so-
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Table 1.3 The Three Stages of Field Development for History of Science

Stage of 
Development Decades Major Representative Event

Isolation: To 1890s • Some histories of science originated as early as
articles, books  ancient Greece and Syria, and many scientific 

societies in Europe had their own history from 
the 1700s ona

• Jean Etienne Montucla publishes Historie des 
mathématiques, 1758

• Baden Powell publishes Historical View of the 
Progress of the Physical and Mathematical Sci-
ences from Earliest Ages to the Present Time, 
1834

• Publication of William Whewell’s The History 
of the Inductive Sciences, 1837

• Royal Academy of Bavaria begins publication of 
its Geschichte der Wissenschaften in Deutsch-
land, 1864

• William Youmans publishes first history of 
American science, Pioneers of Science in
America, 1896

Identification: 1900– • First congresses of the history of science, as a
conferences, 1930 subsection of the International Congress of 
centers Philosophy, 1900 and 1904

• First International Congress for the History of 
Science, 1929

• History of Science Society (U.S.) starts holding 
annual conferences, 1924

Institutionalization: 1910– • Institutes, museums, and libraries of science 
journals, societies, 1930s and the history of science open all over the 
degrees world, especially in the 1920s and 1930sa

• Isis ( journal) first published, 1912, by George 
Sarton

• History of Science Society forms, 1924 (3,000 
members in 2003)

• Académie Internationale d’Historie des Sci-
ences forms, 1928

• Society for the History of Natural History, 1936
• British Society for the History of Science 

(BSHS) forms, mid-1940s
• Currently dozens of different societies and more

than 100 journals devoted to the history of sci-
ence, technology, medicine, or mathematicsb

aSee Sarton b.
bSee Sarton b for extensive documentation of history of science up to ; for more current infor-
mation, see Web sites in text or links on the BSHS Web site.



cieties and the publication of regular research outlets, namely, journals and pe-
riodicals. Scholars identify with the field and solidify their professional identi-
ties by joining societies of like-minded scholars. In short, the field is institu-
tionalized. By these standards, the third phase for the history of science also
began in earnest in the first decades of the twentieth century, culminating in
 in the first international journal (Isis) devoted to the history of science.
Moreover, the need for organization grew steadily, and by the turn of the cen-
tury most European countries and one Asian country (Japan) had formed soci-
eties for the history of science.

There is no doubt that of all the fields that study science, the history of sci-
ence is the most developed and institutionalized in terms of journals and soci-
eties. As Sarton’s A Guide to the History of Science made clear, by the late s
there were already dozens of journals and many organizations throughout Eu-
rope and the United States devoted to the history of science; the history of a
particular science; or the history of medicine, mathematics, or technology.
Currently there are at least sixteen societies in the history of science (including
history of technology and medicine) and at least fifty-seven different journals
currently being published on the topics of the history of science, technology,
medicine, or mathematics.14

The major intellectual contributions that the history of science has made to
the study of science are its documentation and analysis of both individual sci-
entists and the trends and themes that cut across time. By focusing on the life
and times of individual scientists as well as on the scientific contributions of
cultures, historians of science can paint a rich and complex picture of how sci-
ence emerged in a particular time and place. The history of science contributes
most to our understanding of the specifics of time and place. Historians of sci-
ence, like all historians, document and describe what happened, where it hap-
pened, and often make causal claims about why it happened.

But it is precisely these explanatory systems and claims of causality that re-
quire the most systematic testing to determine their validity and generalizabil-
ity. And yet very few historians do such testing.15 Like many fields of social sci-
ence where experimental manipulation is impossible, historians could test their
ideas by doing correlational analyses to determine the direction and strength of
relations between two or more variables. More important, however, this would
require a different way of thinking about history, and many historians actively
resist the idea that history should be scientific (that is, that their ideas should be
subject to hypothesis testing or that evidence is relevant). To give a flavor of
such a tension, the historian and psychologist of science Frank Sulloway has re-
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ported a review he received to a grant proposal to National Science Foundation
(NSF) on a study on aging and creativity in science. The NSF program director
summarized the thrust of the panel’s criticism of Sulloway’s proposal: “Many
panelists thought that applying a heavy-duty statistical analysis to history is
naive, inappropriate, and even peculiar. Is it really the case that generalizations
in history should be tested with statistics, rather than be tested through a de-
tailed examination of the sources? Some panelists noted that it seemed as if the
Principal Investigator was going back to nineteenth-century beliefs that history
is a science which could uncover laws. Panelists were opposed to such a narrow
view of history.”16

Sociology of Science. To a large extent, the sociology of science developed out
of the philosophy and history of science and the sociology of knowledge. Per-
haps the first major intellectual contribution to the field (stage ) would have to
be William Ogburn’s Social Change from . Ogburn (–) was more
generally interested in social change, but scientific and technological change
played a key role: technological invention is the precursor of cultural change,
which in turn is followed by social disorganization, which in turn is followed by
social and cultural adjustment. One major idea introduced by Ogburn was that
of “cultural lag,” namely, that human behavior lags behind scientific and tech-
nological innovation. He further argued that analysis of social trends would re-
quire large-scale statistical databases (see table .).

But it was not until the mid-s that the founding intellectual works really
began to appear: in  the undisputed intellectual father of the sociology of
science, Robert K. Merton, finished his PhD dissertation entitled “Science,
Technology, and Society in Seventeenth-Century England.” Two years later he
published a chapter in Sociology and Social Research entitled “Civilization and
Culture,” in which he laid bare the need to include knowledge (especially sci-
entific) as a focus of sociological investigation. Moreover, he argued that “civi-
lization” (that is, theoretical knowledge) was more accumulative than “culture”
(values and norms), but progress in the former was not linear.

At the same time (), one of Merton’s mentors, Pitirim Sorokin (–
) published Social and Cultural Dynamics. This work was a massive analy-
sis of the development and evolution of culture and civilization in general, only
part of which was devoted to the development of scientific knowledge. One
main idea put forth by Sorokin was that of locating scientific knowledge less in
the minds of individuals and more in “cultural mentalities” and that the history
of knowledge sees dynamic back and forth between periods. Lastly, another
major work that intellectually put the sociology of science on the map was John
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Bernal’s (–) The Social Function of Science in , which argued for a
Marxist integration of science, philosophy, and society.

The first wave of intellectual formation in the sociology of science came to a
close at the end of the s, reflecting the decline in liberal- (even left-) oriented
political views. With the exception of a review chapter by Merton in  and a
book by Bernard Barber in , there were few major works on the sociology of
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Table 1.4 The Three Stages of Field Development for Sociology of Science

Stage of
Development Decades Major Representative Event

Isolation: 1920s– • William Ogburn publishes Social Change, 1922
articles, books 1950s • R. K. Merton’s PhD thesis “Science, Technology, and 

Society in Seventeenth Century England,” 1935
• Karl Mannheim establishes the field of sociology of

knowledge with publication of Ideology and Utopia,
1936

• Pitirim Sorokin publishes Social and Cultural Dynamics,
1936

• Merton publishes “Civilization and Culture” in Sociology 
and Social Research, 1936, and “The Sociology of 
Knowledge” in Isis, 1937

• John Bernal publishes The Social Function of Science,
1939

• Merton lays out the paradigm for the field in his chapter 
“Sociology of Knowledge,” 1945, in Twentieth Century 
Sociology

• Bernard Barber publishes Science and the Social Order,
1952

Identification: 1960s– • Division for Sociology of Science and Technology in the 
conferences, 1970s International Sociological Association forms, 1966
centers • National Association for Science, Technology, and Soci-

ety (NASTS) forms, 1988
Institutionalization: 1960s– • Three of Merton’s students at Columbia University

journals, societies, 1970s (Stephen and Jonathon Cole and Harriet Zuckerman) 
degrees receive their PhDs between 1965 and 1969; each be-

comes a major figure in sociology of science
• Science Studies ( journal) is founded in 1971 by Roy 

MacLeod and David Edge, later is renamed Social Stud-
ies of Science

• Society for the Social Studies of Science (4S) forms in 
1975 and currently has about 1,000 members



science during the s and s.17 Indeed, in the introduction to Barber’s
book, Merton remarked, “Among the several thousand American sociologists,
not even a dozen report [sociology of science] as their field of primary interest.”
Although Merton focused more on broader sociological issues during the s,
by the early s a compilation of his major papers on the sociology was pub-
lished that truly established the parameters for the field, The Sociology of Science:
Theoretical and Empirical Investigations. To this day it is still the definitive work
outlining the early stages of development of the sociology of science.

By the mid to late s, things began to change dramatically for the sociol-
ogy of science. The political zeitgeist clearly was not only sympathetic toward,
but even demanding of a sociological perspective. Social and cultural forces
were the focus of many scholars, not just sociologists and social psychologists. It
is safe to say that the second stage (Identification) of the sociology of science be-
gan in earnest by the mid-s. It was then that societies and centers began to
form that explicitly investigated sociology of science. For instance, in  the
Division for Sociology of Science and Technology in the International Socio-
logical Association was officially established. By the mid-s the major soci-
ety for the sociology of science, the Society for the Social Studies of Science (S)
formed; it currently has about one thousand members and holds annual con-
ferences in the United States and in Europe. In terms of first degrees that were
granted in the sociology of science, three of Merton’s students received their
PhDs in sociology of science at Columbia University and went on to be major
figures in codifying the field: Harriet Zuckerman in , Stephen Cole in
, and Stephen’s brother Jonathan Cole in .

The sociology of science is somewhat unusual in that stage  and stage  (In-
stitutionalization) occurred more or less simultaneously, both happening dur-
ing the s and s. Moreover, once the field became more established, it
also incurred a bit of a name change and merged with the more general science
studies field labeled “Science, Technology and Society” (STS). In  another
society formed that is devoted to sociology of science concerns, namely, the Na-
tional Association for Science, Technology, and Society (NASTS). More for-
mally, as of  there are at least thirty departments in STS in North America
(with four of these thirty being more in philosophy and history than sociol-
ogy), eight in Europe, and a handful in Asia and Australia.18 In  the major
journal for the field, Science Studies, was founded by Roy MacLeod and David
Edge. With this development, coupled with departments, societies, and de-
grees, the institutionalization of the sociology of science was complete.

One of the field’s earliest and most consistent contributions concerns the
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analysis of “multiple discoveries,” namely, the historical cases where more than
one person independently hits upon a particular scientific or mathematical in-
sight at the same time. For the sociologist such a phenomenon is of utmost im-
portance because it suggests the individual is rather unimportant; what matters
most is the social-cultural context. Merton, for instance, writing in , was al-
ready quoting work from  by Babcock and Pierce, who wrote of the “syn-
chronism of inventions,” which “shows that the individual man is of less im-
portance in invention than his environment.”19 Viewing social and cultural
factors as primary and individual and psychological factors as secondary or
even tertiary is a relatively common attitude among sociologists—more of
which will be discussed later in the chapter.

Three Mertonians, Zuckerman and the Cole brothers, have made perhaps
the single biggest contributions to the field. Jonathan and Stephen Cole wrote
one of the definitive books for the field entitled Social Stratification in Science in
, in which they argued for institutional and social forces being the pre-em-
inent factors behind the reward system ( jobs, promotions, prizes, and awards)
in science. As they write in their preface: “This book examines several aspects of
a single basic question: is the stratification of individuals in science based upon
the quality of scientific performance, or does discrimination obtain in the
processes of status attainment?” Their answer is both matter, but science
(physics at least) is mostly meritocratic, with quality being the prime predictor
of status. However, pedigree, training, mentorships, and prestige of institution
do also matter. For instance, following the lead of their mentor Merton, Cole
and Cole analyzed “cumulative advantage” (the Matthew Effect), in which re-
ward and recognition early in one’s career snowballs and has a cumulative effect
throughout one’s career. As the saying goes, and it is not restricted to econom-
ics, “the rich get richer, and the poor get poorer.” The Coles’ overall conclusion
is a complex one: science is more meritocratic than most any other institution,
but at the same time it is not the ideally rational system it might claim to be.
Gender, race, age, religion, and institutional affiliation do affect, often in a cu-
mulative way, the reception and impact awarded to any particular scientific
idea or discovery. It would be naive to think otherwise. This being said, Cole
and Cole conclude “that the single most important variable in influencing the
distribution of rewards is the quality of one’s work as it is perceived by col-
leagues.” It is when two works are roughly equal in quality that extrascientific
traits matter most.20

Harriet Zuckerman first published Scientific Elite in  in which she ana-
lyzed “the Nobel laureates in the United States, the Nobel Prize as an institu-
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tion, and the stratification system in science.”21 Zuckerman’s conclusion is not
quite as meritocratic as the Coles’, arguing that extrascientific (that is, demo-
graphics, mentoring, and pedigree) factors matter quite a bit in the reward sys-
tem of science. For instance, concerning the religious origins of American lau-
reates,  percent are Protestant,  percent are Jewish, and  percent are
Catholic, and these figures compare to base-rates in the population of  per-
cent,  percent, and  percent, respectively. So the overrepresentation of scien-
tists from Jewish backgrounds and underrepresentation of scientists from
Catholic backgrounds is quite obvious in the scientific elite. One somewhat
surprising finding of Zuckerman, however, is the fact that productivity of sci-
entists after winning the Nobel Prize almost always declines as the nonscientific
demands on their time increase dramatically.22

Psychology of Science. Recall that stage  (Isolation) involves major intellectual
works being published before the institutionalization of the field. For psychol-
ogy of science, this period could be dated as having started in the s and last-
ing up until the s. Although Francis Galton wrote the first book that may
be considered to explore questions of a psychology of science (English Men of
Science, ), it was Stevens who coined the phrase in the s. These works,
however, did little to jumpstart the field and it was not until the s that more
systematic works on the psychology of science began to appear (see table .). In
particular, Anne Roe’s classic work, along with that of Raymond Cattell, fore-
shadowed the burst of research on psychological attributes of scientists that oc-
curred in the early s. In general, studies in the s placed a heavy em-
phasis on creativity in science. In fact, it would be more appropriate to view
these works as dealing with the psychology of scientific creativity rather than
the psychology of science, but nevertheless they demonstrated quite clearly the
importance of psychological factors (developmental, personality, motivational,
and social) behind scientific achievement and creativity. In addition, Maslow
published a book in  with the title The Psychology of Science, in which he ar-
gued for expanding the scope of traditional mechanistic, reductionistic views of
science to include a broader, more humanistic, and psychological conceptual-
ization of science. Finally, a precursor to the entire discipline of cognitive psy-
chology of science can be seen in Herbert Simon’s  chapter on scientific
discovery and the psychology of problem solving.23

But the s and s were a false start for the psychology of science. Dur-
ing the s there was a decline in research on the psychology of science, and
few major works were produced on the topic. One exception was a conceptual
article by Singer, who pointed out that although a new “science of science” was
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a nascent discipline as far back as the s, “some  years have passed, and we
do not as yet have a developed, self-conscious discipline of a science of science.
We are now, however, in a better position to anticipate its arrival.” Another ex-
ception from the s was the first major review of the field by Rudolf Fisch.
Toward the end of the decade Fisch echoed Singer’s concern and opened his re-
view by pointing out the disparate and unsystematic nature of investigations
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Table 1.5 The Three Stages of Field Development for Psychology of Science

Stage of 
Development Decades Major Representative Event

Isolation: To 1980s • Francis Galton publishes English Men of Science, 1874
articles, books • S. S. Stevens publishes first attempts at identifying 

psychology as a metascience, 1936, 1939
• Abraham Maslow publishes the first book entitled 

Psychology of Science, 1966
• Rudolf Fisch publishes first bibliography on the psy-

chology of science, with more than 300 references, 
1977

• Michael Mahoney publishes “Psychology of the Sci-
entist” in Social Studies of Science, 1979

• Dean K. Simonton publishes Scientific Genius: A Psy-
chology of Science, 1988

• “Memphis Group” (Gholson, Shadish, Neimeyer, 
and Houts) edits Psychology of Science, with chapters 
by numerous psychologists reviewing literatures in 
many different topics

• Review of field is published by Gregory Feist and 
Michael Gorman, 1998

Identification: 1980s– • Conference, “The Psychology of Science,” Memphis 
conferences, State University, 1986
centers • Gregory Feist receives one of the first PhDs granted 

on the topic at University of California, Berkeley, 
1991

• Conferences on “The Cognitive Basis of Science” 
held at Rutgers University (1999) and University of 
Sheffield (2000); a book by same name is published 
in 2002

Institutionalization: Not yet n/a
journals, societies, 
degrees 



into the psychological attributes of scientists. He concluded his review pes-
simistically: “Having now reviewed the field, it is lamentably clear that basic
concepts are diffuse and contradictory, and rarely become common to several
investigations. For this and other reasons, results cannot really be compared,
and little scholarly cumulation has resulted.” In another review of the litera-
ture, just two years later, Mahoney reached similarly pessimistic conclusions
about the state of the field.24

Since the early to mid-s there has been a steady surge in works devoted
to the psychological underpinnings of science.25 One such work was a small
volume by Sonja Grover who was inspired by Mahoney, T. Kuhn, and Feyer-
abend. Her main thesis is that science is a function of subjective and nonra-
tional (intuitive, imaginative, and creative) processes more than rational ones,
and therefore a psychology of the scientist is required if we are to understand
the scientific process, including the justification and empirical testing stages.
There were conferences in  at Memphis State University (now University
of Memphis) and a panel discussion (with Feist, Simonton, Shadish, Fuller,
and Gorman) at American Psychological Association’s annual conference in
. These were followed by two conferences on “the cognitive basis of sci-
ence” in  (Rutgers, N.J,) and  (Sheffield, U.K.) and a panel on the psy-
chology of science at the International Congress of Psychology in Stockholm in
. Together, the events that began in the mid to late s led Shadish,
Fuller, and Gorman in  to proclaim that the “psychology of science has fi-
nally arrived.” The edited book that resulted from the conference by the
“Memphis Group” (Gholson, Shadish, Neimeyer, and Houts) was an impor-
tant development for the psychology of science: “Substantively, psychological
contributions to science studies are increasing in frequency and quality. Socio-
logically, psychologists are beginning to identify themselves as interested in the
topic. But much work needs to be done if the psychology of science is to
achieve its potential. In the present book, I plan to further this agenda—to ex-
amine the history of and justification for a psychology of science, to outline its
possible content and methods, to document some of its accomplishments and
its potential, and most of all, to intrigue and encourage fellow psychologists to
bring their expertise to bear on the study of science.”26

For instance, in their opening chapter, Shadish, Houts, Gholson, and Nei-
meyer proposed a systematic set of problems for the psychology of science. The
two dimensions, “domains of psychology” and “dimensions of scientific work,”
were each composed of multiple categories and when combined created at least
ninety distinct problem areas for a psychology of science. For example, the do-
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mains of creativity, cognition, personality, motivation, and social psychology
could be combined with dimensions of scientific work, such as career choice,
problem selection, question generation, and obtaining funding. Moreover, the
chapter by Houts outlined many different empirical and theoretical questions
from the history, philosophy, and sociology of science that can and should be ad-
dressed by psychologists. One goal of the Memphis Group was to expand psy-
chology of science beyond its three main topics of personality, creativity, and cog-
nition and apply it more generally to most any problem within psychology.27

Dean Keith Simonton expanded his chapter for the Memphis conference
into a book entitled Scientific Genius: A Psychology of Science. Influenced by
Darwin and D. T. Campbell, Simonton furthered his theory that creativity is a
Darwinian chance configuration process, with highly creative people being
able to produce a high number of ideas, some of which “hit” and some of which
“miss.”28 As a graduate student, I was quite inspired by the books by Simonton
and the Memphis Group, and the current book can be seen as a direct out-
growth of that inspiration.

Even more indicative of the growth of the psychology of science than the in-
crease in works explicitly devoted to the topic has been the explosion of works
implicitly devoted to the psychology of scientific thought and behavior. Leading
the way have been the developmental psychologists. For instance, the develop-
mental psychologist Deanna Kuhn is a perfect example of a psychologist of sci-
ence who may not explicitly identify with the field. She has put forth one of the
most systematic and impressive research programs on the development of scien-
tific reasoning, addressing questions like what is the essence of scientific reason-
ing and when and how it develops. Similar implicit psychology of science comes
from the work of such developmental psychologists as Alison Gopnik and Eliz-
abeth Spelke, who investigate how conceptual knowledge of the physical and so-
cial world develops in infants. As I demonstrate in chapter , although these de-
velopmental programs of research are very much implicit scientific thinking,
they nonetheless are very much part of the psychology of science.

One could legitimately ask, “Were the s another false start?” given that
some of the excitement of the late s and early s has dissipated. Al-
though Feist, Simonton, and cognitive psychologists (Tweney, Klahr, Gorman,
K. Dunbar, and so on) have continued to publish regularly on the topic, others
have actively or passively left the field. My own evaluation of where the field
stands is in the transition between stages  (Isolation) and  (Identification).
More psychologists than ever before are doing work on the psychology of sci-
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ence, broadly and narrowly defined, but quite a few of these scholars are only
implicitly identified with the psychology of science. Since the s intellectual
works have been appearing, and since the late s there have been some early
signs of identification, with more and more psychologists identifying with the
field. There are some researchers who have a core group of students (for exam-
ple, Tweney, Gorman, Klahr, D. Kuhn, and so on) consistently investigating
cognitive and developmental processes in the formation of scientific knowl-
edge. Full development of stage  (Identification), however, requires centers or
departments dedicated to the psychology of science, as well as graduate degrees
and regular conferences. None of these yet exist with enough regularity to claim
the psychology of science is fully into the Identification stage of its develop-
ment. One goal of this book is to spur on some of these developments toward
explicit identification of the field.

The Reaction of Other Metasciences 

to the Psychology of Science

My objective in this chapter is to examine why the psychology of science has
been relatively slow in getting established and how it might learn from the
process by which other studies of science developed. History, philosophy, and
sociology of science, however, have also played an active role at times in slowing
the development of the psychology of science because some scholars in these
other areas have not always been accepting of a psychological perspective.

Historians of science traditionally have not been much concerned with the
general psychological traits and motives involved in the history of science. Ever
since Whewell, many historians have documented and described the major
events and trends in the history of science, and some, of course, have docu-
mented the lives of particular scientists, delving into psychological forces. But
on the whole historians have not moved beyond narrative histories of individu-
als’ lives; they have generally avoided “psychologizing” about individual scien-
tists or even samples of scientists. Yet psychological forces—concept develop-
ment, motivation, ambition, creativity, imagination, and so on—are implicit
in much of this history of science. Historians view these aspects at a cultural
rather than an individual level. Moreover, as discussed above with Hull’s com-
ments about philosophers, Sulloway has argued that historians often actively
resist a fundamental tool in the psychologist’s arsenal, namely, hypothesis test-
ing, believing instead that their analyses are narrative explanations that neither
require nor can make use of testing and evidence.29
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My response to such conflicting perspectives is to point out that studies of
science are not in a zero-sum game with one another; one must not win at the
other’s expense. These are complementary, not contradictory, perspectives. In-
deed, there have been historians who have begun to look at history of science by
integrating psychological methods and ideas. There are, in addition to Sul-
loway, Arthur I. Miller, who argues for the power of visual imagery in the his-
tory of scientific creativity, and Gerald Holton, who argues for the role of psy-
chological forces in scientific discovery (in contrast to scientific justification
and knowledge per se). In addition, the mutuality of psychological and histor-
ical perspectives is evidenced by a number of psychologists who have developed
the field of “psychohistory” and have conducted detailed psychological analyses
of major figures in the history of science.30

Historically, philosophers of science have probably been more actively dis-
dainful than historians of the psychological perspective in the study of science.
This disdain is perhaps nowhere seen more clearly than in Popper’s arguments
against “psychologism.” Here we get to Popper’s real concerns of introducing
psychological factors into the analysis of science. “The initial stage, the act of
conceiving or inventing a theory, seems to me neither to call for logical analysis
nor to be susceptible of it. The question of how it happens that a new idea oc-
curs to a man—whether it is a musical theme, a dramatic conflict or a scientific
theory—may be of great interest to empirical psychology; but it is irrelevant to
the logical analysis of scientific knowledge.”31

Taken at face value, Popper is making an important distinction, one first
made by Hans Reichenbach in . On one hand, Popper is arguing that sci-
ence as a product must be evaluated completely independently of the psycho-
logical, social, and historical context. Personalities, historical contexts, and so-
ciological influences are irrelevant to the evaluation of a scientific idea. On the
other hand, he implies that science as a process is precisely the topic of psycho-
logical, social, and historical analysis. Of course the stage of inspiration and cre-
ativity is not amenable to logical analysis, for the process itself is intuitive and
implicit. Popper was perfectly correct to point this out, but the distinction and
boundary between process and product is not quite as clean as the philosophers
would have us believe.

By making this distinction between product and process, it would appear
that Popper was amenable toward a psychological perspective if it focused on
process rather than product. Later writings, however, made quite clear that
Popper had no sympathy for a psychological (or historical or sociological) per-
spective under any circumstance. In , for instance, T. Kuhn wrote a cri-
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tique of Popper’s work, entitled “Logic of Discovery or Psychology of Re-
search?” in which he critiqued some of Popper’s most basic assumptions. The
sparks really started to fly when the issue of logic versus psycho-logic arose, the
essence of Kuhn’s chapter. For Popper, logical analysis is absolutely paramount
and any evaluation of scientific theory must be limited to either logical or em-
pirical criteria. Kuhn, on the other hand, argued that Popper has provided not
a logic of knowledge but rather an ideology of knowledge and that there are
forms of scientific knowledge to which logical analysis does not apply. “Already
it should be clear that the explanation must, in the final analysis, be psycholog-
ical or sociological. It must, that is, be a description of a value system, an ideol-
ogy, together with an analysis of the institutions through which that system is
transmitted and enforced. Knowing what scientists value, we may hope to un-
derstand what problems they will undertake and what choices they will make
in particular circumstances of conflict. I doubt that there is another sort of an-
swer to be found.”32

In a response to Kuhn’s chapter, Popper stated with surprising frankness his
disdain and even abhorrence of psychological, historical, and sociological
analyses of science:

In fact, compared with physics, sociology and psychology are riddled with fashions,
and with uncontrolled dogmas. The suggestion that we can find anything here like
“objective, pure description” is clearly mistaken. Besides, how can the regress to these
often spurious sciences help us in this particular difficulty? Is it not sociological (or
psychological, or historical) science to which you want to appeal in order to decide
what amounts to the question “What is science?” or “What is, in fact, normal in sci-
ence?” For clearly you do not want to appeal to the sociological (or psychological or
historical) lunatic fringe? And whom do you want to consult: the “normal” sociolo-
gist (or psychologist, or historian) or the “extraordinary” one?

This is why I regard the idea of turning to sociology or psychology as surprising. I
regard it as disappointing because it shows that all I have said before against sociolo-
gistic and psychologistic tendencies and ways, especially in history, was in vain.

No, this is not the way, as mere logic can show; and thus the answer to Kuhn’s
question “Logic of Discovery or Psychology of Research?” is that while the Logic of
Discovery has little to learn from the Psychology of Research, the latter has much to
learn from the former.33

Such unbridled defensiveness and dogma are truly surprising, if not shock-
ing, coming from such a sharp and luminary mind as Popper’s. In one fell
swoop he dismisses three major fields of investigation as “lunatic fringe” and as
having nothing to offer logic and philosophy, ignoring all the while his own
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distinction between the process and product of science. “Logic, logic, and
nothing but logic!” Popper seems to be shouting. By his own admission, he was
very much at home in logic and biased against emotional and subjective expe-
rience: “The whole experience, and especially the [question of whether Marx-
ism could ever be scientific] produced in me a life-long revulsion of feeling.”34

This aversion to the social science perspective lasted to the end of his life.
Speaking at the University of California at Berkeley in  and when asked
about Kuhn’s criticism of his work, Popper retorted “sociologists are low on the
totem pole of science and try to boost themselves up by studying real scien-
tists.”

This conflict between Popper and Kuhn can be resolved relatively easily: not
only does Popper focus on product and Kuhn on process, but they are debating
different aspects of scientific behavior. Popper is more concerned with the nor-
mative and prescriptive question of how science should be carried out, and
Kuhn is more concerned with the descriptive question of how science is carried
out. More recently philosophers of science have indeed begun to be more de-
scriptive and naturalistic as well.35

Another source of conflict between historians and philosophers of science on
the one side and the psychologists of science on the other has been attitudes to-
ward testing one’s own theories of science, that is, toward evidence and hy-
pothesis testing.36 As Hull has pointed out, philosophers are not trained in ex-
perimental and statistical methods and do not see their work as one that
requires evidence or involves formal or statistical testing. That is not even what
philosophers are supposed to do; their analysis is and always has been logical
and conceptual, not empirical. Psychologists, in contrast, are trained in experi-
mental and statistical methodology and view evidence and hypothesis testing as
both necessary and self-evident. So an inherent tension between these perspec-
tives was bound to arise.

More surprising, if for no other reason than that they both are social sciences
and empirically based, has been the hostility of sociologists toward a psycho-
logical perspective. Two major figures, the Cole brothers, wrote the following
in their book Social Stratification in Science: “Perhaps the most important con-
tribution of the sociology of science has been its challenge to the psychologistic
view of scientific development. This view holds that science moves forward as a
result of the idiosyncratic creativity of isolated geniuses. The sociological per-
spective sees scientific ideas as a creation of individuals within a community.”37

Here, in an early founding work on the sociology of science, two leading
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thinkers see the thrust of sociological perspective as a direct challenge and con-
tradiction to the “psychologistic view of scientific development.” The opposing
perspectives on the individual and the group or community are presented as
conflicts between the psychological and sociological perspectives on science
rather than two legitimate and worthy perspectives on the same phenomenon.

Starting perhaps with the phenomenon of multiple discoveries, the move-
ment to denigrate the individual and psychological factors reached a crescendo
with social constructivism beginning in the s and continues to this day.
The defining tenet of social constructivism is that science is nothing but socially
and group-constructed knowledge and therefore the individual is the wrong
level of analysis. In fact, social constructivists go so far as to argue that the ad-
jective “social” is meaningless because no scientific behavior is anything other
than social. Although the denigration of the individual’s importance is seen
most clearly in social constructivists, to some extent it is inherent in the socio-
logical perspective in general.38

From the perspective of psychology, and in particular a psychology of sci-
ence, the denigration of the individual is misguided. That people become inter-
ested in science and make creative contributions may be the position of sociol-
ogists and historians of science; but that particular individuals do so is the
position of psychologists of science. To understand why one person does and
another person does not become a scientist requires a psychological perspec-
tive. Personality, temperament, motivation, cognitive ability, intelligence—all
characteristics of the individual—do matter in determining who will be inter-
ested in science and, of those, who will be more likely to make creative contri-
butions. There is no doubt that it is often the creativity of the individual that
drives most innovations. The group, as Einstein often vigorously pointed out,
cannot be given priority over the individual. Pretending that individuals are
simply interchangeable pawns and to be understood only as players at the
mercy of larger social and institutional forces with no individual differences to
speak of is naive at best and dangerous at worst. Of course, individuals exist
only in social groups, but to argue that an understanding of the psychological
factors behind the individual is irrelevant is simply narrow and disciplinocen-
tric (that is, the inherent tendency to believe that one’s discipline is the best way
of analyzing a phenomenon).

Just as is true of Popper’s antipsychologism, the sociological and psychologi-
cal views are not zero-sum games. They are not mutually exclusive but rather
different ways of looking at and contributing to an understanding of the same
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phenomenon. More important, although disciplinocentrism is still quite evi-
dent, it is also clear that since the s the distinctions between history, phi-
losophy, sociology, and psychology of science have become increasingly blurred
as each borrows from and is influenced by the other. As these fields develop,
they become inherently more interdisciplinary. Philosophers like Kantorovich
and Hull, historians like Miller and Sulloway, and sociologists like Fuller have
all taken psychological perspectives in their own analysis of scientific thought
and behavior. Also, psychologists like Simonton have combined philosophical,
historical, and sociological perspectives with their psychological training. One
conclusion is clear: we need all studies of science to fully understand the nature
of science.

THE CONTRIBUTIONS OF A PSYCHOLOGY 

OF SCIENCE

Psychologists have developed sophisticated theoretical models and empirical
strategies for studying behavior and thought, and scientific behavior and
thought are simply part of a more general human psychology. From the brain
structures involved with recognition of and reasoning about physical, mathe-
matical, biological, and social phenomena, to the development of mathemati-
cal and scientific reasoning, to confirmation bias and creative problem solving;
from personality traits that predict scientific interest and achievement, to the
influence of groups and laboratories—all of these topics are relatively well-
developed lines of psychological research and form the core topics of a psy-
chology of science. More important, scientific thought and behavior provide
insight into a very core dimension of human nature: observation, pattern rec-
ognition, expectation and theory construction, hypothesis testing, and causal
thinking, not to mention intuition, imagination, and creativity. Scientific inter-
est, thought, and behavior provide an excellent testing ground for our most ba-
sic principles of human behavior. Psychology simply cannot afford to ignore
one of the most important human activities, one that has transformed the very
world we live in. Studying the scientist will force psychological theories into an
important new domain, leading to changes in psychological concepts. In short,
because scientific thought and behavior are among the most recent and com-
plex of human capacities, understanding it will move forward our understand-
ing of what humans are capable of at their best.

The other metasciences—philosophy, history, sociology (and more recently,
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anthropology)—are trying to supply their own answers to psychological ques-
tions concerning conceptual change, theory choice, and motives and personal
styles of scientists. The two oldest studies of science, history and philosophy,
are not empirically based. Psychology, along with sociology, is inherently em-
pirical and therefore will not simply propose ideas about scientific thought or
knowledge or historical development but will test its models of scientific
thought and behavior against empirical evidence. Psychology, however, is the
only empirical study of science that also makes uses of the experimental
method (that is, manipulates variables and randomly assigns participants to
conditions). Moreover, it is the only metascience to combine empiricism with
an examination of the individual, and in doing so it includes the biological,
neuroscientific, sensory, developmental, cognitive, personality, and social fac-
tors behind scientific thought and behavior.

In addition to the pure, theoretical, and methodological reasons why the
psychology of science can contribute to the science studies field, there are ap-
plied ones as well. Teachers and parents stand to gain a much better under-
standing of the conditions that foster scientific interest and talent once psy-
chologists advance our understanding of the psychological (developmental,
personality, cognitive, social, and neuroscientific) underpinnings of scientific
thought and behavior. A more fully developed psychological understanding of
science is already leading to improvements in pedagogy, both for those who will
become scientists and for those who need to understand science in order to be
informed citizens (that is, politicians in charge of budgets). Along similar ap-
plied lines, by understanding the actual psychological processes behind science,
and in particular the best science, perhaps a psychology of science can have a
loud and clear voice about selection criteria for potential graduate students and
faculty (see chapter ). Psychological assessment and testing can aid in the iden-
tification of young people who might be our best scientists of the next genera-
tion, but we need empirical evidence for the predictive validity of such mea-
sures. A well-developed psychology of science can provide such evidence.

It is of utmost importance to understand the history of science, the philoso-
phy of science, and the sociology of science. Historical, philosophical, and so-
ciological perspectives are required, and each can bring its own unique contri-
butions to the study of science. Scholars in those disciplines have been working
systematically toward an understanding of science for forty to one hundred
years. Psychology has learned too much about scientific thought and behavior
for it not to develop its own voice and inform these other studies of science.
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INTEGRATING THE PSYCHOLOGY OF SCIENCE

AND ORIGINS OF THE SCIENTIFIC MIND

One could argue that the two major themes addressed in this book—the psy-
chology of science and the origins of the scientific mind—are separate and dis-
tinct enough to warrant separate books. Although there is some truth to this
view, I see real benefits to bringing them together in one book, not least of
which is that when considered together they will provide a wider perspective
for how scientific thinking came to be at the species level, which in turn in-
forms us of how it develops in individuals. The inverse is also true: knowledge
of how scientific thinking develops in individuals provides clues for how it may
have developed in our species. Indeed, it is not difficult to see how the book’s
themes are connected if one thinks about the related concepts of recapitulation
and levels of analysis.

Recapitulation is the idea that ontogeny and phylogeny are related processes.
Developmental processes that occur at the species level are occasionally re-
flected at the individual level and vice versa (recapitulation). This principle
holds true for the development of scientific thinking. If we want to fully un-
derstand how and why scientific thinking is possible in individuals, then we
must study its development at the species level. 

Moreover, human behavior can and should be examined on different levels
of analysis. In the s, an anthropologist (Clyde Kluckholm) and a psycholo-
gist (Henry Murray) wrote that everyone is () like all other people, () like
some other people, and () like no one else.39 These three levels correspond to
the species, the group, and the individual, respectively. The psychology of sci-
ence as presented in part  deals primarily with the individual and group levels
of analysis, whereas the origins of the scientific mind as presented in part  fo-
cus on the broader species level perspective (“like all other people”). 

In figure ., I present a general conceptual diagram summarizing the major
evolutionary-historical (external) and psychological (internal) factors that lie at
the foundation of scientific interest, talent, and achievement.40 Evolutionary
theory has proved a useful theoretical foundation insofar as the human brain is
both a product of evolutionary forces and is responsible for all human thought,
including science. Evolutionary forces have shaped the human brain to be bi-
ased toward certain categories of information processing and knowledge, for
example, people, objects, plants, animals, number, and language (see chapter
). These categories of knowledge in turn have become domains of science (so-
cial, physical, biological-natural history, and math). Simply put, the domains
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of science that exist today are not arbitrary but rather fall along evolved do-
mains of knowledge.

The major environmental forces presented in figure . consist of distant
(evolutionary and historical) as well as proximal (familial-genealogical and cur-
rent situation) influences. To develop a full and complete understanding of in-
dividuals, groups, and the species, one needs to have an appreciation of the evo-
lutionary influences that have produced the unique traits and abilities of our
species; the historical and cultural events of our more recent cultural evolution;
the specific family genealogy of the individual; and finally, the current situation
the person finds him or herself in at any given moment. For instance, the three
major stages of human cognitive evolution discussed in chapter  go a long way
in explaining how we went from ancestral hominid thinking to modern human
thinking capable of symbolic abstraction and science. In addition, each of the
four prehistoric and historic phases of science discussed in chapter  shed light
on the origins and development of, first, implicit “folk” science and, then, ex-
plicit and modern scientific thinking.

External environmental forces causally act on the individual and all of his or
her biological-genetic, developmental, cognitive, personality, and social pro-
cesses. For instance, evolutionary and genealogical factors directly contribute
to one’s genotype, which make up, among other things, each person’s central
nervous system in all its neurochemical and neuroanatomical uniqueness. The
variability in biological structures contributes to temperamental differences in
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infancy and early childhood, which in turn become the foundation for individ-
ual differences in intelligence and adult personality.41 Some creative people 
develop talents in particular domains, be they social-psychological, physical-
spatial, numeric-quantitative, or biological-natural history. Being thing- or
people-oriented starts different people down different paths of science, namely,
physical or social. Children are inherently incipient scientists and construct im-
plicit domain-specific and domain-general theories of their social, physical, bi-
ological, and quantitative worlds. Self-image, personality, and demographic
forces (gender, birth order, religious background, and immigrant status, for ex-
ample) influence scientific interest as well. The earlier a child shows an interest
in and talent for science, the more likely that person is to have a creative and
productive career. Scientific creativity and productive achievement change over
the life course, with peaks generally occurring twenty years or so into one’s ca-
reer. One’s ability to use metaphor and analogy, to separate and coordinate the-
ory and evidence, to systematically test hypotheses, to think complexly, to solve
problems intuitively and by working forward each facilitate scientific reasoning
and creative problem solving. Moreover, people with a certain cluster of traits,
such as intelligence, openness, introversion, confidence, and independence,
have lower thresholds for developing interest in and talent for science. Lastly,
social and group forces (parents, teachers, mentors) lower thresholds for scien-
tific interest and talent as well and depending on their structure, make interest
and talent either more or less likely.
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Chapter 2 Biological

Psychology of Science

37

The reasoning behind this chapter on the biological psychology of sci-
ence stems from two basic observations. First, I start with the most
fundamental, if not obvious, of observations: the brain controls al-
most every single behavior we exhibit—from breathing to writing a
symphony (the only exception is reflexes). If we want to understand
any aspect of human behavior, we must start with the brain. Second,
contrary to what some think is true, our genotype is not our destiny
but rather our starting point. That is, what happens between the for-
mation of the genotype and the expression of phenotype is experience,
and genotype and experience together influence phenotypic out-
comes. Indeed, it is now quite clear from research on genetics (more
specifically epigenetics) and neurogenesis (the development of neural
structures) that the environment and experience can and do change
gene function without changing gene sequence. Just to provide one
example: one identical twin might develop Alzheimer’s disease and
the other might not, although they both have completely identical
genotypes. Something environmental must explain the difference.
Moreover, neuroscience is now demonstrating how experience plays



an absolutely vital role in the formation of neurons as well as the number and
density of neural structures. The best way to put this general argument is that
our genes and brain structures are simultaneously “hardwired” and flexible or
“plastic.” Variability in our genotype does lead to variability in brain processes
and structures, but so, too, does variability in our environment. The more we
understand of genetics and neuroscience, the more we come to see the power of
the environment in molding and shaping our biological systems, most promi-
nent of which are genes, neurons, and brain structures. The flexibility of hu-
mans to learn virtually whatever our environment throws at us may be related
to such genetic and neural malleability and may be, when all is said and done,
the signature trait of the human species.1

The study of scientists per se is not required for a biological psychology of
science, for much of scientific thinking is in fact implicit and stems from basic
neuroscientific processes. The “implicit biological psychology of science” is in-
deed a rich and exploding domain of investigation due mostly to its connection
with two major revolutions in science over the last ten to fifteen years, namely,
genetics and neuroscience. To be clear: the genetic and neuroscientific founda-
tions of human thought are not specific to scientific thought. But specific do-
mains of mind (especially the social, physical, natural-historical-biological, and
mathematical domains) are the origins of the systematic and formal physical,
biological, and social sciences that exist today (see part ). To the extent that
current genetic and neuroscientific research sheds light on these cognitive facil-
ities, they shed light on foundations of higher human cognitive functioning,
including scientific reasoning, problem solving, and creativity.

BEHAVIORAL GENETICS AND INTELLIGENCE

Behavioral genetics is the best method for acquiring knowledge of the genetic
basis of intelligence and behavior. Because genes build proteins and proteins
make up each structure of the body, including the nervous system, and given
temperamental differences between people in how they respond to every kind
of stimulation, an understanding of some of the fundamental principles of ge-
netics is necessary before attempting to elucidate why different people have
different skills and talents, including scientific.2

Principles of Genetics

The “central dogma of molecular biology” (as coined by Francis Crick) is that
genes code for proteins and that is all. More specifically, every string of three
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base-pairs (triplets or codons) in the gene codes for a particular amino acid, and
these chains of amino acids are particular proteins. The corollary to this is that
the journey from gene to behavior is never direct. Genes build proteins, some
of which form enzymes, some of which form neurotransmitters, some of which
form neurons. The pathway from gene to amino acid to protein to neurotrans-
mitter to neuron to brain region to behavior is long and complex. Genes do not
cause behavior—they simply build proteins. Similarly, what happens to us
during development influences how genes get expressed. The fact that the path
from genotype (gene) to phenotype (trait) is not immutable is captured by the
new subfield of genetics called “epigenetics,” that is, how events after concep-
tion alter gene expression without any change in gene structure or DNA struc-
ture.3 The field of epigenetics has been bolstered by the recent findings that
heritable gene function can be changed by such environmental events as ma-
ternal diet or exposure to carcinogens. Genes are not our destiny; they are just
the starting point.

Another principle, and perhaps the most commonly misunderstood princi-
ple in popular culture about genetics, is that individual differences between
people are more a result of genes having different forms (alleles) than they are of
someone having a particular gene or not. In terms of existence of genes, every
human is about . percent genetically the same as every other.4 It is simply
not true that someone has “the gene” for something and others do not. Rather
it is the form of genes that varies between individuals, a phenomenon known as
“polymorphism.” It may simply be that one version of a gene leads to one ex-
pressed trait (red petal in a flower), whereas another version of that gene results
in a different form of that trait (white petal). What often differs from one allele
to another, and hence one individual to another, is the number of repeating se-
quences of a particular base-pair motif, otherwise known as “short-tandem re-
peats” (STR). For instance, one person may have twenty-six repeats of the
ATGT base-pair sequence in a particular location of the gene and someone else
may have thirty-five repeats of that sequence in that location. It is variability in
the number of repeats in an STR that leads to different amino acids being built
and hence different forms of the protein being made. These differences in pro-
teins ultimately lead to differences in the phenotypic trait, whether physical or
psychological.

A related principle is that very few phenotypic traits are the result of one
gene. Single gene transmission is what classic Mendelian inheritance is all
about, but as it turns out, most traits are more complex and the result of many
genes. Only traits that have a few distinct categories, such as hair or eye color,
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are the result of single genes. Most traits, and certainly all psychological traits,
are the result of many dozens or hundreds of genes, a phenomenon known as
“polygenic transmission.” The implication here is that any one gene will ac-
count for only a very small amount of the variability in any given trait. In
essence, any trait that is expressed in a normal bell-shaped distribution—with
a few people having a little or a lot of the trait and most having an average
amount of it (like weight or extroversion)—is a result of many genes. These
traits are known as “quantitative traits.” The genes that are responsible for a
particular quantitative trait are not usually found on one chromosome but
rather randomly on many different ones. These gene locations are known as
“quantitative trait loci” (QTL). New techniques have been devised that com-
pare statistically the association between QTLs and particular traits. In simple
terms, this technique is a helpful first stab at uncovering genetic influence on
behavior because it narrows the locations on chromosomes where target genes
may be. These QTLs, then, provide a sense of where the “candidate genes” for
a particular trait may be. QTLs, however, do not tell us which specific genes are
associated with which specific traits. Once the locations are narrowed down,
more direct molecular genetic techniques can be applied to uncover the actual
genes involved.

The connection between genes and brain size and structure is long but di-
rect. Recently neuroscientists have reported that about  percent of the vari-
ability in brain volume is genetically influenced.5 The brain is made up of tril-
lions of nerve cells, both white (myelin) and gray matter (neurons), which
cluster into numerous brain structures. How brain structures differentiate from
the neural tube is primarily due to genes, and by all recent accounts, neural de-
velopment is an incredibly dynamic and complex process. Moreover, there are
hundreds of neurochemicals active in transmitting signals between neurons.
Neurons and neurochemicals are of course made up of proteins, which are a di-
rect result of genetic coding. Individual differences in structure and efficiency
of these neural structures and neurochemicals must by necessity be at least
partly a function of differences in genes and more specifically the form of the
genes. Which genes are involved in building neural structures and neurochem-
icals is only now beginning to be discovered; the vast majority of these func-
tions await future research. To the extent that intelligence is a result of brain
structure, efficiency of neural transmission (mental speed), and the ability of
these structures to process, retain, and integrate sensory input, then intelli-
gence must be in part under genetic influence.
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Intelligence

Although somewhat controversial, the topic of genetics and intelligence is im-
portant to examine under the rubric of the biological psychology of science be-
cause intelligence is a necessary if not sufficient ingredient in scientific interest,
ability, and achievement. Intelligence is a notoriously difficult concept to de-
fine, but a panel of experts in psychology recently defined it this way: “Individ-
uals differ from one another in their ability to understand complex ideas, to
adapt effectively to the environment, to learn from experience, to engage in
various forms of reasoning, to overcome obstacles by taking thought.” Simi-
larly, a survey of  experts in psychology and education on the topic of intel-
ligence reported the following components were consensually agreed upon by
at least  percent of those surveyed: abstract thinking and reasoning, problem-
solving ability, capacity to acquire knowledge, memory, adaptation to one’s en-
vironment, mental speed, linguistic competence, mathematical competence,
general knowledge, and creativity.6

There are three major techniques for assessing genetic influence on intelli-
gence and behavior: the first pinpoints the quantitative trait loci associated
with traits, the second maps brain structures related to intelligence, and the
third estimates how heritable a trait is via twin studies. Regarding the genetics
of intelligence in general, one of the only programs of research using the QTL
method has been carried out by Michael Chorney and his colleagues. In 

they reported differences between high and low IQ groups on the frequency
with which they had one allelic form of the growth factor gene IGFR. This
difference could account for but  percent of the variability in general intelli-
gence, which reminds us that there are many, perhaps hundreds, of other genes
responsible for this trait and that the IGFR marker is but one of these. At least
one attempt at replicating this finding failed.7 Nevertheless, in this research we
see the principles of quantitative traits and polygenesis.

A second technique, using mapping of brain structures to examine genetic
influence, has confirmed the significant role that genetics plays in brain struc-
ture development and function. Paul Thompson and colleagues reported
greater brain structure similarity in people of increasingly similar genetic
affinity. Specifically, comparing identical to fraternal twins, Thompson and
colleagues found nearly the same amount of gray matter (neurons) in identical
but not fraternal twins in language and frontal cortices. These regions of the
brain are closely associated with general intelligence. Moreover, Jeremy Gray
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and Thompson reported two other interesting findings: first, a modest correla-
tion between intelligence and amount of gray matter (total brain volume), es-
pecially in the frontal lobes; and second, the amount of variance in intelligence
that can be explained by genetic factors (that is, heritable) actually increases
with age.8

A third and more established method for examining the role that genetics
plays in intelligence has been twin studies, which do not look for specific genes
or gene locations but rather at the amount of variability in a behavior that may
be due to genes. The basic logic of twin studies is to parse the relative contribu-
tions of genetics and environment by taking advantage of the fact that twins are
a natural experiment. Identical twins are  percent genetically alike and fra-
ternal twins are  percent genetically alike, and yet both sets of twins usually
grow up in much the same environment. If genes play a large role in a trait, we
should see a higher correlation between identical twins on a given trait than be-
tween fraternal twins. By comparing similarity on a trait between identical and
fraternal twins, researchers can get an estimate of how much of the variability in
that trait is attributable to genetic factors. By this measure, the general conclu-
sion from twin research on intelligence has been that about  to  percent of
the variability in intelligence is due to genetics.9 When one takes into account
that two of the three subtests for IQ are science related (quantitative and spatial
reasoning), one does not have to make a very large leap to conclude that a sim-
ilar amount of the variability in scientific interest and aptitude is under genetic
influence. This assumption has yet to be tested.

There is a phenomenon within genetics and intelligence worth noting: ex-
treme precocity and genius—for instance, in math or music—most often do
not appear to run in families. The question, therefore, that arises is, if extreme
ability is to some extent genetically determined, how is it possible to have ge-
nius spring from nongenius families? As Bouchard and Nancy Segal argued in
, such innate genius may demonstrate the principle of “emergenesis,”
which is the idea that genetic influence is interactive and multiplicative rather
than merely additive. In other words, some genetic traits are so complex and are
made up of “a configuration—rather than by a simple sum—of polymorphic
genes” that even though they are genetically influenced they are not likely to
run in families. There is some evidence that creativity and genius are such com-
plex traits. Similarly, researchers other than geneticists have argued for multi-
plicative models in explaining talent and genius that are quite consistent with
the idea of emergenesis. In contrast to more traditional additive models, the
multiplicative models argue that in order for talent to be manifested, any num-
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ber of critical components must be present. Any one missing component exerts
veto power over all other components (that is, it is a  in the equation) and no
talent will be expressed. Such multiplicative models predict with a high degree
of accuracy the exceptional and rare nature (that is, highly positively skewed
distribution) of observed talent.10

NEURAL DEVELOPMENT 

AND BRAIN PLASTICITY

For years and years scientists thought that the brain was unique in an important
way: only it and the spinal cord have permanent cells, cells that generally do not
die or regenerate. How else would we learn or remember if the cells involved in
those processes kept dying? We now know that the brain is much more mal-
leable and open to environmental influence; much of the wiring (neural con-
nections) in the brain requires experience to be formed. Experience literally
shapes neural connections and hence the brain. In other words, the environ-
mental is not completely separable from the biological.

The study of neural growth (that is, “neurogenesis”) has led to major new in-
sights into how the brain grows and changes over time.11 We now know, for in-
stance, that new nerve cells can in fact grow in adults, and such growth is espe-
cially likely in the hippocampus, the brain structure most active in learning and
memory. The underlying mechanism of such growth is the presence of neural
stem cells. Researchers have documented that stem cells act initially as precur-
sors to brain cells, divide, and then make a month-long migration to deeper re-
gions in the hippocampus (and sometimes the olfactory bulbs), and about 
percent survive to become fully functioning neurons. Various growth factors
are involved throughout this process from stem cell birth to fully functioning
adult nerve cell. As the neuroscientist Terrence Deacon has made clear, the
process of neural growth is not prewired by genetic factors, nor are clusters of
neurons terribly specific—they can end up doing many different things. Much
neural growth is general and nonspecific with neurons growing at first in some-
what indiscriminate directions, then being guided by many different mecha-
nisms, such as growth factors, cell adhesion, and synchronicity of neural firing.
The nonspecificity and flexibility of neurons has been most powerfully demon-
strated by “xenografting” experiments, in which cells from certain regions of
the brains of fetal pigs are transplanted into other regions of the brains of adult
rats, where they function almost as if nothing had happened! Moreover, early
in development cells from one region of a brain (for example, frontal cortical-
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motor) can be moved to another region of the same brain (for example, occipital-
visual) and can adapt completely to take on the new function.12

All of which leads to a second important principle of neuroscience: neuroge-
nesis is Darwinian in nature. In other words, like all living things neurons com-
pete for survival, and generally the strongest and best adapted to their environ-
ment survive while those least adapted die. Up through and following birth
there is a tremendous explosion in the number of neurons in the brain. For ex-
ample, in humans, neural volume peaks around age two to three. Ironically, up
to a point, as we learn more and more we lose neurons. The brain becomes
more efficient as it learns. Neural pruning, in other words, is closely associated
with “learning.” At the neuronal level, learning involves strengthening synaptic
connections, and this occurs when certain neurons consistently fire together
(synchronicity). Psychologist Donald Hebb first described this principle in the
s with a phenomenon that has been described with the phrase “cells that
fire together, wire together.” It is not too difficult to see how clusters of synap-
tic connections (“cell assemblies”) that “win out” form the foundation for
“learned associations” (although how precisely these neural clusters and “asso-
ciations” become “ideas” and “thoughts” is still anybody’s guess).13

What also makes this Darwinian nature of neurological growth so profound
is its implication for how malleable and plastic the brain can be. The process of
overproduction and then selective pruning lays the foundation for neural plas-
ticity; by overproducing and selectively pruning neurons, the brain is molded by
its specific environment. It is during this period—up through the peak in neural
growth—that the brain is most “plastic,” that is, when particular events and ex-
periences can change density, organization, and amount of neurons in particular
brain regions. It is also important to point out that although plasticity slows
down after the period following birth, it does not stop completely over the life
span.14 Research on neural plasticity had its origins in the s in Mark Rosen-
zweig’s lab at the University of California, Berkeley. Rosenzweig and his col-
leagues conducted a series of rather simple studies in which they put one strain
of genetically identical rats in one of two kinds of environments, namely, “en-
riched” or “impoverished.” “Enriched” environment simply meant the rats were
in cages with ten or so other rats and given exercise wheels and other objects of
play. Rats in the “impoverished” conditions were housed alone in a small cage
with nothing but food and water. Rats that received enriched environments for
the first thirty days of their lives had a greater density of dendrites (“fingerlike”
connections emanating from cell bodies that form synapses with other nerve
cells) and greater overall cortical weights (about  percent). In short, environ-
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mental stimulation resulted in heavier brains with more neurons. Other re-
searchers have since replicated and extended the Rosenzweig group’s findings.15

Not only the environment but also the length of time the brain takes to ma-
ture is critical in its final number of neurons. The longer the brain has to form
synaptic connections, the greater the final number of neurons, not just linearly,
but exponentially. To bring home this point, neuropsychologists Barbara Fin-
lay and Richard Darlington remarked that having an additional seventeen dou-
blings of precursor cells can yield more than , more neurons. Humans
have the distinction of needing the longest time for brain development, a phe-
nomenon some have dubbed “elongated immaturity.” Our brains grow more
both in absolute and relative amount after birth than those of any other species
of animal. Indeed, we are born with a relatively low percentage of our adult
brain size ( percent), whereas the average for great apes (orangutan, chimp,
and gorilla) is right at  percent. There is an advantage to being defenseless and
immature for such long periods of time—our brains can continue to grow and
be shaped by their environment. In humans, evolution has indeed created a
species whose brain development allows for tremendous flexibility and adapta-
tion to whatever environment they find themselves in.16

Taken as a whole, I contend that these phenomena (pruned neurogenesis,
Darwinian neural growth, plasticity, and elongated immaturity) go a long way
toward explaining why the human brain is capable of symbolic, abstract, and
metacognitive thought. Once we add language, written thought, some basic
mathematical development, and a culture that sees the need to test ideas sys-
tematically and explain things naturally, we have the essential ingredients of
science. The human brain does indeed build theories to explain its experiences.
To be sure, this is simply what brains of all species do: organize and interpret
sensory experience. The human brain, however, has a uniquely developed
frontal lobe that in large part is what allows the unique human cognitive capac-
ities of integrated, abstract, symbolic, and metacognitive thought. In the end,
science, in the modern sense of the word, is simply an extension—albeit not in-
evitable—of the most rudimentary and basic capacities and functions of the
brain, namely, organizing sensory experience.

NEUROSCIENCE AND THE ARCHITECTURE 

OF THE HUMAN BRAIN

In addition to the general processes of neurogenesis, plasticity, and elongated
maturity, there are many specific brain regions that are most active in the do-
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main-specific tasks involved in folk psychology, physics, biology, and math.
Moreover, recent evidence from neuroscience is showing us how the frontal
lobes and the two major hemispheres are somewhat specialized and perform
distinct functions involved in the different folk scientific domains of thought.

Brain Specificity

Folk Psychology. The evidence of brain specificity in the folk psychological do-
main comes from many different sources, but two of these—face recognition
and theory of mind—have garnered the most attention. Because particular hu-
man faces and their memories hold a special place in our hearts, they have be-
come the object of many poems and songs. Scientists are now trying to deter-
mine where in our brains these perceptions and memories of human faces are
occurring. As it turns out, the findings of these studies are consistently showing
that the right temporal lobe directly above the right ear (fusiform gyrus) and
the frontal lobes are where we process familiar faces; the fusiform gyrus is where
we process unfamiliar faces; and the amygdala is where we process emotion (es-
pecially fear) in facial expression. People with damage to the fusiform gyrus of-
ten are unable to recognize faces, whether familiar or unfamiliar, a condition
known as prosopagnosia. Systematic brain imaging technology has provided
further evidence of this region’s activity in face recognition. As is true of many
brain developmental processes, early experiences shape the neural growth of
these structures, “whereby exposure to faces during a sensitive period of devel-
opment likely leads to perceptual and cortical specialization.”17

Theory of mind (TOM) is a capacity to recognize the internal states of other
people and to attribute their behavior to these states. It also involves being able
to use and detect deception, self-awareness, and perspective taking. Imaging re-
search on theory of mind has demonstrated the four brain regions most in-
volved in the acquisition and maintenance of social knowledge, namely, the or-
bitofrontal cortex (OFC) and the anterior cingulate of the prefrontal cortex
(PFC), the amygdala, and the anterior temporal lobes. The evidence for ante-
rior cingulate cortex and the OFC will be reviewed in the section on frontal
lobes (below). Evidence for the amygdala suggests that it becomes especially ac-
tive when people are asked to judge the mental states of others by looking into
their eyes as well as when people view increasingly fearful expressions on other
people’s faces.18 People with damage to their amygdala can sometimes distin-
guish different emotional categories (for example, sad and happy), but they ap-
pear to be incapable of using this information in making social judgments. In
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other words, the amygdala is involved in interpreting the emotional meaning of
different facial expressions.

Two regions of the temporal lobes, the anterior temporal (AT) region and
the superior temporal sulci (STS), both closely interconnected with the OFC,
have also been implicated in theory of mind functioning by numerous brain
imaging studies. Along with the OFC, the AT and STS regions of the temporal
lobes are related to social-emotional behaviors and their dysfunction, such as
theory of mind, face recognition, self-awareness, impulse control, irritability,
and antisocial and violent behavior.19

Folk Physics. Folk physics consists of multiple abilities, such as object recog-
nition, understanding the causal relationships between objects, mechanics,
spatial ability, tool use, and navigational ability. Of course, recognition of ob-
jects is simply part of the general visual system, and vision is a very complex
brain activity that involves many brain regions, but vision is mostly located in
six specific areas (that is, V to V) of the occipital lobe. The general layout of
the visual cortex is as follows: V is the primary visual cortex involved in general
scanning, V in stereo vision, V in perception of depth and distance, V in
color perception, V in motion, and V in objective (rather than relative) posi-
tion of objects. For such physical tasks as mechanics, spatial ability, and naviga-
tional ability, V, V, and V seem to be especially important. Spatial and nav-
igational ability also involve subcortical structures in the middle of the brain,
namely, the hippocampus and the parahippocampus, as well as parts of the
parietal cortex and basal ganglia. Researchers, for instance, have reported that
the parahippocampal cortex or parahippocampal place area (PPA) is involved
in perceiving photos of indoor or outdoor scenes but not of faces or objects in
general.20

Folk Biology. Knowledge in the folk biological domain concerns the animate-
inanimate distinction, landscape evaluation and preference, and plant and ani-
mal taxonomies and behavior. There is something intuitive and automatic
about the distinction between the animate and inanimate. After all infants
make such a distinction, but neuroscientists have yet to examine more system-
atically the brain regions that are involved. In one of the few studies of its kind,
Rosaleen McCarthy and Elizabeth Warrington report that a sixty-three-year-
old man with left temporal lobe damage had grave impairment in his knowl-
edge for living things but not for inanimate objects.21

Folk taxonomy is also a general categorization function, but categorizing the
world into plant and animal is not enough for successful hunting and gather-
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ing. To be efficient and successful food gatherers we need to make many further
distinctions within each of these categories, and developing detailed and accu-
rate knowledge of these local groupings is exactly what folk biology is all about.
The main brain region involved with general categorization is the frontal lobes,
but the processing of stimuli first as plant and/or animal involves integrating
information from the visual, auditory, tactile, and olfactory sensory cortices.
The integrative and complex nature of processing such stimulation is one rea-
son why research on specific brain regions for folk biology is not as advanced as
it is for the other folk domains.

Folk Math. Folk math involves ability with seriation, number, and calcula-
tion. The general conclusion concerning number-math processing and the
brain is that the parietal lobes are the primary brain region involved, in particu-
lar the angular gyrus of the left parietal lobe. The neuropsychologist Brian But-
terworth describes clinical evidence for this, involving an Italian woman who
suffered a stroke to her left parietal lobe area and thereafter could not recognize
or reason about any number greater than four. Even quantities from one to four
gave her trouble: she could not look at three objects and immediately tell you
there were three; she had to count them one by one. Another man who suffered
a left parietal lobe stroke had systematic problems with subtraction. Other re-
searchers have reported brain-damaged patients who can add and subtract and
multiply simple numbers but cannot multiply multiple digit numbers. For in-
stance, one patient was multiplying 45 � 8 (on paper, with the 8 below the 45,
but between the ones and tens column) and came up with 1213. This person
clearly added 8 to both 4 and 5 rather than multiplying (8 � 5 � 13 and 8 � 4
� 12). Neuroimaging research has confirmed the importance of the left parietal
lobe, in particular the angular gyrus region, in mathematical reasoning and has
also added the left prefrontal lobe for complex calculations and the bilateral tem-
poral lobe for solving math problems, at least in men if not for women.22

Frontal Lobes

Capacities that make us most human—planning, abstract thought, executive
control, attention, control of impulse, complex theory of mind, creative com-
bination of ideas, self-awareness, and consciousness—all require a high degree
of frontal lobe activity. Such executive and integrative functions are at the foun-
dation of our ability to make creative mental associations as well as engage in
metaphorical and symbolical thought, or what Steven Mithen calls “cognitive
fluidity.” Supporting this view is the finding that the front-most region of the
frontal lobes (the prefrontal cortex) “is arguably the best connected of all corti-
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cal structures.” As Donald Stuss and others have pointed out, the brain region
above and behind the eyes are what make our species unique, being the seat of
the “higher reaches” of human nature, namely, consciousness, creativity, per-
sonality, and morality.23

Recently “biologists have begun to find new evidence for the idea that devel-
opmental processes—the complex mechanisms by which an individual organ-
ism grows to its full size and form—can provide a window into the evolution of
a species’ anatomy.” Frontal lobe development is one area that provides such ev-
idence, for this part of the brain is the last to develop ontogenetically (not
reaching full maturity until adolescence) as well as phyologenetically (not
reaching their current size in humans until the emergence of modern humans
roughly , years ago).24

The forward-most region of the frontal lobe, the prefrontal cortex, has three
subregions, the dorsolateral (that is, the back side), the orbitofrontal (lowest
section above the eye sockets), and the paralimbic (innermost region around
the limbic system) regions. The dorsolateral area of the prefrontal cortex is in-
volved in higher-order thought (maybe even consciousness) and executive
functioning, while also integrating specific information from other brain re-
gions. The paralimbic system includes the anterior cingulate cortex, a region
that numerous studies have shown to be active in theory of mind. Lastly, the or-
bitofrontal region is most intimately involved in social knowledge and skills,
such as self-awareness, empathy, perspective taking, and deception detection.
For instance, patients with frontal lesions often are unable to pick up on facial
cues of emotion, being oblivious to rather obvious signs of distress or anger or
simple cases of deceit. Additionally, the fact that TOM (false-belief ) tasks can
be performed by four-year-olds but not three-year-olds is consistent with a pos-
sible growth spurt in frontal lobes around age four. In other words, the anterior
cingulate and OFC may well be a major focal point for our “theory of mind.”25

It may have first become clear with the case of Phineas Gage in the s that
the frontal lobes have something to do with social skills and impulse control,
but this certainly was not the last piece of evidence. Hundreds if not thousands
of other case studies, as well as systematic laboratory investigations, have been
reported in the clinical literature, especially in the realm of the attention deficit
disorders (ADD and ADHD), schizophrenia, and antisocial and sociopathic
cases. The major behavioral pathologies of the OFC are the failure to concen-
trate, cognitive disinhibition, and lack of impulse control. Other intriguing, if
somewhat disturbing, social implications of frontal damage are seen in ex-
tremely violent and antisocial actions. In neuropsychological evaluations of vi-
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olent criminals, frontal lobe damage early in life is almost always observed in
conjunction with abusive environments and psychiatric illness. Volumetric as-
sessments of prefrontal gray matter show significant reductions in men with
antisocial personality disorder compared with normal controls. These findings
suggest not only plasticity of the brain, in that abuse leads to less neural volume
and neural connectivity in the brain, but they also suggest that a deficit in one’s
ability to empathize or take another person’s perspective, coupled with extreme
impulse control deficits, contributes most directly to violent and antisocial be-
havior.26 These abilities and disabilities are most localized in the frontal lobes.

As maladaptive as some expressions can be, there are, to be sure, some adap-
tive expressions of disinhibition, most important of which is creative thought.
Going back to the early s, most major theories of creativity have included
looseness and remoteness of association, disinhibited thinking, and fluency of
ideas.27 Although none of these theories has been explicit in locating creative
cognitive functioning in the frontal lobes of the brain, each is quite consistent
with what neuroscience has learned about frontal lobe functioning over the last
ten years and its central role in executive planning, inhibition of both thought
and behavior, abstract reasoning, attention, and memory. A few researchers
have examined directly the connection between frontal lobe activity and cre-
ativity. For instance, Tiffany Chow and Jeffrey Cummings reviewed neuropsy-
chological evidence that demonstrates loss of creative thought, impaired set
shifting, and an increase in stimulus-bound behavior as a result of dorsolateral
and anterior cingulate lesions in the frontal lobes. Bruce Miller and his col-
leagues reported a case of woman with frontal-temporal dementia whose paint-
ings went from amateurish to quite sophisticated and more creative. One ex-
planation offered by the authors was that certain forms of visual creativity may
be somewhat inhibited by the language regions in the left frontal-temporal area
and these inhibitions were removed with the dementia. Although coming from
a cognitive rather than neuroscience perspective, a recent study reported de-
creased latent inhibition (that is, disinhibition) in highly creative and intelli-
gent students relative to less creative students. Others have demonstrated that
latent inhibition is primarily frontal lobe activity. Some research has examined
frontal lobe activity in science directly and found that frontal lobe development
may be a precondition for scientific reasoning.28

Hemispheric Laterality

One of the oddest facts about the brain is that its two hemispheres carry out
somewhat distinct functions, at least in certain domains. Why the human brain
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would evolve to have two hemispheres that are somewhat distinct in function
may at first glance be a puzzle, but in the context of many natural phenomena
such laterality is not that rare or unexpected. Our bodies in general and faces in
particular are subtly but clearly asymmetrical. As it turns out, in addition to the
well-known association between the left hemisphere (LH) and language, there
are some other more recently uncovered differences between the hemispheres:
anatomical (with the frontal lobes of the RH being larger than the LH and the
reverse being true of the occipital lobes), neurochemical (the LH has more
dopamine, the RH has more norepinephrine), and cognitive. The RH is more
active when processing novel, diffuse, heuristic, and global (early-stage) infor-
mation, whereas the LH is more active when processing routinized, analytic,
and focused (late-stage) information.29

The distinction between analytic-focused processing and heuristic-global
processing is quite relevant for reasoning in general and for scientific reasoning
in particular. Beginning with Sigmund Freud, many theorists and researchers
have argued for the importance of dual systems of processing information or
two modes of thought along the analytic-heuristic continuum. Applied to sci-
entific reasoning, researchers such as Paul Klaczynski and Deanna Kuhn have
argued that people who are able to reason scientifically (that is, metacognitively
and distinguish theory from evidence) are better able to use focused, analytical
reasoning strategies compared to people who are not able to reason scientifi-
cally. Science, therefore, may involve well-developed LH functioning, espe-
cially of the frontal lobes. Albert Katz has been one of the only researchers to di-
rectly investigate laterality and scientific thought. Using a pen-and-paper test
of hemispheric dominance, he reported more LH dominance in scientists and
mathematicians relative to architects. Additionally, research on subitizing (sud-
den enumeration of smalls sets of objects) shows a left hemisphere advantage
(and an RH advantage for the more complex task of counting). Recall, too, the
neuroscientific evidence implicating the left parietal lobe in mathematical rea-
soning. This confirms the logical-mathematical and more sharply focused na-
ture of the LH. But the evidence on this is not always consistent. For instance,
based on a high incidence of left-handedness in the mathematically precocious
and in particular the precocious males, and the greater bilateral or diffuse cog-
nitive functioning of left-handed individuals, Camilla Benbow concluded that
bilateral and/or a strong right hemispheric functioning may be involved in ex-
treme mathematical ability. Other researchers have also found the right hemi-
sphere is active in the abstraction of numerical relations.30

Scientific problem solving, however, involves not just mathematical-logical
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thought, but in the early stages of creative and intuitive insight, it also involves
the more diffuse, visual, nonverbal forms of thinking.31 The early stages of in-
sight, problem solving, and hypothesis generation require the diffuse and
coarse approach of the RH, whereas the later verification stages and hypothesis
testing require the sharper more analytic LH. Science involves both creative
and intuitive insight as well as logical-mathematical analytic thought. The
greatest scientists have abilities in both of these domains. In our discussion of
creativity we saw that integration of loose and yet adaptive ideas is common-
place. Such integration of the sharp and focused with the fuzzy and diffuse is a
hallmark of creative people, including creative scientists.

In sum, principles and discoveries from behavioral genetics (genetics and intel-
ligence) and cognitive neuroscience (neurogenesis, brain plasticity, frontal lobe
functioning, and hemispheric laterality) have begun to shed light on the struc-
ture and function of the human brain in general and even somewhat on sci-
entific and mathematical thought in specific. Indeed, a few principles of the 
genetics of intelligence are now in place: about  percent of the variance in in-
telligence is genetic; brain structures are more similar in people who are more
genetically alike; and genius-level ability appears to be the result of multiplica-
tive rather than additive genetic influences. It is also increasingly clear from
neuroscientific evidence that specific regions of the brain are predominantly ac-
tive in thought, reasoning, and problem solving within folk scientific domains
of mind, namely, psychology, physics, biology, and math. Although brain-
imaging technology has revolutionized our understanding of the brain regions
responsible for different kinds of perceptual and cognitive activities, it is im-
portant to underscore that there is usually no one-to-one correspondence be-
tween anatomy and function because many integrated brain regions are active
with each specific task.

Again, I am not arguing that these brain structures evolved to do math and
science, or that those structures that solve math and science problems are
unique to math and science. The brain’s basic function is to organize and make
sense of sensory experience. To the extent that specific parts of the brain make
sense of different domains of sensory experience and solve problems of intuitive
and folk psychology, physics, biology, and math, the neuroanatomical founda-
tion for these sciences is clear. It took much else, however, for these intuitive
and implicit forms of thought to become explicit and formal math and science.
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Chapter 3 Developmental

Psychology of Science

53

Developmental psychology is very well suited for studying scientific
behavior and thought because scientific reasoning, interest, and
achievement do develop; they do not just come out of nowhere. De-
velopmental psychologists are good at studying not only change, but
also the kind of change (linear or nonlinear, positive or negative), the
mechanisms of change, and the structure of the change. Scientific
thought and behavior in individuals do change and evolve with age.
Developmental psychology in general and developmental psychology
of science in particular has quite a story to tell concerning how people
reason about science and math, how they construct theories about the
world, how they test hypotheses, how they evaluate evidence, and
how all of these change over an individual’s life course.

The field does indeed have much to say about the development of
scientific interest, thought, and behavior, even if much of it is often
more implicit than explicit. One reason why many scholars—even
developmental psychologists of science—do not recognize the value
of the developmental psychology of science is that they fail to ac-
knowledge very implicit cognitive and behavioral processes as compo-



nents of science. Recall the definition of science and scientific thinking put for-
ward in the preface: the process of developing and testing mental models of
how the world works, be it the physical, biological, or social world. The essence
of these mental models is coordinating theories (models) with the evidence
(data). Specifically, this is a process of observing events, recognizing patterns,
testing hypotheses, and making causal connections between the observed
events. Infants, children, adolescents, and adults all do this but with varying
levels of explicitness and metacognition. Once the implicit processes are incor-
porated under the purview of science, the whole field opens up and becomes a
very rich and vital source of knowledge concerning the developmental origins
of scientific behavior.

Because infants and children (and even adolescents) are not yet scientists, all
developmental psychology of science through late adolescence is concerned
with implicit science and therefore is implicit psychology of science. At a very
general level, developmental psychologists since Jean Piaget, the most famous
of all developmental psychologists, have been implicit psychologists of science
because they have been interested in the extent to which children act and think
like scientists, an approach that has become known as the “child as scientist
metaphor.” There is, in addition to the “implicit” developmental psychology of
science, the more “explicit” developmental psychology of science that we see
when developmental psychologists start to focus on adolescents and adults and
address the questions of how and why certain individuals become interested in
science and ultimately become scientists.

IMPLICIT DEVELOPMENTAL PSYCHOLOGY 

OF SCIENCE

Domain Specificity: Children 

as Incipient Scientists

How do completely helpless human infants become such sophisticated per-
ceivers and knowers of their social, physical, biological, and linguistic worlds in
such short order? By three or four months of age, for instance, the human in-
fant is more interested in faces than in almost any other object and understands
that physical objects cohere and cannot pass through each other, that some
things are animated and some things are not, and that changes in focal intona-
tion mean different things. The answer comes from having a mind that evolved
over millions of years to solve these problems and therefore comes into the
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world predisposed with perceptual and cognitive constraints that stem from
first principles of perception and theory construction. These predispositions fa-
cilitate quick and efficient learning and understanding of the social, physical,
and biological worlds. Humans, in other words, starting in infancy, are surpris-
ingly sophisticated folk psychologists, physicists, biologists, and mathemati-
cians—even if many “commonsense” theories turn out to be limited or wrong.

Child as Folk Psychologist. The developmental criterion by which a purported
domain of mind must be evaluated is whether the capacity in question develops
relatively automatically and spontaneously in children. In other words, for a
domain to exist infants and children must perform certain domain-specific
tasks spontaneously, with little or no training. Capacities that develop auto-
matically and spontaneously suggest a nervous system with a built-in tendency
(that is, evolved) to do such things.

Spontaneous and automatic ability has been demonstrated in the social-psy-
chological domain. The first cluster of folk psychological skills revolves around
our ability to discriminate and prefer certain facial configurations and facial ex-
pressions over others. Even when nearsighted, newborns less than two months
old distinguish between people (faces) and things and prefer the former to the
latter. The human face seems to be intuitively and automatically of interest to
us, some would even say it is imprinted.1 For discrimination, researchers habit-
uate the infant to a happy or sad face and then show them that same face. The
infant is not interested. But show a different emotional expression (for exam-
ple, sad if habituated to happy), and the newborn will become interested again,
that is, will look longer at the new face. At as early as four months and quite
consistently after six months, infants can discriminate certain facial expressions
and can perceive changes in emotion.

Newborns are also somewhat physiologically disturbed when the face does
not have the right configuration, such as eyes on the bottom and mouth on top.
Moreover, newborns show preferences for some expressions over others, and
even more remarkably, they prefer attractive to less attractive faces. They are
obviously not being told or reading in a magazine that they should look longer
at the attractive face, and yet this is what they do quite consistently. Moreover,
what is attractive is not nearly as arbitrary and culturally specific as many peo-
ple may think. The standards of human attractiveness are quite consistent
across cultures, arguing against the maxim that “beauty is in the eye of the be-
holder.” A rather universal finding is that faces with average configurations, for
example, eye size and spacing, nose size, and so on, are deemed consistently the
most attractive.2
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In addition to the built-in fascination and preferences we have for the hu-
man face and its configurations and expressions, we develop other social-psy-
chological abilities early in life, although later than the newborn facial discrim-
ination and preference skills. Two of these are “perspective taking” and “false
belief.” The ability to have a cognitive representation of other people’s perspec-
tive, thoughts, or feelings appears to develop around the age of four.3 For ex-
ample, at around two years of age, children explain and think about other peo-
ple’s behavior only in terms of perception and desire. That is, three-year-olds
always explain why someone else does something in nonrepresentational terms
of want or desire (for example, someone else either wanted X or did not want
X) and never in terms of what the other person may believe or not (representa-
tional). Four-year-olds, on the other hand, begin to explain why someone did
something in terms of their beliefs (for example, someone else did X because
they thought they wanted it). Such behavior implies an ability to imagine one-
self from another person’s perspective.

Representational belief is also seen in the false-belief task. Joseph Perner and
colleagues conducted a classic study of the development of false belief in hu-
mans.4 A child is shown a box of candies and asked what is inside. Unsurpris-
ingly, the child says “candies.” Next, the experimenter takes out the candies and
places a pencil inside the box. The child sees this and is told that a playmate,
Bobby, is going to come into the room. The experimenter then asks the child
the critical question: what do you think Bobby is going to say is inside the box?
In order to answer this question correctly (candy), the child has to know that
Bobby can hold a belief different from her or his own and different from what
she/he knows to be true. If the child is a three-year-old, she will consistently an-
swer incorrectly and say “pencils,” unable to disentangle her own belief from
Bobby’s. If she is four years old, however, she will consistently answer “candy.”
She is able to hold a belief of what someone else will believe even though 
she knows it to be wrong! That is a rather complex cognitive task and as far as
we know, only humans can do such a thing—and we can do it at four years of
age!

Another dramatic source of evidence for a nativist view of a theory of mind
is the fact that these social-psychological skills and preferences are so lacking in
autistic children. Autism is first and foremost a disorder of social functioning
and language, most often accompanied by repetitive behavior and limited skills
of imagination.5 Delayed and disordered language and cognitive functioning,
along with repetitive behavior and little or no joint attention, are the hallmarks
of autism. Autistic children seem to be limited to behavioral forms of perspec-
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tive taking and joint attention, that is, they tend to try to change another per-
son’s behavior not his or her thoughts.

Child as Folk Physicist. Why do magic tricks entertain us so? Human bodies
float or get sawed in half. Solid objects pass through other solid objects and
back again. Birds and rabbits appear from thin air or from a hat much smaller
than their body. None of these things of course can or does happen, and we
know this even as we see them apparently being done. But we love to think they
are happening before our very eyes. They entertain us so because they play with
and appear to violate the most fundamental principles of our intuitive under-
standing of physics. What is equally amazing is that children, sometimes very
young children, especially love these tricks because they too have the same in-
tuitive understanding of the physical world, what’s possible and what’s impos-
sible.6

Knowledge of the physical world (objects and their permanence, movement,
causation, and spatial arrangements) also develops automatically, sponta-
neously, and early in infancy. Regarding the permanence of objects, Piaget was
of course one of the first to systematically investigate the development of chil-
dren’s understanding of the physical world.7 He argued that in the first year the
infant understands the world only through operating (manipulating) objects
and experiencing them through the senses. Knowledge is strictly and directly
sensory. If an object is not being sensed, it does not exist (“out of sight, out of
mind”). There is no cognitive representation independent of sensation, and
this was the basis for Piaget’s well-known concept of object permanence. Be-
cause infants are tied to the sensory, they will not grab for an object that has just
disappeared from their view. According to Piaget, it is not until around the age
of nine to eleven months that internal representations of the external world
start to develop, that is, object permanence.

Piaget’s assessment of cognitive ability during the first year of life was pri-
marily motoric—whether the child continued to reach for an object just hid-
den from sight. But psychologists and neuroscientists had known for years
about the principles of “center-out” and “head-to-toe” development of motor
skills. That is, motoric command at the center of the body matures before the
extremities and the head before the arms, which mature before the legs and feet.
It was not until the s, however, that developmental psychologists started to
take advantage of such knowledge and developed assessment techniques that
involved movement of the eyes and mouth rather than the arms and hands as a
measure of interest and/or surprise. One of the major figures who has been us-
ing eye-preference technique and has come to challenge some of Piaget’s basic
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arguments is Elizabeth Spelke formerly of MIT and now at Harvard. She ar-
gues that principles of cohesion, contact, and continuity guide and constrain
perception and understanding of physical objects in early infancy. Four-and-a-
half-month-old infants already understand how objects are distinct from one
another and how they move about in space based on principles of cohesion,
contact, and continuity. Single objects are recognized if their parts are con-
nected, if their surfaces are in contact, and if the object moves continuously
over one path and one path only in space and time. Spelke, also one of the pio-
neers in the now ubiquitous preferential eye-gaze technique, showed that in-
fants look much longer at “impossible events,” such as two objects apparently
taking up the same space. Furthermore, she demonstrated that these principles
override and develop before the Gestalt principles of perception, such as simi-
larity, closure, and simplicity.8

One of Spelke’s students, Rene Baillargéon, challenged Piaget’s claim that
the onset of object permanence occurred around nine to twelve months of age,
arguing for around four months.9 She did this by first habituating four- and
five-month-old infants to a screen that moved in a -degree fashion, from flat
pointing toward the child to flat pointing away from the child. Then, in clear
view of the infants, a box was placed in the path of the screen (at the point
where the screen reaches  degrees of its arc; it should also be pointed out, that
the infants were positioned in such a way that once the screen reached  de-
grees, the box was completely occluded from view by the screen). Then half of
the infants saw a perfectly normal event: the screen stopped when it got to the
now unseen box. But the other half (who had not seen that an adult surrepti-
tiously removed the box) saw something that was “impossible,” namely, the
screen continued to move all the way past the box at the -degree mark until
it was perfectly horizontal. If Piaget were correct, and four-month-olds possess
no object permanence, they should not be at all surprised by this “impossible”
event. After all, the box was out of sight and therefore out of mind. But they
were surprised (by the eye-gaze attentional method), which suggests they do
have some degree of understanding that objects still exist after their direct per-
ception. That is, they have some kind of mental representation of the object.

Child as Folk Biologist. Besides the physical world, another part of the world
that our mind seems automatically attuned to and develops knowledge of is the
biological world—geography, landscapes, flora, and fauna. We intuitively un-
derstand that some things are alive and others are not, and early on in life we
develop an implicit understanding for what it means to be alive and how to cat-
egorize the natural world into useful nonarbitrary distinctions. The most basic
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distinction is between animate and inanimate. One simply has to look at chil-
dren’s literature and cartoons to know that animals play a major role in their
representation and understanding of the world.

By the age of three, children implicitly, if not explicitly, understand at least
two principles of what makes something alive: possession of innards (even if
they have misunderstandings of their actual function) and self-propelled mo-
tion. These two things are the sine quo non of all living things, and children
know this at a very young age.10 Moreover, Frank Keil has argued for four or
five other distinctive properties of living things, such as reproduction, growth,
and interconnection of working parts. He and his colleagues have conducted a
series of experiments with children of different ages and shown that children
have distinct theories concerning growth, inheritance, reproduction, disease,
and contagion. For instance, children as young as four years of age judge that
certain psychological states, such as fear of disease, are not contagious. In addi-
tion, some research in the early s showed that children as young as three do
not attribute animal properties—such as breathing, moving, thinking—to
inanimate objects, only to animate ones. Also three-year-olds cannot consis-
tently describe the brain as being in the head, but by age four they know that
the brain is what makes thoughts, dreams, and knowing the alphabet. Four-
year-olds, however, still do not think the brain is necessary for telling a story,
making a face, or picking up a glass. In short, children understand the brain is
for mental events, but they do not intuitively understand its role in sensory or
motor activity, an understanding that usually develops only in adolescence or
later.

In the mid-s the developmental psychologist Susan Carey published
one of the first books on the development of children’s understanding of ani-
mate-inanimate and in particular the concept of “animal.”11 She found that for
children, “animal” is distinct from “plant” primarily because they attribute hu-
man properties, such as breathing, eating, and moving, more to animals than to
plants. In addition, Carey investigated knowledge of animal properties in four-,
five-, and seven-year-olds, as well as in adults. She asked them whether unfa-
miliar (at least to the children) objects had animalistic properties, such as
breathing, sleeping, getting hurt, having a heart, or eating. The animals were
humans, aardvarks, dodos, stinkoos (stinkbugs), and hammerheads (and for
older children and adults, annelids [worms] were added to the category); plants
were orchids and baobabs; and inanimate objects were harvesters, garlic
presses, volcanoes, and clouds. One overall finding was that young children un-
derattributed animal properties to nonhuman animals. For example, four- and
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five-year-olds say that aardvarks do not breathe or even eat. Young children
were also less likely to make the implicit distinction between vertebrates and in-
vertebrates by attributing, for instance, more mental activity to insects than
sharks. With these underrepresentations, young children are much more likely
to attribute animalistic qualities to animals than nonanimals, even in objects
completely new to them. Four-year-olds, for instance, attributed animalistic
properties (eating, breathing, sleeping) to animals between  percent of the
time (stinkoo) and  percent of the time (humans) but only  to  percent of
the time for inanimate objects like harvesters or garlic presses. Children under
the age of seven categorize animals along prototypic class lines (for example,
mammals and reptiles) and exclude such things as people and insects. Preschool
children, therefore do not use the word “animal” and “alive” interchangeably.
In short, young children are rather clear on the distinction between animate
and inanimate.

More recently Rochel Gelman has argued that there are first principles spe-
cific to each domain that constrain early perception and understanding, for in-
stance in number and biology (animate-inanimate).12 The principles and con-
straints facilitate fast acquisition of knowledge and are automatic, implicit, and
most often nonverbal. They answer the question of how very young children
can focus on relevant aspects in one domain and ignore the irrelevant ones.
When shown objects that none of them had ever seen before—a displaying
lizard, an echidna, a mythical vessel, an insect-eyed figurine, or an old-fash-
ioned bicycle—and asked whether each object could move up and down a hill
by itself or not, three- and four-year-old children invariably got things right:
animals they had never seen before and that may not look like any animal they
had seen (for example, echidna) could move up a hill by themselves, whereas
inanimate objects, even if it had feet (for example, the figurine) could not. The
principle that animals have self-propelled motion and physical objects do not
seems well ingrained, and even young children have the ability to extract it
from perceptions new and unfamiliar to them.

Child as Folk Mathematician. The development of math in any higher sense
of the word is neither automatic nor spontaneous in infants and children. But
the concept of number and seriation is. As with most topics in the development
of cognitive ability, Piaget was the first to systematically tackle the problem of
how the concepts of number and math develop. Based on a simple task that has
been replicated thousands of times, his now classic finding was that before the
age of five, children lack the ability to conserve number. The task involves plac-
ing two series of, say, five objects in front of the child. The first time through the
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objects are paired and their one-to-one correspondence is quite obvious. Ask
the child whether one row has more or if they are the same, and the child
quickly says they are the same. Next, spread one row of objects out a little and
ask the same thing, and the four-year-old almost invariably gets it wrong: the
spread-out series has more. Even this classic finding, however, has been modi-
fied because experimenters neglected to consider the absolute amount in each
series. Once they used a small number of objects, less than five, the child’s ca-
pacity for numerosity became clear. For instance, when only three or four ob-
jects are used, children under age five do conserve number quite consistently.13

Moreover, conservation is a relatively complex ability and clearly not the
only one relevant to numeric ability. Recall the argument of first principles by
Rochel Gelman and her colleagues in the previous section. Innate first princi-
ples constrain and focus attention within domains, and number is one of these
domains. Evidence from two phenomena other than conservation supports the
first principles argument: discrimination of quantities and “subitizing.” For
discrimination, researchers have used visual preference (eye-gaze) methods and
have shown that immediately after birth (one- to six-day-old) newborns be-
come interested in changes to small numbers but not to changes in larger num-
bers.14 For instance, if two things become three a newborn will show interest,
but if six things become seven she will not. The most compelling implication
about this finding is that the researchers controlled for line length and density
and were able to show that number only affected neonates’ interest.

Another demonstration of ability rather than disability with number in very
young children is seen in “subitizing” or the ability to know very quickly (it lit-
erally means “arrive suddenly”) how many objects are in a limited series. One
way this ability is tested is by showing a series of two or three or four or five dots
for a period of time below counting threshold, say  milliseconds (ms), and
asking how many dots there are. Recent research has shown that the subitizing
range increases with age, with infants being able to accurately subitize one to
three objects presented at the  millisecond range; three- to five-year-olds,
one to four objects; and adults, one to five objects. There is some debate, as
there is with object permanence, about whether subitizing is a low-level per-
ceptual process or a higher-level cognitive heuristic.15

As amazing as it is that newborns and infants can subitize quantities and de-
tect changes in quantity, an even more fascinating finding is they may be able to
reason about number. Karen Wynn has been the primary researcher responsible
for such work, and again the method used is eye-gaze, based on the assumption
that gaze represents interest and on the evidence that infants look longer at
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events and objects that violate their expectations.16 If infants can reason as to
how many objects should be there, they will look longer at a series that is in-
consistent with their expectation. After habituation trials, infants as young as
five months do in fact look longer at series that violate their expectations.

The general design of the studies is simple: put a doll figure in a box stage in
view of the infant, then have a screen come up that blocks the view of the doll
but has a side opening that allows the infant to see a human hand adding a sec-
ond doll. One of two things will happen next: either two dolls are revealed
when the screen drops or only one doll is revealed. Infants look longer (that is,
show more interest) when the event violates their expectations. Wynn argues
that this is, in a very real sense, implicit arithmetic and is the developmental
origin of formal adding and subtracting that comes a few years later. Moreover,
she and others in the field argue that these capacities are a naturally selected
(evolved) mental “number mechanism” found throughout the animal king-
dom because they have provided adaptive benefits.17 First, they allow animals
to calculate and keep track of food returns for different locations, and second,
they allow animals to keep track of other animals over space and time.

If these basic principles of subitizing, counting, and numerosity have
evolved, one would be hard pressed to argue that formal mathematical ability
(algebra, geometry, calculus, and so on) is an evolved ability—it is much too re-
cent historically and archeologically (being only a few thousand years old at
best), is not universal among the cultures, and does not develop automatically
without cultural training and transmission. This poses the difficult evolution-
ary question of whether math is an evolved adaptation or not. It also poses the
difficult developmental question of how individuals get from the intuitive and
implicit forms of a sense for and reasoning about number to formal mathemat-
ics. Obviously, many people find this transition quite difficult and by looking
at the percentage of “math phobic” adults, one could say many do not make the
transition very well. As Rochel Gelman and Kimberly Brenneman argued, in-
nate first principles indeed can hinder as well as facilitate learning.18

The answer to these problems lies in the distinction between an “adaptation”
and a “co-opted adaptation” or “by-product” of an adaptation.19 Numerosity is
an evolved adaptation, but formal mathematical reasoning is co-opted. First
principles in math and other domains may in fact have evolved and be adapta-
tions, but they are just that, first principles, and hence the beginning, not the
end, of what we know. Although first principles may be the foundation on
which formal mathematical reasoning is built, they may collide with formal
mathematical principles, and this is where the difficulty that so many people
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have with math arises. For instance, the concepts of zero, fractions, and irra-
tional and imaginary numbers do not stem directly from our number sense and
indeed contradict it. Much more has to happen after the first principles have
guided our attention. As Stanislas Dehaene put it: “Mathematics consists in the
formalization and progressive refinement of our fundamental intuitions. As
humans, we are born with multiple intuitions concerning numbers, sets, con-
tinuous quantities, iteration, logic, and the geometry of space. Mathematicians
struggle to reformalize these intuitions and turn them into logically coherent
systems of axioms.” In other words, mathematical first principles are part of hu-
man nature, whereas higher mathematical reasoning is more culturally deter-
mined. To demonstrate how this process might work, Steven Pinker borrowing
from Saunders MacLane argued that most every intuitive mathematical skill
has an analogue in formal mathematics: counting r arithmetic and number
theory; measuring r real numbers, calculus, analysis; shaping r geometry,
topology; estimating r probability, measure theory, statistics; moving r me-
chanics, calculus, dynamics; calculating r algebra, numerical analysis; proving
r logic; puzzling r reasoning ability, spatial reasoning ability.20

Domain Generality: Development 

of Scientific Reasoning

In addition to the specific domains of implicit scientific thought in psychology,
physics, biology, and math, there are the more domain-general reasoning skills
that deal with science as a process of acquiring and revising knowledge, such as
theory revision and conceptual change; coordinating theory and evidence; hy-
pothesis testing; and using heuristics, metaphor, and analogy to solve prob-
lems. As is true for the domain-specific research with children, these psycho-
logical processes have been studied quite extensively, yet most often implicitly
without scientists themselves being the object of investigation. Developmental
psychologists are in a unique position to unpack two crucial questions about
scientific reasoning in general: what are the mental components necessary for
scientific thought and how do these develop and change from early childhood
to adulthood?

The starting point for our discussion on general knowledge and the develop-
ment of scientific reasoning in children is a brief summary of Piaget’s seminal
work on the topic. When it comes to the development of scientific reasoning,
Piaget was clearly a pioneer. He offered a milder form of recapitulation, namely,
that the child’s development of scientific thought recapitulated the history of
science. Children, in this view, begin with a kind of Aristotelian view of how
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the world operates, and—if they reach the highest level of formal operations—
end up with a Newtonian or perhaps even an Einsteinian view, one they have
internalized, not merely memorized. Piaget not only examined how children
reason about number and physical entities, but he also proposed a general
model of cognitive development that had as its final stage abstract reasoning
and the ability to systematically test hypotheses, to make inferences, and to
hold variables constant, that is, to think scientifically. According to Piaget, the
components of scientific reasoning were abstract and inferential reasoning that
allows for systematic testing of hypotheses by holding variables constant, and
these abilities do not really develop until the formal operations stage of ado-
lescence. He made an enormous methodological contribution; he inspired 
researchers to question children closely and to pose problems for them that
would reveal not only what they knew, but how they knew it and how their
knowledge could be changed by further experimentation. For instance, conser-
vation of liquid was assessed by pouring liquids from one shaped beaker to an-
other; conservation of number by placing two rows of coins down and then
spreading one farther apart. But because he had only relatively crude means of
empirical investigation (mainly verbal, motoric, or physical) at his disposal,
many current developmental psychologists believe that Piaget underestimated
what and when children know and understand certain things.21

It is safe to say that most subsequent research and theory on the development
of scientific reasoning are extensions, elaborations, or refutations of Piaget. Re-
search on the development of scientific reasoning since Piaget has begun to
converge on two general conclusions about what constitutes scientific reason-
ing and how it is similar and yet different from other forms of reasoning. First,
fully developed scientific reasoning involves consciously and explicitly distin-
guishing theory from evidence. Second, it involves recognizing that other peo-
ple’s or one’s own ideas may be wrong (skepticism and exclusionary thinking)
and therefore subject to empirical testing. Both of these capacities in turn sug-
gest a more general ability to step back and explicitly think about one’s think-
ing, that is, to think metacognitively.22

The most influential person in the field of the development of scientific rea-
soning since Piaget—Deanna Kuhn—has been instrumental in exploring
both the question of what scientific reasoning is as well as how it changes over
the life span. Kuhn and her colleagues have been at the forefront of arguing that
the coordination of theory and evidence are the essence of scientific reasoning.
“Accordingly, the development in scientific thinking believed to occur across
the childhood and adolescent years might be characterized as the achievement
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of increasing cognitive control over the coordination of theory and evidence.
This achievement, note, is metacognitive in nature because it entails mental
operations on entities that are themselves mental operations.”23 Evidence, to
be clear, consists of empirical observations distinct from theory that bear on 
the theory’s veracity (more about Kuhn’s theory and research in the next sec-
tion).

But what, then, distinguishes those who are capable of reasoning scientifi-
cally from those who are not? As mentioned above, in order to separate theory
from evidence, one must also be able to reflect on the theory as an object of
one’s thinking (metacognition). To coordinate and change theory to fit new
and especially disconfirming evidence one must be able to stand back from
one’s ideas and see them as things that can and should be tested, or to quote a
recent car bumper sticker, “Don’t believe everything you think!” Many people
are not able to question their own thinking, and therefore scientific reasoning is
difficult to achieve. If one were able to do this, one could more readily dismiss
a line of thinking as wrong when evidence suggests no relation between two
events.

This pushes the question back: who develops metacognitive thinking and
why? One characteristic that seems to make metacognitive thinking more
likely is general intelligence. Highly intelligent and gifted students tend to have
higher metacognitive skills than less intelligent and less gifted students. Meta-
cognition, however, can indeed be learned and is not the privileged domain of
only the most gifted. A significant body of literature now exists demonstrating
the effectiveness of teaching metacognitive skills in helping students to better
understand mathematical and scientific concepts and therefore to think more
scientifically.24

Similarities between Child and Adult Reasoning. The answer to what is scien-
tific reasoning influences the second major question: how does such reasoning
change and are children categorically the same or different from adults in their
reasoning. Over the last twenty years, many in the field have begun to use the
“intuitive scientist” metaphor. In this view, children and nonscientist adults
construct cognitive models, evaluate evidence, and modify their conceptualiza-
tions of how the world works in a similar but less developed manner to scien-
tists.25 For example, Alison Gopnik and her colleagues agree with the use of the
metaphor but argue that it goes in the other direction: scientists are big chil-
dren. In their words: “We think there are very strong similarities between some
particular types of early learning—learning about objects and about the mind,
in particular—and scientific theory change. In fact, we think they are not just
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similar but identical . . . We think that children and scientists actually use some
of the same machinery. Scientists are big children. Scientists are such successful
learners because they use cognitive abilities that evolution designed for the use
of children.” They go on to argue that the chief difference between theories of
children and of scientists is in the kinds of things the theories are concerned
with. Children develop theories about things that are immediately perceived,
common, and midsized, whereas scientists develop theories about all sorts of
things from subatomic particles to hidden diseases to galaxies. Because scien-
tific objects are not so sensory-bound, scientific theory formation and revision
are more culturally based and culturally specific compared to folk theory for-
mation. That is, people all over the world have not formed these sorts of scien-
tific theories because the objects on which they are based are not immediately
sensed without instrumentation. 

Developmental psychologist Barbara Koslowski also argues that the litera-
ture on scientific reasoning has underestimated people’s ability to think scien-
tifically.26 Many researchers have focused too narrowly on domain-general,
atheoretical (theory-independent) covariation and hypothesis testing and ig-
nored theory-dependent mechanisms and hypothesis discovery and revision.
When researchers focus on hypothesis discovery and revision, people do better
at scientific thinking than some have argued. Emphasis on theory-based knowl-
edge is tied to understanding of mechanism, and all scientific knowledge in this
sense must be theory based. Because people sometimes have an intuitive un-
derstanding of cause and effect mechanisms they are slow to give up their theo-
ries with the first contradictory evidence, and up to a point, this persistence can
pay off. Scientists also do not abandon theories with the first disconfirming ev-
idence; otherwise, no theory would stay around. Indeed, Ryan Tweney has
shown that some of the great figures in the history of science (such as Michael
Faraday) have used the most effective strategy possible: being biased toward
confirmation in the early stages and then switching to a disconfirming strategy
after the theory has survived the first few attempts at confirmation.

Some scholars have argued that scientific reasoning also involves pattern
recognition and cause-and-effect reasoning.27 If this is so, then once again
there is a fundamental similarity between children and adults because seeing
patterns and cause-and-effect relations in the world is not unique to scientists.
As Robin Dunbar has pointed out, children, as well as many other animals and
mammals, share this capacity for cause-effect thinking because that is what
brains do—they make associations and connections between events. Children
have the ability at a very young age to think via hypothesis testing and to see
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causal connections between events (two critical elements of science). In this
sense children are doing science, but it is “cookbook science” rather than “ex-
planatory science.”

Finally, William Brewer and his colleagues argued that children’s explana-
tions do not fundamentally differ from those of scientists.28 Explanations are
conceptual frameworks for specific phenomena, they integrate various facets of
the world, and they show how the event or behavior follows from the frame-
work. Children do all of these things every day in many domains of life, and
their explanations of the world work reasonably well. Brewer and colleagues,
however, are careful to point out that there are also differences between chil-
dren and scientists, and that these mainly involve the socialization (that is, ex-
plicit education) of learning to do science. Indeed, more recently Brewer has
moved to the position that emphasizes the differences more than similarities
between the reasoning of children, adults, and scientists.

Dissimilarities between Child and Adult Reasoning. There are other develop-
mental psychologists, however, who argue that children and adults are categor-
ically different in their reasoning. Deanna Kuhn and David Klahr, for instance,
argue that although there is some validity to the similarity between children
and adults, it is quite misleading to argue that children and scientists use the
same cognitive strategies and processes.29 Overall, there are at least three rea-
sons for arguing that children do not think like scientists.

First, although children develop theories about how the world works, Kuhn
argues that these theories are very implicit, nonconscious, and sensory-bound,
and children are not very good at distinguishing theory from evidence. Initial
theoretical thinking is observational and sensory-bound, such as “plants are liv-
ing things.” Later theoretical thinking becomes more explanatory, such as “this
plant died because it had inadequate sunlight and nutrients from the soil.”30 In
other words, in childhood one is not capable of having one’s beliefs be the ob-
ject of one’s thought. This leads to the confusion and confounding of theory
and evidence.

According to Kuhn, when confronted with disconfirming evidence, chil-
dren often unknowingly distort it to try to fit it into their theories of how the
world should work, or selectively make use of the evidence, or unconsciously
adjust theory to fit with the evidence (of course, scientists occasionally have
been known to do such things as well).31 Similarly, when asked how they know
something, nonscientific adults often say that this is the way it should be or the
way that makes most sense, that is, they repeat their theoretical assumptions
and fail to distinguish theory from evidence. They are not able to provide the
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kind of evidence that would falsify their theory. The truth and self-evidence of
their theoretical assumptions are taken for granted. Adult scientists—as both
Piaget and D. Kuhn have argued—are somewhat unique in the regularity with
which they clearly demarcate their theoretical ideas from the empirical evi-
dence. This is not to suggest that only adult scientists can separate theory and
evidence, but they do so most consistently.

An example of the research on which these conclusions are based comes from
Kuhn’s investigation into the connection between scientific and informal
(everyday) reasoning in adults.32 She asked  people (teenagers and people in
their twenties, forties, and sixties) their theories on three topics, namely, what
causes prisoners to return to a life of crime, what causes children to fail in
school, and what causes unemployment. Participants were then asked for evi-
dence, alternative theories, counterarguments, and rebuttals. Only  percent
of the people could give actual evidence (that is, differentiated from theory and
something that bears on the theory’s correctness). Sixty percent gave nonevi-
dence or pseudoevidence. Pseudoevidence cannot tell us whether the theory is
correct because it can never conflict with the theory. For instance, a man in his
twenties whose theory for school failure was poor nutrition said (to the ques-
tion “what would show that?”), “[they would get poor grades because] they are
lacking something in their body.” This is nonevidence because the outcome
presumes the cause. College participants were much more likely to provide ev-
idence than noncollege participants (approximately  percent versus  per-
cent). About  percent of the participants were able to offer alternative theo-
ries, and  percent could provide counterarguments. But many actively resist
the idea of counterarguments. As one said, “If I knew the evidence that I’m
wrong, I wouldn’t say what I am saying.” Others get even more stubborn and
say things like “they’ll never prove me wrong.” Only  percent could offer re-
buttals, which are essential because they integrate argument and counterargu-
ment (original and alternative theories).

These conclusions are in line with the work on searching in two spaces (hy-
pothesis and experiment) by David Klahr and his colleagues, in that both Kuhn
and Klahr conclude that children fail to distinguish theory from evidence in
ways that some adolescents and adults are capable of doing. For instance, Klahr
and colleagues performed a fairly sophisticated experiment in order to test
whether there are developmental differences in scientific problem-solving heu-
ristics. They tested four groups that varied in age and in scientific/technologi-
cal skill: third graders, sixth graders, community college students with little
technical training, and college students with technical training. Results rather
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clearly showed that under some circumstances children can perform cognitive
processes that are similar to those of adults, but under other circumstances they
cannot. When the actual hypotheses are plausible or when the experimental al-
ternatives are few in number, children perform similarly to adults. But when
the actual hypotheses are implausible or the alternatives are not few in number,
adults’ performance is categorically superior to children’s. Children were not
able to consider two alternative hypotheses when the actual hypothesis was im-
plausible, and they stuck with their original plausible but incorrect hypothesis.
Adults, in contrast, were able to search for solutions in two spaces simultane-
ously, namely, hypothesis and experiment, even when the hypothesis was im-
plausible. More recently, Klahr has begun to argue that the differences between
children and adults are greatest at the more domain-specific level of scientific
reasoning. At the more domain-general levels of reasoning, basic similarities do
exist between child and adult reasoning.33

A second reason for the dissimilarity between children’s and scientists’ think-
ing is that to reason scientifically one must be capable of recognizing the im-
portance of disconfirming evidence and of realizing that one’s thinking may be
wrong and in need of revision. Children simply are not really capable of this
(nor are many adolescents and adults). One must be able to infer correctly that
a relationship exists when one outcome consistently follows one event and also
to rule it out when the events do not consistently follow each other. In scientific
reasoning, disconfirming evidence ultimately forces a change in theory (as
Thomas Kuhn, no relation to Deanna, argued with his notion of “anomalies”
and “paradigm shifts”). Inhelder and Piaget recognized this in , calling it
“the false causal inference.” Scientific thinking requires avoiding false causal in-
ferences (“superstitions”), and correlation—as we teach our students in intro-
ductory psychology and statistics courses—does not imply causation. Covaria-
tion is a necessary but not sufficient condition for causality, and sound
scientific reasoning acknowledges this. Children simply have a difficult time re-
alizing that covariation is not enough for causation, as do many adolescents and
adult. Scientists, however, do not. Because our minds are so good at seeing
cause and effect, there is no doubt that we sometimes see causal connections
when there are none (aka superstitions). It is the ability to realize that we may
be wrong and may have to revise our theory that is the essence of scientific
thinking. Intellectual honesty is a humbling and sometimes painful prerequi-
site for thinking like a scientist. Although not automatic and intuitive, exclu-
sion thinking can develop in most people by late adolescence with practice and
training.34
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Finally, the third and related reason for the dissociation between children’s
and scientists’ thinking is the extent to which, when confronted with evidence
that contradicts their beliefs, people often unknowingly ignore or distort the
evidence, or unwittingly adjust the theory to fit the evidence. Adults and even
scientists, of course, are not immune to such distortions and denials, but they
are less likely to resort to these tactics than children are. Paul Klaczynski and his
colleagues, for instance, have shown empirically that adolescents are not very
scientific in their thinking because of the degree of defensiveness and distortion
of evidence seen when they are reasoning about evidence that disconfirms their
previously held beliefs. They seldom adjust (accommodate) their thinking, but
instead they distort, ignore the evidence, and defend their original conceptual-
ization through ego-protective and complex and detailed analysis of why the
evidence, rather than their thinking, is wrong. Klaczynski argues there are two
classes of explanation for these distortions: motivational reasons (that is, to
protect one’s self-esteem) and cognitive reasons (that is, cognitive efficiency and
to protect one’s theoretical system). These distortions, however, do seem to de-
crease from late adolescence to early adulthood, at least on personally engaging
tasks.35

The developmental changes in cognitive ability is almost certainly tied in
with brain maturation, in particular maturation of the frontal lobes. Recent ad-
vances in cognitive neuroscience have begun to clarify the brain mechanisms
involved in complex and analytic reasoning, including components of scien-
tific reasoning. In particular, cognitive neuroscientists have argued for the crit-
ical role of executive function (and therefore the frontal lobes) in complex and
analytic reasoning. Neuroimaging research has generally supported this no-
tion.36 Executive functions consist of such distinct yet related skills as working
memory, inhibition of prepotent responses (impulses), shifting between cogni-
tive sets, planning, and organizing and achieving future goals. Most every one
of these cognitive skills could and probably does play a role in scientific reason-
ing, and yet few have empirically examined the connection between executive
function and scientific reasoning. Joaquin Fuster comes close to explicitly stat-
ing the connection between frontal maturation and scientific reasoning when
he argued that coincident with frontal lobe maturation around ages eleven to
fifteen “the child begins to utilize logical reasoning for the construction of hy-
potheses and for the testing of alternative solutions.” Yong-Ju Kwon and Anton
Lawson have been among the only researchers to propose that such executive
functioning might map onto the last stage of Piagetian reasoning, formal oper-
ations (and its related functions of scientific reasoning and hypothesis testing).
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A few others have linked executive-frontal functioning to mathematical rea-
soning and demonstrated that children with the highest executive functioning
scores tend to score highest on math tests.

Cognitive development most certainly involves the ability to make ideas
more and more explicit and under conscious control. The developmental psy-
chologist Annette Karmiloff-Smith put forth perhaps one of the clearest de-
scriptions of the development from implicit to explicit thought with her notion
of “representational redescription.” First, the child just knows something im-
plicitly and then with development, skill, and experience becomes capable of
“redescribing” his or her previously implicit representations explicitly (that is,
consciously and verbally). “[Representational redescription] involves a cyclical
process by which information already present in the organism’s independently
functioning, special-purpose representations, is made progressively available,
via redescriptive processes, to other parts of the cognitive system. In other
words, representational redescription is a process by which implicit informa-
tion in the mind subsequently becomes explicit knowledge to the mind, first
within a domain and then sometimes across domains.”37 With age a person is
increasingly able to represent ideas consciously and redescribe them explicitly.

Indeed, I would argue that Karmiloff-Smith’s theory of cognitive develop-
ment can be fruitfully applied both to the cognitive development between and
within the human lineage (see chapter ) and to the cognitive development in
the history of science (see chapter ).38 In other words, I propose a mild form
of recapitulation: the development of the species is reflected in the develop-
ment of the individual. In both, thinking becomes less and less immediate and
sensory-bound and more and more consciously represented, explicit, and meta-
cognitive. We see this as we move from ancient to modern human thought, as
we move from the preverbal, to verbal, to applied, to pure forms of science, and
as we move from infant to child to adolescent to adult thought.

EXPLICIT DEVELOPMENTAL PSYCHOLOGY 

OF SCIENCE

Although one might be able, as I have tried, to make the argument that all peo-
ple are capable of implicit science (construct theories, find patterns, test hy-
potheses), one obviously cannot make that claim for explicit science. We do not
all become scientists and in fact only about  percent of the population does.39

That begs the question of who becomes a scientist and why. The literature
tends to point to at least two major psychological influences on scientific inter-
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est (self-image and personality) and three familial influences (birth order, reli-
gious background, and immigrant status).

Psychological Factors in the Development 

of Scientific Interest

Self-Image. Self-perceived ability is indeed crucial to the development of inter-
est in and motivation in a given career. If one cannot imagine oneself in a career,
then there is little chance one will attempt to pursue that career. Occupational
interest research has demonstrated that congruency between talent, perfor-
mance, self-perception, and drive is the best predictor of career interest. The
principles of cognitive consistency, self-efficacy, and stereotype threat can fruit-
fully be applied to models that explain interest and attrition in science. Can one
easily envision and imagine oneself as a “scientist”? For some the label fits well
with their projected self-image and for others it does not. Moreover, especially
in the field of science and math, gender would appear to moderate the relation
between self-image and scientist, given the historical association between gen-
der and science. Similarly, math skills have been seen as part of the male do-
main, and if one is female, there is less congruency between self-image and a ca-
reer in math or science.40

Personality. In a quantitative review (meta-analysis) of twenty-six published
studies comparing the personality scores of scientists and nonscientists, Feist
reported that being open to new and alternative ideas and/or experiences
(openness), being somewhat introverted (extroversion), and being organized
and self-disciplined (conscientiousness) are important dispositions for the de-
velopment of scientific interest. Moreover, in a study of more than six hundred
college students, Feist and colleagues recently found that openness and consci-
entiousness most strongly covaried with scientific interest.41

Familial Factors in the Development 

of Scientific Interest

Birth Order and Theory Acceptance. Research has demonstrated that birth order
is related to both interest in science and one’s predilection toward accepting or
rejecting revolutionary and novel theories. The research on birth order has a
long history, beginning with Francis Galton in the s. One of the first ques-
tions addressed in terms of science was simply whether scientists were more
likely to be one birth position or another compared to nonscientists. Numer-
ous studies consistently reported that compared to nonscientists, scientists are
disproportionately firstborn.42 But birth-order research has been replete with
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inconsistent and even contradictory findings. As Frank Sulloway has pointed
out, however, much of these inconsistencies have been methodological.

Additionally, in his  book Born to Rebel, Sulloway makes a persuasive case
that birth order is a fundamental influence on an individual’s disposition to ac-
cept or reject authority, be it familial, educational, political, social, or scientific.
The fundamental finding, and one that he puts in the context of evolutionary
theory of sibling rivalry and competition for resources, is that firstborns are dis-
posed toward accepting the power structure they are born into because they are
the oldest and strongest and identify most with the authority of their parents.
Due to their temporary only-born status, they once garnered all the parental re-
sources of attention and care, and when siblings come, they are thrust into posi-
tions of responsibility and power. Later-born children, in contrast, are inher-
ently disposed toward questioning and challenging the innate power structure
of the family, given their built-in inferior status within the family. What makes
Sulloway’s argument persuasive is the extensive historical documentation and
systematic testing of the basic hypothesis that firstborn individuals are more
likely to accept intellectually and politically conservative theories and revolu-
tions, whereas later-born individuals are more likely to support liberal theories
and revolutions. From the perspective of the psychology of science, most rele-
vant is Sulloway’s detailed analysis of revolutionary theory acceptance in the his-
tory of science, focusing mostly on Charles Darwin’s theory of evolution by nat-
ural selection but also on Copernicus’s heliocentric theory and dozens of other
radical, technical, or conservative theories in the history of science. To give but a
few examples: laterborns were . times more likely to accept Darwin’s theory of
natural selection in the sixteen years after it was first published than firstborns.
They were also almost ten times as likely to accept evolutionary theory prior to
Darwin and more than five times as likely to accept Copernicus’s sun-centered
theory. On the other hand, firstborns were more likely than laterborns to en-
dorse and support conservative scientific theories, such as vitalism or eugenics.
Perhaps even more telling is the fact that creative revolutionary thinkers them-
selves, at least in the ideological revolutions of Copernicus and Darwin, are
more likely to be laterborns than firstborns. No such effect held for technical
revolutions (for example, Newton, Einstein, Quantum theory), or conservative
theories (for example, vitalism, idealist taxonomy, or eugenics).

Religious Background and Science. Another way family may influence scien-
tific development is through its dominant religious orientation. Many re-
searchers have reported that a disproportionate number of eminent and cre-
ative scientists come from Protestant or Jewish families compared to those with
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Catholic backgrounds.43 For example, whereas only  to  percent of the Amer-
ican population comes from Jewish backgrounds, the percentage of eminent
and elite scientists from Jewish backgrounds ranges from  to  percent. In
fact, among the most creative and elite groups of scientists most estimates sug-
gest that  to  percent come from Jewish families.44 Some have speculated
that the Jewish culture and history of critically evaluating ideas and not basing
belief on hierarchical dogma is more conducive to scientific reasoning and hy-
pothesis testing.

Religious background, however, does not tease apart variability due to reli-
gious orientation, culture, race, or even genetic influence. Moreover, we must
make clear that these data refer to the religious faith of one’s family background
and upbringing, not one’s current behavior. Scientists in general, and eminent
scientists in particular, are conspicuous in their rejection of organized reli-
gion.45 The few studies that have asked scientists about their current religious
practices have reported an almost complete absence of current religious faith.

Recent Immigrant Status. A small but consistent body of evidence suggests that
being within two generations of immigrating to the United States is related to
scientific interest, talent, and achievement.46 Families who recently come to the
shores of the United States may well foster a particular set of values that encour-
ages or even demands a high level achievement, whether it be in science, medi-
cine, or business. An interesting speculation on this phenomenon is that science
may be more meritocratic than most other career paths and therefore talent and
achievement in and of itself is more likely to be recognized and rewarded. An-
other possibility involves the work ethic of recent immigrants. In the words of a
 foreign-born finalist of the prestigious high school Westinghouse Science
Competition: “Immigrants understand the concept of hard work. In a sense
we’re more American than Americans. We actually believe in individualism, in
going out and making our own way, like the first Americans. We had a frontier
too. The frontier made America what it is.” Simonton offers another possible ex-
planation: “Individuals raised in one culture, but living in another are blessed
with a heterogeneous array of mental elements, permitting combinatory varia-
tions unavailable to those who reside solely in one cultural world.”47

Age and Scientific Achievement 

over the Lifetime

Another prominent developmental question in the psychology of science con-
cerns how scientific interest and ability change over the course of the lifetime.
More specifically, there are accumulated literatures on the following questions:
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Does Precocious Math or Science Ability in Childhood and Adolescence Become
Actual Achievement in Adulthood? In one of the more ambitious longitudinal
studies of extreme precocious talent in math, Julian Stanley argued for the pre-
dictive value of extreme mathematical precocity: “These young students [those
who score  or above on the math SAT before their thirteenth birthday]
seem to have the potential to become the nation’s superstars in pure and applied
mathematics, computer science, electrical engineering, physics, and other
fields that depend heavily on great quantitative aptitude. Quite a few of the 

appear well on the way toward excellence in such fields.”48 One of Stanley’s stu-
dents, Camilla Benbow, and her colleagues have presented data from the same
data set showing that precocious ability predicts achievement in high school.
Approximately  percent go on to get bachelor’s degrees, slightly less than 

percent get master’s degrees, and about  percent receive doctorates. These fig-
ures are well above the base rates for such degrees (with  percent,  percent,
and  percent being the national figures, respectively). Similarly, Feist has re-
cently reported that in a sample of extremely talented high school students
(Westinghouse finalists) more than  percent of the males and nearly  per-
cent of the females went on to earn a doctorate. Given the base-rate of  percent
in the population, these are extremely high figures. Another way to make the
point that talented math students go into science is to look backwards on the
math ability of those who in fact become scientists or mathematicians. Not sur-
prisingly, such retrospective research shows scientists and mathematicians scor-
ing well above the population norms (on average the th percentile) on math
achievement tests in high school.49

As Farmer pointed out, however, even in the Stanley-Benbow data set only
 percent of the male and  percent of the female extremely precocious stu-
dents went on to choose a science or math graduate program. In short, only 

percent of the extremely gifted math sample continue in science and math
through graduate school, and even fewer are retained in science and math ca-
reers. Indeed, Benbow and her colleagues have recently reported that only
about  percent of the mathematically precocious males and  percent of the
mathematically precocious females were in math and computer science careers
at age thirty-three. Moreover, from these same samples only about  percent of
the males and  percent of the females were in natural or physical science careers
in their early thirties. The modal career category was “executive and adminis-
trator” (with about  percent of the males and about  percent of females in
this category career at age thirty-three). The retention rate, however, is some-
what higher for those who demonstrate precocious scientific achievement.
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Rena Subotnik and Cynthia Steiner, for instance, reported that by their mid-
twenties,  percent of the male and  percent of the female Westinghouse Sci-
ence finalists were still on science-training or career tracks. Similarly, Feist re-
ported in four different cohorts of Westinghouse finalists, ranging in age from
twenty-four to fifty-four, that  percent of the men but only  percent of the
women stayed in science, engineering, or math careers. If one chooses a more
real-world, valid outcome criterion, such as actual creative achievement in
math and science, the evidence is more mixed about whether the extremely tal-
ented youth go on to have truly influential careers. The evidence shows that
neither grades nor aptitude tests are good predictors of creative achievement in
scientific careers, but that many Westinghouse finalists go on to become the
more productive and influential scientists of the next generation.50

Other predictors of high levels of scientific achievement later in life are sim-
ply the age that one decides one wants to be a scientist, the age one realizes one’s
talent for science, and the age that one starts doing science. In a recent retro-
spective study of members of the National Academy of Sciences (NAS)—our
nation’s most elite science organization—Feist reported that about  percent
of the members knew they wanted to be a scientist by age fourteen and  per-
cent knew by age eighteen. They knew they had talent for science even earlier,
with  percent of the NAS members realized their talent by age thirteen and
 percent by age sixteen. Finally, NAS members began doing science early,
with  percent having participated in formal research by age twenty-one.51

How Does Productivity Change with Age? One of the oldest of the develop-
mental psychology of science questions concerns whether age affects level of
productivity. The question is unique not simply because it has been asked for
such a long time, but because its answer is now rather consensually agreed
upon. There is a relation between age and productivity in science (and other
professions), and it is an inverted U.52 Further, once controls are made for
different ways of operationalizing output, the curve peaks at the same age (early
forties) for quality and quantity of productivity. But it peaks somewhat differ-
ently for various disciplines (earlier in math and physics, later in biology and
geology).

This is not to say that the topic of age and productivity has been without
controversy. On the contrary, it has been replete with controversy from its in-
ception. In particular, Harvey Lehman’s seminal work has been the object of
frequent criticism and rebuttal. Granted some of these criticisms are valid and
justified, once many of the controls are made that Lehman failed to make, the
result is still an inverted U. The peak may be a little flatter and it may occur a
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little later, but basically every study conducted on the relation between age and
productivity has shown a curvilinear relation that peaks either in the late thir-
ties or early forties and then drops off more gradually than it rose. Extreme cre-
ative talent in theoretical physics—like chess, pure math, and lyric poetry—is
likely to peak earlier than in some other fields of study, such as biology, geology,
history, and philosophy. It is not uncommon for major theoretical contribu-
tions in physics to be made in the decade of one’s twenties, with Einstein being
the most obvious but not only case, and the general peak of productivity oc-
curring during the late twenties or early thirties, very seldom being before age
twenty or after thirty-five. Even physicists themselves were aware of this phe-
nomenon.53 Paul Dirac, a wunderkind of theoretical physics (he won a Nobel
Prize at age thirty-one for work he had done at age twenty-five), penned these
words:

Age is, of course, a fever chill
That every physicist must fear
He’s better dead than living still
When once he’s past his thirtieth year.54

Although perhaps not quite the death knell that Dirac implies, after one’s
thirties, tremendous contributions to theoretical physics become rare. In this
sense, theoretical physics is somewhat like sports—being the domain of the
very young and peaking in the late twenties. There are three domains—pure
math, chess, and music—in which cases of extreme precocity, that is true
achievement, can occur even earlier, namely before one’s twenties. The intrigu-
ing thing here is that these three areas do seem to be the only fields in which
world-class achievement before one’s twentieth birthday can been seen. Per-
haps there is something about brain development (maximum neural connec-
tivity and efficiency) that allows certain extremely gifted individuals to achieve
at a high level for a relatively brief period of time. The phenomenon of brain
development and giftedness awaits further neuroscientific investigation.

I must point out, however, that age accounts for only a relatively small per-
centage of the overall variability in productivity. The work of Karen Horner
and colleagues illustrates this point. They sampled more than one thousand
male research psychologists from four different birth cohorts and found a
curvilinear relation between age and productivity, with the peak occurring in
the early forties. In this sample, age accounted for . percent of the overall vari-
ance in publication rate. In short, it is clear that other individual difference and
social factors (such as early levels of productivity, rewards and honors, and in-
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stitutional support) have at least as strong if not stronger of a relation with pro-
ductivity.55

If the description of the relation between age and productivity is relatively
clear and agreed upon, its explanation is not, and the few attempts at explana-
tion can be divided into two general categories: extrinsic versus intrinsic fac-
tors.56 The primary candidates for extrinsic theories concern increase in family
and administrative obligations and unfavorable work conditions, whereas the
intrinsic factors are concerned with changes in physical health, motivation, ex-
perience, intelligence, and creativity. Empirical evidence at least partially sup-
ports the extrinsic theories.57 For example, sociologists have long argued that
an extrinsic factor (reward) plays an important role in maintaining high levels
of productivity in some and discouraging it in others. In other words, scientists
who produce the most impactful works early in their careers and who are
thereby rewarded with tenured jobs at top departments, financial support, and
prestigious awards are the ones who are most likely to continue producing. The
main problem with this theory is that it cannot explain the single-peak curvi-
linear relation between age and productivity in all scientists, not only the most
precociously productive.

Little longitudinal research has been conducted on the intrinsic theories,
namely, developmental changes in health (aging), motivation, intelligence, and
creativity across the lifespan. Most recently, and quite consistent with the age
forty peak, is evidence from genetics and the aging human brain that shows
that DNA damage starts to accumulate and numerous genes involved in cogni-
tive functioning (memory, learning, and neural survival) start to slow down af-
ter age forty.58 The empirical work conducted on change in intelligence across
adulthood, however, points to a rather late and small decline with wide vari-
ability between individuals, which suggests that age-related declines in produc-
tivity may not be a result of a drop in intelligence.59

The more likely intrinsic candidate, namely, motivational decline, has re-
ceived theoretical attention. More than  years ago, G. M. Beard argued that
productivity is a function of changes in motivation (enthusiasm) and experi-
ence. The young are more enthusiastic, the old are more experienced, and both
enthusiasm and experience are linear functions of age (enthusiasm negative and
experience positive). Creative achievement is a result of the balance between
youthful enthusiasm and the experience of age, and hence productivity peaks
when these two intrinsic processes overlap (that is, in the late thirties or early
forties). As Bernice Eiduson wrote in her classic longitudinal study of scientists:
“from the standpoint of satisfaction there is some diminution of the involve-
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ment in work—some of the gratifications are beginning to pall and some of the
fire, drive, and curiosity is gone.”60

Dean Simonton has developed a more complex theoretical model that at-
tempts to predict and explain the age-productivity relation by focusing on in-
trinsic factors, namely, cognitive components.61 This model is based on his
“chance-configuration” theory and consists of a few key assumptions: first, each
creator starts off with a set amount of creative potential (number of contribu-
tions made over a normal, unrestricted life span); second, the actualization of
creative potential can be broken down into two components, ideation and
elaboration. Ideation is the rate at which potential ideas are expressed, and elab-
oration is the rate at which ideas are put into concrete, public form. As each cre-
ator produces a new work, she or he “uses up” some creative potential. The rate
at which a creator actualizes potential and produces works is a direct function
of the two cognitive transformations, ideation and elaboration. To graphically
model the relation between these two elements, Simonton has developed one
of his better-known differential equations, with the peak occurring roughly
twenty years into one’s career and thereafter slowly declining.

Does Producing Works Early in Life Predict Later Levels of Productivity? Again,
enough work has been conducted on this question to provide a rather consen-
sual answer: yes, early levels of high productivity regularly foreshadow contin-
ued levels of high productivity across one’s lifetime. Those who are prolific early
in their careers tend to continue to be productive for the longest periods of
time. For example, one study reported that the most prolific group of scientists
out-published medium and low publishers by more than two to one in the
twenty-five to thirty-four age period, and they maintained a rate of about a pa-
per per year advantage over both groups during each ten-year period until their
mid-sixties to -seventies age period. At this age all three groups dropped to ap-
proximately a half a paper per year, but the precocious group still out-produced
the other two groups.62

As is the case with productivity in general, sociologists tend to explain this
phenomenon in terms of the “cumulative advantage” or the “Matthew effect.”
Those who publish frequently early in their careers and are therefore rewarded
by their peers continue to garner more and more of the resources and continue
to out-produce their peers because of the ever-increasing supply of financial
and social support. Productivity data are inherently positively skewed with
one-tenth of the scientists producing roughly one-half of all of the works. The
rich get richer and the poor get poorer! Furthermore, there is some evidence
that quantity of publication matters more than quality of publication when
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predicting who will receive the most peer recognition and prestigious honors;
that is, who will become the most eminent.63

Compared with Older Scientists, Do Younger Scientists Produce a Dispropor-
tionate Number of High-Quality Works? Lehman suggested that younger scien-
tists (below age forty) produce most of the highly cited and impactful works.
Lehman’s data, however, did not take absolute number of scientists at each age
period into account, and therefore they may be biased toward the young simply
because there are more young scientists. Ray Over examined whether older sci-
entists were more likely to produce works of lower quality than younger scien-
tists. He found that although it is true that a disproportionate number of high-
quality works come from scientists less than ten years post-PhD, it is equally
true that a disproportionate number of low-quality works come from this age
group of scientists. In other words, more high-quality works are being pro-
duced by younger scientists not because of age but because of the high number
of young scientists. The same holds true once longitudinal rather than cross-
sectional data are examined. Longitudinal data are important because they do
not confound age and cohort effects the way cross-sectional data do.64

Are Older Scientists More Resistant to Scientific Revolutions Than Younger
Ones? The physicist and Nobel Prize laureate Max Planck experienced resis-
tance to his novel ideas, which gave him “an opportunity to learn a new fact—
a remarkable one, in my opinion: A new scientific truth does not triumph by
convincing its opponents and making them see the light, but rather because its
opponents eventually die, and a new generation grows up that is familiar with
it.”65 This observation by Planck, which has come to be called “Planck’s prin-
ciple,” fits well with Thomas Kuhn’s notion of paradigm shift, in which the old
and new paradigms are so different that they are incommensurable. Similarly,
toward the end of On the Origin of Species, Darwin noted, “A few naturalists,
endowed with much flexibility of mind, and who have already begun to doubt
on the immutability of species, may be influenced by this volume; but I look
with confidence to the future, to young and rising naturalists, who will be able
to view both sides of the question with impartiality.”66 Darwin’s primary de-
fender, T. H. Huxley, went further, arguing that men of science ought to be
strangled on their sixtieth birthday lest they retard scientific progress!

To test the connection between age and theory acceptance, David Hull and
colleagues compared the ages of scientists who accepted and rejected the theory
that species evolved in the ten years after publication of Origin and found that
the rejecters, on the average, were ten years older—a statistically and practically
significant difference. More recently, Hull has pointed out the other side of the
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coin: older scientists may be more resistant to all ideas, including the bad ones.
In other words, their skepticism also prevents them from accepting ideas that
are, in fact, later rejected, such as phrenology or cold fusion.67 Perhaps this is
why Carl Sagan argued that the best science involves both skepticism and open-
ness.

As we saw with age and productivity, it is important to keep the magnitude
of this effect in mind. Age ultimately accounts for less than  percent of the
variance in theory acceptance and can provide moderate support at best for
Planck’s principle. Indeed, the historian turned psychologist Frank Sulloway
published an exhaustive historical analysis of theory acceptance in science and
concluded that birth order accounted for more variance than any other single
variable.68 Further, Peter Messeri studied age differences in relation to the ac-
ceptance of plate tectonics after the discovery of sea floor spreading in the early
s. During the period immediately following publication of this new idea,
older scientists were significantly more likely to adopt plate tectonics than
younger ones, exactly the reverse of what one would expect if Planck’s principle
were true. Later, after substantial confirmatory data had been disseminated, age
no longer played a role in theory acceptance. Finally, other researchers reana-
lyzed the data collected by Hull and colleagues and divided it into the same
time periods used by Messeri. They found no significant relation between age
and theory acceptance and concluded, “No researcher to date has found sub-
stantial effects of age on the acceptance of new ideas.”69

In sum, the progression from infant, to child, to adolescent, to adult, to scien-
tist (expert) is a long and difficult one. Implicit scientific reasoning is seen in
the automatic and intuitive scientific knowledge of infants and children: they
are incipient psychologists, physicists, biologists, and mathematicians (as well
as linguists, artists, athletes, and musicians). Moreover, children, adolescents,
and adults are fundamentally similar in that they each automatically and intu-
itively develop explanatory cognitive representations (that is, theories) for how
the world works and for their experiences. Indeed, these theoretical explana-
tions tend to be constrained along domain-specific lines, namely, the psycho-
logical, physical, biological, and mathematical (as well as the linguistic, aes-
thetic, and musical). Theory construction is inherent to all age groups. The
differences, however, between children, adults, and scientists stem from their
degree of concreteness, explicitness, complexity, and metacognitive representa-
tion. Theory construction in childhood is inherently sensory-bound and im-
plicit, but it gradually becomes more representational and explicit with devel-
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opment, culminating in the full-blown metacognitive, systematic, and explicit
theories of scientists and philosophers.

Moving more directly to explicit scientific thought and behavior, the evi-
dence for why certain individuals are more likely to become scientists and how
scientific achievement and productivity change over the course of one’s life
confirmed the importance of two psychological factors (self-image and person-
ality) and three family factors (birth order, religious background, and immi-
grant status). People are more likely to develop an interest in science if they
have a self-image consistent with being a scientists; are open, introverted, and
conscientious; and if they are firstborn, from Protestant or Jewish families, and
have been in the country for less than two generations. The question of age and
achievement demonstrated the importance of precocious talent and the curvi-
linear relation between age and productivity (with the peak occurring about
twenty years into one’s career). Moreover, although there is some evidence that
younger scientists might be more receptive to new and revolutionary scientific
theories, the effect is neither unequivocal nor strong in magnitude.
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Chapter 4 Cognitive

Psychology of Science

83

Two quotations go right to the heart of this chapter. First is one by the
cognitive psychologist of science Ryan Tweney: “Science is by its very
nature a cognitive act!” Second, the historian of science Arthur I.
Miller had this to say about Piaget, philosophy, cognitive science, psy-
chology, and science: “The Swiss psychologist Jean Piaget made it
abundantly clear that the basic problem faced by psychology, philoso-
phy, and science is how knowledge emerges from sense perceptions or
data. . . . Piaget wondered essentially about a paradox discussed by
Plato in the Meno: How can new concepts emerge from ones already
set into the brain? In other words, how can a system produce results
that go far beyond the statements included in it? This is the problem
of creativity.”1

In this chapter, and indeed in this book, I attempt to answer the
Platonic-Piagetian question about knowledge and creativity in science
broadly defined. At its core, science involves observing nature, recog-
nizing patterns, forming and testing hypotheses, solving problems
creatively, and constructing theories. Each and every one of these ac-
tivities is cognitive in nature and indeed has been the object of study



for cognitive psychology as long as the field has been in existence. The process
of doing science is inherently a cognitive activity, and as one might expect, cog-
nitive psychology and the study of science are natural allies. In fact, the cogni-
tive psychology of science is one of the largest and most well-developed disci-
plines within the psychology of science. Cognitive psychology, more than any
other subdiscipline of psychology, has devoted attention to scientific problem
solving. In this chapter I review the relevant findings from three broad cate-
gories of cognitive psychology of science: theory formation, theory change, and
comparing expert to novice reasoning.2

COGNITIVE PROCESSES INVOLVED 

IN THEORY FORMATION

Model Building and Causal Maps

Model building in the history of science has been absolutely essential to the cre-
ation of new theories and to advancing scientific knowledge. Mental models
can be literal representations of the external world (as they often are with visual
imagery) or arbitrary representations (as they are with propositional, mathe-
matical, or verbal models). In either case, they are explanatory or descriptive
representations of the external world.

Howard Gruber in Darwin on Man provided a detailed cognitive analysis of
the critical two-year period of Darwin’s thinking after he returned from his
Beagle voyage and creates perhaps one of the more enlightening portraits of the
development of scientific thinking and theory formation in the history of sci-
ence. Making use of the prolific and detailed notebooks Darwin used to orga-
nize and develop his ideas, Gruber argues that Darwin’s thinking was not sim-
ply the result of one major moment of insight but rather a slow, complex
reworking of many ideas, many insights, and many instances of making the im-
plicit explicit. Gruber coined the phrase “network of enterprise” to capture the
complex, “continually changing concerns and interests of a purposeful life” and
as a way of “giving some unity to a complex and changing picture.”3 Of course,
there was one moment of insight that sticks out above all others for Darwin: on
September , , Darwin read Malthus’s essay on overpopulation and the
struggle for existence, and suddenly many pieces of his thinking fell together in
one very explicit insight.

Nature selects individuals or traits that are most adaptive to their given envi-
ronment, and superfecundity is how nature ensures enough individuals to se-
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lect from. The idea of natural selection was not new, but Darwin was really the
first to apply it to the origin of species and not just use it as a conservative prin-
ciple (“the weakest individuals get weeded out”). It was a significant theoretical
insight to realize that variation need not be adaptive but rather is random or
neutral. Because natural selection can now be the mechanism that allows indi-
viduals to adapt to their given environments—chance variation requires selec-
tion, and superfecundity is what allows great variation—nature then selects
those individuals or traits that work best in a particular environment. Natural
selection is captured by the phrase “survival of the fittest” and not merely the
“death of the weakest.” In short, Darwin was not the discoverer of natural se-
lection but the discoverer of its significance.

What is fascinating about Gruber’s account of Darwin’s earliest ideas on evo-
lution is how important theory was from the very beginning of his writing.
Darwin had observed some amazing phenomena on his journey to South
America, and although he apparently did not do much theorizing on the five-
year voyage, he began his notebooks less than a year after returning to England.
Above all else, it is fair to say, he had a need to organize and give meaning to the
wonderful and perplexing array of observations he had made on his journey to
the Galápagos. Interestingly, Darwin’s own account of his earliest notebook
portrays them as atheoretical: “My first note-book was opened in July . I
worked on true Baconian principles, and without any theory collected facts on
a wholesale scale.” Darwin continues: “In October  [it was September],
that is, fifteen months after I had begun my systematic enquiry, I happened to
read for amusement Malthus on Population, and being well prepared to appre-
ciate the struggle for existence which everywhere goes on from long-continued
observation of the habits of animals and plants, it at once struck me that under
these circumstances favourable variations would tend to be preserved, and un-
favorable ones to be destroyed. The result of this would be the formation of
new species. Here, then, I had at last got a theory by which to work.”4

Gruber, however, points out after his completely detailed analysis of these
notebooks that the notion that Darwin began with no theory is simply and fac-
tually wrong. Darwin had a theory at the outset of his first notebook in July
. In fact, although he had long bought into the relatively widespread idea of
evolution (indeed his grandfather Erasmus put forth a variation of the idea), it
was not until March to July of  that “the idea of evolution [began] to gov-
ern his behavior and thought in a systematic way.” When he began his first
notebook (at age twenty-eight), Darwin already assumed an evolutionary per-
spective and developed a theory called “monadism” in which new life forms are
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constantly forming out of inanimate matter; organisms adapt to their changing
environment; simple things necessarily become more complex; species, like in-
dividuals, are born, mature, and die; and new evolutionary lines are constantly
branching off in an irregular “tree of nature.” This is hardly Baconian induction
and “without theory.” Nevertheless, although Darwin quickly realized the fatal
flaws of monadism, one crucial element survived: the analogy-metaphor of the
tree of nature. In this sense, his early theory was quite useful to his latter think-
ing. To use Gruber’s words: “Darwin certainly began the notebooks with a def-
inite theory, and when he gave it up it was for what he thought was a better the-
ory. True, when he gave up his second theory he remained in a theoretical limbo
for some months. But even then he was always trying to solve special theoreti-
cal problems, such as those related to hybridization, and he almost never col-
lected facts without some theoretical end in view. It was not simply from obser-
vation but from hard theoretical work that he was so well prepared to grasp the
significance of Malthus’s essay.”5

Darwin himself hinted at what might be going on here: an attempt to pre-
sent the professionally accepted view that one should observe objectively with-
out theory, even if in reality one cannot do so. In a letter in  to a botanist,
Darwin wrote: “let theory guide your observations, but till your reputation is well
established be sparing in publishing your theory. It makes persons doubt your
observations.”6 To be sure, model building is inherent to the scientific enter-
prise, and Darwin was seldom without his own models and theoretical as-
sumptions. In the end, he was to create one the greatest theoretical models in
the history of science.

Other psychologists, such as Alison Gopnik and her philosopher colleague
Clark Glymour, have argued that much of cognitive development is the process
of theory formation and much of theory formation is based on causal maps,
which they define as “non-egocentric, abstract, coherent representations of
causal relations among objects.”7 Causal maps, folk theories, and scientific the-
ories interpret, explain, and predict one’s experiences with the physical, biolog-
ical, and social worlds. Sometimes, in fact, causal maps and naive or folk theo-
ries of childhood can and do become more explicit and systematic theories of
science. Indeed, in chapter , I reviewed much of the developmental literature
on the topic of theory formation and attempted to show the similarities and
differences between scientific theories formed by children, adolescents, adults,
and scientists. Theory formation involves building ever more explicit cognitive
models or representations of the physical, biological, and social worlds.

What is clear is that some kind of model building and theory formation is
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absolutely inherent to being human; whether the models are “myths,” “magic,”
“metaphysical,” or “scientific,” they all do the same thing: provide a cognitive
structure for interpreting and organizing sensory experience. Again, as I made
most clear in chapter , cognitive models and theories are the inherent function
of brains. Brains exist first and foremost as organizers of sensory experience and
models and theories are convenient shorthand labels we apply to this process.

These cognitive models are not simply abstract pie-in-the-sky cognitive en-
terprises. Rather, they are directly and ultimately connected to the survivability
and reproductive fitness of the individual and the species. Cognitive models/
maps allow the individual, whether hyena or human, to interpret and explain
what they have experienced and to predict what is likely to happen next. In
short, they provide an internal representation of the external world. The better
these models are at predicting what is likely to happen next, the better the indi-
vidual is to adapt and survive in its environment. Humans, no doubt, are
unique in the complexity and conscious nature of these mental models. As
Darwin first recognized, mental structures and their corresponding processes
are most certainly part of the evolutionary process and subject to the laws of
natural selection. “A great stride in the development of the intellect will have
followed, as soon as the half-art and half-instinct of language came into use. . . .
The higher intellectual powers of man, such as those of ratiocination, abstrac-
tion, self-consciousness, etc., probably follow from the continued improve-
ment and exercise of the other mental faculties.” As implied here by Darwin,
explicit, rational theories are not evolved “adaptations,” but their implicit
foundations may be. Most modern scholars on evolution of mind see con-
sciousness, rationality, and science more as co-opted by-products of adapta-
tions rather than adaptations directly.8

As much as we can learn about scientific thinking from analyzing the think-
ing and model building of nonliving scientists or of students and scientists solv-
ing artificial problems in vitro, Kevin Dunbar has made clear that studying
how real scientists think as they are doing real science, in vivo, is absolutely es-
sential for a full and naturalistic understanding of scientific thinking.9 From
systematic and long-term analysis of weekly lab meetings, Dunbar has con-
cluded that four main cognitive processes occur: causal reasoning, analogy, cat-
egorization, and collaborative (distributed) reasoning. Causal reasoning exists
whenever scientists “propose a cause, an effect and a mechanism that leads from
cause to an effect.” Dunbar has found, for instance, that up to  percent of the
statements made during a lab meeting are causal reasoning statements. Causal
reasoning, in fact, may subsume many other kinds of reasoning processes, such
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as analogy, deduction, and induction, rather than being a unitary process. In
this sense, causal reasoning is of paramount importance in scientific reasoning.
Analogy involves taking characteristics from a known source and mapping
them onto a less well-known target. One interesting finding by Dunbar and his
colleagues is that the majority of analogies made by scientists during lab meet-
ings are “local” (“this is like that experiment that worked . . .”), rather than the
more “distant” (and more attention-grabbing) analogies often written about
(“natural selection is like artificial selection . . .”). Finally, collaborative or dis-
tributive reasoning is the informal reasoning and discussion that goes on be-
hind the scenes or in the hallways. That is, it takes place between people in a so-
cial context and is the result of input from many people.

As already touched upon, Darwin amassed some of the more incredible and
rich observations of nature ever made, before or since. His five-year expedition
on the Beagle (from  to , when he was twenty-two to twenty-seven years
old) was a phenomenally unique opportunity to observe the multitude and va-
riety of nature. If not immediately, then within a year of his return, Darwin be-
gan the process of developing an explicit theory to explain his observations and
other natural phenomena that he knew about from reading. But as Darwin
himself alluded to, and as Norwood Russell Hanson and Karl Popper made
clear one hundred years later, observation is meaningless and impossible with-
out some kind of theory focusing one’s attention on what to observe.10 Pure
observation in the strict sense is impossible. To quote Popper: “But in fact the
belief that we can start with pure observations alone, without anything in the
nature of a theory, is absurd.” To paraphrase Kant’s critique of Locke’s empiri-
cism: observation without theory is meaningless; theory without observation is
blind. Darwin, too, never kept as distinct as he would like to portray his obser-
vations and his theory. We observe and immediately, automatically, and intu-
itively our brains try to give meaning to our observations. We try to figure out
what we are seeing. Our brains serve this very function.

Making the Implicit Explicit (Explication)

Demonstrating the power of two themes of the chapter—metacognition and
explication—Howard Gruber summed up the development of Darwin’s the-
ory with these words: “In the growth of thought a given idea may move from an
early phase in which it is implicit in the structure of an argument to a later
phase in which it becomes explicit, consciously recognized, and deliberately
expressed. As the thinking person becomes more aware of the idea, he can be-
gin to use it more actively and purposefully. Eventually, his feeling of personal
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connection with it fades. He can look at it with detachment, see some of the
unexpected possibilities the idea now generates, and some of the problems it
raises.”11

Although twenty years passed between the Journals of – and the pub-
lication of Origins in , the process of making the implicit explicit did not
take quite that long; early formal yet unpublished versions of the theory of nat-
ural selection were written in . Out of fear of persecution as much as any-
thing, Darwin delayed making the formal theory known. The immediate im-
petus for publication, as is widely known, was a letter he received from Alfred
Wallace in June of , stating that Wallace had a theory of evolution via nat-
ural selection that, in Darwin’s own words, “I never saw a more striking coinci-
dence; if Wallace had my MS sketch written out in , he could not have
made a better short abstract!”12

If twenty years were not required for Darwin’s implicit ideas of natural selec-
tion to become completely explicit and more fully developed, a few years were.
Darwin had been working diligently since summer  on developing a theory
of evolution and natural selection and had even a few “false” attempts (for ex-
ample, monadism), but the ideas that occasionally surfaced in various forms
became truly explicit only when he read Malthus’s essay on population.13 But
this was not the first time he was exposed to the ideas of overproduction or su-
perfecundity. Before September , however, he simply was not ready for
them. By this fateful late September day, all the pieces were in place, priming
Darwin for his “great insight.” Indeed, although Wallace, too, had read Mal-
thus’s essay, apparently he had done so fourteen years before developing his own
version of evolution via natural selection. Extensive incubation and pondering
and working through the idea of superfecundity and struggle for existence were
required for both creators of the theory of evolution by natural selection.

The distinction between implicit and explicit theory is more of degree than
kind because implicit ideas can and often do become increasingly explicit over
time. Everyone organizes and explains their observations, and most of the time
we do so implicitly—without conscious awareness or verbal representation.
These theories are what we have been referring to as “folk” theories, “naïve” the-
ories, or “common sense.” Infants, children, adolescents, and adults all do this
and do so constantly. All cognitive development, not only scientific reasoning,
involves the ever-increasing explicit and conscious control of mental represen-
tations. As I have made reference to in chapter , Annette Karmiloff-Smith, for
instance, argued that ideas and knowledge always start out quite implicitly, and
then with cognitive development and maturation they become increasingly ex-
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plicit and under conscious control and reflection. Consistent with Karmiloff-
Smith, as well as with many other current theories of cognitive and develop-
mental science, I argue that the explicit theories used in science stem from and
build upon these implicit everyday folk theories.14

Some writers, such as chemist turned philosopher of science Michael Po-
lanyi, have argued that implicit (or tacit) knowledge is “more fundamental than
explicit knowing: we can know more than we can tell and we can tell nothing
without relying on our awareness of things we may not be able to tell.”15 The most
creative scientists, as well as artists, often have a well-honed intuitive sense,
knowing implicitly and without knowing how they know, or in Polanyi’s words
“know[ing] more than [they] can tell.” Explication happens when a thinker can
delve into the less conscious, more tacit and implicit forms of knowledge and
bring them above conscious threshold and use them as potential components
of a scientific theory. Two of the greatest theoretical physicists of the twentieth
century, Albert Einstein and Richard Feynman, both had unusually deep in-
tuitions about the physical world that they were able to translate into mathe-
matical language. Indeed, as the great French mathematician Henri Poincaré
wrote, “It is by logic we prove, it is by intuition we invent.”16

The Importance of Analogy, Metaphor, and

Visualization in Creative Theory Formation

One overarching theme to the cognitive psychology of science literature, espe-
cially those studies that focus on analogy, metaphor, and visualization, as well
as on theory change and hypothesis testing, is the widespread use of various
kinds of strategies, or heuristics, used often implicitly and sometimes explicitly
to solve problems. Ryan Tweney defines heuristic as “the strategies that are cho-
sen to organize the path from a starting point to some goal.”17 As we will see in
this and the next section, there are many different kinds of heuristics applied in
scientific problem solving and hypothesis testing that have a bearing on adapt-
ing theory to new and changing evidence. Some of the more common heuris-
tics are the use of analogy, metaphor, and visualization.

Analogy. The essence of analogy is the seeing how something new (target) is
like something old (source). Our mind seems to do this automatically and in-
tuitively almost any time we are confronted with a new idea or new experience.
Analogy is one of the more ubiquitous ways the brain takes sensory experience
and gives it meaning. Indeed, in the history of cognitive science the concept of
analogy and metaphor has been one of the more central mechanisms answering
the Platonic-Piagetian question of how new knowledge is possible. The cogni-
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tive scientists Gilles Fauconnier and Mark Turner put it this way: “Analogy has
traditionally been viewed as a powerful engine of discovery, for the scientist, the
mathematician, the artist, and the child.”18

Darwin’s main analogy, and one that is seen in his very first attempt at an
evolutionary theory in , was the analogy between the branching of a tree
and that seen in evolution. Species that are more closely related are closer to-
gether on a common branch. This branching analogy is used in current taxo-
nomic systems. The branching tree analogy also makes clear that evolution is
not a linear progressive process with humans at the apex, as many evolutionists
at the time had argued. Rather, evolution consists of many dead ends and ex-
tinct species and is simply a process of the birth, growth, and death of species,
all going back to one common origin. This was a truly powerful and revolu-
tionary insight: all life on the planet is related! Darwin was one of the first sci-
entists to really make this clear, and he was all too aware of the trouble this idea
would cause scientifically, politically, and theologically. But he used this anal-
ogy unwaveringly from his late twenties until his death. Another foundational
analogy used by Darwin was the comparison between natural selection and 
artificial selection seen in human breeding of plants and animals. Indeed, Dar-
win’s first chapter to Origins begins with the well-known principles of “Varia-
tion under Domestication,” which lays the foundation for using similar princi-
ples in nature in the next chapter, entitled “Variation under Nature.”

There is a well-developed literature on the importance of analogy and
metaphor in scientific problem solving and creativity.19 The consensual con-
clusion from this literature is that analogy is a crucial problem-solving heuristic
that allows scientists to apply schemas, models, and mental maps from known
to unknown domains in order to solve problems. The success and richness of
the analogy depend on how deep the similarity is between old and new. Associ-
ations no doubt play a critical role in analogical thinking, with the similarity
being touched off via an association. In science, these analogies also often serve
as the foundation for hypotheses.

Analysis of historical cases also consistently shows the most creative scientists
discovering useful analogies to solve problems.20 Dedre Gentner and Michael
Jeziorski compared the way two physical scientists (Robert Boyle and Sadi
Carnot) used analogies to the way alchemists employed them. They concluded
that following particular rules when using analogies (for example, avoiding
mixed analogies, understanding that analogy is not causation) was the key to
distinguishing scientific from pseudoscientific reasoning. But Carnot and Boyle
had different styles of analogical reasoning: the former relied on a single anal-

Cognitive Psychology of Science 91



ogy, deriving principles from it, whereas the latter preferred to work with a
whole family of analogies. Nancy Nersessian observed that James Clerk Max-
well used analogies iteratively, that is, he constantly modified them to fit his
growing understanding of the constraints of the target domain. Michael Gor-
man demonstrated that Alexander Graham Bell deliberately “followed the anal-
ogy of nature” and used the human ear as a mental model for his telephone; like
Maxwell, he was able to modify this analogy as he learned more about his target
domain.

According to some cognitive developmental psychologists, the use of anal-
ogy is usually not arbitrary but rather is guided or constrained by the evolved
and specific domains of mind, such as math, physics, psychology and biology.
Analogy therefore involves translating ideas from one of domain to another.
For instance, Susan Carey and Elizabeth Spelke argued that conceptual change
often takes place through the successful use of analogy and thought experiment
and offered examples from the history of science (Duhem, T. Kuhn, Maxwell,
and so on). Translating models between the mathematical domain and objects
(physics), people (psychology), and animals (biology) has been an especially
useful analogy heuristic in solving many problems in the history of science. As
Carey and Spelke put it: “In our terms, scientists who effect a translation from
physics to mathematics are using their innately given system of knowledge of
number to shed light on phenomena in the domain of their innately given sys-
tem of knowledge of physics.”21

Metaphor. Metaphor is closely related to analogy in that it, too, involves ap-
plying similarity from an old source to a new target and in this sense many
metaphors are analogies. The essence of metaphor is an “as if” comparison—I
am going to think about X as if it were Y. Some scholars, in fact, have argued
that metaphor is the broader of the two concepts insofar as it can be used in
both explanatory-predictive and expressive-affective contexts, whereas analogy
is usually limited to the former.22 By applying one phrase or idea to another
different one that is not literally the same, we again make the unknown known.

As such psycholinguists as George Lakoff, Mark Johnson, and Steven Pinker
have made clear, metaphors are so ubiquitous that we often do not even recog-
nize the metaphorical nature of much of our thought. For instance, Pinker
gives the following examples: “the messenger went from Paris to Istanbul,” “the
inheritance went to Fred,” “the light went from green to red,” and “the meeting
went from : to :.” Only in the first phrase is “went” used literally to
mean moving from one place to the other. In each of the other instances,
“went” is used metaphorically. Our minds seem well equipped to make such
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connections and to transfer similarities as a way of understanding the new and
unknown. Steven Mithen, as well as Gilles Fauconnier and Mark Turner,
among others, has argued that metaphor is an essential and rather unique qual-
ity of the modern human mind, and it becomes more and more frequent with
ever-increasing cognitive complexity, as seen both ontogenetically and phylo-
genetically.23 Indeed, the language of children is more literal than adults, and
early human language no doubt must have been more literal than modern hu-
man language. Metaphor, in this sense, is an indicator of cognitive complexity
and flexibility.

It is no surprise, therefore, that science is replete with metaphors. Indeed,
most major scientific insights have involved some kind of analogical meta-
phor.24 Robin Dunbar has pointed out that metaphorical use of language is es-
pecially rampant in particle physics and evolutionary biology. Particle physi-
cists refer to the different kinds of quarks as “top,” “down,” “bottom,” “up,”
“charmed,” and “strange.” Such everyday common words could hardly be more
literally removed from the abstract, unobserved, and probably unobservable
quarks, and yet that is part of the joke or pun of the inventors of these terms.
Mathematicians also commonly refer to equations as “beautiful,” or “well be-
haved.” Evolutionary biology is also littered with such metaphors: “the selfish
gene,” “kamikaze sperm hypothesis,” or the “red-queen hypothesis” (from Al-
ice in Wonderland), just to name a few. I would also point out that computer
science is perhaps even more prone to metaphor: “user-friendly,” “mouse,”
“crash,” “boot-up,” “file,” “window,” and so on. As Dunbar goes on to argue,
however, there is good reason for such widespread use of metaphor in these
fields: they are far removed from everyday experience and we simply have no
words to describe the phenomena. Therefore scientists have little choice but to
either use metaphors or invent new technical terms. Sometimes scientists do
the latter, but more often than not they choose the former, and the terms “strike
us” as “warmer,” and “friendlier” than technical jargon.

Metaphor and analogy are so common in and out of science precisely be-
cause they are so useful to hypothesis and theory formation, thought experi-
ments, creativity, and problem solving. They provide useful constraints to solu-
tions to problems by focusing strategies and preventing random and fruitless
searches for a solution. Scientists, and especially the best scientists, tend to use
them more readily than novices and thereby go down fewer dead ends when
trying to solve a problem. Of course, analogies and metaphors offer such cog-
nitive advantage only if they are appropriate and useful. Often the more cre-
ative scientists have a feel for (that is, an intuition for) a good and productive
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analogy or metaphor. When they are useful, they make problem solving much
more efficient than it would be otherwise.

Visualization. Another cognitive strategy or heuristic used in but not unique
to scientific thought is visual imagery.25 The historian of science Arthur I.
Miller in his book Insight of Genius and elsewhere has written at great length
about the important role of visualization and imagery in science. After detail-
ing case after case in the history of physics, he summarized his main point
about the role of visual imagery in creative scientific thinking: visual imagery
plays an important role in scientific creativity (for example, Einstein’s thought
experiments) and in scientific advance, and it can carry truth value (for exam-
ple, Feynman diagrams).

Einstein is one of the more noteworthy examples of the importance of visual
thinking. The gestalt psychologist Max Wertheimer spent hours and hours in-
terviewing Einstein in  about how his theory of relativity came about, and
among other things, Einstein remarked: “I very rarely think in words at all. A
thought comes, and I may try to express it in words afterwards.” The physical
world after all is made up of objects and the ability to think in images would
be of great help in solving physical problems. Visual intuition, to be sure, was
crucial for all of Einstein’s great insights: imagining himself traveling at the
speed of light, imagining himself simultaneously jumping off of a roof and
dropping a stone (which led to his insight that gravity and acceleration are 
relative quantities), and imagining two observers riding on either the northern
or southern pole of a magnet. Most of these visual thought experiments oc-
curred in the twenty-year period between  and , and by all accounts
this was the period of Einstein’s singular creative genius. In fact, other physi-
cists have remarked on the lack of creativity in Einstein’s later life being con-
nected to his decline in his use of visual imagery. “[Richard] Feynman said to
[Freeman] Dyson, and Dyson agreed, that Einstein’s great work had sprung
from physical intuition and that when Einstein stopped creating it was because
‘he stopped thinking in concrete physical images and became a manipulator of
equations.’”26

Physics as a whole became less comprehensible when it moved beyond what
we observe in everyday life and can easily visualize. Quantum mechanics is the
prime example because it deals with matter at a fundamentally different level
than the observable Newtonian world. From about  (with the death of
Bohr’s “atom as solar system” model) until , quantum physics moved de-
cidedly away from the use of visual images and toward purely mathematical
formulations. In Niels Bohr’s  lecture on winning the Nobel Prize for his
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atomic model, the limitations of his own model were already clear to him: “We
are therefore obliged to be modest in our demands and content ourselves with
concepts which are formal in the sense that they do not provide a visual picture
of the sort one is accustomed to require.” In , however, Richard Feynman
was to change this by advancing his graphic “Feynman diagrams” to explain how
subatomic particles interact. In Feynman’s own inimitable language: “What I
am really trying to do is bring birth to clarity, which is really a half-assedly
thought-out pictorial semi-vision thing. I would see the jiggle-jiggle-jiggle or
the wiggle of the path. Even now when I talk about the influence functional, I
see the coupling and I take this turn—like as if there was a big bag of stuff—
and try to collect it away and to push it. It’s all visual. It’s hard to explain.”27

Most recently, string theory has added concreteness to a concept that right now
is orders of magnitude away from being observed, namely, “strings.” Strings are
an excellent example of both how visual images and metaphor are used in the
construction of scientific theory.

Creative and Novel Associations. A crucial component to theory formation is
creativity, and I would be remiss if I did not discuss the role of creativity in con-
struction of scientific theory. Not all scientists are equally creative, but some
clearly are and they in fact forever change the direction of the field. Newton,
Einstein, Darwin, Faraday, and Feynman are luminaries in the history of sci-
ence because they came up with solutions and ideas that were so novel and
adaptive that they permanently changed their disciplines. The science after
them was fundamentally different than the science before them.

Creativity is not, as many think, simply novel and original thought, but
thought that also provides useful and adaptive solutions to problems.28 In ad-
dition to the cognitive processes already discussed (analogy, metaphor, and vi-
sualization), a number of cognitive traits cluster around creative ability: remote
and loose associations, overinclusive and disinhibited thinking (latent inhibi-
tion), fluency, flexibility, novelty, and originality. Sarnoff Mednick’s theory of
remote associations underscores the associational richness of creative thinkers.
J. P. Guilford built a theory of creativity around ideational fluency, flexibility,
and originality, arguing that creative thinking results from having many ideas
(fluency) that cross boundaries and categories (flexibility) and that are novel
and original. Hans Eysenck proposed that the defining cognitive characteristic
of highly creative individuals, besides at least a moderately high level of intelli-
gence, is their overinclusive and disinhibited thinking. In other words, creative
people automatically have a wider range of associations and have difficulty in-
hibiting associations and focusing on a narrow range of relevant stimuli. For
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this reason, they score high in what Eysenck called “psychoticism.” Finally,
Dean Simonton, borrowing from Donald Campbell, put forth the chance con-
figuration theory of creativity, which posits that ideational and associational
fluency are the foundation for creative thought. In a very Darwinian fashion,
ideas are first generated in great number (variation), get combined (chance per-
mutation), and those permutations that are adaptive and useful get selected
and reproduced (retention). Just as in biological natural selection, some ideas
are adaptive solutions (“hits”) and these get selected and retained, whereas oth-
ers are not adaptive or useful (“misses”) and these do not survive.

COGNITIVE PROCESSES INVOLVED 

IN THEORY CHANGE

More than any other forces, experiment, data, and evidence are what change
scientific theory. In this section, therefore, I will delve into how theory simul-
taneously guides and stems from observational evidence; how mental experi-
mentation (thought experiments) and actual experimentation (hypothesis
testing and/or research) often play a critical role in modifying theory; and how
the cognitive heuristics of replication plus extension, confirmation bias, and
confirm early–disconfirm late put useful constraints on testing and modifying
theory.

Coordinating Theory and Evidence

As soon as a theory starts to take shape, all kinds of evidence come to bear on its
veracity. Some evidence is consistent with the theory, some inconsistent, and
much else is irrelevant to the theory. The scientist is one who is most likely to
confront inconsistent evidence and ultimately, if the evidence stands, change or
modify theory to incorporate the new evidence. Occasionally, a scientist might
deny and distort the evidence to fit a pre-existing theory, develop small post hoc
modifications of the theory, or develop an entirely new theoretical paradigm to
explain these anomalies. But one way or the other, evidence is always the foun-
dation of scientific theory.

Gruber argues that Darwin’s life’s work consisted of two distinct yet related
tasks, both of which are seen most clearly in Origin.29 One task was to develop
a comprehensive theory of evolution and how it worked in all forms of life, and
the other was to amass the evidence supporting his theory, for he knew all too
well his theory would be most controversial. The Origin is organized around
these two major themes, with the first five chapters spelling out the basic theory
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and the rest of the book addressing the difficulties and possible criticisms of the
theory and laying bare where the evidence supports the theory and where it
does not. This scholarly and exhaustive theory-evidence format is no doubt one
reason why Darwin’s work has become so much more influential and well
known than Wallace’s less detailed account of the same ideas.

Evidence is not used only after the theory has been fully formed, but rather
at each step in theory formation. The process of theory formation is a dynamic
and complex process over time, as is easily seen in the case of Darwin. As Gru-
ber wrote based on his analysis of Darwin: “The two kinds of task, theoretical
and evidential, entail different activities, and in the long run yield distinguish-
able products for our consideration. But in vivo, in the life of the thinking per-
son, they are thoroughly intertwined. . . . Hard work amassing the facts on a
special point is guided by a logical relationship: the theory does not absolutely
depend on the facts, nor could the facts ever guarantee the theory. The relation
of theory and evidence is not simply logical but psychological.”30

As we saw more systematically in chapter , Deanna Kuhn’s research has been
guided by the principle that the development of scientific reasoning is the abil-
ity to separate theory and evidence. Scientific thinkers, when asked to provide
evidence for their theory can clearly provide independent empirical observa-
tions that bear on the theory’s veracity. Nonscientific thinkers, in contrast, con-
fabulate and confuse theory and evidence and often simply restate theoretical
assumptions when asked for evidence. Separation between theory and evidence
is therefore a requirement for their coordination. But again, being trained in
science is to be trained in developing techniques and methods for testing hy-
potheses and theoretical assumptions, so a clear separation between theory and
evidence is inherent to being a scientist. In fact, we could say that the scientific
method codifies and institutionalizes metacognition by externalizing thought
in verbal, visual, or mathematical form.31 One cannot do science without
thinking about one’s thinking, modifying and coordinating it with evidence,
and continuing to make implicit ideas and beliefs explicit. This may be at the
root of why the scientific method has been so successful in developing models
and theories of how the world works. It is inherently self-modifying and cor-
rective.

The Role of Experiment in Theory Change

Thought Experiments. Theories organize our observations of the world; in fact,
we could not perceive without them. But in the end, for some people more
than others, there comes a need to test our commonsense folk theories. Doing
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so is the beginning of science. One of the crucial developments in the history of
modern science was when Galileo questioned Artistotlian assumptions, in par-
ticular those concerning mechanics. Galileo apparently began with thought ex-
periments that only later graduated to the realm of empirical experiments. The
most crucial thought experiment was imaging two objects of different weights
connected to each other as they fall. When imagined as two connected objects,
even common sense tells us that they must fall at the same rate, an outcome 
that quite contradicts Aristotle’s commonsense assertion, dogmatically accepted
for almost two thousand years, that objects of different weights fall at different
rates.32

Einstein was Galileo’s equal if not superior when it came to imagining hypo-
thetical Gedankenexperimenten (thought experiments), which were to become
the foundation of Einstein’s theory of relativity.33 The starting point for this
theory was Einstein, at age sixteen, imagining himself traveling at the speed of
light and asking: would I catch up with a beam of light that is emitted from a
place moving at a different speed? According to Newton principles of adding
velocities, he should be able to catch up with it, but intuitively he knew that he
would not. His theory of relatively was developed in response to and as a solu-
tion to this paradox, and he was the first to realize intuitively and mathemati-
cally that light is a constant and a limit of nature. Indeed, with such visual im-
ages we often see the confluence of many of the cognitive processes discussed in
this chapter: thought experiment, analogy and metaphor, intuition, and in-
sight.

Hypothesis Testing. As useful and necessary as thought experiments have been
in the history of scientific revolutions, laboratory experiments—and their re-
lated offshoot hypothesis testing—are the bread and butter of science. In sci-
ence it is not enough to form an explicit theory. A theory must be stated in
testable form, and explicit hypotheses must be put forth and put to empirical
test.

Inspired by Popper’s assertion that science should, and that the best science
does, progress by falsifying hypotheses, not by proving them right, Peter Wason
decided to find out whether students (novices) propose and test hypotheses sys-
tematically and, more specifically, whether they would seek to falsify or only
confirm their theories.34 Wason’s research has since become a classic in the field
of cognitive psychology of science. The task put to the students involved asking
them to determine the rule governing a sequence of number triplets, given that
the triplet “––” was an instance of the rule. When they felt they were ready,
participants would test their hypothesis by telling the experimenter what they
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thought the rule was, and the experimenter would tell them whether it was the
rule or not. If they did come up with the correct response, participants could
continue to propose triples and make guesses. Participants typically proposed
triples like “––” and “––” and guessed the rule was something like
“numbers must go up by twos.” In fact, it was simply “all three numbers in the
triple must ascend in order of magnitude.” Wason answered two important
questions with this research: first, at least some students do test hypotheses, but
second, those who tested their hypotheses did so more by trying to confirm
rather than disconfirm their theories. In other words, their hypothesis testing
was biased toward searching for only confirming evidence.

A related hypothesis-testing task was a four-card task, now known as the
“Wason selection task” that tests students’ ability to falsify their theories. There
were a few variations of the task, but the prototype was as follows: students were
asked to test the rule “if a card has a D on one side, it has a  on the other.” They
were then shown four cards and asked which cards they would need to turn
over to test the validity of the rule. The four cards had either a letter (D or F) or
a number ( and ) on it. Logically, the  card is irrelevant because the rule read
“if a card has a D on one side, it has a  on the other” not “if a card has a  on one
side, it has a D on the other.” More formally, “if p then q” is violated only when
p is true and q is false. The critical cards to test the rule (that is, the only ones
that can falsify rather than confirm the rule) are therefore the D and  cards.
But most students (between  and  percent) and even scientists or those who
have taken logic courses get this wrong and fail to pick both of the correct cards.
For instance, other cognitive researchers have shown that only between  to 

percent of statisticians, physicists, biologists, sociologists, and psychologists se-
lect both of the critical cards.35

As Wason as well as the psychologist Leda Cosmides and the anthropologist
John Tooby later aptly demonstrated, people’s reasoning ability is not as poor as
these classic results imply.36 The context of the task matters, and so in a more
realistic, concrete, and social context the same task (same structure, different
specifics) is often solved correctly. For instance, pretend you are a bouncer at a
bar and the rule is “if a person is drinking beer, he must be eighteen or older”
(note the rule has same structure as “if D then ”). Now, you are asked to check
either ID or drink of four people: a beer drinker, a Coke drinker, a twenty-five-
year-old, a sixteen-year-old. Who would you check? Most people (about 

percent) get this task correct and would check the beer drinker and the sixteen-
year-old. The structure of the task is identical to the more logical and abstract
D- version above, and yet people test hypotheses much more reasonably.
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Why? According to Cosmides and Tooby, their version of the task is testing an
implicit social contract and humans have evolved cognitive mechanisms for de-
tecting cheating on social contracts, not for abstract logical problems. Accord-
ing to Wason, the increase in rationality stems from the ability to give a unified
representation to the material.

Another, perhaps related, heuristic involved in successful hypothesis testing
is the ability to think simultaneously of two or more “problem spaces,” where
“space” denotes a set of possible alternatives. David Klahr and his colleagues
asked participants to learn how a device called a “big trak” functions by con-
ducting experiments.37 They found that it was most useful to think metacog-
nitively in terms of separate problem spaces, where one space contained ideas
for possible experiments and another contained space for possible hypotheses.
The most successful participants reacted to falsificatory evidence in the experi-
mental space by developing new hypotheses that represented a shift in the way
they thought about the function of the device, which in turn suggested new ar-
eas of the problem space to search for evidence.

The Replication-Plus-Extension Heuristic. One of the limitations of most ab-
stract tasks and simulated scientific problems and hypothesis testing is that
they include no possibility of error in the results, even though working scien-
tists struggle constantly to separate “signal” (effect) from “noise” (error).38 Mi-
chael Gorman told participants that anywhere from  to  percent of their re-
sults on an abstract task similar to the Wason –– task might be erroneous
(that is, a trial that was classified as inconsistent with the rule might be consis-
tent and vice versa). Errors would occur at random, as determined by a random
number generator on a calculator. Initially, the error rate was set at zero; partic-
ipants encountered no actual errors. Gorman found that participants used
“replication-plus-extension” to eliminate the possibility of error: they proposed
experiments that were similar to, but not exactly the same as, previous experi-
ments in an effort to replicate the current pattern.

But replication and replication-plus-extension are costly heuristics: they re-
quire a significant investment of laboratory time and resources while compet-
ing laboratories may be pursuing novel research.39 The cost and complexity of
replication can be increased on experimental tasks that incorporate the possi-
bility of error. For example, when participants have to replicate an entire se-
quence of experiments rather than just a single result, the possibility of error
encourages hypothesis preservation, or a reluctance to discard a hypothesis in
the face of occasional disconfirmation. When the possibility of error is  per-
cent, participants had even more difficulty using replication and replication-
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plus-extension to combat hypothesis preservation. Even on very simple artifi-
cial tasks, replication alone is not sufficient to isolate and eliminate errors. Ob-
viously, scientists rely on other kinds of checks in addition to replication, for in-
stance, refinement of procedures. Future experiments on error should use
scientific problems and tasks that simulate them and also compare the perfor-
mance of scientists to novices.

Confirmation Bias. One of the more pervasive topics in the cognitive psy-
chology of science has been the tendency to selectively look for and latch onto
evidence that confirms our theory and to deny, distort, or dismiss evidence that
contradicts it. One of the first to put confirmation bias on the front burner of
the cognitive psychology of science was Peter Wason. Wason and many others
who have followed his lead have consistently demonstrated that when students
test their hypotheses about how something works, they are very much disposed
toward positive tests, that is, they only propose tests that support rather than 
refute the theory. The best scientists do this relatively infrequently and non-
scientists or novices do it more frequently, but scientists are not immune to
such biases. Michael J. Mahoney, in fact, compared a small sample of scientists
working on the –– task to a sample of Protestant ministers and found that
the former were more prone to confirmation bias than the latter! Arie Kruglan-
ski has argued that scientists are subject to some of the same cognitive biases as
nonscientists, including confirmation.40

Falsification, however, is not impossible and confirmation bias is not in-
evitable in nonscientists. Michael Gorman and his colleagues, for example,
found that instructions to falsify significantly improved performance on the –
– and similar tasks in various samples of college students.41 So it appeared
that confirmation was a bias that can be combated with education, and indeed
training to be a scientist provides just such education.

Confirm Early–Disconfirm Late Heuristic. It is somewhat misleading to argue
that confirmation bias is the only strategy involved through the hypothesis-
testing process. Scientists, and especially the best scientists, appear to use a
more complex heuristic: early in theory formation they look for confirming 
evidence, but once the theory is well developed they look for disconfirming
(falsifying) evidence. This heuristic has been given the label “confirm early–dis-
confirm late” by the cognitive psychologist Ryan Tweney, and it echoes an im-
portant distinction first made in the s by the philosopher Hans Reichen-
bach between the stage of discovery and the stage of verification. Early on
during the discovery phase, the confirmation heuristic is most useful, but later
during the verification phase, the most productive strategy is to seek to discon-
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firm. We see such changing strategy in Darwin’s development of his theory.
Darwin’s first theory of evolution (monadism–spontaneous development of
organic life from inorganic forms) had many dead ends, but it contributed one
very fruitful component to his final theory: the tree branch model (theory).
Darwin had some evidence that his theory did not explain things too well, but
he did not give up on it immediately. He continued to work with his theory un-
til he hit upon a better alternative.42 One reason for Darwin’s delay in publica-
tion, in fact, can be attributable to his desire to pre-empt every legitimate criti-
cism, and, indeed, he was able to reflect at great length on the theory’s weakness
in many attempts over the years to disconfirm it.

Physicist Michael Faraday also used this strategy. Tweney constructed de-
tailed problem-behavior graphs of Faraday’s problem-solving processes.43 Fara-
day wrote about the dangers of “inertia of the mind,” by which he meant pre-
mature attachment to one’s own ideas, but he also argued that it is important to
ignore disconfirmatory evidence when one is dealing with a new hypothesis. In
general, Faraday followed the “confirm early–disconfirm late” heuristic: con-
firm until you have a well-corroborated hypothesis, then try to disconfirm it.
For example, his initial attempts to use magnets to induce an electric current
produced apparent disconfirmations, but he ignored them—a single confirma-
tion was more powerful than half a dozen disconfirmations, especially given the
high possibility of error in his initial experiments. When he obtained a more
powerful magnet, he was able to reduce the level of noise and obtain consistent
confirmations.

The tendency to hold on to theories early and only later attempt to discon-
firm them is seen empirically in college students as well. Clifford Mynatt,
Michael Doherty, and Ryan Tweney developed an artificial universe task that
bore more resemblance to real-life science than abstract problems like the ––
 Wason problem.44 Participants spent about ten hours on the most complex
of these tasks, and none of them discovered the rule. The ones who made the
most progress exhibited a kind of confirmation bias, but with one important
qualification: confirmation bias is most effectively used early in the hypothesis-
testing process. Tweney and colleagues concluded that confirmation was an
effective heuristic early in the inference process; once a subject or scientist had
discovered and verified a pattern, then she could switch to the search for dis-
confirmatory evidence.

Multiple Hypotheses and Strong Inference. As confirmation bias research dem-
onstrates, even expert scientists are not immune from being biased toward evi-
dence that supports their hypothesis. To counteract this tendency, the notion

Psychology of Science102



of “strong inference” as a guard against “parental affection” of one’s ideas origi-
nated with the geologist T. C. Chamberlain in the late nineteenth century. Be-
cause his writing on this subject is so simple and elegant, it should be quoted at
moderate length: “The moment one has offered an original explanation for a
phenomenon which seems satisfactory, that moment affection for his intellec-
tual child springs into existence; and as the explanation grows into a definite
theory, his parental affections cluster about his intellectual offspring, and it
grows more and more dear to him, so that, while he holds it seemingly tenta-
tive, it is still lovingly tentative, and not impartially tentative. So soon as this
parental affection takes possession of the mind, there is a rapid passage to the
adoption of the theory. There is an unconscious selection and magnifying of
the phenomena that fall into harmony with the theory and support it, and an
unconscious neglect of those that fail of coincidence.”45

Recent research in the cognitive psychology of science has supported the
idea that multiple hypothesis search is a better strategy than single hypothesis
search and that scientists are more likely than novices to use such a strategy.
Searching for two complementary rules (hypotheses) rather than one appears
to increase successful hypothesis testing on abstract tasks. Many cognitive psy-
chologists in the s and s altered Wason’s card task to make it a search
for two complementary rules rather than a single rule.46 They found this
change made it much easier for participants to explore the limits of their hy-
potheses, thereby facilitating discovery of the target rule, and that experts were
better at this multiple-hypothesis testing than novices. Similarly, Eric Freed-
man argued that limits on working memory may explain why novices tend to
focus on one hypothesis at a time. So, explicitly instructing participants to
search for multiple hypotheses (that is, use strong inference strategies) did in
fact enhance their ability to test hypotheses successfully.

Computer Simulation of Scientific Discoveries

The work of cognitive psychologists of science has led to uncovering so many
cognitive strategies or heuristics in human scientific reasoning that one might
wonder whether one could program computers to use these heuristics and “dis-
cover” and “solve” scientific problems. Because this is a variation of the “artifi-
cial intelligence” question (whether we can get computers to really think like
humans and not simply process information), the answer is “yes,” some re-
searchers have tried to simulate the scientific discovery process with comput-
ers.47 The lead psychologist in this movement was the Nobel laureate Herbert
Simon. Simon and a group of colleagues at Carnegie-Mellon developed a series
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of computer programs designed to emulate scientific discoveries, for example,
Kepler’s Law. The simplest of these, called BACON, was given columns of
numbers and asked to find a relation, using heuristics like “if the terms in two
adjacent columns increase together, compute their ratio.” The relation turned
out to be the numerical equivalent of Kepler’s Law.

A more complex program developed by Depaak Kulkarni and Herbert Si-
mon used a detailed study of Krebs’s discovery of the ornithine cycle to create a
computer simulation that followed Krebs’s discovery process as closely as possi-
ble. KEKADA, as the program was called, relied on a dual-space search and a
hierarchy of heuristics to accomplish this goal. The hierarchy included general
heuristics that could have been used across a wide range of scientific problems
and specific ones limited to the domain of organic chemistry. One of the con-
clusions from KEKADA is that experts possess both general and domain-spe-
cific heuristics, whereas novices are more likely to possess only the more general
ones. There were even some heuristics possessed only by Krebs and a few oth-
ers, including a tissue-slicing technique that greatly facilitated the discovery.

Computer simulations are beginning to use such strategies as visualization.
Peter Cheng and Simon showed that it might have been easier for Christiann
Huygens and Christopher Wren to have discovered the law of conservation of
momentum using diagrams rather than deriving it from theory or by data-
driven processes similar to those used by BACON. Cheng then created HUY-
GENS, a more general computational simulation of discovery, which used
both diagrams and a kind of dual-space search: from given numerical data,
HUYGENS switches to a space of diagrams in its search for regularities by
looking for patterns in the diagrams. When patterns have been found, the reg-
ularities are simply transformed back into equations. The change to diagram-
matic representation permits different operators, regularity spotters, and heu-
ristics to be employed that are more effective than those used in the direct
search of a space of algebraic terms. Cheng admits that we cannot be sure
Christiaan Huygens used this method—but it is plausible historically, and
HUYGENS demonstrates that it would have been more efficient than alterna-
tives. Instead of claiming he developed a program that discovers, Cheng argued
instead that he provided computational evidence for the importance of using
diagrams in scientific discovery, evidence that could be combined with mater-
ial from other sources (for example, fine-grained case studies of the way dia-
grams are used in actual discoveries). Cheng’s goal appears to be to provide
both a normative account—how diagrams should be used to discover—and a
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historically plausible one—this is how diagrams probably were used by Huy-
gens.

Other cognitive psychologists have also attempted to simulate scientific dis-
covery with computer programs.48 Paul Thagard, for instance, proposed a the-
ory that the scientific hypothesis with the most explanatory coherence wins in
disputes. He developed a computer simulation program ECHO and applied it
to the oxygen-phlogiston debate and the controversy surrounding the extinc-
tion of the dinosaurs. This simulation is directed more toward testing philo-
sophical norms for settling controversies than for emulating the psychological
processes of participants.

Proponents of the computer simulation approach argue that it can lead to
better science. To use the words of David Klahr and Herbert Simon: “What re-
searchers learn about the science of science leads to a kind of engineering of sci-
ence in which—as in other areas—knowledge of a natural process can be used
to create an artifact that accomplishes the same ends by improved means.”49

Such simulations, however, will always need psychologists of science to supply
detailed data on human processes in similar domains. It is exactly this sort of
rich and detailed data that make simulations like KEKADA, BACON, and
HUYGENS so powerful. There is little doubt that computers will, if they have
not already, develop the computing power to find new solutions to real scien-
tific problems. The question remains, however, whether they will be emulating
or assisting the human discoverer.

This is not to say there are no limitations to or criticisms of the computa-
tional approach. The major inherent limitations to such simulations will al-
ways involve the power of intuition, aesthetics, fuzzy logic, and even analogy
and metaphor.50 Humans are very gifted at perceiving, thinking, and reasoning
about boundary, nonprototypic, nonliteral, analogous, and ambiguous cate-
gories of thought and perception. Indeed, as we have seen with the greatest sci-
entists and mathematicians, having a strong intuitive sense of the crucial prob-
lems and their solutions is absolutely crucial for most scientific breakthroughs.
Because intuition by definition is “knowing without knowing how you know,”
programmers stay away from such programming tasks. In the end, computers
are extremely “talented” at well-defined, clear tasks (closed logical systems), but
they have an impossible time “thinking outside the box,” which is, after all, the
essence of human creativity. The biggest limitation of all is that no computer,
not even IBM’s “Big Blue,” which has beaten the best human chess player in
the world (Gary Kasparov), will be able to do very well at more than a few spe-
cialized tasks. Big Blue, to be sure, can do only one thing: play chess. Ask it to
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fry an egg, and it would do nothing but try to figure out its first move on a
chessboard. In short, artificial intelligence will not in the foreseeable future and
maybe not ever be able to hold a candle to the general and changing abilities of
the human mind (which are, we must remember, the result of millions of years
of evolution). After all, it is our ability to adapt and change to an ever-changing
environment that lies at the foundation of our success. If computers are to
compete, they too must be able to “evolve” to a changing environment. Jeff

Shrager and Pat Langley, in an excellent and sympathetic volume on computa-
tional simulations of scientific discovery, describe “two important aspects of in-
tellectual activity—embedding and embodiment—that have significant bear-
ing on science but that have not been addressed by existing computational
models. Briefly, science takes place in a world that is occupied by the scientist,
by the physical system under study, and by other agents, and this world has in-
definite richness of physical structure and constraint. Thus the scientist is an
embodied agent embedded in a physical and social world.”

COMPARING REASONING AND HEURISTICS

USED BY SCIENTISTS AND NONSCIENTISTS

Although some of the research reviewed thus far in this chapter has compared
and contrasted the cognitive strategies and principles used by scientists and
nonscientists, there is enough residual research using this method to warrant a
separate section.

Experts More Readily Modify Hypotheses

Sometimes scientists may have biases against their proposed theories. Kevin
Dunbar’s analysis of real scientific thinking during in vivo laboratory meetings
revealed an important finding relevant to (dis)confirmation bias. He found
that when confronted with a disconfirmatory result, scientists typically did one
of three things: they either changed a corollary assumption of the current hy-
pothesis, attributed an anomalous result to error, or displayed a “falsification
bias,” discarding results that appeared to confirm a hypothesis. Dunbar specu-
lated that this falsification bias was a protection against airing hypotheses that
might later be proved wrong, a frequent experience for the senior scientists.
Dunbar also explicitly compared experts (scientists) to novices (students). Ex-
perts were more willing to modify or discard hypotheses than novices. Part of
this willingness came from the fact that group interaction helped scientists ar-
ticulate alternate hypotheses. In scientific practice, much of the coordination
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between hypothesis and evidence goes on in groups.51 Perhaps that explains
the apparent difference between Tweney’s and Dunbar’s results: Tweney studied
a detailed record of Faraday’s experiments, and Dunbar focused on laboratory
meetings. Here the cognitive psychology of science begins to merge with the
social psychology of science—conceptual change occurs in a group setting.

Experts Are Cognitively Complex

The study of dispositional cognitive styles, such as integrative complexity, pro-
vides a link between cognitive and personality psychology of science. Integra-
tive complexity is a measure of complexity of thinking and is divided into two
components: differentiation and integration.52 The simple thinker makes rela-
tively few qualifications and sees things in black-and-white terms. In contrast,
the complex thinker not only makes distinctions and qualifications but inte-
grates into a synthetic whole the opposing points of view. Only two studies
have been conducted on integrative complexity in scientists. The founder of
the field of integrative complexity, Peter Suedfeld, reported not only that the
American Psychological Association (APA) presidents had the highest com-
plexity means compared to all nonscientist samples, but that the most eminent
psychologists gave the most complex presidential addresses. In addition, I in-
terviewed a group of eminent scientists and, among other things, had them re-
spond to a set of semistructured questions, which were transcribed and coded
on integrative complexity. The mean levels of complexity in these physicists,
chemists, and biologists were even higher than those in the Suedfeld study. To
be clear, these eminent scientists were complex thinkers when it came to their
research but not about other issues (such as science education).

Novices Solve Problems and Evaluate

Evidence Based More on Common Sense

In contrast to novices who tend to form commonsense representations, expert
scientists form abstract representations of scientific phenomena. For example,
when asked to predict whether a yo-yo on a table will roll to the left or right
when one pulls on a string, nonscientists (novices) say right based on their
commonsense experience with yo-yos, whereas scientists (experts) classify the
problem in terms of momentum and force equilibrium and conclude the yo-yo
will move to the left. Similarly, Kathleen Hogan and Mark Maglienti recently
reported that the major difference between experts (scientists and technicians)
and novices (students and nonscientist adults) in evaluating evidence from a
hypothetical study was that scientists primarily used the criterion of how con-
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sistent the conclusion was with the data, whereas novices were more likely to
evaluate it based on its consistency with their own beliefs (common sense).53

The history of science also provides a lesson about the development of scien-
tific thinking in scientists and nonscientists.54 For example, echoing an argu-
ment by Piaget, Michael McCloskey found that college students held beliefs
about momentum that resembled those of Philoponus (sixth century) and
Buridan (fourteenth century). These historical analogies suggest that novices
form a kind of “commonsense” representation of scientific phenomena.

Experts Use “Intuition” 

and Discover Analogies

Jill Larkin and her colleagues used kinematics problems from an elementary
physics textbook and compared how scientists and nonscientists approached
them.55 Experts, of course, solved the problems much more rapidly and with
fewer errors than novices. But the critical finding concerned the cognitive
mechanisms that explain expert superiority: they used chunking and node-
linked representations of large quantities of learned material to hone in quickly
and efficiently on the problem solution. Indeed, their explanation for “physical
intuition” resides in the expert’s ability to almost immediately form schemata
using patterns and node-linked representations. Similarly, experts worked for-
ward from the information given, reasoning qualitatively until they arrived at a
representation that suggested what set of equations to use. Novices, in contrast,
worked backwards from the possible solution, applying equations early in the
hopes of finding the values of specific variables.

In addition, the better and more creative scientists are more likely to discover
useful analogies.56 For instance, John Clement compared the way technical ex-
perts and novices solved more unusual problems, such as determining what
happens when the width of the coils on a spring is doubled and the suspended
weight is held constant. Experts used informal, qualitative reasoning processes;
for example, they often constructed an analogous simpler case, imagining what
happens if the coils were replaced by a U-shaped spring of the same length.
Then they related the analogy to the case. Novices were not able to use such
simple analogies. Additionally, Dedre and Donald Gentner demonstrated that
novices who used a flowing waters analogy to understand electric circuits
formed a mental model that was appropriate for battery problems but not for
ones involving resistors. Finally, Kevin Dunbar, in his study of molecular biol-
ogy laboratories, noticed that the least successful of his four laboratories used
virtually no analogies, whereas the other three used local analogies to change
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representations and procedures. A local analogy involves drawing on a similar
experiment to solve a problem with the current one. Dunbar also noted that ex-
pert scientists made more analogies than relative novices because the deep,
structural features of a domain were obvious to them and they could therefore
map them readily onto other domains.

In sum, scientists create scientific theories by building models that very often
make use of analogy, metaphor, thought experiments, and visual imagery. They
test their theories in dynamic interchange with observation and empirical evi-
dence, making use of such heuristics as “confirm early–disconfirm late” or
“replication-plus-extension.” The more successful and creative scientists are
metacognitive, flexible, and likely to use the strong-inference technique of test-
ing more than one hypothesis at once. Lastly, there are four general conclusions
from the literature comparing novice to expert reasoning: () experts are more
willing to discard hypotheses than novices; () scientists are more integratively
or cognitively complex (at least about certain domains) than nonscientists; ()
nonscientists solve problems and evaluate evidence based more on common
sense than scientists; and () scientists are more likely use intuition and analogy.
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Chapter 5 Personality

Psychology of Science

Humans are not alone in the uniqueness and variability of individual
members of the species. Individuals within every living species exhibit
differences or variability. In fact, variation and selection are the two
cornerstones of evolutionary theory. But the degree to which individ-
ual humans vary from one another, both physically and psychologi-
cally, is quite astonishing and somewhat unique among species. Some
of us are quiet and introverted, others crave social contact and stimu-
lation; some of us are calm and even-keeled, whereas others are high-
strung and persistently anxious. What is the connection between our
personalities and our scientific interest, ability, and talent? Moreover,
what makes some people more likely to become scientists than other
people?

THE NATURE OF PERSONALITY

There is something quite specific in what psychologists mean by the
word “personality.” Uniqueness and individuality are one core com-
ponent; if everyone acted alike and thought alike, there would be no



such thing as personality. This is what is meant by “individual differences.” The
second major component of personality is “behavioral consistency,” which is of
two kinds: situational and temporal. Situational consistency is the notion that
people behave consistently in different situations, and they carry who they are
into most every situation. Temporal consistency, in contrast, is the extent to
which people behave consistently over time. To illustrate both forms of consis-
tency as well as individual differences in the context of personality, let us take
the trait of friendliness: We would label a person as “friendly” only if we observe
her behaving in a friendly manner over time, in many different situations, and
in situations where other people were not friendly. In short, personality is what
makes us unique and it is what is most stable about who we are.

Over the last sixty years, the field of personality psychology has debated the
question of both the number and the structure of fundamental dimensions of
personality.1 That is, what are the universal dimensions of personality and how
many are there? Although, as with every academic debate, there is some dis-
agreement concerning the answers to these questions, during the last fifteen
years a surprisingly clear answer has begun to emerge. It has been labeled the
“Big-Five” or “Five-Factor” Model. According to this model, there are five ma-
jor dimensions to human personality: anxiety (neuroticism), extroversion,
openness, agreeableness, and conscientiousness. Moreover, each dimension is
both bipolar and normally distributed in the population. That is, for instance,
anxiety is one pole of the dimension, with emotional stability being its oppo-
site. Everyone falls somewhere on the continuum from extremely anxious to
extremely emotional stable, with most people falling in between. In addition,
just like intelligence, if we were to plot everyone’s score on a frequency distribu-
tion, we would get a very nice bell-shaped (normal) distribution of scores, with
about two-thirds of the scores falling within one standard deviation of the
mean. The same is true with extroversion-introversion, openness-closedness,
agreeableness-hostility, and conscientiousness-unreliability.

Origin and Function of Personality Traits

The approach that I will take here is an evolutionary and functional one. I as-
sume that traits have evolved as adaptive behavioral shortcuts to fundamental
problems (survival and reproduction). That is, a disposition is nothing other
than a quick ready-made pattern of response to a given situation—a behavioral
heuristic as it were. Certain behaviors were useful and adaptive for survival or
reproductive success during early periods of human evolution, and these pre-
dispositions to certain behaviors were therefore products of either natural or
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sexual selection. As David Buss points out, many evolutionary psychologists
have ignored individual differences and have focused instead on species-typical
mechanisms. He goes on to ask why genetic variability exists because natural
selection tends to eliminate genetic variability. As Geoffrey Miller persuasively
argues, however, much of this neglect of individual differences and the enigma
of human genetic variability result from a lack of appreciation by many evolu-
tionary psychologists of the uniqueness and power of sexual selection. He ar-
gues that many such individual differences are more the product of sexual than
natural selection. Hence, these traits may serve as fitness indicators during the
competition between individuals for sexual reproduction. In short, sexual se-
lection tends to magnify individual differences, whereas natural selection tends
to eliminate individual differences. Indeed, David Buss acknowledges the im-
portance of sexual selection in personality differences when he writes “person-
ality characteristics such as dominance, friendliness, and emotional stability are
intimately tied with sexual selection in that they are central to mate choice.”2

Whatever the selection pressure, and whether they are more by-product or
adaptation, the basic personality dimensions commonly known as the “Big-
Five” (neuroticism, extroversion, conscientiousness, agreeableness, and open-
ness) have emerged because they have proven useful for solving basic survival
and mate-choice problems.3 In that sense, we could say these dimensions are
fundamental to the human condition. Neuroticism, for instance, may well
have been quite adaptive in that it provides a beacon for danger and threat. “No
fear” may be a macho ad campaign, but if taken too literally, it would quickly
lead to the extinction of the species. By the same token, the other extreme—
hypersensitivity to threat—is debilitating and disruptive to normal everyday
functioning. A balance is usually struck between these two extremes, and hence
personality traits show the classic bell-shaped distribution in the population,
with very few people being on the extreme ends of the curve and most being in
the middle.

Another function of traits is to lower behavioral thresholds, that is, being
high on a given trait lowers the threshold for its expression in a given situa-
tion.4 From a functional perspective, traits are dispositions to behave and
serve as ready-made response options. They do not cause behavior but rather
make particular behaviors more likely in particular circumstances for particu-
lar people. To be concrete: if a shy person were being introduced to a large
group of people, that person’s threshold for embarrassment and feeling awk-
ward will probably be surpassed and she will experience quite a bit of discom-
fort. An extroverted person, on the other hand, will have a much higher thresh-
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old for embarrassment and feel quite comfortable in the same situation. Their
optimal levels of arousal are different. Or, being agreeable and friendly means
having a relatively low behavioral threshold for expressions of warmth and con-
sideration for other people’s feelings, so in a particular situation a person who 
is high on the trait “agreeable” will be more likely to express those kinds of 
behaviors. Being “anxious” means that one has a lower threshold for experienc-
ing and expressing anxiety in a given situation. In short, traits lower behavioral
thresholds.

Genetics and Personality

There are two major categories for how biological and behavioral scientists
study the relation between genetics and personality. The first and most direct
method for establishing a genetic basis for personality traits is known as the
“quantitative trait loci” (QTL) approach (see chapter ). The essence of this ap-
proach is “not to find the gene for a particular personality trait, but rather some
of the many genes that make contributions of varying effect sizes to the vari-
ance of the trait.”5

QTL research has begun to uncover some of the many genetic markers in-
volved in basic nonpathological personality traits, such as novelty- or thrill-
seeking, neuroticism/anxiety, and indirect genetic markers in potentially path-
ological levels of aggression, sexuality, impulsivity, or lack of constraint.6 To
take just one example: thrill seeking appears to be associated with long repeat-
ing sequences of base pairs (rather than short sequences) in an allele for a
dopamine receptor (DRD) on chromosome . Having a short form of the al-
lele appears to result in a more efficient method for binding dopamine, and
hence having a long repeating sequence rather than short repeating sequence
results in a dopamine deficiency. This deficiency in turn is associated with a
greater need for thrill seeking, such as riding roller coasters or playing the stock
market. Dopamine appears to be related to the experience of pleasure, and
those with low baseline levels would then naturally seek experiences that give
them a rush, that raise their low levels of dopamine as it were. It is important to
point out, however, that QTL research is just a first step toward locating a par-
ticular region on the chromosome rather than the specific gene involved, and in
that sense it is a beginning rather than an end in the process of uncovering the
genetic basis for personality traits.

Yet there is a second, more traditional, method for examining the effect that
genetics plays in behavior and personality, and that is through studying twins,
both identical (monozygotic) and fraternal (dizygotic), who have been raised to-

Personality Psychology of Science 113



gether and apart. As discussed in chapter , the logic of this twin-study approach
is simple yet powerful. Identical twins are essentially  percent genetically
alike, whereas fraternal twins, like all siblings, are on average  percent geneti-
cally alike. If genes play little role in personality, then identical twins (who are
genetically identical) reared apart should be no more alike than any two people
chosen at random from different environments. And yet, if environment plays
little role, two identical twins separated at birth should be very similar—genes
should influence personality regardless of environment. The emerging conclu-
sion from twin-study research is that most basic personality traits have heritabil-
ity estimates of between  and  percent. For instance, extroversion often cor-
relates around . for monozygotic twins and around . to . for dizygotic
twins, which leads to a heritability coefficient of between . and . (the simple
model of heritability is calculated as twice the difference between mono- and
dizygotic twin correlations). Neuroticism tends to have a heritability of about 
percent, and conscientiousness, agreeableness, and openness slightly less, at be-
tween  and  percent. Such a figure leaves roughly  percent of the variance
to be explained by three nongenetic sources: shared environment, unshared en-
vironment, and error. The surprising conclusion of recent researchers is that
most of the environmental effects are of the unshared kind, such as birth order
or different peer groups, and almost no variance is explained by shared environ-
ment. That is, environment does influence personality structure but not the 
environment that most people think, namely, growing up in a particular house-
hold. The environment that seems to matter most is the “unshared” environ-
ment between siblings, that is, their having different birth orders or different
peer groups or even changes in parenting style and attitudes over time.7

These genetic and central nervous system (CNS) differences, in turn, have
their most direct behavioral effect on temperament, that is, “a small number of
traits that are present early in life, are biologically rooted, and relatively sta-
ble.”8 Temperament is the foundation for personality development and such
differences in basic personality dimensions as extroversion, neuroticism, and
conscientiousness. As Mary Rothbart and her colleagues put it: “Temperament
arises from our genetic endowment. It influences and is influenced by the expe-
rience of each individual, and one of its outcomes is the adult personality.”

There are a number of different theoretical approaches to temperament and
they do not all agree on the dimensions that constitute temperament. There is
not yet a widely accepted taxonomy of temperament, as exists in the field of per-
sonality (with the “Big-Five” Model; see above). Some temperament researchers
argue for three, and other researchers argue for nine distinct categories of 
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temperament. On the low end, Arnold Buss and Robert Plomin argue for 
the dimensions of activity level, sociability, and emotionality. On the high end,
and perhaps one of the most influential models of temperament, Alexander
Thomas and Stella Chess propose nine dimensions: activity level, approach-
withdrawal, adaptability, emotional intensity, mood, persistence, distractibil-
ity, threshold, and rhythmicity.9 For instance, some infants are generally more
active than inactive; are more approaching than withdrawing in novel social sit-
uations; are more often in positive than negative mood states; and some have
lower thresholds for stimulation; finally some are more regular and predictable
in their feeding, eating, and eliminating cycles (rhythmicity). These are the
types of things parents are likely to notice about how their children differ from
their very first day of life. It is my argument that some of these temperamental
and personality dispositions function to lower thresholds for interest, talent,
and achievement in science. That is, they make becoming a scientist more
likely and influence both the kind and quality of scientist one becomes. The
question now is which specific traits lower these thresholds.

PERSONALITY AND SCIENTIFIC INTEREST

With this background in the function of traits and behavioral genetics, what
are some of the traits that make scientific interest and scientific creativity more
likely? Research on the personality traits associated with scientific interest and
creativity has existed for more than  years. In  the British statistician and
psychologist Francis Galton (Darwin’s first cousin) published the first scientific
investigation of the psychological characteristics of geniuses, including scien-
tists.10 In this sense Galton can be given the label the “first psychologist of sci-
ence.” He collected qualitative self-report data from  English men of science
and found that they were distinguished by their high level of energy, physical
health, perseverance, good memories, and remarkable need for independence.

In the early part of the twentieth century in the United States the study of ge-
nius was furthered by James McKeen Cattell (the first professor of psychology
in the world, at the University of Pennsylvania), Lewis Terman (the founding
figure of IQ tests in the United States), and his student and colleague Catherine
Cox.11 Under the guidance of Terman and using J. Cattell’s eminent sample as
participants, Catherine Cox carried out the most ambitious, systematic, and
most quantitative of the early investigations into genius. Although she did not
focus exclusively on scientists, she did report findings broken down by group.
Cox found the traits that most clearly distinguished scientists from nonscien-
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tific eminent men were the desire to excel, originality, reason, tendency not to
be changeable, determination, neatness, and accuracy of work.

Since the s, however, more systematic work has focused on personality
and scientists, with “scientists” being defined as any sample that consisted of ei-
ther students of science, engineers, inventors, social scientists, biological scien-
tists, or natural scientists. The literature on personality and creativity has ad-
vanced to the point that a quantitative review (meta-analysis) has now been
published.12 Meta-analysis is a quantitative, rather than qualitative review of
the literature, that is, the outcomes of studies are quantified by means of their
“effect size.” Instead of just reading much of the existing literature and drawing
one’s own conclusions, in meta-analysis, one quantifies each study’s result using
effect size and then calculates to overall effect size for all studies combined. The
conclusions listed in table . summarize results of a meta-analysis conducted
on the twenty-six published studies comparing personality traits of nearly five
thousand scientists or science-oriented students to nonscientists.

One way to organize the literature is by putting the dispositions into higher-
order categories, such as cognitive, social, motivational, and affective. By so do-
ing, dispositions are organized into related clusters. Whether a trait is social or
not is determined by the extent to which it concerns one’s attitudes toward and
interactions with others. For instance, the tendencies to question social norms
and to be relatively independent of group influence are social dispositions com-
monly found in creative people. Also, having a greater than normal desire to re-
move oneself from social interaction and being overstimulated by novel social
situations (introversion) is frequently observed in highly creative people, in-
cluding the sciences.
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Table 5.1 Personality Traits More Salient of Scientists Than
Nonscientists 

Trait Category

Social Cognitive Motivational

Dominant Open Driven
Arrogant Flexible Ambitious
Hostile
Self-confident
Autonomous
Introverted

Source: Feist 1998.



Cognitive Traits

One of the more robust if not terribly surprising findings from the research on
scientists’ personalities is their higher levels of conscientiousness, that is, their de-
sire for order, organization, and punctuality. The overall effect size on consci-
entiousness showed that scientists on average were about a half a standard devi-
ation higher than nonscientists. More specifically, conscientiousness is made
up of traits such as “careful,” “cautious,” “conventional,” “disciplined,” “or-
derly,” “persevering,” “reliable,” and “self-controlled.” Scientists tend to prefer
settings that allow for individual expression and yet are structured. In short, be-
ing high on conscientiousness lowers one’s threshold for being interested in or
having a career in science.

The other primarily cognitive trait that distinguishes scientists from nonsci-
entists is openness to experience, which is comprised of traits such as “aesthetic,”
“creative,” “curious,” “flexible,” “imaginative,” and “intelligent.” The effect size,
however, is a bit smaller than on conscientiousness, about a third of a standard
deviation. The open person seeks out new experiences, is curious about the
world, and is relatively flexible in his or her ideas. One defining characteristic of
being a scientist is being willing to admit when you may be wrong once the ev-
idence shows this to be the case. One cannot be too set in one’s ways in science
because nature has a way of humbling even the best of ideas. Additionally, one
must be able to attack problems from different angles if one is to solve problems
others have been unable to resolve.

Social Traits

Scientists are more dominant, assertive, and maybe even hostile in personality
than nonscientists.13 For example, in a classic study by Raymond Van Zelst and
Willard Kerr, personality self-descriptions were collected on  technical and
scientific personnel from a research foundation and a university. Holding age
constant, the researchers reported significant partial correlations between pro-
ductivity and describing oneself as “argumentative,” “assertive,” and “self-con-
fident.” Dominance and assertion appear to be distinguishing characteristics of
female as well as male scientists. For example, in one study of  female biolo-
gists and chemists listed in Who’s Who in America and Who’s Who of American
Women compared them to female norms. Using R. B. Cattell’s  Personality
Factor questionnaire as the measure of personality, the researchers found that
the women scientists were more dominant, confident, intelligent, radical, and
adventurous than women in general. Furthermore, the personality profile of fe-

Personality Psychology of Science 117



male scientists was quite consistent with that of male scientists. Two of the
three studies that found scientists to be less dominant than a comparison group
were based on samples of female scientists compared to female artists. The few
studies that found no relation between dominance and creativity were on young
student samples, so it is possible that dominance is an effect more than a cause
of creative behavior. But not enough longitudinal research has been conducted
to warrant such a conclusion at this time.

Scientists, relative to nonscientists, do prefer to be alone and are somewhat
less social and less affiliative. Such a finding is somewhat more true of physical
scientists and mathematicians than of social scientists. Scientists, as is true for
creative people in general, have relatively low thresholds for social stimulation,
and therefore solitary activity or small group interactions are ideal. As Hans
Eysenck’s theory and empirical research has demonstrated, introverts have
lower thresholds for arousal than extroverts and therefore find social stimula-
tion overwhelming. Moreover, Anthony Storr has argued that creative people
in general simply have to be comfortable alone with their thoughts if they are to
create.14 Social stimulation can and often will interfere with reflection needed
to solve problems. Science, especially science as it is practiced today, is less and
less of a solitary activity and more and more of a team enterprise. More and
more problems are being solved in teams. But theory, as well as much empirical
work, for instance, is still primarily a solitary activity and hence more suitable
to people with introverted tendencies.

Motivational Traits

Scientists as a group also tend to be rather achievement driven and ambitious.
Regardless of which personality inventory was used in a given study, almost all
of the research into the personality characteristics of scientists has found rela-
tively high levels of drive and focus compared to nonscientists. For instance,
the widely used personality measure the California Psychological Inventory
(CPI) has two achievement scales, namely, Achievement via Independence and
Achievement via Conformance. The effect size for all the studies using the CPI
showed that scientists were almost three-fourths of a standard deviation higher
on Achievement via Independence and more than a half a standard deviation
higher on Achievement via Conformance compared to nonscientists. Accord-
ing to the author of the CPI, Harrison Gough, a person who scores high on
Achievement via Independence has a “strong drive to do well; [and] likes to
work in settings that encourage freedom and individual initiative.” The same
drive is characteristic of a person who scores high on Achievement via Confor-
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mance, but he or she “likes to work in settings where tasks and expectations are
clearly defined.”15 From this it can be inferred that scientists prefer settings that
are structured and yet allow for individual initiative, an appealing characteris-
tic of most scientific occupations.

Personality and Domain-Specific 

Scientific Interest

I contend that one’s preference and orientation toward people or things play a
crucial role in the area of science that one becomes interested in, namely, phys-
ical, biological, or social. The foundation for the people-thing orientation
comes from the vocational interest literature. Dale Prediger was the first to
modify John Holland’s hexagonal model of vocational interests onto two basic
dimensions: people-things and data-ideas. The “people” end of the dimension
is mapped onto Holland’s “social” career types, whereas the “thing” end of the
dimension is mapped onto “realistic” career types. According to Holland, the
social career type prefers occupations that involve informing, training, enlight-
ening other people. The realistic career type, in contrast, prefers careers that in-
volve manipulating things, machines, objects, tools, and animals.16

Supporting this domain-specific view of scientific interest, Simon Baron-
Cohen and his colleagues have found that engineers, mathematicians, and
physical scientists score much higher on measures of high-functioning autism
and Asperger’s syndrome than nonscientists, and that physical scientists, math-
ematicians, and engineers are higher on a nonclinical measure of autism (As-
perger’s) than social scientists. In other words, physical scientists often have
temperaments that orient them away from the social and toward the inani-
mate—their interest and ability in science is then just one expression of this
orientation. Moreover, autistic children are more than twice as likely as non-
autistic children to have a father or grandfather who was an engineer.17

The problem with the research on personality and science as it stands is that
it is not specific to any specific domain of science but rather covers scientists in
general. Very little if any research has compared the personality dispositions of
physical, biological, and social scientists to examine whether social scientists
have more sociable and extroverted personalities compared to their physical
scientist peers. Of most interest would be developmental research that exam-
ined whether a preference for things is evident early in life for future physical
scientists and, likewise, whether a preference for people is evident early in life
for future social scientists. Similarly, cross-cultural work showing the same as-
sociation between thing-orientation and physical science and social-orienta-
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tion and social science the world over would be quite valuable. Therefore, the
next line of research for the personality psychology of science is to explore differ-
ences in personality between physical, biological, and social scientists. Based on
the evidence just cited, my prediction is that the physical scientists as a group
will be more introverted and thing-oriented (that is, have more developed im-
plicit physical intelligence) than the biological scientists, who in turn will be
less sociable and extroverted than social scientists (that is, have more developed
implicit social intelligence).

Personality, Scientific Interest, 

and Theoretical Predilection

Do certain kinds of people become more interested in science and research
than other kinds of people? More specifically, are people with certain kinds of
personality traits more likely to be attracted to the life of science and research
than other kinds of personalities? As we saw earlier from the meta-analytic re-
view, the answer seems to be yes, certain personality traits do predict a career in-
terest in science and research, even within the branch of social science of psy-
chology. Clinical psychology, for example, is an ideal domain in which to
address this question because it emphasizes two different and distinct sets of
skills in the PhD program, applied-clinical skills and research and scientific
skills. What is known as the “Boulder Model” was implemented in the late
s and is the basis for all doctoral programs in clinical psychology in the
country. The heart of the model is equal emphasis on research training and
clinical practice training. Yet in reality, a major concern for PhD programs in
clinical psychology is the high rate of students who are not interested in re-
search. Clinicians do tend to be more people oriented than investigative and re-
search oriented.18

An important question, therefore, has become: what predicts interest in sci-
ence and research in these students and can this interest be increased by partic-
ular kinds of training environments? The general conclusion from the studies
on these questions is that one of the strongest predictors in interest in research
(or lack thereof) is personality and that training environment plays but a mod-
est role in increasing interest in research.19 For example, a study by Brent
Mallinckrodt and colleagues examined the impact of training environment,
personality-vocational interest, and the interaction between the two on in-
creasing research interest and found that personality-vocational interest was a
stronger predictor than research environment in increasing interest in research
over the course of graduate training.
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In addition to the domain of interest (physical versus social science) and age,
the work on personality can also shed light on theory acceptance and even the-
ory creation. Or stated as a question: do certain personality styles predispose a
scientist to create, accept, or reject certain kinds of theories? The first work on
this question was in the mid-s by George Atwood and Silvan Tomkins,
who showed through case studies how the personality of the theorist influenced
his or her theory of personality. More systematic empirical investigations have
expanded this work and have demonstrated that personality influences not
only theories of personality, but also how quantitatively or qualitatively ori-
ented and how productive psychologists are.20 One general finding from these
studies is that psychologists who have more objective and mechanistic theoret-
ical orientations are more rational and extroverted than those who have more
subjective and humanistic orientations. For instance, Johnson and colleagues
collected personality data on four groups of psychologists (evolutionary-socio-
biologists, behaviorists, personality psychologists, and developmental psychol-
ogists) and found that distinct personality profiles were evident in the different
theoretical groups. That is, scientists who were more holistic, purposive, and
constructivist in orientation were higher on the Empathy, Dominance, Intel-
lectual Efficiency, and Flexibility scales of the California Psychological Inven-
tory and the intuition scale of the Myers-Briggs Type Indicator (MBTI). Most
of these studies, however, have been with psychologists, so answering the ques-
tion of whether these results generalize to the biological and natural sciences re-
mains a task for future psychologists of science.

PERSONALITY IN SCIENTIFIC ACHIEVEMENT

AND CREATIVITY

Becoming a scientist is one thing; making significant contributions and solving
problems creatively is another. Just as I did with scientists compared to nonsci-
entists, in the meta-analysis I also compared traits of the most creative and em-
inent scientists to the more average scientist. Such comparison provides clues as
to which traits make scientific achievement, creativity, and eminence more
likely. The main conclusion from the quantitative review of the literature is that
many of the traits that lower thresholds for scientific interest are seen in a more
extreme form in the most creative scientists. That is, the more creative scientists
are more confident, open, dominant, independent, and introverted than their
less creative peers, who are higher on these dimensions than nonscientists (see
table .).
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The traits of arrogance, hostility, and conscientiousness (or relative lack
thereof) are most noteworthy of highly creative scientists. The confidence
found in scientists in general seems to go one step further in the most creative
scientists. For example, I interviewed more than one hundred very eminent sci-
entists—a large portion of whom were members of the National Academy of
Sciences (the highest honor for an American scientist after the Nobel Prize).
They completed personality questionnaires, but observer ratings of personality
were also made by having the audiotaped interviews evaluated—blindly—by
research assistants. As it turns out, there was a positive relation between ratings
of hostility and arrogance and scientific eminence. The most eminent were
deemed the most hostile and arrogant by blind raters, suggesting either that ar-
rogance and hostility make eminence more likely or that becoming eminent in-
creases one’s arrogance and hostility. Some people might be tempted to con-
clude there is a causal connection between arrogance and scientific eminence.
For example, soon after the article based on this research was published in a sci-
entific journal a journalist contacted me. As only journalists can, she got to the
heart of the matter in her opening paragraph when she wrote, “Gregory Feist is
a nice guy. Too bad for him!”21

Science, to be sure, is a competitive enterprise—every paper, every grant
proposal, every job application, every fight for the top students is a competitive
undertaking and not everyone survives such a winnowing process. It takes a real
belief that one has something special to offer and that one has a way of doing
things that is better than most others. This is most true of those at the top of
their field. The competitive nature of science is not to everyone’s liking nor
consistent with his or her disposition, and certainly some more deferent souls
leave the field because of it (and some manage to stay in despite the mismatch).
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Table 5.2 Personality Traits More Salient of Creative Scientists Than Less 
Creative Scientists

Trait Category

Social Cognitive Motivational Affective

Dominant Open Driven Aesthetic
Self-confident Flexible Ambitious Expressive
Deviant Intelligent

Curious
Imaginative

Source: Feist 1998.



In the highly competitive world of science, especially big science, where the
most productive and influential continue to be rewarded with more and more
of the resources, success is more likely for those who thrive in competitive envi-
ronments, that is, for the dominant, arrogant, hostile, and self-confident.

The other defining characteristic of creative scientists as compared to scien-
tists in general is the relatively low levels of conscientiousness in the former.
Conscientiousness is not a defining trait of the most distinguished scientists—
at least when compared to the average scientist. Indeed, conscientiousness and
creativity, although not polar opposites, are somewhat opposing forces of per-
sonality. There is no doubt some truth to the argument that some degree of
conscientiousness is required to turn creative potential into actual creative
products—the discipline and stick-to-itiveness to see the task to completion.
But the traits of careful, cautious, conventional, disciplined, orderly, persever-
ing, reliable, and self-controlled are less evident in the most creative of scien-
tists.

DIRECTIONAL INFLUENCE BETWEEN

PERSONALITY AND SCIENTIFIC BEHAVIOR

As we saw with the arrogance-eminence connection, the most pressing ques-
tion that begs to be addressed from the personality findings is whether these
traits are causes or effects of scientific interest, talent, and achievement. To put
it most simply: do smart, conscientious, introverted, driven, and controlled
people become scientists or does science create smart, conscientious, intro-
verted, driven, and controlled people? Out of logical necessity and the empiri-
cal evidence for when temperament-personality dimensions are formed, it
would seem very unlikely that any of these characteristics would be nonexistent
until one became a scientist, and therefore unlikely that being a scientist actu-
ally caused these traits of personality.22 Some of them may in fact become more
pronounced after one is trained as a scientist and after practicing science. As is
often the case, however, the model that may best fit the relation between per-
sonality and scientific behavior is probably bidirectional, going from personal-
ity to scientific behavior as well as from scientific behavior to personality.

Of the dozen or so studies that have examined scientific behavior longitudi-
nally, most have focused on questions of age and productivity and only two
have looked at personality across time.23 Results examining the directionality
question from a recent study by Feist and Barron showed that certain personal-
ity traits, such as dominance, may become more pronounced during and after
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a career in science, suggesting a directional influence from career to personality.
But before such an inference can be confirmed, one has to rule out alternative
variable explanations. For instance, perhaps age and maturation, not scientific
careers, lead to this difference in dominance. Lack of research on longitudinal
personality change and stability is one of the real shortcomings of the personal-
ity psychology of science literature.

In sum, cognitive traits (conscientiousness and openness), social traits (confi-
dence, arrogance, independence, and introversion), and motivational traits
(achievement and drive) lower the threshold for scientific interest. Having such
a cluster does not make scientific interest inevitable, only more likely. Inter-
est in the physical sciences, more specifically, is probably influenced by the
thing-orientation, whereas interest in the social sciences is influenced more 
by a people-orientation. The main traits that lower the threshold for creative
achievement in science appear to be openness, flexibility, drive, ambition, in-
troversion, arrogance, self-confidence, and hostility. Too little systematic longi-
tudinal research has examined the question concerning whether personality is
more the cause or the effect of scientific interest and talent to warrant any firm
conclusions at this time.
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Chapter 6 Social Psychology 

of Science

125

Science is unquestionably a cognitive activity, but it is also unques-
tionably a highly social activity, with much work being done coopera-
tively or competitively with other research teams. The social-cognitive
and attributional perspectives, with their emphasis on cognitive heu-
ristics, biases, and causal explanations, can complement the work I
cited on cognitive psychology of science (see chapter ). Addressing
the social factors involved in science, the field of social psychology of
science finds itself in an unusual situation. It is potentially one of the
richest and most stimulating areas in the psychology of science, but as
yet it remains more latent than actual. One can very easily apply all the
major social psychological phenomena—social cognition, attribution
theory, attitude and attitude change, competition, cooperation, con-
formity, gender, social influence and persuasion, and intergroup rela-
tions—to the study of science and scientists, but as yet much of this
work has not been conducted.

According to Gordon Allport, the province of social psychology
can be defined as “an attempt to understand and explain how the
thought, feeling and behavior of individuals are influenced by the ac-



tual, imagined or implied presence of others.” As others have noted, substitut-
ing “scientists” for “individuals” in Allport’s quotation creates a good working
definition of social psychology of science.1 Social psychology of science may
not be as well developed as the developmental, cognitive, or personality psy-
chologies of science, but the edited volume The Social Psychology of Science sug-
gests the field may be on the verge of becoming a viable discipline. Some of the
main figures in social psychology have begun to produce work that is directly
relevant to the social psychology of science, as indicated by their contributions
to this volume. Because of the dichotomy between actual and potential litera-
ture, however, my review of social psychology of science will be divided into ex-
tant and potential topics of investigation.

SOCIAL PSYCHOLOGY OF SCIENCE AS IT IS

Effects of the Experimenter 

on the Experiment

Psychology is the only study of science that uses the experimental method, that
is, experimenters manipulate variables and randomly assign participants to ex-
perimental conditions. It is now quite clear that who the experimenter is, how
she or he behaves, and what she or he knows can each have subtle effects on the
outcomes of experiments, not only in the social sciences but sometimes in the
physical and biological sciences as well. The pioneer in the field of what has
come to be known as “experimenter effects” is the psychologist Robert Rosen-
thal.2

There are two general classes of experimenter effects, namely, interactional
and noninteractional. Interactional effects come into play when an experi-
menter interacts with participants, whereas noninteractional effects are mostly
cognitive and perceptual and do not involve interaction between experimenter
and participant. All I will say about noninteractional effects is that their influ-
ence has long been recognized; in fact, an astronomer from the eighteenth cen-
tury (Friedrich Bessel) who studied errors in astronomical observations was la-
beled by Rosenthal as the “first student of the ‘psychology of scientists.’”3

Research on interactional effects has demonstrated that participants’ re-
sponses can be influenced by biosocial effects (age, gender, ethnicity of the ex-
perimenter), by psychosocial effects (personality and temperament of the ex-
perimenter), by situational effects (experience level of experimenters and
environmental variability), by modeling effects (the experimenter’s own perfor-
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mance while conducting the study), and lastly by self-fulfilling prophecy effects
(experimenter’s knowledge of the hypothesis or desired outcome can help bring
about that very outcome). Regarding the biosocial interactional effects, Rosen-
thal and his colleagues, for example, have shown that male experimenters have
exhibited more friendly behavior toward their (mostly female) participants,
which in turn affected the results of the experiment. Psychosocial effects have
been demonstrated by the finding that authoritarian and status-conscious ex-
perimenters obtain more conforming results from their participants than
friendly and warm experimenters. Situational effects have been demonstrated
by the finding that more experienced experimenters obtain different responses
than less experienced experimenters. Self-fulfilling or expectancy effects are
concerned with “how the investigator’s expectation can come to serve as a self-
fulfilling prophecy.”4 That a researcher’s prior expectations can affect the ob-
servations as well as the final results has been demonstrated not only when the
participants are humans but also when they are animals. In , for instance,
Rosenthal and Kermit Fode published a study in which twelve experimenters
were each given five rats that were to be taught to run a maze with the aid of vi-
sual cues. Six of the experimenters were informed that their rats had been bred
for maze dullness, while the other six experimenters were told their rats had
been bred for maze brightness. Of course, the rats were randomly assigned to
condition and were not systematically different. The results were quite pro-
nounced: rats run by experimenters who thought they were especially bright
did in fact learn better and faster how to navigate the maze than the rats run by
experimenters who thought their rats were dull. The outcome, in short, was
self-fulfilling.

What is even more relevant (and frightening) has been the replication of this
same effect with teachers’ perceptions and student performance, a phenome-
non Rosenthal dubbed the “the Pygmalion effect” (after the Greek myth of a
sculptor who carved a beautiful statue, fell in love with it, and believed it came
to life and returned his love). Rosenthal and Jacobson set out to replicate the
bright-dull finding from rats and maze performance in elementary school chil-
dren. They first administered a nonverbal test of intelligence to students in
eighteen classrooms (three at each grade,  through ), a test, the teachers were
told, that does an excellent job at predicting “intellectual blooming.” Each class
naturally consisted of students with above average, average, and below average
ability levels, yet the experimenters randomly chose  percent from each class-
room and informed the teachers that these particular children had performed
on the intelligence test in such a way that “they would show surprising gains in
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intellectual competence during the next  months of school.”5 Testing on the
same intelligence test eight months later revealed greater IQ gains in children
teachers had expected to show gains than in those children not expected to
show change. Indeed, experimenter expectancy and self-fulfilling prophecy
effects are well known in behavioral and medical science research, and a funda-
mental principle of such research is the requirement to incorporate double-
blind procedures where not only the participants are blind to the condition
they have been assigned, but so too are the experimenters.

Social psychology of science has begun to shed light on these experimenter
and observer effects, which will increase our understanding of the social cogni-
tive processes involved in the creation and development of scientific knowl-
edge. In the words of the social psychologist Arie Kruglanski: “Cognitive and
motivational biases that influence scientific conclusions are fundamentally in-
evitable and are an integral part of how all knowledge is acquired. Rather than
regarding them as impediments to truth, it may be more practical to take them
into account to improve the quality and persuasiveness of one’s research.”6 It
would not be an exaggeration to say that the whole field of experimenter effects
could be categorized as a subdiscipline of social and cognitive psychology of sci-
ence. Indeed, this body of work provides a prototypic example of how social
psychology has much to offer science studies and how it implicitly has been do-
ing so for years.

Social-Cultural Influences on Science 

and the Evaluation of Science

Another key figure in the social psychology of science is Dean Simonton,
whose work has more explicitly explored how social structures influence the
creation and maintenance of science within and across different historical time
periods.7 Theoretically, Simonton’s chance configuration model provides an
explanation for how an individual scientist’s conceptual configurations and in-
sights develop, are articulated, are communicated, are accepted/rejected, and
become influential and how, over time, a group of like-minded individuals can
form around them; how those who produce the most ideas are most likely to
wield wide-ranging influence by their high-quality work; and how individual
differences as well as social factors contribute to the “essential tension” between
traditional knowledge and revolutionary, not-yet-accepted knowledge. Empir-
ically, Simonton has shown through analysis of historical and archival data how
mentors and role models, war, and political upheaval or stability can influence
creative output in science. Using cross-lagged panel designs, Simonton exam-
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ined the causal influence of war on scientific productivity in seven European
countries from  to  and reported that war had a significant influence
on productivity, rather than the other way around, but the influences were
complex and inconsistent across country. Finally, Simonton reported that often
the most creative contributions come from those familiar with two different
cultures, suggesting that exposure to multiple cultural frames of reference is im-
portant for creative productivity in science.

Will Shadish has been another important figure in the field of social psy-
chology of science and has written about the significance of a psychological
perspective in the evaluation of quality in science. Quality evaluations are at the
heart of the scientific enterprise. Such evaluations and their criteria and mea-
surement determine who gets which job, who gets tenure, who gets which
grants, and who gets which awards and honors. As I discussed in chapter , sci-
ence is a very competitive enterprise, and resources (read money and recogni-
tion) are scarce. Of course, the question of quality in science immediately raises
a few other critical—and very social psychological—questions: Whose percep-
tions do we use to evaluate quality? What criteria are used? How do we decide
how to weigh the various criteria? Are these criteria and evaluations fair or bi-
ased against particular individuals or groups of individuals? What role does bias
play in the peer review process?

Until recently, philosophy, history, and sociology may have been the disci-
plines most likely to address these questions, but as Shadish wrote: “Why
should we think that psychology offers an important perspective on our under-
standing of science quality? The reason is this: The perception of quality in sci-
ence probably exercises an inordinate amount of influence in scientific reward
systems, and perception is largely a psychological variable.” Social negotiations
and self-presentation tactics involved with promoting one’s own career clearly
play a role in influencing the perceptions of the powers that be. Few would
deny this. The real question then becomes “how much of a role does self-pre-
sentation play in career success?” The cynic may say a major role, whereas the
more naive person may say no role. Rather than leave the question to one’s
predilection toward cynicism or gullibility, I would argue the question is fun-
damentally an empirical one and therefore should be examined empirically.8

Shadish argues that one of the “objective” measures important in quality
evaluation is citation analysis—the importance of a particular scientist’s opus
easily and fairly reliably can be measured by counting the number of times her
or his works is cited by peers. Most frequently used by sociologists, citation
analysis seldom has examined the cognitive and psychological reasons authors
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have for citing any particular paper. Shadish and his colleagues, however, have
used surveys to answer this question for a large sample of psychologists and
found that oft-cited works were considered exemplars, higher in quality, pub-
lished longer ago, and were often sources of methods or designs. Interestingly
and unexpectedly, frequently cited articles were also perceived to be less cre-
ative. It is not clear, however, why psychologists believe highly cited papers are
high in “quality” but low in “creativity,” especially since Robert Sternberg and
Tamara Gordeeva reported that papers were highly cited because they were
“novel.” Sternberg and Gordeeva also reported that importance of theoretical
contribution and whether they generated research were rated as the most im-
portant reasons psychologists gave for citing a paper.9

Another topic worth mentioning briefly in evaluation of science is the peer
review process. One cornerstone of the scientific method is peer review, the
process whereby editors of journals send manuscripts to three or four experts in
the field for critical evaluation. The editor then culls these evaluations and de-
cides whether to publish it or not (or sometimes to request that the author “re-
vise and resubmit”). Ideally this method ensures only papers that are original
contributions and based in sound methodology get published. Yet every scien-
tist will tell stories of bias and unfair editorial decisions, often about his or her
most creative papers. Indeed, one of my own papers was soundly rejected by
one journal yet went on to be article of the year in another journal. Michael
Gorman in Simulating Science has written about the personal trials and tribula-
tions of the peer review process as well as reviewed some of the psychological
literature on the topic. Bias, for instance, seems especially pernicious when one
attempts to report studies that falsify a claim, which runs in direct contradic-
tion to Popper’s well-known dictum that falsification is the benchmark for true
science. Clearly, further research is needed in understanding the explicit and
implicit reasons scientists cite works and the possible biases behind the peer re-
view process, but social psychologists have begun to make important contribu-
tions to the psychological factors that go into evaluating quality in science.

Mentorships/Training

Family and Teachers. What role do family members or teachers play in promot-
ing and retaining scientific interests? Parents obviously can and do influence
their children’s career choices either explicitly, through encouragement, or im-
plicitly, through modeling a career themselves, and this effect has been demon-
strated in the science professions.10 Modeling effects are evident from the find-
ings that children are more likely to enter science careers if at least one parent is
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in science or engineering. Furthermore, a consistent and robust finding from
the literature on father’s education and occupation is that scientists over-
whelmingly come from families of professional occupations and higher educa-
tion. Achievement in science is also more likely within science families. One
study, for instance, reported that college students who won awards and were
high achievers in science had fathers who were scientists. Parents, however,
need not be well educated or scientists but can simply have positive attitudes
toward math and science and foster such positive attitudes in their children.
One rather telling study of the influence of family in scientific interest was con-
ducted by analyzing parent-child interactions on their visit to a local science
museum. In samples of children ages one to eight, they found that there was a
gender difference in frequency with which parents provided explanations
(causal, correlational, or analogical) rather than merely descriptions of the ex-
hibits. Parents were more likely to provide explanations to boys. The explana-
tion rates were about  percent for boys and about  percent for girls. These 
results suggest that at a young age, parents may be treating boys and girls differ-
ently in how they explain science (see gender section, below). Either directly or
indirectly, having well-educated parents familiar with and interested in science
is predictive of an interest in science.

It is not only parents, of course, who can play critical roles in the develop-
ment of scientific interest.11 Bernice Eiduson reported that roughly half of the
scientists she studied said some older person was important in their developing
and maintaining an interest in science. Vera John-Steiner eloquently described
the importance of apprenticeships and mentorships in stimulating creative ac-
tivity in science (as well as art). Rena Subotnik and her colleagues report that
having a strong mentor in high school and college predicts staying on and pur-
suing a scientific career. Furthermore, Feist reported that  percent of the elite
biological and physical scientists in his sample reported having a significant
mentor in high school, and  percent reported having one in graduate school.
In high school, mentors tended to be either a teacher ( percent) or a parent
( percent), whereas in graduate school they were overwhelmingly one’s PhD
advisor ( percent) or another professor ( percent).

The Role of the Eminent Mentor. There is also the question of the nature of
mentorships at the highest levels of scientific achievement. Do the “rich get
richer”? That is, do the top scientists attract the top students who go on to be
the top scientists of the next generation? The answer seems to be yes, having an
eminent mentor appears to be a contributing factor in obtaining eminence.12

This finding has been most clearly demonstrated in Harriet Zuckerman’s work
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on Nobel laureates. One of her strongest findings concerned the “cumulative
advantage” effect of those young scientists who train under the scientific elite
(that is, Nobel Prize winners). They produce more at an early stage in their ca-
reers, are more likely to produce works of higher impact, and are more likely to
win the Nobel Prize themselves than those who do not train under laureates. As
Zuckerman and others have argued, however, the causal direction of this influ-
ence probably goes both ways: the best young scientists are chosen by the best
scientists, which in turn feeds into the cycle of “cumulative advantage.” Dean
Simonton has also reported that American Psychological Association (APA)
presidents were quite likely to have been mentored by an eminent psychologist.

Small Group Processes in Science

There is a long and distinguished literature on group processes in social psy-
chology, and yet only recently has any of it focused on variables and tasks in-
volved in science. For example, work on small group processes in science has
made use of experimental methods and provided some insight into differences
between individuals and groups working on scientific problems. Michael Gor-
man and his colleagues found that interacting groups (that is, those whose
members interacted directly) on a scientific reasoning task performed no better
than the best individual in a coacting group (that is, those whose members
work separately but were informed of other members’ hypotheses). Moreover,
disconfirmatory instructions (telling students to look for disconfirming evi-
dence) were usually superior to confirmatory. These findings were replicated
with individual participants, suggesting that groups perform about as well as
the best of an equal number of individuals on these scientific reasoning tasks.
For instance, one study reported that coacting groups were more prone to con-
firmation bias than interacting groups. Modern research teams succeed in part
because they divide labor effectively among participants with different skills
and resources.13

Gender and Science

One of the more contentious and polemical questions in the psychology of sci-
ence concerns the role that gender plays in science in general and in scientific
and mathematical ability and achievement in particular. As Evelyn Fox Keller,
among others, has pointed out, the history of science is replete with associa-
tions, both implicit and explicit, between science and male; with male scientists
frequently trying to “tame” or “control” the feminine Mother Nature.14 The
topics of gender and science and gender differences in scientific achievement
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could be and have been the focus of a book, and I leave the more exhaustive re-
view of this literature to others. But there are three questions on gender and sci-
ence that I believe have accumulated enough literature in psychology to war-
rant attention: interest-attrition, mathematical ability, and productivity.

Interest-Attrition. One of the more entrenched influences on the develop-
ment of scientific interest appears to be gender. The research over the last forty
years does suggest there are gender differences in science or math, whether it
comes in the form of explicit attitudes, implicit attitudes, performance on apti-
tude tests, or actual graduation and career data.15 The general conclusion from
this body of research is that men are more likely than women to view science
positively, be more interested in science and math as a career, and less likely to
drop out of science. Moreover, although there is no overall gender difference in
intelligence, there does appear to be some systematic differences in the mathe-
matical domain (males being higher) and in the verbal domain (females being
higher).

There are, however, at least two important qualifications to these generaliza-
tions: gender differences are less apparent in childhood and adolescence than
adulthood, and they are less apparent in the social sciences than in the physical
sciences, with biological sciences being in the middle. For instance, in terms of
courses taken, the gender gap in science is not evident at the high school or un-
dergraduate level or in the social sciences. High school male and female stu-
dents were equally likely to take advanced math courses (trigonometry and cal-
culus) and almost as likely to take advanced science courses (biology, chemistry,
and physics). In advanced science courses there was a slightly higher percentage
of females taking biology and chemistry, and a slighter higher percentage of
males taking physics.

As students progress through their academic careers, however, there is an in-
creasing gender disparity in interest in science and math.16 At the undergradu-
ate level, the percentage of women who earned science or engineering degrees
in  was  percent (after being about  percent ten years earlier). At the
graduate level a more obvious gender gap exists, even in the biological and so-
cial sciences, with  percent of the masters degrees in science and engineering
and  percent of the doctoral degrees in science and engineering being
awarded to women. In terms of career, the disparity widens even more, with
only  to  percent of the full professors in science and math being women. The
most extreme gender difference is seen at the most elite level. On average, only
 percent of the members of the National Academy of Sciences are female. The
most exhaustive and extensive study of PhD scientists over a twenty-two-year
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period ( to ) by the National Research Council has documented
progress but not yet equality for women in science. When the appropriate con-
trols (such as rank, field, and institution) are made, the gender disparity is not
so extreme, but it still exists. For instance, men hold a fourteen-percentage-
point advantage in holding tenure-track positions, but this difference ap-
proaches zero once career age is held constant. This suggests that the gender
disparity in tenure-track science positions should continue to decline as more
and more women become eligible. Also, salary differences diminish once rank
is controlled for, but they do not disappear completely, suggesting that men do
get paid a bit more for the same position. Moreover, marriage and family does
affect men and women rank and productivity differently but not necessarily in
the manner one might expect. J. Scott Long, for instance, reports that women
who interrupted their careers for marriage and family in  were less likely to
obtain a tenure-track position, but there was no effect in . For men, in con-
trast , the effect of getting married and having children had a positive effect on
productivity and this effect increased between  and .

The other qualification is that not all fields of science are equally gender bi-
ased in their distributions. Unequal distributions are most striking in the phys-
ical sciences, less striking in the biological sciences, and least striking in the so-
cial sciences. Only  percent of the engineering degrees and  percent of both
the mathematics and physical-earth science degrees were awarded to women,
whereas nearly  percent of the biological and social science degrees, and 

percent of the psychology degrees were awarded to women in . Similarly, 
J. Scott Long’s analysis of trends in national samples showed that from  to
 women went from being  to  percent of the engineering PhD graduates
and from  to  percent of the social-behavioral science PhD graduates. All
other scientific fields were in between these two ends of the continuum. In ad-
dition, in a sample of mathematically precocious students who immediately af-
ter high school said they intended to major in math or science, five years later
men were more likely to have received engineering and physical science degrees
and women more likely to have received biological science and medical science
degrees.17

One goal of the psychology of science, therefore, is to unpack some of the
factors behind why women decide disproportionately to leave science, even
those who are demonstrably among the most promising young scientists and
mathematicians in the nation. Some previous work suggests a few possible ex-
planations: number of hours worked per week, self-image, stereotype threat,
parental behavior, and opting for and having greater talent for “people-ori-
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ented” rather than “thing-oriented” professions. For instance, Camilla Benbow
and colleagues report that gender differences in math achievement dissipate
once number of hours worked per week is controlled for, suggesting that work-
load rather than gender is the underlying cause.18

Another explanation focuses on self-image. One’s self-perceived career iden-
tity no doubt carries a lot of weight in career choice, with people most likely to
pursue those careers that match their identity and self-perceived ability. If one
cannot imagine oneself in a career, there is little chance one will even attempt to
pursue that career. Can one easily envision and imagine oneself as a “scientist”?
For some (males) the label fits well with their projected self-image and for oth-
ers (females) it does not. A recent study based on undergraduate research by Su-
sannah Paletz reported an interaction between gender, self-image, and interest
in science. In a study of  college students at a selective liberal arts college,
men with either high or low science self-images were still slightly more inter-
ested in science than women with the same science self-image (see figure .).
Similarly, math skills have been seen as part of the male domain, and if one is 
female, there is less congruency between self-image and a career in math or sci-
ence. Moreover, occupational interest research has demonstrated that congru-
ency between talent, performance, self-perception, and drive is the best predic-
tor of career interest. Research has demonstrated the power of self-efficacy
training to increase math and science self-efficacy both for course work and ca-
reer attainment, at least over a short period of time.19
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Stereotype threat theory and research also sheds some light on the phenom-
enon of gender differences in science. Davies and colleagues have written of the
effect of stereotype threat: “The risk of being personally reduced to a negative
stereotype can elicit a disruptive state among stigmatized individuals that un-
dermines performance and aspirations in any alleged stereotype-relevant do-
main—a situational predicament termed ‘stereotype threat.’” Stereotype threat
suggests stereotyped individuals can be adversely affected in their achievement
by being reminded of negative stereotypes. Moreover, stereotype threat can
both hinder and help performance through negative and positive identity.
Margaret Shih and colleagues, for instance, demonstrated that when Asian
women doing a math task have their ethnic identity primed, and consistent
with the stereotype that Asians are good at math, they perform better than con-
trols. When, however, they have their gender identity primed, consistent with
the stereotype that women are not good at math, they perform worse.20

Finally, perhaps a more nativist explanation comes from various lines of re-
search suggesting that there is a general gender effect in dispositional interest
toward people and things.21 Recall the discussion in chapter  (personality)
that argued for the people-thing dimension to be an underlying influence on
the kind of science one becomes interested in, especially physical versus social
science. The “people” end of the dimension is mapped onto “social” careers that
involve informing, training, or enlightening other people. In contrast, the
“thing” end of the dimension involves “realistic” careers that involve manipu-
lating things, machines, objects, tools, and animals. Building on Prediger’s
work, Richard Lippa reported gender ratios of roughly four or five to one of
males in “thing” rather than “people” careers, and ratios of two or three to one
of females in people rather than thing careers. Interestingly, there were no gen-
der differences on the ideas-data dimension. Recall, too, the work of Simon
Baron-Cohen demonstrating high proportions of high-functioning autism
(Aspergers) as well as high proportions of males in the physical sciences and en-
gineering. Simon Baron-Cohen and colleagues also have reported evidence
that this gender difference in people-versus-thing orientation is present in
neonates as young as three-days-old, suggesting a biological origin. The math-
ematical and science professions are conceptualized as being investigative but
on the thing side of Holland’s vocational hexagon.

Mathematical Ability. One of the more consistent and robust findings in the
gender difference literature involves mathematical ability, with males scoring
higher than females at the low, medium, and high ends of the distribution.22

Both longitudinal and cohort data over the last twenty years suggest the gender
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difference is remaining constant at around one-half of a standard deviation in
favor of males. But as Eleanor Maccoby and Carol Jacklin’s review of the litera-
ture first made clear, there are a couple of qualifications to this generalization.
First, there is little to no gender difference before adolescence, although the ex-
act timing is somewhat disputed. Second, at least up through early adolescence,
girls achieve higher grades than boys in math classes.

Recall Julian Stanley’s study of extreme mathematical precocity (math scores
on the SAT of  or above before one’s thirteenth birthday). As both Stanley
and his student Camilla Benbow have reported, one of the biggest surprises in
collecting these data, however, was the large and consistent gender difference
among the extreme scores—ultimately reaching as high as a twelve-to-one ra-
tio in favor of males. Furthermore, Benbow’s target article in Behavioral and
Brain Sciences was commented on by more than forty experts, and although
virtually none of the commentaries took issue with whether a gender difference
exists, there was little agreement concerning the potential causes of this gender
difference.23 Indeed, the robust gender difference in math raises the important,
if not rather unsettled, question of what its cause is.

What then are some of the possible explanations of this gender difference?
Benbow reviewed the evidence for seven of the more common environmental
explanations: attitudes toward math, perceived usefulness of math, confidence
and self-efficacy, encouragement from parents and teachers, sex-typing, differ-
ential course-taking, and career and achievement motivation. She found that
some of these environmental influences do distinguish males and females. For
example, females do like math less, find it less useful for their future goals, and
have less confidence in their ability than males. Furthermore, mathematics is
somewhat sex-typed as a “masculine” enterprise, parents and teachers are more
encouraging of male than female mathematical achievement, differences in
math courses do not explain aptitude differences, and finally male career moti-
vation is more independent of parent or teacher support than female.

These explanations, however, neither rule out nor are inconsistent with bio-
logical explanations. As Hans Eysenck’s commentary pointed out, the situa-
tional findings could result from either genetic or environmental origins. Ben-
bow also more directly addressed the biological explanations and offered four
possibilities: hemispheric laterality, allergies, hormonal influences, and my-
opia. For instance, based on a high incidence of left-handedness in the mathe-
matically precocious, and in particular the precocious males, and the greater 
bilateral or diffuse cognitive functioning of left-handed individuals, she con-
cluded that bilateral and/or a strong right hemispheric functioning may be im-
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plicated in extreme mathematical ability. Furthermore, prenatal exposure to
testosterone has been postulated to influence handedness and immune disor-
ders and therefore could be an indirect influence on mathematical ability.24 To
quote Benbow: “In sum, the above physiological correlates, especially the pos-
sibility of prenatal testosterone exposure, lend credence to the view that sex 
differences in extremely high mathematical reasoning ability may be, in part,
physiologically determined. . . . Of course, some of the above discussion on
physiological correlates is speculative.” Suffice it to say that the physiological
explanations were the focus of most of the criticism in the commentaries.
Many criticisms, however, did not take issue with the fact that biological expla-
nations may play a role, but rather that their mechanisms are more complex
than, and the evidence is not as solid as, Benbow’s presentation. The real answer
will almost certainly be found in a more complex explanation arguing that our
interests and abilities, whatever they may be, require both some biological
givens and some environmental training and encouragement to be fully ex-
pressed and actualized. What these precise biological and environmental mech-
anisms are await further investigation.

Productivity. Comparing publication rates of men and women has consis-
tently shown that men produce more works than women, although the differ-
ence has declined from the s to the s.25 This gender difference appears
to hold for total number of publications as well as yearly average. There is some
contradictory evidence regarding whether this gender difference increases or
decreases across the course of one’s career. Jonathon Cole reported that the gen-
der gap on productivity increases, whereas J. Scott Long as well as Yu Xie and
Kimberlee Shauman reported that it decreases over the course of one’s career.
For instance, Long’s analysis of large national data sets in  showed roughly
a  percent greater total publication rate for men compared to women when
looking across all ranks. As the data are broken down within rank, however, the
male advantage drops to  percent at the tenure-track (assistant professor) rank
and to  percent at the tenured rank (associate professor) and  percent at the
full-professor rank. In short, productivity differences clearly do drop when
rank is controlled for but they do not disappear entirely.

As with age and productivity, and interest in science and math, the question
with gender and productivity that begs to be addressed is that of cause. Once
again, and as is somewhat inevitable, explanations are more contentious and
less consensual than the description of the phenomenon. Differences in marital
status, family obligations, prestige of institution, rank of position, training, and
motivation have each been investigated but with negative or inconsistent re-
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sults. One consistent difference from the years  to  between male and
female scientists was their marital status, with about  percent of female scien-
tists and  percent of male scientists on average being married. Female sci-
entists seemed to be sacrificing marriage for a career in science. This gender 
difference is approaching equality, having dropped to slightly more than 

percent of the men and slightly less than  percent of the women scientists be-
ing married by .26

The intuitively appealing answer that women are hindered by multiple roles
of scientist, wife, and mother and are relegated to marginal departments has in-
consistent empirical support. In fact, some research has shown that married
women tend to slightly outproduce single women, and women with one or two
children tend to outproduce women with no or more than three children. This
research, however, was conducted only with women who were employed full
time in academic positions. Other research has examined the more general
question of the likelihood of being in the workforce, and here one sees the per-
centage of men above  percent in each of the following four categories: single
( percent), married ( percent), married with older children ( percent)
and married with younger children ( percent). But for women these same
four categories show a steady decline in the percentage in the workforce. For
single women it is  percent, for married women it is  percent, for women
with older children it is  percent, and for women with younger children it
drops to  percent. By these national results, it is clear that marriage and fam-
ily affect male and female scientists differently. This makes sense in light of 
another finding reported by Long: in ,  percent of the women who were
employed part time in science said they were part time because of “family obli-
gations,” whereas only  percent of the part-time employed men gave that rea-
son. Long concludes: “Overall, marriage and family are the most important
factors differentiating the labor force participation of male and female scientists
and engineers.”27

Sociologists of science in general have presented evidence that gender differ-
ences in productivity cannot fully be explained by differences in type of institu-
tion (college versus university) or prestige of department. For instance, the
Cole brothers reported that when both institutional and departmental vari-
ables were entered first in a regression equation and thereby held constant, the
relation between gender and productivity still persisted. One explanation that
does have some support is hours worked per week. For example, in research on
career outcomes of the precocious math group of Julian Stanley, once hours
worked per week is controlled for the gender, difference in productivity and
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achievement disappeared. This suggests that number of hours working rather
than gender per se may explain productivity differences. An important fact to
keep in mind when comparing men and women’s productivity levels is that fe-
male PhD’s are less likely to be employed full time.28

SOCIAL PSYCHOLOGY OF SCIENCE 

AS IT COULD BE

The richness of social psychology is mostly an untapped and dormant resource
in the study of scientific behavior, knowledge, and theory construction. Meth-
ods and theories of social psychology can be combined with those of other dis-
ciplines, such as history, to offer a unique perspective into the social nature of
scientific behavior and thinking. Even more telling would be applying the ex-
perimental method so common in social psychology to the study of scientific
knowledge. What follows are some possibilities for how these fields might de-
velop.

Possible Historical Case Studies

Relatively little actual empirical work has been carried out on the social psy-
chology of science, but a few researchers have outlined how various methods
could be applied in investigating social elements of science. Shadish and col-
leagues, for example, outlined a simulated experimental paradigm that would
allow one to investigate issues raised by the case study of the Devonian contro-
versy in geology as well as controversies over the existence of canals on Mars.29

In the case of the former, the discovery of the Devonian period in geological
history was not the product of a single individual; rather, it emerged out of a
mix of cooperative and competitive interactions among a group of geologists—
Roderick Murchison, Adam Sedgwick, and Henry Thomas De La Beche being
the primary figures. As in most areas of science, there was debate and disagree-
ment but ultimately, after dropping previous theoretical claims for lack of evi-
dence, a single figure—Roderick Murchison—came away with the label “dis-
coverer” of the Devonian period. Yet this is somewhat misleading for the other
figures (for example, Sedgwick and De La Beche) played an essential role in
presenting evidence or theoretical argument against some of Murchison’s ear-
lier claims. The processes here involved debate, evidence, theory construction,
and theory change, and the label of “discoverer” is clearly partly a function of
much social negotiation. Social psychology of science can help unpack these
negotiations.
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In addition, the Murchison case study can provide insight into the role of
minority influence on majority opinion in science. As the classic work by
Solomon Asch demonstrated so convincingly, a unanimous majority can cause
a minority of one to conform to an erroneous position on an unambiguous per-
ceptual task. But as the work of Serge Moscovici and Charlan Nemeth has
shown, the opposite can also hold true: a consistent, determined minority can
influence the judgments of a majority in an ambiguous perceptual task.30

Moscovici and Nemeth take the view that minority influence forces the major-
ity to look more closely at the stimuli that are the focus of argument. To return
to the case of the Devonian discovery, early on in the controversy Murchison’s
was the novel, minority view, but there was no consistent majority opposing it.
Murchison was a persuasive scientist and his consistent, determined arguments
fueled a close study of those aspects of the evidence that he thought were par-
ticularly important. Gradually, Murchison’s position became the majority view.

Possible Experimental Paradigms

How can minority influence processes be studied experimentally? One could
study the circumstances under which a minority can force a majority to look
more carefully at the data on a scientific simulation task, such as the artificial
universe used by various cognitive psychologists.31 Such experiments could be
conducted by: () manipulating task ambiguity by introducing different levels
of error; () using a confederate to play the role of minority member and vary-
ing the style of argument that she/he argues; () manipulating the credibility of
the minority (perhaps by presenting them as having had previous success with
a similar task); and () looking at minority influence across generations, in
which members of an original group are replaced one by one and each new
member can consider the minority’s arguments anew. In addition, Michael
Gorman and Robert Rosenwein have proposed a possible quasi-experiment in
which groups of individual participants try to solve problems that mimic scien-
tific reasoning in a multifaceted environment that simulates the social negotia-
tions found in scientific communities. Recall, too, the work of Kevin Dunbar,
who has in fact investigated these processes in actual scientific laboratories.

Other Possibilities for the Social 

Psychology of Science

Almost any and every topic within social psychology could be applied to the
study of scientific thought and behavior, so I will outline only a few of the more
obvious ones.32 To the extent that science is becoming less and less an individ-
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ual enterprise and more and more is carried out by groups and teams, the ques-
tion is raised about two other fundamental social psychological phenomena,
namely, competition and cooperation. As I mentioned in the last chapter on
the arrogant personality of the most eminent scientists and just above with the
Devonian discovery, science is a highly competitive enterprise. Competition
for resources in science is a fierce and at times unpleasant enterprise. Some of
the major discoveries of the twentieth century—the hunt for the structure of
DNA and more recently the human genome project are prime examples—
were highly competitive undertakings, with much of the stress and strain and
acrimony of any other high-stakes competition. The extent to which such com-
petition facilitates or hinders the quest for knowledge is an interesting question
that needs to be explored further by social psychologists of science.

Person perception, prejudice, and even discrimination are each quite rele-
vant to any institution, including science. And the notion of “in-group” and
“out-group” can easily and quite fruitfully be applied to the study of scientific
behavior, especially decisions about whom to admit as students into one’s re-
search lab, whom to bestow awards and honors on, or whom to hire for acade-
mic, government, and commercial science jobs. More specifically, when it
comes to women and minorities in science, as well as decisions about honors
and awards, the relatively “meritocratic” institution of science has been known
to be less than purely meritocratic (awards given based purely and solely on the
merit of the of work). The notion of a glass ceiling in science is also real given
the consistent and robust finding that there are fewer and fewer women in sci-
ence the more prestigious and elite the rank becomes. At an international con-
ference in New Delhi, India, scholars from across the world (India, South
Africa, France, Saudi Arabia, Germany, Croatia, and the United States) re-
ported remarkably similar figures for the “inverted funnel” proportion of
women in science as rank gets higher and higher.33 Moreover, scholars at the
conference discussed the phenomenon of awards and honors being vulnerable
to the old-boys’-network complaint, insofar as people on panels for such deci-
sions are naturally going to be biased toward nominees they know.

Another underappreciated topic for social psychologists of science is Harold
Kelley’s attribution model as it applies to scientific reasoning, that is, how 
people—from children to scientists—use evidence in attributing causes to
effects.34 Kelley’s attribution model proposes that whether a causal attribution
is internal (person) or external (situation) depends on three factors: consensus,
distinctiveness, and consistency. Consensus is whether others viewing the same
event come to the same conclusion; distinctiveness concerns whether the be-
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havior/cause is unique to the person or situation in question; and consistency
is concerned with whether the purported cause happens consistently over time
in the same situation. When children, adolescents, adults, or scientists are at-
tempting to test a causal hypothesis, they often implicitly use some or all of
Kelley’s causal criteria. To put it most generically, if everyone agrees that B fol-
lows A, if B follows A but not C, D, or E, and if B always follows A, then we
have relatively solid evidence that A causes B. In short, attribution theory and
the development of scientific reasoning would make perfect partners in a so-
cial-developmental psychology of science.

Finally, the applied field of Industrial-Organizational (I/O) psychology is
another underdeveloped area of social psychology of science. Although its own
discipline, I/O psychology is often closely allied with social psychology because
I/O psychology is concerned with two different yet related topics: the indus-
trial side addresses questions of personnel and human resource management,
and the organizational side addresses questions of social and group influences
on the organization. As we already saw, the question of personnel selection is of
crucial importance to science: What criteria are used to select the best and most
appropriate and most creative students, professors, or research scientists at col-
leges, universities, industry, and government science labs? How well do these
criteria actually predict how well applicants do in their jobs? Is a person with
high intelligence to be preferred to one with lower intelligence but more cre-
ativity? When I was interviewing scientists for my dissertation research, a chem-
istry professor at University of California–Berkeley told me: “We are one of the
best departments in the world and our hit-rate in hiring professors is at best
–. If we knew in advance who would make it and who wouldn’t, we would
really be great.”35

Moreover, which work environments promote and facilitate creative pro-
ductivity and which hinder it? All of these questions could be better informed
by a well-developed and well-established psychology of science. Knowledge of
the motivational, cognitive, personality, and developmental forces behind sci-
entific thought and behavior could help the gatekeepers of science make better
informed decisions on who they want working for them and how they want to
structure their work environment.

In sum, the social psychology of science has much potential and has made con-
tributions to questions concerning the effects of experimenters on the experi-
ment and social and cultural factors (such as war and political stability) on sci-
entific productivity; the role of family, teachers, and eminent mentors on one’s
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interest and achievement in science; and the role that gender plays in scientific
interest, ability, and productivity. Yet the social psychology of science is unique
in that much of what could clearly be has not yet become. Applying basic social
psychological principles to scientific thought and behavior, such as persuasion,
attitude change, influence of minority opinion on majority belief, attribution
theory and scientific reasoning, person perception, prejudice and discrimina-
tion toward minorities or other out-group members, and finally human re-
source management and selection criteria, are tasks for the future.
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Chapter 7 The Applications

and Future of Psychology 

of Science

145

Given the unique status of science and creative thinking as a hallmark
capacity of our species and its dominant role in shaping modern cul-
ture, one would think that psychologists would have more systemati-
cally devoted their attention, methods, and theories to understanding
the psychology of science and that other disciplines that study science
would gladly make use of these contributions. Neither has been the
case. The history, philosophy, and sociology of science is each well es-
tablished and institutionalized. But psychology, like anthropology, is
somewhere between the second and third stages (Isolation and Identi-
fication) of development (see chapter ).

In part  of this book, I have summarized the current literature in
the various psychologies of science—biological, developmental, cog-
nitive, personality, and social. Much of this work, mind you, is only
implicitly a psychology of science in that the scholars have not applied
the label “psychology of science” to their work. As my reviews have
demonstrated, however, there is a very rich and complex literature on
most every topic that interests psychologists, from the genetics of in-
telligence to cognitive neuroscience. The literatures are rich enough



that it took a chapter to summarize and integrate the empirical findings of each
subdiscipline within psychology—biological-neuroscience, developmental,
cognitive, personality, and social. In this chapter, the last of part , then, I am
now ready to discuss some applications of the psychology of science as well as
its future possibilities.

APPLIED PSYCHOLOGY OF SCIENCE

Industrial/Organizational (I/O) psychology investigates questions of person-
nel and human resource management as well as how social and group influ-
ences affect an organization. In chapter , I reviewed the question of social in-
fluence; personnel selection I will cover here. To be sure, selection criteria are of
critical importance to science: How do we choose our best and most creative
students, professors, or research scientists for positions in our college, univer-
sity, industry, and government science departments and labs?1 How well do the
criteria we use actually predict real-world outcomes, such as publication rates
or creative achievement? Does creativity or intelligence better predict high lev-
els of scientific achievement? Other questions of an applied nature that are not
necessarily addressed by I/O psychology are: Can we predict who will develop
an interest in science at an early age? Can we predict who will choose science as
a major focus of study? Or, can we predict who will stay in science after choos-
ing that career path?

These questions address the practical importance that a psychology of sci-
ence has for education, hiring, and policy making. Answering these questions
by applying theories, methodologies, and findings from the psychology of sci-
ence can be of tremendous practical importance, especially for math and sci-
ence education and the recruitment of the best young minds into the scientific
professions. The findings from an I/O psychology of science can therefore be
critical in shaping educational policy at the primary school level in terms of
how to best teach science and how to develop and maintain scientific interest in
children. Moreover, what we know about who does science and who does the
best science, as well as how science is done, should inform those who evaluate
the quality of scientific research. Such evaluation occurs as early as high school
science fairs, continues with undergraduate science courses, and peaks with
graduate school and job applications. These are tough and important questions
yet ones that a well-developed psychology of science can help answer. More
specifically, parents, teachers, educators, recruiters, and policy makers want to
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know how we recognize, recruit and retain our most scientifically talented
young people.

Recognition of Scientific Talent

Just as with gifted athletes, the scientifically talented start to show signs of their
unique abilities by early to midadolescence. The sooner we recognize these tal-
ents, the sooner we can foster and develop them. For instance, my research on
two groups of talented and elite scientists—Westinghouse finalists and mem-
bers of the National Academy of Sciences—indicates that by middle to late
adolescence future scientists, as well as others (for example, teachers, parents),
recognized their talent. The earlier future members of the National Academy
knew they wanted to be scientists and the earlier others recognized their talent,
the earlier they published. Precocious scientific productivity, in turn, set them
up to be the most productive scientists of their generation.2 Precocity and its
recognition are crucial in setting the scientifically gifted on the path of a pro-
ductive career in science. In order to recognize scientific talent early, we must
know its reliable precursors or predictors, and the strongest and most robust
early signs seem to be intelligence, personality, and demographics.

High intelligence, as measured by traditional IQ tests, would appear to be a
necessary but not sufficient condition for scientific thought, interest, and
achievement. One’s IQ predicts the kind of career one goes into, with scientists,
mathematicians, engineers, medical doctors, and academics scoring higher on
these standardized tests than people who go into other professions. To take one
example, PhD physicists have an average IQ of , almost three standard de-
viations above the mean of the population. Such high scores for scientists are
not surprising: two of the three major components of IQ tests, namely, quanti-
tative reasoning and spatial reasoning, predict scientific interest and talent.3

Absent these intellectual skills, one is not likely to be interested in or to become
a scientist.

Although college entrance exams are not intelligence tests per se, they are
similar enough to function as such. The question of what these aptitude/intel-
ligence tests predict has become a major topic of psychological and educational
research. Research generally shows that the undergraduate aptitude tests
(Scholastic Aptitude Test, SAT) predict college grade point average (GPA) at a
modest level (correlations generally between . and .), especially grades dur-
ing the first two years. For some unknown reason the SAT verbal scores do a
better job of predicting grades than SAT quantitative scores. Additionally, SAT
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scores tend to distinguish those who graduate from those who do not. Some re-
searchers, however, have argued that the SAT does not add enough predictive
validity over and above the high school record to justify its cost.4

The predictive validity of entrance exams (mostly the Graduate Record
Exam, GRE) at the graduate school level has been the topic of enough research,
and more quantitative, or meta-analytic, reviews have been published on the
topic. Some of the more narrowly focused meta-analytic reviews (particular
samples or only one outcome) during the s reported small but robust cor-
relations in the . to . range with graduate school GPA.5 Other more broadly
focused studies on the predictive validity of the GRE, however, have included
such outcome measures as comprehensive exam scores (comps), likelihood of
attaining the degree, and publication and citation data. For instance, Robert
Sternberg and Wendy Williams conducted a study on Yale University psychol-
ogy PhD students between  and . In addition to grades, they obtained
outcome ratings by graduate advisors on analytic reasoning, creativity, practical
ability, research ability, and dissertation quality. They found that the GRE, es-
pecially the GRE-Subject, predicted first-year graduate school grades the best,
followed by overall GPA, but second-year graduate school grades hardly at all.
Of note was the fact that the effect sizes were small to medium, with correla-
tions generally being in the . to . range. Also of note, none of the GRE
scales predicted other real-world outcomes with the exception of male students’
analytic scores modestly predicting almost every outcome.

In the most extensive—with more than , samples and , partici-
pants in all areas of graduate education—meta-analytic review of the literature
on the predictive validity of the Graduate Record Examination, Nathan Kun-
cel and colleagues found that the verbal, quantitative, and subject scores had
small to moderate effects on predicting first-year graduate GPA, overall gradu-
ate GPA, comprehensive exam scores, and degree attainment. Another inter-
esting finding in this same study, and one with direct relevance to the psychol-
ogy of science, concerned the ability of the GRE to predict publication and
citation outcomes in  to  of the , samples, although again the effect sizes
were small (. to .). The subject scores of the GRE consistently were better
predictors of graduate school performance than either the verbal or quantita-
tive scales, even though graduate admissions programs often rely only on verbal
and quantitative scores.

Although intelligence and aptitude tests do foreshadow scientific interests, it
is important to point out what they do not portend. These tests do not predict,
although people sometimes assume they do, creative achievement, job success
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(quality of career), well-being (happiness), and relationship satisfaction. In
other words, they do not predict real-world life and career success or satisfac-
tion variables. In all fairness, they were not designed to predict these things, but
rather simply how people did in school. And at that they do reasonably well.

To better understand the relatively poor job IQ tests do at predicting creative
achievement, let us examine more closely the relation between the two. Quite a
bit of research has examined the relation between intelligence and creativity,
and the consensual answer is that these two abilities are moderately related up
to a “threshold of intelligence,” around , and then the relation falls to essen-
tially . If one were to graph this relation it would be curvilinear or, more accu-
rately, asymptotic. In other words, a threshold of intelligence is required for
creative achievement, but once one gets slightly above one standard deviation
above the mean, more IQ points do not bring anything to the table. Stated
differently, a person with an IQ of  is no more likely to be creative than
someone with an IQ of  or . This seems counterintuitive only because of
the common perception that intelligence is synonymous with “genius.” On
closer examination and reflection, it is not too difficult to understand how
these processes involve different cognitive mechanisms. High intelligence is
efficiency and accuracy in solving timed and structured problems that have
known solutions. It is analytic and focused, or what creativity researchers have
come to call “convergent thinking” because it “converges” on the known solu-
tion. High creativity, in contrast, involves finding and solving problems that
are unstructured and have no known solution. Such thinking is often wide,
loose, defocused, and synthetic, or what creativity researchers have come to call
“divergent thinking.” This form of thought requires the person to broaden and
spread out their associations and ideas, to “diverge” from the usual and com-
mon.6

This distinction is seen in a vignette described by Yale University psycholo-
gist Robert Sternberg, who reports the case of “Alice” who came to Yale with
nearly perfect GRE scores and a . undergraduate GPA.7 As predicted by her
undergraduate record and GRE, she did fine in her first year of graduate school
when exams were structured and multiple choice in nature. But when the work
moved away from structured course material and into less structured and cre-
ative research ideas, she did not do well and floundered. By way of contrast was
“Barbara” who had relatively low GRE scores and a moderate GPA. Only her
letters of recommendation hinted at her outstanding “creativity,” and sure
enough she ended up being one of the most creative researchers in the depart-
ment.
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What intelligence tests predict and do not predict is tied to one’s conceptu-
alization of intelligence, and indeed there are profound disagreements among
psychologists and educators over whether intelligence is one generalized ability
or specific domains of abilities. Traditionally, intelligence has been conceptual-
ized as involving “g,” which stands for “generalized intelligence,” a term made
famous by Charles Spearman (and in fact is sometimes referred to as “Spear-
man’s g”). The most solid evidence for this view comes from the moderately
high correlations between the verbal, quantitative, and spatial tests scores that
form the core of most IQ tests.

Some psychologists, for example, Howard Gardner and Robert Sternberg,
have been at the forefront of arguing for an expanded and at the same time a
more specific view of intelligence. Gardner’s theory of “multiple intelligences”
argues for eight domains of intelligence (verbal, quantitative, spatial, musical,
intrapersonal, interpersonal, natural history, and bodily-kinesthetic). The most
solid evidence for this conceptualization comes from the findings concerning
the criteria for domains of mind, namely, developmental automaticity, neuro-
physiological specificity, archeological, genetic, comparative, and precocious
talent (see chapter ). The thrust of the domain-specific argument rests on the
fact that although some people may have talent in one or two of these domains,
no one is really talented in all of them. More specific measures of intelligence
do a better job of predicting real-world success outcomes than generalized tests
because they are tied more directly to the specific talents people possess. The
main problem at this point with the domain-specific view is the difficulty that
psychologists and educators have had in constructing reliable and valid mea-
sures of specific domains of intelligence. Some domains have begun to be as-
sessed and others have not. Emotional or social intelligence, for instance, has
captured a lot of attention over the last ten years and shows some signs of being
reliably measured by various indices.8

Because intelligence and aptitude tests do a relatively poor job of predicting
real-world outcomes, other nonintelligence predictors have been examined. I
would claim that ideally we should augment (not replace) our selection criteria
with real-world predictors of creative achievement, namely, some personality,
motivational, and precocity measures.9 In the chapter on the personality psy-
chology of science, I reviewed literature showing that cognitive personality
traits (conscientiousness and openness), social traits (confidence, dominance,
and introversion), motivational traits (achievement and drive), and affective
traits (impulse controlled and low anxiety) were the traits most consistently re-
lated to scientific interest and creativity.
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To provide one specific example for how personality predicts creative
achievement over and above intellectual ability: Frank Barron and I recently
published a study, begun in  when the participants were twenty-seven years
old, that sampled eighty male graduate students (mostly scientists) and assessed
them on potential, intelligence-intellect, personality, and creativity.10 Person-
ality and career outcome data were collected forty-four years later (at age sev-
enty-two). We predicted that personality would explain unique variance in cre-
ativity over and above that already explained by intellect and potential. Our
results supported the prediction. For instance, observer-rated potential and in-
tellect at age twenty-seven predicted lifetime creativity at age seventy-two, yet
personality variables (such as tolerance and psychological mindedness) ex-
plained up to  percent of the variance over and above potential and intellect.
We argued for a functional or threshold theory of personality, namely, that if
traits function to lower behavioral thresholds in given situations, then the traits
of self-confidence, arrogance, openness, tolerance and psychological minded-
ness (among others) might serve as a relatively direct link between personality
and creative behavior.

Other noncognitive predictors of creative achievement include demo-
graphic factors. In chapters  and , I reviewed some of the literature demon-
strating that two demographic factors are consistently related to the develop-
ment of scientific interest, namely, gender and immigrant status, and briefly
summarized some of the possible reasons for these associations. The question of
why men are more likely than women to go into the physical sciences is a per-
plexing one, with no easy answer. It almost certainly has to do with a complex
interplay of dispositional talent and cultural forces. The inanimate world seems
to hold more fascination for boys, but why this may be remains a confounding
question. The issue of immigrant status is also quite intriguing and calls for
more empirical research, with each of the most likely candidates—merito-
cratic, work-ethic, and multicultural perspective—facilitating novel insights
and perspectives. Each is plausible but all need more systematic empirical sup-
port.

A psychology of science could make a major contribution by expanding
these findings and investigating more programmatically and explicitly what the
robust predictors of scientific interest and talent are. The particular form of sci-
entific interest, whether physical, biological, or social, seems very likely to be
partly based on one’s personality and/or talent for things versus people, or the
inanimate versus the animate worlds. In addition, intelligence seems to predict
interest but not talent or creative achievement, so what psychological processes
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and characteristics predict real scientific creative achievement? Answering this
question is precisely where the applied value of the psychology of science lies.

Recruitment of Scientific Talent

Recruitment of future scientists depends on our ability to accurately predict
outcomes, and from the empirical findings just reviewed it is obvious that in-
telligence is but one, and maybe not the most crucial, predictor of scientific in-
terest and talent. Intelligence seems to be better at foreshadowing interest than
achievement or creativity. If this is true, then the selection criteria for recruiting
future scientists would ideally include some of these other interest, personality,
motivational, and demographic factors. Because there is much overlap between
recognition and recruitment, my comments on recruitment will be focused on
just one domain, namely, science competitions.

The traditional method of fleshing out scientific talent in this country has
been through local, regional, state, and national science fairs and competitions.
Beginning in , the most prestigious national competition was organized by
the nonprofit organization Science Service and underwritten by the Westing-
house Corporation. The Science Talent Search has been the country’s premier
channel through which young scientific talent has been recognized and re-
cruited. Until , when Intel Corporation took over sponsorship, the com-
petition more commonly became known as the Westinghouse. The charge of
Science Service was and still is to popularize science and make scientific infor-
mation more accessible to the public. Among others, Joseph Berger, an educa-
tion writer for the New York Times, has written a book, entitled The Young Sci-
entists: America’s Future and the Winning of the Westinghouse, about this talent
search. As Berger writes: “From the start, the Westinghouse was different from
a traditional science fair. Its goal was not simply to choose the best projects but
to locate the best potential scientists.”11 Most fascinating in the history of the
Science Talent Search’s competition is its close association with the New York
City high schools, and how since its inception in the early s it has fueled a
lively competition among these high schools to see who can produce the most
finalists. School officials have even scouted and developed potential talent with
the goal of training would-be Westinghouse finalists, much the way that many
high schools might develop their football talent. The Bronx Science High
School has become the New York Yankees of the science competition, having
had  finalists from  to , with Stuyvesant next with , followed by
Forest Hills High School with . Here we have one of the few instances in
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American culture where academic and scientific talent is fostered, nurtured,
and encouraged as much as athletic talent.

Retention of Scientific Talent

Once someone chooses science as a topic of study or a career, the next question
becomes whether they stay in science or leave it. The question of attrition is of
grave concern, especially if it is not random but rather affects certain groups
more than other groups, for instance women or minorities. My research, as well
as that of others, has reported gender differences in attrition from science, with
women being more likely to leave than men.12 For instance, I found that with
an elite scientific sample (Westinghouse finalists), although most tend to stay
in science, math, or technology careers, women were more than three times as
likely as men to leave science during either their education or career. More
specifically, by college age  percent of the male finalists left a science track,
whereas  percent of the female finalists had. Once they reached career age and
beyond, a total of  percent of the male and  percent of the female finalists
left the science career track. It is important to note, however, as others have,
that just because women may opt out of science-oriented careers more often
than men does not mean they opt out of productive and achieving careers in
general.13

Women, unfortunately, are more likely to leave science or work in it part
time than men. If true, the question that begs an answer is “What can be done
about this and by whom?” Obviously that is a difficult question with no easy
answer and one that many different people, from teachers to scientists to politi-
cians to policy makers, have attempted to tackle with varying degrees of suc-
cess. At an international conference on women in science in New Delhi in
, the question of what to do about female attrition from science was cen-
tral to many of the presentations. One participant, J. Scott Long, reported
some of the institutional changes that American universities have begun imple-
menting, such as flexible tenure tracks, parental leave for either parent, and in-
creased and more flexible child-care facilities. Policy changes have come as well
from politicians, as happened in  when Congress authorized a $-million
budget for the National Science Foundation (NSF) to increase women’s in-
volvement in science. Mary Frank Fox reviewed intervention programs that
aim to increase the number of women in science and categorized them into two
groups: those that focus on individual characteristics and those that focus on
institutional or environmental characteristics. Individually oriented programs
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focus on changing personal traits, such as cognitive strategies, motivation, atti-
tudes, and aptitudes, whereas the institutionally oriented programs focus on
changing the work environment, settings, mentorship programs, and tasks un-
dertaken. To the extent that the proportion of women in science has increased
over the last thirty years, it is possible that these programs have had some effect,
but it is nearly impossible to suggest the precise impact these programs have
had.14

THE FUTURE OF THE PSYCHOLOGY OF SCIENCE

In this section I return to a theme that permeated the first section of the book
and indeed has been a driving motive behind writing it: why is the psychology
of science not a more developed discipline, especially when compared with the
history, philosophy, and sociology of science? Indeed, William Shadish, Steve
Fuller, and Michael Gorman boldly claimed in the opening sentence of their
 chapter in The Social Psychology of Science, “The psychology of science has
finally arrived.”15 I am now ready to put forth my thoughts on whether the psy-
chology of science has become a formal, autonomous discipline, on the verge of
developing its own professional societies, conferences, journal, and university
departments.

To return to a question elaborated on in chapter , “When, then, is a field a
field?” Nicholas Mullins argued for four stages, which I simplified and reduced
to three (Isolation, Identification, and Institutionalization). I said that psychol-
ogy of science is between the Isolation and Identification stages and also pre-
sented evidence that the history and philosophy of science have been institu-
tionalized for at least one hundred years and the sociology of science for
roughly fifty years. They have not only formed societies and journals, but they
have institutional support in the form of full-time faculty positions, funding
for graduate students, and awarding of advanced degrees. Although its origins
reach as far back as the s with Francis Galton, the psychology of science, by
contrast, first earned even its own name in the s and had no more than a
handful of scholars until the s. During that decade there was an upswing in
research and theory on the psychology of creativity, including scientific creativ-
ity. Especially post-Sputnik, anything that helped foster an interest in science
was encouraged and relatively well funded. During the s and most of the
s, however, there was very little systematic work done by psychologists on
scientific thought, reasoning, or behavior. But by the mid to late s, the field
really stood at the precipice of full-fledged flight.
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Or so it appeared. The  conference held in Memphis and organized by
William Shadish, Barry Gholson, Robert Neimeyer, and Arthur Houts was a
good beginning, but little followed from it other than an edited volume and a
book by Dean Simonton on scientific genius.16 No society, regular confer-
ences, or journal sprouted up afterwards. In the s Ron Westrum at Eastern
Michigan University started a newsletter (“Social Psychology of Science News-
letter”), but even that lasted but a few years.

Similar to Nicholas Mullins’s proposal for the independence of a discipline,
the psychologist Joseph Matarazzo proposed six criteria for establishing a psy-
chological field as an independent discipline. They are: () its own national and
international associations; () its own journals; () an acknowledgment by pro-
fessionals in other fields in psychology that its subject matter, methods, and ap-
plications are distinct from its own; () postdoctoral training programs; ()
recognition from American Board of Professional Psychology; () and finally,
recognition by the new American Psychological Association Commission on
the Recognition of Specialties and Proficiencies in Professional Psychology.17

With the possible exception of number , psychology of science meets none of
Matarazzo’s criteria.

Here then is my basic argument. The psychology of science has not arrived,
but during the s and now in the s, the field has taken off, although pri-
marily in hidden or implicit form. Every domain of psychology has active and
talented researchers working on many different questions fundamental to un-
derstanding scientific thought and scientific behavior as well as scientific inter-
est, theory formation, and scientific talent and creativity. Such names as Susan
Carey, Alison Gopnik, Paul Klaczynski, Barbara Kosloswki, Deanna Kuhn,
Elizabeth Spelke, and Corinne Zimmerman, are excellent examples—just
from developmental psychology—of talented thinkers doing (implicit) psy-
chology of science. In cognitive psychology, a list more explicitly identified
with the field would include such figures as William Brewer, Kevin Dunbar,
Michael Gorman, Howard Gruber, David Klahr, Roger Shepard, and Ryan
Tweney. Giftedness and educational psychologists consist of such standouts as
Camilla Benbow, David Lubinski, Julian Stanley, and Rena Subotnik. Lastly,
there are such scholars as Dean Simonton and Frank Sulloway who cut across
many traditional boundaries within psychology. The point is that some of the
more talented and creative minds in psychology are interested in, have devel-
oped theories of, and have conducted research in what others and I are calling
the psychology of science. The unique and interesting sociological question,
therefore, is why do not more of them realize that is what they are doing.

Applications and Future 155



I believe part of the answer lies in the fact that—with some exceptions—
they are not familiar with or aware of the term “psychology of science.” Indeed,
there are no codified and institutional structures with which these scholars can
identify. They did not get their PhD’s in the psychology of science; there is no
society to join; there is no journal to publish in; and there is no regular confer-
ence to attend. It is no wonder that many psychologists, even those studying
scientific interest, thinking, talent, and creativity, do not identify with the field
or call themselves psychologists of science.

It is my firm belief that much of the psychology of science is dormant, latent,
and implicit, and it is one of my goals to make it manifest and explicit by laying
the foundation for its infrastructure. Books such as this one might begin to
change that. Another significant advance would be the formation of a journal.
There are thousands of journals in science today. In psychology alone there are
literally hundreds of journals, many of which are ultraspecialized and focused
on very narrow aspects of human behavior. For instance, just to name a few ex-
amples, there are journals in dreaming, epilepsy, psycho-oncology, hypnosis,
parapsychology, transcultural psychiatry, applied sport psychology, school
health, aviation, space, environmental medicine, circadian rhythms, and eating
disorders. There is even a journal devoted to science education. In many cases
there are multiple (at least four or five) journals in the more specialized areas,
such as dreaming, circadian rhythms, parapsychology, or hypnosis. My point is
not that these are overly specialized areas and do not need the journals they cur-
rently have. Rather, my point is that if we can have multiple journals in such
specialized areas, then we can and should have at least one journal devoted to
the psychology of science. Science is such a ubiquitous and all-powerful force
in modern culture that we need to examine empirically and theoretically all of
the psychological factors behind the development of scientific interest, talent,
and achievement. Moreover, we need a scientific outlet for publishing the re-
sults of these studies in one place.

Each of these developments is intertwined: conferences of like-minded
scholars would be the most likely and most feasible first step. Out of these con-
ferences, research ideas and collaborations could form and foment further re-
search. If scholars begin to produce enough original research, then a journal
and society could follow. If these developments were to happen, perhaps then
could we start talking about an actual rather than dormant psychology of sci-
ence.
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Part Two Origins and Future 

of the Scientific Mind





Chapter 8 Evolution 

of the Human Mind

159

The ecologically most significant respect in which humankind now domi-
nates all other terrestrial species is in its scientific understanding and tech-
nological manipulation of the world.
—Roger Shepard, “The Genetic Basis of Human Scientific Knowledge”

How did the human mind become capable of doing science, in all of
its symbolic, mathematical, and highly specialized forms? Like all
things natural, something as complex as the human brain did not ap-
pear overnight; it emerged from simpler and more rudimentary struc-
tures. This is true for the scientific mind and scientific thinking as
well. Modern, explicit scientific thought evolved out of the incipient,
implicit folk domains of mind (common sense). Knowing the path
and history of how scientific thinking came about in our species gives
us a richer and fuller appreciation of its development in modern indi-
viduals. The second theme of this book—origins of the scientific
mind—rests on the assumption that ontogeny and phylogeny are re-
lated processes and that understanding how scientific interest and be-
havior unfold in individuals informs their development at the species
level and vice versa. I argue that the natural, biological, and social sci-



ences are not arbitrary divisions but rather fall along evolved domains of mind,
that is, domains most directly relevant to problems of survival and reproduc-
tion. My perspective draws from the recent movement in social science that ap-
plies Darwinian principles of natural and sexual selection to the evolution of
mental processes and human behavior.1 Such a biological and evolutionary
view, to be sure, has not been common in the social sciences over the last one
hundred years, where the mind has been viewed as a malleable “blank slate,”
written on by the specifics of the context and environment.2

These two views are modern-day versions of the notorious nature-nurture
debate, which goes back at least as far as the ancient Greeks. One perspective
has argued that the mind is a passive and blank mechanism of thought, whereas
the other has taken the view that the mind is an active and structured organizer
of sensory and cognitive experience. These views reduce to the notion that
knowledge comes either directly, exclusively, and passively from the senses (em-
piricism) or that the mind orients, predisposes, and constrains attention to-
ward certain categories of sensations before becoming knowledge (nativism).
The debate on how the mind works has taken a decisive turn toward biology
and evolution over the last twenty years. Although the empiricist blank slate
view held court for most of the twentieth century, since the s more and
more evidence has accumulated from evolutionary theory and research (an-
thropology, archeology, cognitive neuroscience, psychology, and philosophy)
that the mind is a complex and dynamic interaction between evolved mecha-
nisms and environmental influences.3

DOMAINS OF MIND

Natural and sexual selection pressures have predisposed the human mind to-
ward certain kinds of sensations and functions. These functions are specific
mechanisms and cognitive domains that solve specific problems. Domains of
mind have some degree of physical-neuroanatomical status (that is, localized to
particular brain regions), but they are also conceptual and heuristic entities. As
defined by Rochel Gelman and Kimberly Brenneman, a domain is a “given set
of principles, the rules of their application, and the entities to which they ap-
ply.” That is, domain-specific principles are interrelated and operate within a
specific class of problems that have been crucial for survival and reproductive
success. Domains are similar to but not synonymous with modules, for the lat-
ter are encapsulated information units that process inputs (perceptions). Do-
mains are universal and part of human nature, and they concern knowledge of
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the social (people), animate (animals), and inanimate (physical objects) worlds,
being able to count, quantify (number), communicate (language) our ideas
about these worlds, appreciating and creating aesthetically pleasing arrange-
ments of visual images (aesthetics), and being sensitive to and appreciative of
rhythm, pitch, timing in sounds (music).4 Because this book is concerned with
science, I focus my attention on the four specific domains that underlie the sci-
ences, namely, folk psychology, folk physics, folk biology, and folk mathemat-
ics. Various authors have proposed anywhere from three to eight domains, with
four being the most common number (see table .).

To call something a domain requires specific criteria; otherwise it risks being
an arbitrary enterprise. In my view, a capacity must meet the majority of seven
criteria if it is to count as a domain of mind. These criteria are: archeological,
comparative, developmental, universal, precocious talent and giftedness, neu-
roscientific, and genetic. In short, nothing less than the combined interdisci-
plinary evidence from archeology, primatology, developmental psychology, an-
thropology, giftedness-education, neuroscience, and genetics is required before
something can be classified as a domain. Now is neither the time nor place to
present a systematic review of all the evidence for each domain.5

Domains of Mind as Domains of Science

Implicit Psychology. One of the most fundamental aspects of being human is our
reliance on others for our survival. We are constantly confronted with problems
of interpersonal relationships: from sexual behavior to child rearing, from
friendship alliances to kinship-based altruism, from emotion and facial recog-
nition to deception and cooperation. Very briefly, implicit psychology (social do-
main) consists first and foremost of social preferences seen in newborns as
young as a few hours old, namely, an intuitive and automatic preference for hu-
mans (especially the face) over other animal forms. With development, we see
a number of specific abilities involving interaction between people, for in-
stance, the ability to recognize and infer our mental and emotional state as well
as those of others, even when their beliefs and emotions differ from our own.
These abilities, in short, are known as a developed “theory of mind.” David
Premack and Guy Woodruff first coined the phrase in  and defined it as
imputing mental states to oneself and to others. Imitation, pretend play, false
belief, deception, mental attribution, joint attention, and self-awareness are
some of the specific manifestations of theory of mind. The social-psychological
domain also involves self-knowledge and self-concept. What I mean by im-
plicit psychology is very similar to what E. L. Thorndike referred to as “social
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intelligence,” Howard Gardner referred to as the “personal intelligences” (in-
ter- and intrapersonal), and what Peter Salovey and John Mayer more recently
referred to as “emotional intelligence.”6 The social sciences (psychology, sociol-
ogy, anthropology, and economics) originate from this domain of mind.

Comparative evidence is based on examining humans in relation to our pri-
mate relatives, in particular the great apes (chimps, bonobos, gorillas, orang-
utans), Old World monkeys (baboons and macaques), and New World mon-
keys (for example, cebus, rhesus, capuchins). For the domain of folk or implicit
psychology, much comparative evidence has centered on theory of mind. One
manifestation of theory of mind is the false-belief task; that is, understanding
that members of one’s species can believe something that is not true. Primatol-
ogists and comparative psychologists have generally concluded that great apes
have a theory of mind (but one that stops short on the false-belief task), can
demonstrate signs of intentional deception, and have mirror-self-recognition
by forty months. Old and New World monkeys have little to no theory of
mind; they use deception but are not aware that others are intentionally being
deceptive, and they never develop mirror-self-recognition. By comparison, hu-
mans have rather developed theories of mind, can master the false-belief task by
age four, have complex understanding of deception and its intentionality, have
mirror-self-recognition by twenty-four months, and go on to develop meta-
representational self-awareness (that is, awareness of awareness).7

Universality evidence comes from demonstrating that a behavior or capacity
is found in all cultures. Although these behaviors or capacities can be mani-
fested differently, if they are to be part of an evolved domain they must be ex-
hibited by all current human cultures. For implicit psychology, the most con-
sistent universality evidence exists in the area of emotion expression and
recognition as well as theory of mind. In terms of emotion, Paul Ekman’s work
on universality of facial expression of emotion is perhaps best known. Ekman
demonstrated that individuals in a preliterate culture (New Guinea) who had
never been exposed to Western culture recognized the same facial configuration
for the same emotions as individuals in Western cultures do. The situations that
elicit these emotions are culturally specific, but once elicited the emotions have
the same expressions and are recognized as such. There is cultural variation in
the rules for display of emotion in certain settings, but the facial expressions as-
sociated with an emotion is universal for a small set of basic emotions: anger,
disgust, fear, happiness, sadness, and surprise. Furthermore, when shown pho-
tos of basic emotional expressions, people from Europe, the Americas, and Asia
label the same expressions with the same word. Some emotions, however, are
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not as accurately recognized as others, with fear, disgust, and surprise being the
least consistent. Further, Ekman takes care to point out that universality for
certain emotions does not preclude cultural variability in others. Finally, people
are most accurate at recognizing emotion within their own in-group or ethnic-
racial group.8

Theory of mind also seems to exist and develop consistently across human
culture. Paul Harris argues that although relatively sparse, the universality evi-
dence for theory of mind is encouraging. For instance, the false-belief skill
seems to emerge at the same age in different Western cultures, and the distinc-
tion between real and fake emotion emerges in similar form and timing in some
Western and Asian cultures. Although empirical data may be scarce, it is safe to
say that there is no human culture where the beliefs, feelings, and desires of oth-
ers are not recognized and represented. The specifics of what people attribute to
what others may be thinking or wanting may vary across cultures, but the fact
that everyone represents these beliefs about beliefs, emotions, and motivations
is universal in our species.9

Another criterion for a domain is giftedness, that is, whether a talent is man-
ifested in extreme forms in certain individuals. Giftedness may best be viewed
as simply the extreme end of another criterion, namely, the developmental cri-
terion. The latter is simply whether a behavior or cognitive strategy develops
early and automatically in all individuals, whereas giftedness is the extreme end
of that normal distribution and examines certain individuals with unusual and
precocious talent in a given domain.

Relatively little research has been conducted on giftedness and talent in the
social-emotional domain, partly because it cannot be assessed through pen and
paper methodology. Thomas Hatch has written about these skills among
kindergarten-aged children at play and argues that children with interpersonal
and social skills are the leaders and diplomats of the playground. They have tal-
ents for responding to the thoughts and feelings of their playmates and can reg-
ulate their own desires and impulses. These children organize groups, mediate
conflict, have empathy, and are “team players.” Similarly, Alain Schmitt and
Karl Grammar argued that the most socially skilled and successful children are
not simply the most cognitively complex ones, but rather those who know how
to produce the most desired and often simplest outcomes. When people are tal-
ented at social-emotional intelligence, they may become leaders or well liked by
peers, but they seldom win awards and talent recognition contests because
there are none for these skills. Gifted programs are mostly geared toward lan-
guage, math, science, and music, not to interpersonal talent. Some schools,
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however, are beginning to include social-emotional skills in their curriculum.10

It is interesting to speculate whether many of our best psychotherapists and
even our political leaders showed precocious gifts in the area of social-emo-
tional intelligence and mediating interpersonal conflicts in early childhood.

Implicit Physics (Physical Objects–Spatial Domain). Physical knowledge con-
cerns the inanimate world of physical objects (including tools); their move-
ment, positioning, and causal relations in space; and their inner workings (ma-
chines).11 Because tool use is a large component of physical knowledge, some
archeologists refer to this domain as “technical intelligence.” It consists of the
ability to solve problems of tool use (wood versus stone; simple versus complex)
and mental and physical manipulation of inanimate objects of different mate-
rials, as well as an implicit understanding of physics (gravity, inertia, and dy-
namics of objects). Moreover, spatial knowledge and skills are involved in the
physical objects domain. An “implicit physics” is also seen in children’s auto-
matic sense that physical objects obey different rules than living things (inani-
mate versus animate rules). Inanimate objects fall to the ground and do not get
up. The physical sciences (physics, astronomy, chemistry, geology) originate
from this domain.

In contrast to archeological evidence for folk psychological skills, the evi-
dence for folk physics leaves a direct record in stone tools. Stone toolmaking,
and toolmaking in general, requires specialized knowledge of objects and phys-
ical material, an understanding of their causal relation (that is, “if I do this,
then that will happen”), and an understanding of their representation in three-
dimensional space. The first stone tools were relatively simple objects known as
Omo tools, dating from two to three million years ago (mya), and are difficult
to distinguish from naturally occurring rocks and are attributed to prehomo
Australopithecus. A revolutionary advance began with the first species of Homo,
around . to . mya, and in fact, we have named them accordingly: H. habilis
(“handy human”).12 Their technology industry is referred to as Oldowan and it
is the greatest behavioral difference between early Homo and Australopithecus.
The major advance with this technology is the appearance of the first examples
of flakes being removed from rocks. But even Oldowan tools were used for lit-
tle more than chopping. Another advance occurs at about . mya with the first
bifacial hand axes (developed Oldowan). Roughly a quarter of a million years
ago, the new species (H. erectus) produced the first real advancement beyond
Oldowan technology, namely, precise “arrowhead” flakes (the Levallois indus-
try).

Comparative evidence for folk physics comes from tool use in primates. Al-
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though Wolfgang Köhler and Robert Yerkes demonstrated tool use in captive
great apes in the s, it was only after Jane Goodall’s observations of chimps
in the wild that it become generally recognized that humans were not the only
users and makers of tools. The question then became not whether apes used
tools but how and with what level of complexity. As with all other domains,
there are systematic differences in complexity of tool use and tool manufactur-
ing as we move toward increasing complexity on the phylogenetic scale, from
monkeys to apes to humans. Monkeys in the wild have seldom been observed
using any tools and in captivity rarely go beyond the simplest tool use, such as
using a stick to get food that is visible. Chimps, in contrast, have been observed
in the wild using complex tools and even metatools (tools on tools); for in-
stance, wild chimps have used wedges to stabilize their anvils. Chimps also have
been observed using compound tools or a complex sequence of tools, such as
sequentially using a chisel, awl, and dipstick to extract honey. Experiments that
manipulate the complexity of problem solving using captive primates have
confirmed this phylogenetic increase in complexity of tool use and tool pro-
duction. Complex tool use, however, is still quite rare among primates, limited
mostly to chimps, and even then it is generally limited to two tool components
being used at once.13

A third criterion for a domain is giftedness, and evidence for giftedness in the
physical domain converges on the conclusion that physical scientists from very
early in life have temperaments and personalities that are “thing-oriented”
rather than “people-oriented.” Supporting this domain-specific view of talent,
Baron-Cohen and his colleagues have found that engineers, mathematicians,
and physical scientists score much higher on measures of high-functioning
autism (Asperger’s syndrome) than nonscientists, and moreover that physical
scientists, mathematicians, and engineers are higher on a nonclinical measure
of autism than social scientists. These findings may be a more extreme expres-
sion of the general phenomenon, but they do suggest that physical scientists
may have temperaments that orient them away from the social and toward the
inanimate; their interest and ability in science is merely one expression of this
orientation. Autistic children are more than twice as likely as nonautistic chil-
dren to have a father or grandfather who was an engineer. Indeed, there seems to
be an intriguing connection between autism and physical-technical giftedness
as seen by the fact that special talents in mechanics and space are often mani-
fested in autistic children. For instance, Alonzo Clemons, an autistic savant, can
make perfect replicas of animals in wax even if he sees them for but a few sec-
onds. In other cases, some autistic children are experts at mechanics, being able
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to take clocks and radios apart and put them back together without error. In at
least one recorded instance, an autistic boy could determine with a high degree
of accuracy the dimensions of an object, such as a room, fence, or driveway.
With objects smaller than twenty feet wide, he was accurate within one-fourth
of an inch.14

Implicit Biology (Natural History Domain). Biology and natural history con-
sists of the knowledge that the world consists of animate things that differ from
inanimate (the flip side to physics). Some things live, reproduce, ingest food,
and move by themselves—we call them animals. Some things fall to the
ground and do get up (assuming they did not fall from too great a height).
Moreover, some things are alive and grow but stay in the same place (plants).
Indeed, biology and physics are part of the same innate sense that the world is
divided into things that move and grow and things that do not, and that these
classes of things obey different rules. Implicit biology also consists of the ability
to solve problems concerning natural resources, namely, acquiring food (hunt-
ing, scavenging, foraging, forming mental maps of landscape), classifying
plants (for food and medicine) as well as understanding animals and their be-
havior, and knowing which landscapes are resource rich and fertile. The bio-
logical sciences (biology, genetics, life science, and so on) are extensions of this
domain of knowledge.

The comparative evidence for the natural history/biology domain by means
of naturalistic observation has documented systematic foraging and hunting
strategies of various species of chimp, especially those from the Gombe and Taï
regions of Africa. Indeed, chimps are the only species of nonhuman primate
that hunts large quantities of meat. Wrangham conducted very elaborate and
detailed observations of food gathering among the Gombe chimps and con-
cluded that they possess excellent botanical knowledge in terms of the location
and seasonal cycles of certain plants, but they could not predict the where-
abouts of plants not directly known to them. In terms of hunting, Goodall de-
scribed one rather graphic scene in which six male Gombe chimps stalked a
mother baboon and her infant. The males surrounded the pair and three of the
chimps climbed various trees to prevent arboreal escape. When the mother did
attempt to escape by climbing one of the trees, she was captured and the infant
seized. The mother was released and ran off a few yards, only to witness the
male chimps devouring her infant.

As summarized by Parker and McKinney, the Gombe chimps hunt thirteen
species of primate, four species of ungulate, three species of rodents, and one
species each of insectivore, carnivore, and hyrax, but  percent of their total
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prey comes from one species of monkey (red colobus). It is important to point
out that meat eating is still a relatively rare behavior among chimps, accounting
for only about  percent of their eating time and occurring largely during the
dry season.15 In comparing the Gombe and Taï chimps, Christophe and Hed-
wige Boesch reported that the Taï are more intentional, more successful, and
more cooperative than the Gombe chimps. In other words, chimps possess cul-
tural differences in the natural history domain.

If chimps exhibit such complex omnivorous hunting and food-gathering
skills, then cladistically these behaviors must have originated in the common
ancestor at least six million years ago. Cladistics is a branch of science where
comparative psychologists and anthropologists make inferences about the ori-
gins of a behavior by seeing which species possess that behavior and where the
common branch (clade) is. The logic of cladistics is simple: if many species do
something, then that behavior must be much older than a behavior performed
by only a few species.

By logical, if not empirical, necessity every human culture has developed ei-
ther an implicit or explicit knowledge base involving the plants, animals, and
geology of its local environment in order to survive. Implicit biology is there-
fore a human universal. Anthropologists have been the main scholars to docu-
ment the similarities and differences among cultures in the folk biologies; per-
haps the most prominent of such anthropologists was Claude Lévi-Strauss. In
 he reviewed much of the anthropological literature from the s to s
and argued that many preindustrial cultures’ knowledge of the world was con-
crete (rather than abstract) and sometimes overlapped with current scientific
taxonomies. The Navajo, for instance, divide the animate world into two: those
with and those without speech. Humans belonged to the first category and all
plants and animals to the second. Animals, in turn are divided into three by
method of locomotion (running, flying, and crawling). Each of these cate-
gories, moreover, is further divided into land- or sea-based travelers and night
and day travelers. “The division into species obtained by this means is not al-
ways the same as that of zoology.” Navajo botany uses similar obvious and
nonobvious characteristics, such as sex, medicinal properties, and visual-tactile
appearance (such as prickly or sticky) to classify plants. Lévi-Strauss went on to
acknowledge, however, that “native classifications are not only methodical and
based on carefully built up theoretical knowledge. They are also at times com-
parable from a formal point of view, to those still in use in zoology and bot-
any.”16 In fact, one theme of Lévi-Strauss’s writings, despite its pejorative use of
the word “savage” in the book’s title, is how much commonality and overlap ex-
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ists between much of native natural science (botany and zoology) and their
modern scientific counterparts. Such an emphasis was quite a change from the
anthropology of the s and s, which often explicitly referred to pre-
industrial native cultures as “inferior.”

Some of the anthropologists from the s have continued the commonal-
ity theme and have focused on universals of biological knowledge. For instance,
Scott Atran has documented the commonalities between certain principles of
modern scientific taxonomy (that is, Linnaean taxonomy) and folk taxon-
omy.17 He argues that “common sense,” (that is, folk theories) rather than be-
ing detrimental to the development of science instead must be the beginning of
all systematic, scientific thought, including natural history taxonomies. There
is no other place to start. The development of natural history began with folk
theories, moved to semiscientific Aristotelian classification, then to the more
“natural system” of the sixteenth and seventeenth centuries with the recogni-
tion of the importance of self-reproduction and the concept of “genus” super-
ordinate to species.

Giftedness in the natural history or biological science domain shows a
unique orientation compared to social or physical science talent. Gifted people
gravitate toward, show interest in, and have well-developed knowledge of plant
and animal classification, plant and animal behavior, and their habitats. Those
with talent for the natural world are less thing-oriented than physical scientists
and less people-oriented than social scientists. As Howard Gardner wrote: “Bi-
ographies of biologists routinely document an early fascination with plants and
animals and a drive to identify, classify, and interact with them; Darwin,
Gould, and Wilson are only the most visible members of this cohort. Interest-
ingly, these patterns are not echoed in the lives of physical scientists who, as
children, more often explored the visible manifestations of invisible forces (like
gravity or electricity) or played with mechanical or chemical systems.” In other
words, children who are talented in the biological domain spend much of their
time in nature observing, collecting, and classifying—that is, creating tax-
onomies. One of the more interesting observations about Darwin is that by all
accounts, including his own, he was not intellectually precocious—he was a
most unremarkable child intellectually. The only distinguishing talent he
seemed to manifest by adolescence was for identifying natural objects.18

Implicit Mathematics (Numerosity and Seriation). I believe that there is com-
pelling evidence for including numerical or quantitative capacities as a unique
domain of mind.19 We all have a sense of numerosity; we intuitively and auto-
matically know that there are three or five of something (one-to-one corre-
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spondence) and that one series is larger or smaller than another; we are born
with this ability, but it is supplemented of course with cultural knowledge. Nu-
merosity allows us to automatically use (add and subtract) positive whole num-
bers. Formal math ultimately stems from this implicit domain.

The evidence for the universality of math comes from the anthropology of
number. Thomas Crump argues that few anthropologists have addressed this
topic, and he went on to demonstrate that the explicit concept of number takes
on a very different form and very different levels of abstraction depending on
the culture. Some cultures have very few explicit words for many different
numbers. For instance, some non-Western cultures seldom have words for
numbers greater than two. After two often comes “many.” Although this may
be true, people of most cultures can easily understand the concept of four, five,
and six when presented with it, and almost every human culture has had im-
plicit mathematical skills involving seriation, numerosity, and rudimentary
manipulation of quantities. Finally, the importance and ubiquity of number in
cultures varies widely: “at one extreme there are, for instance, the Balinese who
seem not to be able to do anything without numbers, while at the other, there
are the Bemba of Zambia, who would readily dispense with them alto-
gether.”20 Although this may be true, it is again important to distinguish ex-
plicit numbers and number words from implicit numerosity. Every culture
possesses an ability to divine at a glance whether there are two or four discrete
things in a series. In short, the implicit processes of distinguishing numbers of
things and seriation may well be rather universal, whereas the more explicit use
of numeric operations and verbal representation of number is culturally spe-
cific. Many cultures have not, of course, developed formal mathematics.

Evidence for math as a specific domain also comes from the fact that certain
individuals are extremely gifted and precocious in math. Some children begin
to display incredible mathematical computational and reasoning skills as early
as two or three years old and by ten years of age are already performing complex
mathematical calculations. The list of historical examples of inherent preco-
cious mathematical genius is long and impressive: Pascal, Newton, Leibniz,
Laplace, Gauss, Boole, Wiener, Ramanujan, and Feynman, to name but a few
of the truly outstanding examples.21

Although I will not elaborate on the nonscience domains (see table .) here,
I want to at least define them. The first is implicit linguistics (language), which
is the ability to use meaningful sounds to communicate with others and to un-
derstand abstract symbols. As many linguists have pointed out, language is
composed of three components: phonology (physical expression of language,
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usually through sounds), morphology (words and word parts), and syntax (the
combination of words and phrases). Humans the world over acquire skills in
each domain of language automatically, intuitively, and without formal train-
ing. Implicit music is the capacity to produce, perceive, and appreciate rhyth-
mic, melodic sounds that evoke an emotional response in oneself and others. It
can also be defined as the ability to perceive changes in pitch as harmonically or
rhythmically related. As one ethnomusicologist wrote recently, “All of us are
born with the capacity to apprehend emotion and meaning in music, regardless
of whether we understand music theory or read musical notation.” There is
much evidence from brain specificity, universality, ethnomusicology, the devel-
opment of musical preference and ability, and archeology to argue for music
being an evolved domain of the human mind. Finally, implicit aesthetics (art) is
the sensitivity to, production of, and appreciation and preference for particular
visual forms, figures, and color combinations over others. Aesthetics inherently
involve emotional responses of like-dislike, which provide signals for our well-
being. Indeed, a sense of aesthetics is an inevitable outcome of our sense of
safety, order, and well-being.22

The human mind is not a blank slate, but rather it has a certain built-in
structure that predisposes it toward some functions and experiences and away
from others. Constraints narrow the infinite options available in solving prob-
lems and allow the individual to hone in on reasonable solutions a priori. Evo-
lution has done with the human brain what it does with all organisms and 
organs: produced a biological structure that solves particular survival and re-
productive problems effectively. The human brain clearly did not evolve to do
science (or art, religion, or philosophy for that matter), but once it developed
the amount of cortex, frontal lobes, and language systems that it did, science,
although still not inevitable, was a fortunate by-product.23

Furthermore, some have recently argued that human intellect, creativity,
and wit have resulted more from sexual than natural selection processes. That
is, these traits are attractive to members of the opposite sex and are the kinds of
traits we implicitly want our children to have, and therefore we are most likely
to mate with people who display these characteristics. As I have argued else-
where, I believe both natural and sexual selection play a role in the evolution of
human intelligence and creativity.24 The more applied forms of creativity—
technology, engineering, and toolmaking—are probably determined more by
natural selection pressures in that they have direct implications for survivabil-
ity, whereas the more ornate and aesthetic forms of creativity—music, wit, and
art—are probably more under sexual selection pressures, insofar as they im-
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plicitly (unconsciously) signal an individual’s genetic, physical, and mental fit-
ness.

THREE PHASES OF EVOLUTION OF MIND

Looking back over the vastness of evolutionary time, one realizes that the only
constant is change. Every form of life changes, both within the life span of its
individuals and within the life span of its species. The capacities of the human
mind have changed in much the same way that cognitive capacities with chil-
dren change with age. The existence of distinct phases of mind over the course
of evolution is hard to dispute. The question is not one of whether phases or
categorical stages of mental development exist but rather of where the transi-
tions are. On this question there is relative agreement: the major cognitive
shifts occurred around . mya, . mya, and , years ago (kya).25 These
“breaks” can be seen both in major morphological change (in brain and body)
and in cultural-behavioral change. In my model of cognitive evolution, I bor-
row from and add to other theoretical attempts to describe phases of human
cognitive evolution, primarily those of Merlin Donald, Richard Klein, Steven
Mithen, and Sue Parker and Michael McKinney. Even the relatively atheoreti-
cal Richard Klein places the temporal and species breaks in much the same
places as the more theoretical writers (for example, Donald, Mithen), but he
does not place descriptive labels on these phases. My goal is to provide a
straightforward yet not overly simplistic model for the phases of hominid cog-
nitive evolution by modifying and clarifying existing models and theories
rather than fundamentally changing them.

Phase 1: Prerepresentational Thought 

(6 to 1.6 mya)

The most common date for starting the human lineage is approximately six
million years ago (mya), which is the estimated time that ancestral humans di-
verged from ancestral apes. Because this first stage of human evolution will con-
tain three taxa (great apes, Australopithecus, and Homo habilis), we are dealing
with both a very long time frame (approximately . million years) and a rather
diverse set of species. There are meaningful differences in terms of time and
taxa, but for heuristic purposes there is enough similarity to warrant folding
them all under one phase, with distinct subphases.

The great apes provide the best comparative and cladistic picture of what our
earliest human ancestors were like both morphologically and behaviorally. Be-
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cause fossil finds from the period predating five million years are rare to nonex-
istent, a comparative perspective that includes the great apes is quite useful for
an analysis of this time period. Parker and McKinney systematically detail the
research on monkeys, apes, and humans (children).26 A primary conclusion is
that monkeys (macaques and cebus) never reach most of the six substages of Pi-
aget’s sensorimotor intelligence, but great apes (gorillas, chimps, and orang-
utans) do to varying degrees by anywhere from ten to forty months of age, and
human children do by eighteen months of age. This is generally true of physi-
cal knowledge, social knowledge, logical-mathematical knowledge, and lin-
guistic knowledge (see table .).

Although there are at least three separate genera of australopithecine—
Ardipithecus, Australopithecus (graciles), and Paranthropus (robust)—many
scholars use the umbrella term Australopithecus to refer to them more broadly
defined. The oldest known genus and species, Ardipithecus ramidus, was only
first uncovered in , and so currently we know next to nothing of its size,
cranial capacity, or artifacts, although we do know that it was at least partially
bipedal. The graciles were relatively small: – cm tall and averaged about
– kg, with cranial capacities of approximately – cc. The robust
form was also relatively small (– cm) and (– kg) but had larger cra-
nial capacities than the graciles (– cc) and larger cheek teeth and smaller
canines.27

The major behavioral advance taken by the australopithecines was their
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Table 8.2 Piagetian Stages in Hominid Cognitive Evolution 

Phase Taxon Piagetian Stage

Sensory Monkeys ESM LSM
1. Pre-representational Great apes ESM LSM EPO

Australopithecus ESM LSM EPO LPO?
Homo habilis-rudolfensis ESM LSM EPO LPO

2. Representational Homo ergaster-erectus ESM LSM EPO LPO ECO 
Archaic Homo sapiens ESM LSM EPO LPO ECO LCO
Homo neanderthalensis ESM LSM EPO LPO ECO LCO

3. Meta- Modern Humans ESM LSM EPO LPO ECO LCO FO
representational

Source: Feist b.
Note: E � Early, L � Late; SM � Sensorimotor, PO � Preoperational, CO � Concrete Operational, FO �
Formal Operational. Taxa in italics are based on inferences from the archeological record and are hypotheses and
conjectures as much as description of fact (cf. Donald ; Mithen ; Parker and McKinney , p. ).



bipedalism, not their enlarged brains or new industries or technology. But with
bipedalism came a host of correlated changes: a smaller rib cage, precision grip,
loss of prehensile feet, and most probably a change in social structure (with the
infant no longer clinging to the mother’s back and therefore an increased use of
nonverbal communication and theory of mind skills). At its most advanced,
australopithecine industry consisted of slightly reshaped stones, hard to differ-
entiate from naturally occurring rocks that have been given the label “Omo in-
dustry.”28

There is some disagreement as to which species constitute the first members
of the genus Homo, but it is becoming more generally accepted that both H.
habilis and H. rudolfensis are the defining members. I follow the lead of Klein
and Mithen and include both habilis and rudolfensis in this group, but I use the
habilis name more broadly to include rudolfensis. Habilis more broadly defined
lived from roughly . to . mya and had cranial capacities of around –

cc, which puts in midway between Australopithecus (– cc) and H. erectus
(approximately , cc). Other distinguishing traits of the habilines com-
pared to the australopithecines were expanded frontal and parietal regions of
the brain, a smaller and less protruding jaw, smaller cheek teeth, increasing but
still not complete bipedalism, and larger consumption of meat.29

Recall from earlier in the chapter that habilis were the first stone toolmakers
and therefore responsible for one of the more monumental hominid innova-
tions. Their industry has been dubbed the Oldowan, and their tools, for the
first time, could not be confused with naturally occurring rocks. As innovative
as the Oldowan industry was, these tools were nonetheless relatively primitive
and static by later standards. They were generally single faced, simple, and
rather uniform over a long period of time (one million years).30 No bifaced
axes, for instance, are to be found in the Oldowan industry (see table .).

In addition to stone tools, there were other behavioral-cognitive innovations
of H. habilis.31 There is archeological (bone) evidence of increased meat con-
sumption, which implies increased hunting or scavenging, although the
amount of hunting or scavenging is open to debate. Hunting almost certainly
increased, and Mithen argues that this was due to the habiline’s better and more
complex understanding of the natural world and possibly even their ability to
form hypotheses about plant life and animal behavior. There might have been
some control of fire, but the evidence is ambiguous. What is less controversial
is that there was an increase in social complexity, based on regression analyses
from brain size and likely sharing of large meat quantities. The last behavioral-
cognitive advance is also controversial: H. habilis may have possessed incipient
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Table 8.3 Major Creative Achievements of Prehistoric Stone Age Humans (Genus Homo)

Most Likely Date
Species Industry/Culture Prototypic Achievement (millions of years)

Lower Paleolithic/Early Stone Age Tool Tradition 2.400–1.800
H. habilis-rudolfensis Oldowan Stone Tools 2.400 
H. ergaster-erectus Acheulean Hand-axes 1.800

Protolanguage 1.800
Bifaced axes 1.400
Fire .790

Archaic H. sapiens? Primitive bone tools .750
H. ergaster-erectus Late Acheulean First Levallois stone tools .400

Wooden spears .400
Patterned rock structures .350

Middle Paleolithic /Middle Stone Age Tool Tradition .200
H. neanderthalensis Mousterian Composite tools .150?

Advanced Levallois stone tools .150?
Burial sites .090
Music (bone flute) .082–.043

H. sapiens sapiens Language (?) .100
Bone harpoons–barbed points .090
Art (beads) .077
Ochre body painting .075

Upper Paleolithic/Late Stone Age Tool Tradition .012–.045
H. sapiens sapiens Aurignacian Semipermanent settlements .045

(Cro-Magnon) Art (figurines) .032
Lunar calendar .032
Art (Lascaux cave paintings) .030

Souletrean Earliest recorded numbers/tallies .025
Fired ceramics and sewing needle .025

Magdalenian Art (Altamira cave paintings) .018
Petroglyphs .015

Mesolithic Tool Tradition .009–.013
H. sapiens sapiens Azilian Microliths .013

Maglemosian Bone and antler tools .013
Natufian Settlements .012

Neolithic Tool Tradition .006–.012
H. sapiens sapiens Natufian Domestication of plants .011

and animals
Townships .010
Astronomical inscriptions .010

(continued )



language, based on analyses of endocranial casts showing possible increased
folds in the Broca’s area, a somewhat more angled basicranial flexion, as well as
putative decrease in grooming and by implication an increase in language. To
be sure, even if habilis possessed language, it would have been very rudimen-
tary, presyntactical protolanguage.

Other theorists have written about these phases of human cognitive evolu-
tion. They all agree on the species and time periods involved (apes, Australo-
pithecus, and H. habilis) and on the respective general cognitive abilities, but
they provide different labels and different orientations. I borrow from these
writers but offer the label “prerepresentational thought” for this phase of hu-
man cognitive evolution. Representation is a basic cognitive ability of “re-pre-
senting” an idea or concept mentally, either visually or verbally, once the object
is no longer being directly sensed. This stands in contrast to prerepresentational
thought, which is tied to the here and now of what is being sensed. The essence
of this stage is behavioral knowledge without any real conscious or developed
cognitive representation, that is, what neuroscientists and cognitive psycholo-
gists more generally call “implicit cognition.” It can be demonstrated (through
cognitive tasks and neuropsychological exams) that this form of knowledge in-
fluences behavior without the person being aware of it, and indeed the current

Origins and Future of the Scientific Mind176

Egyptian Early calendars .009
Wheel .008 

Copper and Bronze Ages .005–.008 
H. sapiens sapiens Copper .008 

Bronze .006 
Writing .005 

Sources: The primary source for this table is Klein . Secondary sources include Deacon , Donald , 
Enard et al. , Falk , Goren-Inbar et al. 2004, Hellemans and Bunch , Henshilwood et al. ,
Mithen , Pfeiffer , and Tattersall . Also see http://www.chass.utoronto.ca/~banning/ANT%/
timelines.htm (accessed June , ). 
Note: These dates, species, and events are not all universally agreed upon and the time periods varied somewhat ge-
ographically. I often used either the most frequent date or if there was no such date I would take an average date.
Times and dates are more for when these technologies first appeared and not when they were universal. For these
reasons, the dates in this table should be interpreted with some degree of caution and latitude. The table is meant
simply to be a rough guide to cultural achievements.

Table 8.3  (Continued )

Most Likely Date
Species Industry/Culture Prototypic Achievement (millions of years)



conclusion is that approximately  percent of mental processing occurs with-
out awareness and without intentional control. An evolved domain is not nec-
essarily consciously represented but can be seen and inferred from behavior.
Some scholars have used the word “intuitive” to describe these incipient abili-
ties, but I prefer the word “prerepresentational” or “implicit” because intuitive
implies a kind of “I-know-but-don’t-know-how-I-know” form of knowledge
(which I reserve for the next phase of cognitive evolution). Prerepresentational-
implicit thought, on the other hand, is a “I-don’t-know-but-I-behave-as-
though-I-do” form of knowledge. It is as if “my behavior knows but my con-
scious mind does not.” In other words, knowledge gets expressed behaviorally
more than cognitively. The real difference is that intuition has conscious men-
tal representation whereas implicit thought does not. To be clear, some schol-
ars, anthropologists, and psychologists have used the word “folk” to refer to this
form of cognition, and that is pretty much what I mean by prerepresenta-
tional.32

The reason I apply the label “prerepresentational” or “immediate” to this
phase comes from the fact that the thought processes of our ancestors during
this early stage of hominid evolution were much more tied to thinking about
immediately perceptible and directly sensed events and experiences than were
the thought processes of their descendants. Moreover, the capacity for re-
flection and consciously represented beliefs were not yet possible, chiefly be-
cause language did not exist in any form that we know it. As Mithen argued,
learning and problem solving consisted mostly of Pavlovian conditioned and
associationistic processes, whereby something is learned because it is consis-
tently associated with and close in time to a given outcome. Such associations
form the basis for cause-and-effect thinking.33 Learning is based on concrete
reinforcements, but there is little to no ability to represent these associations.
Ideas are more sensory based than conceptually based, which is what I mean by
“prerepresentational.”

Phase 2: Representational Thought 

(1.8 mya to 30 kya)

By all accounts, . mya a major shift happened in human evolution: species ap-
peared that for the first time did not differ morphologically from modern hu-
mans.34 This phase of human evolution actually includes at least four species
from the genus Homo: ergaster, erectus, archaic homo sapiens, and neanderthal-
ensis and covers nearly two million years (from . mya to about  kya). In
terms of cranial morphology, compared to H. habilis these more recent species
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of Homo generally had smaller canines and cheek teeth and larger brains. Cra-
nial capacities now averaged about  cc in ergaster, approximately , cc 
in erectus, approximately , cc in archaic H. sapiens, and approximately 

cc in H. neanderthalensis.35 In other words, brains during this stage grew by
roughly  to  percent compared to H. habilis. There were some morpho-
logical differences between these species, however, with early H. sapiens and H.
neanderthalensis having less sloped frontal lobes and larger cranial capacities
than H. ergaster-erectus. In addition, unique postcranial features in general in-
clude a reduction in sexual dimorphism, a narrowing of the pelvis and a less
ballooning rib cage (meaning a smaller gut and different respiration), and ex-
clusive bipedalism for the first time. These species were essentially modern but
varied in stature, with ergaster averaging perhaps  cm and erectus being
stockier and shorter than ergaster. Neanderthalensis (and to a lesser extent erec-
tus and early sapiens) was notoriously stocky, muscular, and robust by modern
standards, implying regular strenuous physical activity.

The tool technology used during this period is divided into two categories:
Acheulean for H. ergaster-erectus and Mousterian for H. neanderthalensis and
archaic H. sapiens (see table .).36 The fundamental advance and prototypic
Acheulean artifact is the bifaced and often symmetrical hand ax from about 
. mya. Interestingly, Asian erectus seems to have lacked hand axes and made
choppers and flakes instead. The hallmark of the late Mousterian (Nean-
derthal) tradition ( kya) is the Levallois flake, which is produced by carefully
working the stone core. In some later Middle Stone Age (MSA) sites, the Lev-
allois technique for the first time resulted in blade production (they were twice
as long as wide). The complexity of the Mousterian-Levallois stone technolo-
gies required sophisticated knowledge of the mechanics of stone flaking, and
indeed this stone technology has never been surpassed by any other group of
humans, including modern H. sapiens. Few humans alive today can produce
good Levallois points.

As was true for the prerepresentational phase, others, such as Donald,
Mithen, and Parker and McKinney, provide their own labels and descriptions
for the second phase of human cognitive evolution, and again I build upon
them. From these theoretical descriptions, it is clear that representation is the
essential and crucial element, and therefore I apply the label “representational”
to this phase of human cognitive evolution. Representation, again, is the ability
to “re-present” an idea once the object is no longer being directly sensed. In all
likelihood, visual representations preceded verbal ones phylogenetically, but
language ultimately confers the advantage of cementing the visual representa-
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tions in memory. These species of hominids no doubt were capable of some
verbal and propositional representation, but without fully developed grammat-
ical language they were probably more likely to represent ideas and concepts vi-
sually rather than verbally. Gestures and nonverbal expressions were crucial to
communication, and therefore people would require some degree of advanced
shared or joint attention with others or (theory of mind) to communicate effec-
tively. Another way to think about this form of thought is as first-order rather
than second-order thought. First-order thinking is explicit and conscious
thought that is tied to concrete ideas. It is not yet capable of reflecting back on
itself and thinking about thinking (metacognition). Similarly, as Annette
Karmiloff-Smith argues, such cognitive abilities are the first stage of explicit
rather than implicit representation.37

Mithen argues that the development of explicit domains is quite clear in
erectine-neanderthal mentality, with knowledge of social, physical, biological,
and quantitative concepts being represented somewhat in isolation (with little
fluidity between domains).38 The limitation of this erectine-neanderthal stage
is that it is not yet capable of representing representations (metacognition) or
using arbitrary symbols to represent ideas. Representations would probably be
rather concrete, using nonarbitrary images and utterances to describe concepts.
This is one reason why images would be more common than words, because
images more directly represent objects than words. Words are arbitrary sounds
associated with ideas and would not obtain full development until the arrival of
the only surviving species of Homo.

Phase 3: Meta-Representational Thought

(150 kya to present)

The last phase of hominid cognitive evolution is represented by but one spe-
cies, H. sapiens sapiens, which had a common ancestor as early as  kya,
started to appear anatomically around  kya but behaviorally only about 
kya.39 In terms of morphology, the chief cranial change in H. sapiens sapiens is
not size, because Neanderthal ( cc) and early H. sapiens ( cc) had cra-
nial capacities similar to or even exceeding modern humans ( cc). The
most obvious unique cranial characteristics include a steeply rising frontal lobe,
a pronounced chin, and a relatively flat face. Postcranium traits include less ro-
bustness than earlier humans; longer limbs; and narrower, shorter, and thicker
pubis bones. Body size is taller than any other human species, averaging about
cm for males and about  cm for females, with corresponding weights of
about  kg and  kg respectively.
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The major creative advances of modern humans are too numerous to list, so
only some of the more noteworthy examples will be itemized (see tables . and
.).40 Beginning with the first blade technology and the working and polish-
ing of bones and antlers from approximately  kya and art beads from  kya,
we see the “creative explosion” begins around  kya: fully grammatical lan-
guage, art, music, religion, magic, and totemism. Here we also see the first signs
of an incipient math and science. In short, truly symbolic and abstract thought
appears in the fossil record for the first time, and with it one of the cornerstones
for explicit science has been laid.

Although some scholars have argued that the origins of language date back as
far as . mya, others argue for a much more recent origin of linguistic capacity.
Perhaps the best-known representatives of the recent view have been Lieber-
man and Crelin, who reconstructed soft tissue models from Neanderthal fossil
remains and concluded that Neanderthal had limited vocal capacity, especially
in certain vowel (a, i, u) and consonant (k, g) sounds and were therefore not
truly linguistic. Language, therefore, is unique to our species of Homo and
probably is no more than , years old. A recent report examining the evo-
lutionary genetics of linguistic ability places the origins of complex language
capacity most likely to be within the last , years. Those who argue
against earlier expression of language are either being more restrictive in what
they call “language” or are arguing against a full expression of vowels. Few
would argue, however, that a full range of vowels is necessary for some form of
grammatical language, for one can speak rather well with just one vowel, e. Per-
haps the most reasonable conclusion is that the evolution of language began
around two million years ago with protolanguage, but that it was not fully syn-
tactical, grammatical, and symbolic until around , to , years ago
when H. sapiens sapiens emerged.41

There can be little doubt that language, in its more developed grammatical
form, is the sine qua non of cultural innovation and creativity. With language
one can teach and inform others what one knows, which can be passed on from
generation to generation, sometimes being preserved in its original form and
other times being modified and changed. Because knowledge becomes more
cumulative, language speeds up cultural innovation. By logical deduction, the
creative explosion of around  kya must have been precipitated by some new
development in language. In addition, language provides a medium for ex-
pressing theretofore ineffable ideas, which can be externalized and eventually
become part of cultural knowledge. Words and syntax facilitate the growth and
expression of knowledge. The human need to understand the physical, biolog-
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ical, and social worlds requires a developed language to explain the origins of its
species. Once language is in place, myths and cosmologies can be passed on in-
tergenerationally. Explicit models and theories of how the world began and
how it functions originated with grammatical language. Written language
(around  kya) takes this process one step further and truly codifies cultural
knowledge by putting ideas in a concrete and semipermanent medium, making
knowledge all the more cumulative. The development of pictorial language and
later alphabetic language were monumental advances in the evolution of hu-
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Table 8.4 Major Creative Technological-Scientific Highlights of Ancient History

Approximate Date
Invention (thousands of years ago) Culture

Metallurgy (copper) 8,500 Turkish (Anatolian)
First calendars and gnomon (sundials) 6,000 Mesopotamian,a Egyptian
Multiplication and square tables 5,500 Mesopotamian
Ideographic writing 5,500–5,000 Mesopotamian, Egyptian
Logographic writing (cuneiform, 5,500–3,200 Mesopotamian, Egyptian

hieroglyphics, Harappan, Chinese) Indian, Chinese
Ziggurat 5,500 Mesopotamian
Papyrus 5,200 Egyptian
Geometry 5,000 Egyptian
Great pyramids (engineering) 4,800 Egyptian
Astrology, astronomy 4,900 Mesopotamian, Egyptian
Medicine, anatomy 4,500 Egyptian
Legal units of length, weight, capacity 4,500 Mesopotamian
Sexagesimal, place, decimal systems 4,400 Mesopotamian
Units of time and sundial 4,200 Egyptian, Mesopotamian
Early algebra 4,000 Mesopotamian
Consonantal “alphabet” (Abjad) 3,500 Phoenician, Arabic
Alphabet 3,100 Greek
Silk 2,800 Chinese
Ionian philosophy (natural explanation) 2,600 Greek
Ancient math 2,500 Greek, Indian
Athenian philosophy 2,400 Greek
Aristotelian science (physics, biology) 2,300 Greek
Indian-Arabic numerals 2,200 Indian
Ptolemy’s geocentric astronomy 1,850 Egyptian

Sources: The primary sources are Hellmans and Bunch  and Sarton a. Other sources include Butterfield
, I. Cohen 1985, Crump , Durant /, and S. Stumpf .
a “Mesopotamian” is the general label that includes the Sumerian, Assyrian, Accadian, Chaldaean, and Baby-
lonian cultures.



man thought. Ideas, once written, facilitate thinking about thinking (metacog-
nition) because thought now takes an externalized, objective form. Science is
simply the codification of this externalized, cumulative, and metacognitive de-
velopment of knowledge.

Other symbolic, cognitively fluid, and meta-representational capacities can
be seen in burial of the dead, cave paintings, formation of townships, and, fi-
nally, writing systems. Neanderthals buried their dead, but modern humans
(Cro-Magnons) were the first to include important symbolic objects with their
burials, implying the belief in an afterlife and possibly religion. From burials
with symbolic objects one might infer the belief that death was seen as a transi-
tion to a nonphysical life, at least for the most important individuals in the
community. The cave paintings provide another and the first concrete evidence
of nonphysical spiritual beliefs, namely, anthropomorphism (the belief that an-
imals have human elements) and totemism (the belief that humans have animal
elements). With the end of the last ice age around – kya, we again see some
monumental Neolithic changes: the first townships form, the first systematic
domestication of plants (agriculture) and the invention of the wheel. The Neo-
lithic age ends with the invention of metallurgy (first copper, then bronze, then
iron). The break between “prehistory” and “history” then is seen with the first
clay tablets (hieroglyphs in Egypt and cuneiform in Sumeria) around ,

years ago, only slightly before the first use of multiplication and square tables
(see table .). People first wrote on papyrus in Egypt around , years ago.
Early writing was very utilitarian and was used more for recording market
transactions than for expression of ideas (that would have to wait for pictorial
and then alphabetic writing).42

All of these innovations reflect an ability not just to represent ideas, but to
think about thinking. Once one can externalize one’s thought in symbols, one
can more readily reflect upon one’s ideas, state them more explicitly, and decide
whether to modify them. One expresses an idea in symbolic form, first using
representational (concrete) images and then abstract ones. If one were to graph
the rate of cognitive-cultural discovery, it would clearly be exponential—and
one can only shudder to think what the rate over the last one hundred or even
just fifty years has been! How do we explain this remarkable explosion of cre-
ative ability?

Human morphology did indeed change in the third phase. With H. sapiens
sapiens the major cranial change was an enlarged frontal lobe. The frontal lobe,
in particular the orbitofrontal region of the prefrontal cortex, allows for the
level of abstraction needed to cross domains, and it also allows for the devel-
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opment of novel and creative relationships, and metaphorical and symbolic
thought that we see only in the cognitively fluid mind. With the growth of the
frontal lobes comes impulse control; the growth in intelligence is really the abil-
ity to reflect and think before acting rather than responding instinctively. The
frontal lobes allow just such a break between impulse and behavior.43

The problem with trying to explain these changes in behavior through
changes in brain size and shape is that the changes in the brain led to only rela-
tively small technological advances (bones and antlers, pronged tools, beads)
for the first , to , years. The morphological change in brain shape
and size may have been a necessary cause of the creative explosion, but it was
not sufficient. Richard Klein and a handful of others (such as Pinker) argue that
it was not until a neural reorganization occurred in the brain that the creative
explosion of around  kya was possible. It is not size of the brain per se that
matters most but the complexity of neural organization and connectivity. In-
deed, there is evidence that the human brain is more connected per cubic cen-
timeter than that of any other primate. If neural Darwinism and plasticity are
as salient in brain development as they seem to be, such growth in connectivity
over  kya is quite possible. Unfortunately, as Klein points out, the neural
connectivity hypothesis is not testable at this time because of its invisibility in
the fossil record. Although it is not yet completely testable, I find the argument
of neural complexity personally persuasive, given what we now know about
neurogenesis (birth and growth of neurons), neuroplasticity, as well as neural
processing and intelligence and creativity. The conclusion can also be made
from sound logical inference: if there was no growth or change in overall brain
size and morphology from  to  kya (true), and yet significant behavioral
changes occurred only after  to  kya (true), then internal reorganization
rather than size or morphology must be the reason.44

Mithen argues that modern human mentality is distinguished by its “cogni-
tive fluidity,” Donald by its “mythic ability,” and Parker and McKinney by its
“declarative abilities.” I believe that each of these abilities is important and
therefore my model incorporates each of these coevolving mechanisms. I apply
the label “meta-representational” as the umbrella term for this third stage in hu-
man cognitive evolution. Many other terms may have been appropriate, such
as “integrative,” “fluid,” or “explicit,” but I chose meta-representational to em-
phasize the continuity with and growth out of the earlier stages in which ideas
are first immediate, implicit, and prerepresentational and then capable of being
represented mentally, concretely, and intuitively.45

Mithen puts forth the notion of horizontal fluidity between domains as one
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reason certain individuals are inordinately creative, I believe that a “vertical”
fluidity between evolutionary distinct modes of thought, between the “older”
more intuitive and implicit modes of thought and the newer more verbal, con-
scious, explicit modes of thought also contributes to their creativity. Recent
neuroscientific research supports the notion of unusually complex and fluid
neural connectivity among our most creative individuals. Moreover, many cre-
ative scientists have consistently described the importance of “intuition” in the
creative problem-solving processes. Artists, of course, are known for their intu-
itive abilities. One could argue that the capacity to make associations between
different modes of thought is analogous to different phases of brain evolution.
In terms of being able to consistently arrive at creative (novel and useful) solu-
tions to important problems, moving horizontally between ideas is as impor-
tant as moving vertically between them.46

A related implication is to give Freud some credit for gaining insight into
two distinct modes of thought, one the primary, preverbal, global, unconscious
mode and the other the secondary, analytic, verbal, and conscious mode that al-
most certainly are vestiges of two phases of human cognitive evolution. More
recently, the personality psychologist Seymour Epstein has argued for two dis-
tinct modes of processing information, namely, the experiential mode and the
rational mode, with the former being intuitive, automatic, holistic, and based
in emotions and “gut feelings” or “vibes” and the latter being analytical, con-
scious, logical, and verbal. Finally, recent neuroscience evidence would suggest
that the two distinct processes are somewhat localized in the two hemispheres:
the right hemisphere processes information globally, diffusely, and inferen-
tially, and the left hemisphere processes it analytically, narrowly, and deduc-
tively. More important than just noting these two distinct ways of knowing,
much evidence and theory would suggest that highly creative people are most
facile at having associations between and within these distinct modes of
thought and that this broad associational network is a prerequisite for consis-
tent creative insight.47

Whatever the theoretical explanation—cognitive fluidity, externalization of
symbols and ideas, the development of complex syntactical language, meta-
representation, prefrontal growth, neural complexity, or some combination of
all of these explanations—it is undisputable that something truly unique hap-
pened to human cognitive evolution around  kya. It is at this time that we
also see the true foundations for science and scientific reasoning: metacogni-
tion, explicit pattern recognition in the natural and social worlds, and hypoth-
esis testing. The purpose of this excursion into human cognitive evolution is to
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demonstrate the ancient origins of the human mind in its attempt to under-
stand the physical, biological, and social worlds, which is all that science is. To
be sure, these evolved higher-order cognitive capacities are not limited to or
unique to science; they are expressed in artistic, musical, philosophical, spiri-
tual realms as well. They nevertheless are the origins of the scientific mind, if at
the same time they are also the origins of the artistic, musical, philosophical
and spiritual mind. Science and scientific thinking starts to distinguish itself
from these other uniquely human qualities of mind, especially by around ,

years ago.
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Chapter 9 Origins of 

the Scientific Thinking

There are two ways of acquiring knowledge, one through reason, the
other by experiment. . . . Argument is not enough, but experience is.
—Roger Bacon, On Experimental Science

Insight, untested and unsupported, is an insufficient guarantee of truth, 
in spite of the fact that much of the most important truth is first suggested
by its means.
—Bertrand Russell, Mysticism and Logic

When we look for the origins of science, and how and when it began
to emerge as a distinct intellectual process, we must focus not just on
the very recent expression of pure science and modern science as cod-
ified in the “scientific method.” That is but the most elaborate and
codified expression of ancient cognitive and epistemological pro-
cesses. Different forms of science have been around not for hundreds
or even thousands of years, but rather for millions of years. Obviously
the “science” of H. erectus or H. neanderthalensis was a very different
kind of science from what we know today, and we therefore have to
change our notion of science a bit to apply it over such a long time pe-



riod. Just as there is folk art, so too is there folk science. It is when we fail to dis-
tinguish the earliest forms of “science” and believe it to exist only in its modern
mathematical explicit sense that we fail to understand the origins of science.
One point to be clear on, however, is that I am conceptualizing science here as
a method of acquiring knowledge and not as a body of knowledge per se. In the
long run, the method has resulted in a large body of knowledge, for it is both a
process and a product. But in order to understand its origins in our evolution-
ary past, we must understand that science in its barest form involves pattern
recognition, causal thinking, hypothesis formation, and hypothesis testing. All
humans in all cultures do these things and have in some form for millions of
years.

Without stretching our definition of science too thinly, we can talk about
two continuous dimensions for defining science: the preverbal-verbal and the
applied-pure. These dimensions, in turn, allow one to create four distinct
phases of science over the course of human evolution, namely, the preverbal
phase, the verbal phase, the applied phase, and finally the pure-discovery phase.
Mind you, these are not historically mutually exclusive phases as is readily seen
by the fact that the last three exist in modern human culture. Each successive
stage does not eradicate its predecessors but rather supplements them.

I also want to make quite clear at the outset that I eschew any notion of “pro-
gression” in human thought and epistemology, that younger forms of thought
(for example, science) are inherently better than older forms (for example,
mythology). They each are what they are for their time frame and context,
namely, the ways that humans think about and make sense of their world. A
major theme in the history of anthropology has been inquiry into the nature of
“primitive” mentality and whether it is the same or different from “civilized”
mentality. During the latter part of the nineteenth and early part of the twenti-
eth centuries, a common position was to view preliterate cultures as “savages”
and inferior to the civilized cultures of Europe. This mentality was seen most
clearly in James Frazer’s The Golden Bough:

We shall perhaps be disposed to conclude that the movement of the higher thought,
so far as we can trace it, has on the whole been from magic through religion to sci-
ence. . . . Thus in the acuter minds magic is gradually superseded by religion. . . .
But as time goes on this explanation [religion] in its turn proves to be unsatisfac-
tory. . . . Thus the keener minds, still pressing forward to a deeper solution of the
mysteries of the universe, come to reject the religious theory of nature as inade-
quate. . . . In short, religion, regarded as an explanation of nature, is displaced by sci-
ence. . . . It is probably not too much to say that the hope of progress—moral and
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intellectual as well as material—in the future is bound up with the fortunes of sci-
ence, and that every obstacle placed in the way of scientific discovery is a wrong to
humanity.1

Such a linear and pejorative line of thinking about cultural progress is ar-
chaic and misguided. One important conclusion from physical anthropology
and, more recently, cognitive anthropology is that humans are one species with
more fundamental similarity in genetics, morphology, and cognition than any
superficial differences may lead us to believe. Whenever one is talking of (mod-
ern) human thought and belief systems, the notions of “primitive” and “ad-
vanced” are, from an evolutionary perspective, misguided.

But once we expand beyond our own species and examine the history of
hominid thought in general, extending back to H. erectus if not earlier, then we
can and must see some form of development, much like one sees when one ex-
amines the development of thinking in infants, children, adolescents, and
adults. The current analysis of the origins of science takes the latter view and ex-
tends its purview over the entire time frame of hominid evolution, not just
modern humans. Although not historically mutually exclusive, these four
phases nevertheless do exhibit a historical developmental trend: “preverbal sci-
ence” (folk science or ethnoscience) originated as early as two million years ago,
“verbal science” as early as  kya, “applied science” as early as  kya, and
“pure science” as early as , years ago. The last three phases each reside
within the H. sapiens species, and I do distinguish them as phases but not in
terms of one being better or more advanced than another. Rather, I distinguish
them in terms of being younger and more or less explicit (meta-representa-
tional). It may well be true, as we see in cognitive development within an indi-
vidual, that cognitive development tends to move from the relatively simple to
the relatively complex, as long as we are clear that complexity is merely an in-
crease in number of elements manipulated.2

PHASES OF SCIENTIFIC THINKING

I argue for four phases of the evolution and history of science, each with at least
five core components (see table .).3 With each successive phase at least one
new component gets added. The five core components are observation, catego-
rization, pattern recognition, hypothesis formation (prediction)/hypothesis
testing, and causal thinking. These components themselves have a develop-
mental path, with each one developing out of the previous one: observation r
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categorization r pattern recognition r prediction (hypothesis testing) r
causal thinking. But the reality of it all is not linear but rather circular, with
changes in each component affecting changes in the other components. Fur-
ther, just as is true in science, the last component circles back and starts the cy-
cle all over again. Another general point is that we see a development from the
most implicit and sensory-bound to the most explicit and metacognitive
thought across the four phases.

Phase 1: Preverbal Science

The first vestiges of science that can be seen in the evolution of the human
mind are what have to be called “implicit science” and they are preverbal—
namely, the process of developing systematic knowledge of how the world
works yet not knowing that one has done so. In chapter , I began with the ear-
liest hominids around  mya, but when discussing “science” I’ll start with a
slightly more restrictive definition and argue that representational knowledge is
required. Therefore my discussion of science begins with H. erectus slightly less
than  mya. Knowledge is represented neither consciously nor symbolically but
comes about behaviorally through experience with the world. As learning the-
orists have long argued, learning is defined as long-term change in behavior or
knowledge due to experience, with most learning being behavioral rather than
cognitive. The earliest glimmering of science is seen in bodily knowledge,
meaning that it manifests itself more in what individuals are doing than in what
they are consciously thinking. Moreover, this earliest phase is preverbal in that
it predates the onset of grammatical-syntactical language.

During this first phase of scientific thought there are five main components
at work: observation, categorization, pattern recognition (covariance), hypoth-
esis formation (prediction)/hypothesis testing, and causal thinking (causa-
tion). The first component to science, namely, observation, is both an obvious
and yet often overlooked starting point. Observing the world and taking in
sensory input is the necessary foundation for all science, and by this crite-
rion, many species of animal have keen powers of observation. To be clear, I
should point out that observation is inclusive and encompasses all sensory
modalities—hearing, tasting, feeling, smelling, not just seeing.

The second component of science is categorization, that is, classifying the in-
coming information into meaningful systems. The principles of neuroscience
and sensation and perception are relevant here: central nervous systems func-
tion to organize and interpret incoming sensations, and they do this first and
foremost by categorizing sensations based on perceived similarities or differ-
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ences. The first patterns of perception are categories, which are of three funda-
mentally distinct kinds: physical things (objects), natural things (plants and an-
imals), and social things (people). The underlying dimension for categorizing
sensations are whether or not things move, live, die, or reproduce. If they do
not, they are physical objects, and if they do, they are animate objects (either
plants or animals). The world of stone, rock, and earth is inherently different
from the world of plant and animal, and in the preverbal stages understanding
consists of physical knowledge of space and causality and motion of things. If
things are alive (grow and die) but do not move on their own volition, they are
plants.4 If things are alive, reproduce, eat, and move on their own volition, they
are animals (that is, animate). Finally, if things live, reproduce, eat, die and if
they take the same form as ourselves, they are human. In short, the central ner-
vous system and its perceptual properties serve their most basic function when
they are organizing our sensory experiences, and the most fundamental way
this is done is classification. Classification is an inherent function of the brain
in that it serves as a primary means of bringing order to the chaos of incoming
sensory experience. In a very real sense the brain has evolved to be just such a
tool: an organizer and interpreter of sensory experience.

Not just neuroscience and sensation and perception tell us that finding reg-
ularities is an inherent function of the brain. So too do philosophy and hu-
manistic psychology. The following quote by Albert Einstein exemplifies the
philosophical perspective: “The very fact that the totality of our sense experi-
ence is such that by means of thinking (operations with concepts, and the cre-
ation and use of definite functional relations between them, and the coordina-
tion of our sense experiences to these concepts) it can be put in order, this fact
is one which leaves us in awe, but which we shall never understand. One may
say ‘the eternal mystery of the world is its comprehensibility.’ It is one of the
great realizations of Immanuel Kant that the setting up of a real external world
would be senseless without this comprehensibility.”5 Here Einstein and Kant
are saying from a philosophical perspective what I am trying to say from an evo-
lutionary and psychological perspective: the brain in general and the scientific
brain in particular function to bring sense and order to the chaos of the senses.

The need to categorize and classify was ultimately facilitated by the develop-
ment of language. Likewise, the need to categorize must have been one of the
driving forces for the development of language, or at least vocabulary.6 Being
social animals and having well-developed and sophisticated implicit psycholo-
gies, humans acquired over the course of their early evolution the anatomical
hardware necessary for phonology (an arched cranial base, an enlarged phar-
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ynx, and a lowered larynx) and then the cognitive capacity to start making spe-
cific sounds for specific things, plants, animals, and humans (developed Broca’s
region and expanded frontal lobes). Instead of simply forming the concept pre-
verbally, early protolanguage began to associate consistent sounds with partic-
ular things. This may well be how a first vocabulary developed. Connecting
particular sounds to particular things helps keep them distinct and allows one
to communicate this distinction, that is, to categorize them. If “ig” means “tree”
and “ag” means “rock,” we have not only language and communication but cate-
gorization. To name something is to categorize it. Single words are all that is
needed. Not much grammar or syntax would be required (these help with more
complex relations between things as well as between words). Language and cat-
egorization are mutually reinforcing—language facilitates categorization and
categorization facilitates language development.

The third component of scientific thinking is pattern recognition. Once one
has developed some way or distinguishing and classifying the world of things,
one can see regular patterns in the relations between different things, plants,
animals, or humans. With experience and because the brain also functions to
store sensory information, we start to see consistent patterns between events—
some event Y consistently follows event X. Pattern recognition is noticing that
two events happen to repeatedly co-occur or covary. Finding such regularities
or patterns lays the foundation for expecting the world to behave in a certain
way, which is the beginning of hypothesis formation as well as causal thought.
The philosopher of science Karl Popper, in Conjectures and Refutations, put it
this way: “Thus we are born with expectations; with ‘knowledge’ which, al-
though not valid a priori, is psychologically or genetically a priori, i.e., prior to all
observational experience. One of the most important of these expectations is
the expectation of finding a regularity. It is connected with an inborn propen-
sity to look out for regularities, or with a need to find regularities, as we may see
from the pleasure of the child who satisfies this need.”7

In the fourth component, once one sees patterns, one expects them to con-
tinue, and these expectations become hypotheses. Observation, categorization,
and pattern recognition together lead to an ability to wonder whether Y really
will follow X. We implicitly and behaviorally test hypotheses when we do
something to see what effect will follow, that is, we intuitively test our ideas and
beliefs of how the world works. We manipulate the world in order to test it. Just
as a toddler will keep throwing her food off her plate and marvel at the sound
and sight of it hitting the floor (“Yes, it really does splatter each time it hits to
floor, and yes Mommy and Daddy really do react each time!”), our early ances-
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tors must have regularly tested their ideas against nature. The connection be-
tween cooking meat and its taste would be one such example. The idea of cook-
ing meat is far from intuitive. No nonhuman animal does so and its benefits are
not at all obvious. But at some point, probably after a piece of meat had fallen
into a campfire (or possibly after an animal died after a forest fire), early hu-
mans realized cooked meat tastes better. This would lead to the following idea
(in behavioral and not verbal form): “If I cook this meat, will it really taste bet-
ter?” But by observing what preceded the outcome, a pattern was intuited
(good taste follows fire). Thereafter, a more systematic testing of this connec-
tion may have followed. Once established, this knowledge would initially be
transmitted behaviorally from generation to generation through imitation and
observation, but once language developed the subtleties could be transmitted
verbally. It is precisely such individual and cultural knowledge that we can refer
to as “implicit theories.” In short, perception is inherently connected with ex-
pectation and hypothesis because once a concept is formed, the world is cate-
gorized and categories lead to expectations. From expectations, hypotheses fol-
low. The cognitive archeologist Steven Mithen, in fact, argues that pattern
recognition and hypothesis testing are perhaps the essential features of scien-
tific thinking.8

The fifth component of preverbal science is cause-and-effect thinking. If one
perceives consistent covariation between two events, one is likely to infer that
the earlier event caused the later event. Once a hypothesis is verified and be-
comes knowledge, we automatically think in terms of cause. “Fire causes better
tasting meat.” Causal thinking and hypothesis testing go hand in hand. One of
the things that brains in general, and the human brain in particular, do well is
learn cause-and-effect relations. When we experience the same event following
a particular circumstance, we can hardly help but think there may be a cause.
Implicit science is the accumulation of such cultural and traditional associa-
tions that become all the more readily passed on once language (storytelling)
has developed. But in this first phase of scientific knowledge, such accumulated
implicit knowledge is transmitted behaviorally through observation and imita-
tion. Until any real language developed, the visual system (observation) would
be the primary mode of transmitting knowledge.

I should point out that these five components do not really develop so lin-
early but rather much more dynamically. For instance, causal thought can be
closely intertwined with observation, and hypotheses testing, through trial-
and-error learning, feeds back and into pattern recognition.9 Observation can-
not be divorced from theoretical (causal) expectation. The two are impossible
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to separate. The main point here is that the five core components of scientific
thought are separable and stand in complex and dynamic relation with one an-
other.

In sum, scientific knowledge before language was implicit, immediate, sen-
sory-bound, and did not accumulate in the species very rapidly. But it was an
origin of science. At some point, the cognitive need to move beyond single- or
double-word utterances with simple or no verb tenses gave way to syntactical
and grammatical language. And once syntax formed we could do more than
point and shout—we could explain. And explain we did!

Phase 2: Verbal Science

If many species of hominid and mammal make causal connections and trans-
mit this knowledge nonverbally or preverbally through observation, then in the
next phase of scientific thought we move into the realm of one species from one
genus, namely, H. sapiens sapiens. The development of complex language was of
course a monumental innovation and is in fact limited to but one species of
hominid.

It took millions of years of human evolution for language to go from simple
words to the developed syntactical language that was in place by anywhere from
 to  kya, with  kya being a recent estimate from evolutionary genetics.
As Brian MacWhinney has argued, although morphological changes impor-
tant for language began taking shape six million years ago (for instance bipedal-
ism), and in the interim cognition and language continued to coevolve, it was
probably only around , to , years ago that all of the necessary
pieces of hardware were in place and could be integrated by the brain so that
fully syntactical language could emerge. Language has three main components:
phonology (expression of sounds), morphology (words and word parts), and
syntax (rules for combining words). Although we have little direct evidence,
logical inference would dictate that the development of language went from
phonology to morphology to syntax, from production of sounds, to single
words, to multiple words, to sentences. If nothing else, we can be pretty certain
that this is roughly how it develops in children, and the ontogeny of childhood
language development serves as a good working model for the phylogenetic
evolution of language.10

Just as is the case with children, vocabulary no doubt preceded syntax and
grammar in our species, and, indeed, it took upwards of two million years to go
from simple vocabulary to grammar and syntax. When it finally happened, hu-
man knowledge and innovation changed forever. There is much evidence that
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a “creative explosion” happened in human culture around  kya.11 This cre-
ative explosion of  kya apparently co-occurred with the culmination of the
development of fully syntactical language. Language, whether a cause, effect, or
both of these behavioral changes, clearly allows ideas to cross domain bound-
aries, facilitates metacognition and cognitive fluidity, and thereby allows cre-
ative solutions to problems to be realized and represented. This is consistent
with the creative explosion of  kya. But whenever and however syntactical
sentence-based language evolved, there is little doubt that it radically altered
our thought and knowledge structures.

Indeed, our knowledge of the physical, natural, and social worlds became ex-
plicit and codified in the stories we began to tell each other about how things
happen and why they happen, in other words in our “myths” (not being used at
all pejoratively; in fact, “stories” is a better word). Imitation, observation, and
protolanguage are slow and awkward by comparison. Syntactical language al-
lows for passing on knowledge, whether it takes mundane form or ritualized
and sacred form, such as grand cosmologies and storytelling. The latter were
our “theories” of how the world came to be and how it continues to work. Lan-
guage allowed for the less ritualized everyday knowledge of the physical, bio-
logical, and social worlds to be transmitted, and we know from anthropological
studies of native cultures that this knowledge often was incredibly detailed, so-
phisticated, and in many cases accurate. As Claude Lévi-Strauss made clear
more than thirty-five years ago, preindustrial native cultures by any current
standard have incredibly sophisticated classification systems of their natural
worlds, and not merely for practical purposes.12

In the previous section on preverbal knowledge I outlined the five fun-
damental components to science—observation, classification, pattern recog-
nition, hypothesis formation and testing, and causal inferences. During the
verbal phase of science, language facilitated the addition of a few new compo-
nents: explanation, explicit theory, and attempts at controlling nature (magic and
shamanism). Indeed, it is because nature is an incredibly powerful force, one
that is clearly beyond human control, that we have tried to harness its power
with mental models and explanations. By looking at the general motive behind
understanding one’s world we also see the commonalities between modern ex-
plicit science and early “prescientific” explanations. If we are to understand the
origins of science we must break down some conceptual barriers. Science has
the same motivation and origin as mythology, magic, astrology, and animism:
namely, to explain, to predict, and to control. “Causal explanation, prediction,
control—myth constitutes an attempt at all three, and every aspect of life is
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permeated by myth.”13 Once humans became aware of their mortality and de-
veloped ideas of an afterlife (perhaps around  kya, perhaps earlier), they no
doubt became capable of wondering about their own as well as nature’s origins
and searched for explanations of how both came to be. Some form of self-
reflective existential awareness is therefore tied to the earliest forms of verbal
science.

The earliest and clearest attempts to explain the whims of nature stem from
animism, the belief that spirits reside inside nature and people and that these
spirits cause their behavior. By manipulating the spirits, one can control nature
and people. Recall how Merlin Donald argued that “myth” is the first system-
atic attempt to integrate human understanding of how the world works. “The
importance of myth is that it signaled the first attempts at symbolic models of
the human universe, and the first attempts at coherent historical reconstruction
of the past.”14 Science, too, is aimed at explaining, predicting, and controlling
the physical, biological, and social worlds. Myth, magic, animism, totemism,
superstition, and science are all attempts at representing the world mentally by
devising models of how the world works. They all stem from the basic need to
understand and make sense of our everyday experiences. As Lévi-Strauss put it:
“It is therefore better, instead of contrasting magic and science, to compare
them as two parallel modes of acquiring knowledge. Their theoretical and prac-
tical results differ in value, for it is true that science is more successful than
magic from this point of view, although magic foreshadows science in that it is
sometimes also successful. Both science and magic however require the same
sort of mental operations and they differ not so much in kind as in different
types of phenomena to which they are applied.”15

I would argue that some early forms of ethnoscience were attempts at expla-
nation, some prediction, and yet some others control. For instance, model-
building (storytelling), animism, and astrology were predominantly explana-
tory, although mythology also had a predictive intention as well. Magic and
shamanism, on the other hand, were more attempts at control than explana-
tion. One would perform a particular ritual to appease or pay homage to the
spirits in question so that the god-spirits would make things happen according
to the desires and needs of the people performing the ritual. By believing either
that like causes like (law of similarity) or that physical effects continue to em-
anate from an object once its contact with another object has been severed (law
of contact), practitioners of magic attempted to control nature. As James Frazer
documented, and the following is but one out of the thousands of such exam-
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ples from all over the world: in Laos elephant hunters would warn their wives
not to oil their hair for that would cause the elephant to slip through the
hunter’s grasp.16

My basic thesis is not to argue for the inherent superiority of the scientific
method over “prescientific” modes of thinking, but rather to argue that the ori-
gins of modern explicit science are to be found in these earlier attempts of the
human mind to predict, explain, and control the physical, biological, and so-
cial worlds. Early in our modern human development, there was no separation
between religion, mythology, magic, and science—they were one and the
same. It was not until the next phase that these forms of knowledge became
their own unique entities. One cannot understand how science came to be
without understanding these early forms of mental models concerning our un-
derstanding of the social, physical, and biological worlds.

An inherent limitation of verbal transmission of knowledge is that it is some-
what subject to distortion, and without more exact categories of time and space
(units of measurement), it is not terribly precise. Beginning with Cro-Magnon
culture of around  kya, things started to change. Art began to flourish, orna-
mental objects were made, houses were built, and clothing appeared, and by
the end writing systems had developed. The human mind was set for the next
phase: invention, externalized symbolic thought, and applied science.

Phase 3: Applied Science

As Merlin Donald argued in Origins of the Modern Mind, the major advance in
human cognitive evolution after the “mythic” (linguistic) phase was when ideas
began to be externalized in concrete form, first seen with cave paintings and
bone markings around  kya. It is important to remind ourselves that this
“progression” in thinking does not preclude earlier forms of thought but rather
supplements them. Earlier forms of thinking do not die out; they are built
upon. The development of symbolic thought that could be externalized ushers
in a third phase in the development of scientific thinking, one where knowl-
edge of the physical world in particular leads to the construction of more and
more elaborate tools and structures. I dub this phase the “applied science” or
technology phase because thinking from  to  kya was very much based in a
material and applied form (technology and innovation) rather than in a story-
telling form. Applied science and technology is geared toward making and in-
venting something. It is grounded more in necessity, with its purpose and goal
being to build or make, not just to understand for understanding’s sake. It is
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more accurate to call this phase applied science or technology rather than sci-
ence, for there is little doubt that technology precedes science in terms of his-
torical development, even if now it sometimes follows it.17

Before any sort of applied science can be constructed, however, three related
developments must be present, each of which first took applied forms: written
symbols, measurement, and math. Without some standard units of measure-
ment and without some systematic ability to quantify and determine relations,
it is very difficult to do any kind of science, whether applied or pure. Of course,
implicit preverbal and verbal folk ethnoscience does not require these methods.
The following is a very cursory time line (recall tables . and .) for major late
prehistoric inventions that set the stage for the fifth and last phase of scientific
knowledge, namely, pure science from around three thousand years ago.18

Units of Measurement, Astronomy, and Math. Perhaps one of the earliest ex-
pressions of applied prehistoric science is seen from the period of  kya with
the first evidence of external counting (math) and possible astronomical re-
cordings. They both come from bone artifacts.19 First, bones have been found
with eleven groups of five tallies, which have been interpreted as the first ex-
plicit sign of mathematical quantities being recorded. Second, a bone pressure
plaque was found in Blanchard, France, showing a serpentine row of etched en-
gravings in a bone, and the etched figures appear to be recordings of the moon
phases for a two-and-a-half-month period. It is a remarkable recording, com-
plete with waxing, waning, new, and full moons. Indeed, the first units of mea-
surement were often astronomical and temporal. The moon, stars (constella-
tions), sun, and planets change with regular cycles—among the most obvious
cycles in all of nature. The most obvious way to mark time, from prehistoric
time on, has been with celestial cycles.

Between the time of Cro-Magnon  to  kya and the rise of civilization in
Mesopotamia, Egypt, China, and Central and South America between  and 
kya, the major Neolithic events were the ending of the Ice Age ( kya), the do-
mestication of plants and animals (around  kya), and the establishment of
city-states (around  kya). By the time these major changes took place, it was
clear that the measurement of time and early forms of astronomy were well un-
der way. In addition to the obvious use of sundials to tell time, prediction of
eclipses and other astronomical events required careful observation and stan-
dard units of time and math. The Babylonians in Mesopotamia, for instance,
made the first formal prediction of eclipses approximately five thousand years
ago, which implies they had been carefully observing celestial bodies for a long
time and that they had some degree of mathematical system and standardized
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units of time. The first irrefutable calendars occurred only around  kya with
the Sumerians and Babylonians of Mesopotamia and the Egyptians. First the
Babylonians, then many other cultures, started the practice of beginning a new
month with the first sighting of a crescent moon and, in fact, referred to
months with  days as “full” and those with  days as “defective”—partly be-
cause  is a unit of , on which their number system was based. Furthermore,
 is a unit equally divisible by the -day year and would result in a -month
calendar year.20

With the advent of agriculture, keeping track of time became not an idle in-
tellectual enterprise but a practical one. Planting and harvesting require some
standardized units of yearly and seasonal cycles. Initially, both in Egypt and
Mesopotamia, the earliest calendars were lunar, but it became quickly evident
that the cycles of the moon do not make the best calendar because they fall 
days short of the solar year. The sun was the next obvious timekeeper. In Egypt
years had  days ( decans or -day intervals), partly resulting from their
sexagesimal number system (base ). Soon it was realized that basic astro-
nomical cycles were closer to  days, and the Eyptians adopted perhaps the
first -day calendar, approximately . kya (although it may have been ,

years later). It still had  decans (-day intervals) but added a -day holiday.
Years and months are adequate for long-scale measurement of time, but

many events require shorter units of measurement, and phases of the moon
were the first basis for these shorter time periods. For the Babylonians, the four
phases of the moon (every seventh day) was the basis of the week. They did not,
however, conceptualize weeks as continuous as we do, but rather each new
month began a new week, which circumvented the problem of sometimes -
and sometimes -day cycles between full moons. In Egypt the first notion of a
week was also one-fourth of the -day month, or  days. The Egyptians cer-
tainly and Mesopotamians probably also did what almost every world culture
since has done: name the  days of the week after the  major (and then known)
heavenly bodies, all considered by Egyptian astrologers to be planets.21

The day itself is a very natural and unavoidable division of time, and in
Mesopotamia the Babylonians divided the entire day (day and night) into two
-hour time periods of  gesh each (our  minutes). Therefore an entire day
had  gesh, a year  days (initially), and a circle had  degrees, all fitting
in very nicely and harmoniously into their sexagesimal number system. Fur-
thermore, because their number system had a base , the Babylonians broke
the full circle down into  units, the first fractional place being called a
“minute,” and the second fractional unit being called a “second,” from whence
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we get our two basic units of time. The first actual sundials (gnomons) were in-
vented perhaps . kya in Egypt and broke the day up into  hours ( hours
of daylight and  hours of twilight). Similarly, around . kya the Chinese used
a pole and its shadow to measure time within a day.

There were some purely intellectual, cognitive, theoretical-explanatory, and
spiritual reasons for observing and recording patterns of the planets, sun, stars,
and moon, and therefore of time. Not all was applied and practical. After all, in
most every one of these Neolithic and ancient cultures, the names and explana-
tions for the existence and behavior of the heavenly bodies were tied directly
into stories and mythologies, with gods and goddesses dictating the major
events like floods and planting and harvesting.

Many elaborate and detailed stories were made up to explain heaven and
earth and the movement of celestial bodies. For instance, the Egyptian calendar
year is based on the heliacal rising (right before the sun) of the brightest star in
the sky, Sirius (Sothis � “dog star” is in the modern constellation of Canis Ma-
jor), which in   would have been on the longest day of the year (the
summer solstice), named for Queen Isis. In Mesopotamia, Sirius was similarly
referred to as “star of the dog” by the Babylonians, as “dog of the sun” by the As-
syrians, and as “the dog star that leads” by the Chaldeans.22

The Mesopotamians (Sumerians, in particular) had their own creation sto-
ries, derived from the opening verse from Gilgamesh, and these creation myths
also point to the early unity between astronomy and astrology. Interestingly,
and consistent with modern science, the first life force was the goddess of the
sea (Nammu), and the earth was formed from the mountain in the sea made by
the perfect union, or marriage, between the god of heaven (Anu) and the god-
dess of earth (Ki). Hence the word “universe” results from combining heaven
(Anu) and earth (Ki), to get “anki.” The offspring of Anu and Ki made all the
plants and animals, and humans were created by the combined efforts of the sea
goddess Nammu, the earth goddess Ki, and the water god Enki. Disasters on
earth were often attributed to wars between the gods. In Mesopotamia there
was a tendency to not distinguish living from nonliving, and as a result stones,
grain, and salt took on the personalities of gods.23

As has always been the case, observation and explanation are hard to disen-
tangle. Even with the spiritual and mystical elements, there were very prag-
matic and applied reasons for making these observations and keeping a close
record. Being able to predict time and the seasons played a role in almost all as-
pects of late prehistoric and ancient historic life: planting, harvesting, religious
ritual, navigation.24 Indeed, one general conclusion might be that these an-
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cient cultures made little or no distinction between the spiritual and prag-
matic-scientific—they were one and the same. My purpose in this brief foray
into ancient calendars and astronomy is not to provide a detailed history of an-
cient timekeeping, for that can be found in many histories of ancient cultures.
Rather, my point is to argue for the inherent connections between explanatory-
mythic and applied and practical purposes of an early form of applied science,
in particular astronomy and its related disciplines of math and measurement.

The earliest expressions of math were also quite applied in their function. In
order to make some of the astronomical observations and predictions explicit
and testable, a moderately sophisticated mathematics was needed. Signs of
early counting exist between  and  kya, but the first recorded signs of formal
math in which numeric quantities were manipulated (that is, the first arith-
metic) appear shortly after the end of the Ice Age, around  kya, in token ex-
change in Mesopotamia. Initially, clay tokens were used to record trade trans-
actions, but these eventually developed, as we saw with their calendars and
units of time, into the number system with a base . The Sumerians of
Mesopotamia developed the first positional notation system around . kya
and soon thereafter were developing systems of multiplication, fractions, qua-
dratic equations, and basic geometric calculations for area, circumference, and
diameter. Indeed, Mesopotamian cultures solved quadratic equations, created
multiplication tables, and knew the Pythagorean theorem by  kya, approxi-
mately , years before Pythagoras!

In ancient Egypt, the first recorded mathematics was also very practical and
trade oriented in its nature. Before the First Dynasty of . kya there were
records noting , prisoners, , oxen, and ,, goats. The
Egyptians clearly had a very impressive knowledge of geometry, witness the
pyramids and obelisks. Indeed, starting around . kya (Twelfth Dynasty) we
find the first more formal mathematical papyri—the Moscow and Rhind. The
authors of these works stated and solved various problems of fractions and their
multiplication, addition, and subtraction and demonstrated, in addition, fun-
damental knowledge of geometry (recall table .).

One of the really remarkable aspects of both Babylonian and Egyptian math
is that it was done without a modern Arabic numeral system, but with either
cuneiform or hieroglyphics. It was not for another , years or so ( )
that Arabic numerals were developed in India (Devanagari script) and were
soon adopted by Islamic mathematicians. They became known as “Arabic” nu-
merals because they were first transmitted to the West in approximately  

by the Arabs.
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Even though Arabs may not have been the first to use Arabic numerals, there
can be little doubt that they played a big role in the development of mathemat-
ics, with algebra being the prime example (the words for both “algebra” and “al-
gorithm” are Arabic in origin). To be sure, ancient and early math in Egypt, the
Middle East, and India was relatively rudimentary by today’s standards, staying
mostly at the level of basic arithmetic, geometry, and algebra, but it was the first
developed math in the world and therefore of tremendous historical impor-
tance to the development of science.

Writing and the Alphabet. Writing systems, although not an applied science,
had a truly revolutionary impact on science and technology.25 For the first time
ideas could be externalized and reflected upon by many others from different
places and times. Such a capacity was just the boon that was needed to allow
thinking about thinking (metacognition) to take off, and it is no coincidence
that cultural evolution became truly exponential at this time.

To give a simplified overview of the general typology and history of writing
systems, protowriting systems, such as cave paintings and drawings, and ideo-
graphic systems (depictions of particular ideas), such as pictograms and petro-
glyphs, came first. But neither of these was true writing because neither tied
specific vocalizations to pictures or images; they functioned more as memory
aids or storytelling devices. It is fair to say, though, that cave paintings and pic-
tographs were at the crossroads between art and writing, and they are of monu-
mental intellectual value: they are among the first external expressions of hu-
man thought. It was not until logography/logosyllabary (characters represent
words, morphemes, and syllables) (Sumerian, Egyptian, Chinese) that the first
full writing systems began. The major advance here is the “rebus principle,”
namely, that pictographic symbols could stand for sounds.

Initially, around . to . kya, Sumerian writing was ideographic (pictorial
and semantic), meaning that pictures were drawn for particular whole words.
By around . kya, and mostly due to the awkwardness of the clay medium,
these evolved into cuneiform logographic symbols for word parts (syllables and
morphemes) that were made by a wedge-shaped reed (cuneus � wedge). Even-
tually cuneiform evolved into a syllabary/alphabet, as first deciphered by
Henry Rawlinson and Edward Hincks in the s. Like cuneiform, hiero-
glyphics began completely pictorially at the word (logos) level around . kya
but transformed into a cursive and syllabic form of hieroglyphics (hieratic) by
approximately . kya. When Andrew Young, and then more completely
François Champollion, deciphered the Rosetta Stone in the early s, it be-
came clear that the later form of hieroglyphics was in fact a complex mixture of
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logographic and phonemic script. A similar transition from pictographic to at
least partial phonemic script happened with Chinese as well, beginning around
. kya.

The next major advance was when the smallest units of sounds (phonemes)
began to be represented with their own unique character. The earliest phone-
mic scripts (for example, Phoenician, Aramaic, Arabic, Hebrew) had characters
usually for consonants, and therefore historically many scholars have labeled
these “consonantal” scripts. More recently some scholars have begun referring
to them as “abjads” (after the first four letters of the Arabic script).26 I will refer
to them with the hyphenated “consonantal-abjad.” Phoenician, the language
spoken in what is now northern Israel, northern Palestine, and Lebanon may
well have the distinction of being the first language to develop a consonantal-
abjad around . kya ( ), and it probably came from the hieratic form of
hieroglyphics. The last major advance in script was the addition of vowel char-
acters to the consonantal systems, which we call “alphabets.” The Greeks, bor-
rowing from the Phoenician, Aramaic, and other Semitic languages, first devel-
oped a full phonemic alphabet around . kya ( ). It was the first true
alphabet, and the Greeks were able to name it—and they chose the first two let-
ters of their “alpha-beta.”

Although complex in details, the general picture is clear: the development of
written language began with whole pictures, moved to ideas, then words, then
syllables-morphemes, and finally phonemes (first without and then with vow-
els). In other words, the progression was from stories, to ideas, to words, to con-
sonants, and finally included vowels. All scripts show such development from
larger to smaller units of language.

The last topics of the third phase of scientific thinking discussed here—city-
states, architecture-engineering, and metallurgy—are each based in technol-
ogy and the developments in writing, math, and measurement and are thus ex-
amples of ancient applied science and invention (see tables . and .). The
developments in astronomy, mathematics, and units of measurement did not
happen in a vacuum. They happened in large part because humans had started
to settle down in one place and were making the transition to not being hunters
and gatherers.

Architecture. Upper Paleolithic (Neanderthal and Cro-Magnon) settlements
did not take the form of city settlements, although some constructed settle-
ments were apparent during the last Ice Age, around  to  kya. There is evi-
dence that the first semipermanent structures were built by Neanderthals in
Germany, France, Spain, and the Ukraine.27 For instance, in the Molodova I
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structure in the Ukraine, there appear to have been small “houses” made of
wooden support, animal skins, mud, and animal bones, although the evidence
is not unambiguous.28 But it was not until , years after these first struc-
tures that large aggregates of people settled down in one area for long periods of
time. The main areas where agricultural civilizations first flourished were:
northern Africa (Eygpt), the Middle East (Mesopotamia, now Iraq), India,
China, and two parts of the New World (central Mexico and the Andes). The
Neolithic era had arrived.

One of the major innovations of these early city-states was their architecture,
which inherently combined math, engineering, masonry, physics, art, and
sometimes astronomy. We know the most about the Mesopotamian and Egyp-
tian architecture. The so-called Neolithic Natufian settlements predated farm-
ing and existed in the Middle Eastern region of the Levant. Among the oldest
of these city-states is the ancient town of Jericho in present-day Israel, directly
north of the Dead Sea, which began forming around  kya. Initially the houses
of Jericho were round and made of mud brick and wood, but later they were
rectangular with plaster floors. Similarly, ‘Ain Ghazal near Amman, Jordon,
was settled around . kya and soon had up to two thousand inhabitants who
developed very symbolic art objects, such as tokens, animal and human fig-
urines, and modeled skulls. Soon after the establishment of the first Natufian
city-states, farming of emmer wheat and barley and the domestication of ani-
mals (dogs, goats, and sheep) began.29

The next major architectural advances were not seen for another , years,
when the Great Pyramids of Giza were built (around , years ago). There
are many mysteries surrounding the construction of the pyramids, but it is
clear by laws of induction that because these buildings were made, the people
(or at least the architects, for instance Hemon) who made them knew some-
thing about physics, geometry, and engineering. What we know is that more
than two million stones weighing an average of five thousand pounds each had
to be carved and moved in order to build the biggest of the pyramids (Khu-fu,
also known as Cheops) with a base of  meters and a height of  meters.30

Created from an incredibly complex mix of engineering, astronomy, architec-
ture, mythology, geometry, worship, and slave labor, the pyramids are truly one
of the great wonders of the world. In order to build these massive structures, the
Egyptians had to have well-developed engineering along with some standard-
ized units of measurement. We know that they primarily made use of body
parts for units of measurement: four digits (“finger widths,” ca. . cm) in a
palm, and seven palms (ca. . cm) in a cubit (. cm). Slightly to the north-
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east in Mesopotamia, around ,  the units for length, weight, and ca-
pacity became legally fixed.

The obelisks of ancient Egypt are, to this day, another major mystery. We
simply do not know how these people could have raised monuments weighing
more than one thousand tons into vertical positions without the use of ma-
chinery. The best theory argues that they moved the obelisk up a vertical slope
until it passed its balancing point, then dug out the ground underneath the
bottom and pulled the top up to a vertical position. Similarly, a ziggurat in
Mesopotamia from around . kya ( ) demonstrates Mesopotamian
knowledge of columns, domes, arches, and vaults.31

The importance of this shift to a settled city-state lifestyle and the develop-
ment of architecture and engineering is obvious and hardly needs elaboration,
but for the development of technology and science suffice it to state the obvi-
ous: without a settled lifestyle with a specialized labor force and food produc-
tion, there would be no real development in math, technology, and writing, all
preconditions for civilization and the “pure” science that was to follow. Being
able to support people who do things other than hunt, forage, or produce food
is the major transition, the sine qua non of civilization in general and science
and technology in particular.

Metallurgy. Considering that stone had been the primary material for tools
for almost two and a half million years (until bone and antler came into use
around  kya), smelting and shaping metal into tools, weapons, jewelry, and
utensils marked a revolutionary change. In addition, given their shiny and aes-
thetically pleasing appearance, it is easy to see why metals quickly became the
most valuable and mystical objects in ancient civilization and why only kings
and gods were considered worthy of possessing them. Ancient metallurgy was,
in fact, a complex and exquisite mix of science, art, religion, and mysticism.

The general historical progression in metallurgy, seen independently on
different continents and sometimes separated by , years, was from the
Copper to the Bronze to the Iron Age, although some scholars argue that these
terms are now obsolete. The first artifactual native metals (native copper, silver,
and gold) are seen in rolled copper beads from Turkey by the eighth millen-
nium  (or  kya) and Mesopotamia by seventh millennium  ( kya). By
around the fifth millennium  people discovered that these metals became
pliable when heated to high temperatures. The first man-made artifacts, things
like beads, pins, awls, needles, knives, axes, and spearheads, date from around
  and were made in present-day Turkey. The Egyptians also mined cop-
per by around   and produced tons of it prior to the First Dynasty (ca.
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 ). Copper is quite soft and has a moderately high melting point
(,�C or ,�F). Therefore when bronze was discovered, it quickly became
the metal of choice. Bronze is an alloy that is produced by adding about  to 
percent tin to the copper, which results in a metal that is harder, less corrosive,
and has a lower melting point (about �C) than copper. Bronze was the first
metal to change society, and the cultures that mastered it deserve the moniker
“the Bronze Age.” Iron, although a natural element rather than an alloy, was the
last metal to be smelted, and ironing was first accomplished in Eurasia (Turkey)
by the Hittites around  kya ( ). This was a later development mainly
because iron has a higher melting point (,�C), but once kilns were capable
of such temperatures (with the aid of bellows) and it was able to be widely
mined, iron became the most common of all metals, especially for making tools
and weapons. It, too, had a transformative influence on the cultures that pro-
duced it.32

In working with metals, experimentation was necessary—hunches and hy-
potheses were tested and either worked or did not. Only the successful tech-
niques were propagated, and this required empiricism and hypothesis testing.
In these metallurgy industries we see the foundations for the science of chem-
istry (applied and implicit though it may be). But it is also true that from their
earliest use, metals were accompanied by mystical and superstitious beliefs,
with alchemy being the most obvious. In Egypt, Thoth, the god of knowledge,
art, and science, was also a god of alchemy. It is safe to say that like that of as-
tronomy and architecture, the early history of metallurgy was a complex mix-
ture of empiricism, invention, mysticism, mythology, and superstition.

Within two millennia of the end of the last Ice Age remarkable changes be-
gan to take place in human cultures all over the world and especially in north-
ern Africa, the Middle East, the Far East, and Central America: settlements,
buildings, farming, ceramics, textiles, and math. Then by around  or  kya,
metals were being used to craft new tools, and around . kya, the earliest writ-
ing systems were formed to record human transactions and thought. This pe-
riod began in the caves and ended with the advent of civilization and written
history. We have crossed the boundary separating prehistory from history, and
the stage is now set for the last major development in science: discovery and sci-
ence for its own sake. As is generally true in human thought, something initi-
ated for a strictly practical purpose over time often comes to be done for its own
sake, and this takes us to the last stage in the development of science, pure sci-
ence. Applied and pure science are obviously not mutually exclusive; they exist
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in a symbiotic relation to this day and no doubt always will. My point is that
between , and , years ago, there was no pure science, only applied.

Phase 4: Discovery and Pure Science

The development of the applied sciences in Egypt and Mesopotamia by the
fourth century  stood at the crossroads between applied and pure science.
In both Egypt and Mesopotamia, many observations and technologies were
tied up with the behavior and desires of the local gods, goddesses, kings,
queens, or spirits. Moreover, those who practiced “science” were most often
priests, and therefore science was often inherently connected to religion and
mysticism. To the extent that the Egyptians and Mesopotamians were some-
times devoid of mythical explanation, they were practical and cookbook ori-
ented. They lacked a concern with an overarching natural explanation of how
the world worked.33 Finally, because the ancient Greeks lacked a major cosmo-
logical myth about the origin of the universe and were laymen rather than
priests, they were free to look for more natural explanations concerning cos-
mology. In the last phase of the development of science, the fundamental focus
moves from mystical to naturalistic explanation and from invention to discov-
ery.34

The Ionian School. Beginning around , years ago, Ionia, Greece, was the
center of a true revolution in the history of human thought: humankind came
to see nature rather than divinity or supernatural forces as the causal agent (ori-
gin) behind things. In contrast to the earlier Egyptian and Mesopotamian sci-
entists, the Greek philosophers were laypeople rather than priests and therefore
could more readily divorce their thinking from the metaphysical. This major
shift was more conceptual than technological: nature rather than spirits, gods,
goddesses, or magic was the causal agent behind how things worked, and it
could be understood by the laws of physics, chemistry, biology, and psychol-
ogy—with heavy doses of math and logic thrown in. Such a natural view, as far
as we know, was a first in human history.

I am not arguing that Greek culture was void of mythology, for they clearly
had a most developed mythology, given its clearest voice in Homer’s Iliad and
Odyssey. What I am saying is that major thinkers of the day, the philosophers,
did not agree with the current mythology and began to examine the world in its
more natural form. Just as mysticism and science are practiced side by side to-
day, by different segments of the population, so too was this the case in ancient
Greece. The natural philosophy of these thinkers had its price, for as is true to
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this day, science and rationalism can go too far in challenging the thinking of
the day. Anaxagoras was condemned and exiled on the charge of “rationalism”
in  . Socrates was put to death. Even Aristotle was attacked. Rationalism
and science even in ancient Greece was too much of a challenge to the estab-
lished order and could go only so far with impunity.

Pure science is conducted without the applied goal of making or building
something. Its aim is discovery rather than invention. It is science out of pure
curiosity—to figure out how something works. Explicit science is science in
which the rules and procedures are explicitly known, accessible to conscious-
ness, and verbally transmitted from one generation to the next. In this sense,
the Greeks probably created both pure and explicit science, but perfected and
widely used neither, for they stopped short of systematic experimentation. It
was not until the beginning of the modern era in Europe, in the sixteenth and
seventeenth centuries, that pure, explicit, and experimental science became
widely used.

What the Greeks added was naturalistic explanation. Thales of Miletus (ca.
– ) is considered the “first philosopher” and the first to argue that all
of nature comes from one natural source; in his mind, water was the cause of all
living things. Although Greek, Thales studied in Egypt and Mesopotamia and
brought the knowledge of the Middle East back to Greece. In fact, some would
argue that naturalistic explanations occurred to Thales precisely because he was
at the geographic and intellectual junction of Egyptian, Mesopotamian, and
even Indian thought and mythology. Simultaneously being aware of such di-
verse beliefs allowed Thales to strip away the contradictions, and what was left
was nature itself.35 Thales’ pupil, Anaximander (– ) was, in fact, the
first to propose that human life evolved slowly (not from water but from “the
boundless”) and that the earth was round, whereas Democritus (– )
was the first to propose that matter was made up of indivisible “atoms.” Al-
though not from Ionia, Pythagoras (– ) made great strides in the de-
velopment of mathematics, including geometry. In contrast to the Ionians,
Pythagoras argued that number is the basic element of all things (which ulti-
mately led to his religious concern for music and its mathematical founda-
tions). Anaxagoras (?– ) was the last of the Ionian thinkers and the
one who perhaps brought Greek thought closest to science, mainly in the
realms of what we would now call cosmology, math, and theoretical physics.
His ardent rationalism did land him in trouble, however, and he was banished
to exile, the first person in known history to be banished for his freethinking.

Athenian School. If the Ionians were the midwives, then the Athenians were
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the mothers of modern science. As seen most clearly in Anaxagoras, by the time
of Socrates (– ) in the fifth century , the concept of rational and
critical examination of ideas was ripe for development. Socrates, as the founder
of the famous Athenian School, publicly advocated such critical thought, but it
was a specific form of critical thought, namely, psychological. Socrates’ chief
legacy lay in making the subject of philosophy the inner psychological world of
man, especially self-knowledge and ethical behavior.36 His major questions
were “What is human nature?” and “Who am I?” The famous oracle of Delphi
(“know thyself”) became his driving passion. All answers to ethical, political,
and social questions rest on the answers to these critical self-examined ques-
tions and therefore must be the starting point for philosophers. There was a
corollary to this psychologically critical attitude, and that was the philosophi-
cally critical agnosticism of admitting one’s ignorance. His starting point for
everything was the assumption, predating Descartes by some , years, that
“all I know is that I know nothing.” Humble skepticism is the starting point for
philosophy in much the same way it is for science. Socrates had a gift, ulti-
mately leading to his execution, of challenging and questioning every basic as-
sumption men had of who they were and what they knew. He agitated many
with his demand for precision of definition and questioning of dogma. As was
the case with Anaxagoras (but with more severe punishment), Socrates’ ideas
threatened the elders more than the youth, and in the end Socrates’ execution
made him philosophy’s first great martyr. His death was detailed eloquently by
his most famous and influential student, Plato (– ), in the Phaidon.

Plato’s star pupil, Aristotle (– ), best exemplifies the movement of
Greek thought into the realm of the natural. Because of his emphasis on nature
and observation, Aristotle can be considered the Greek figure in whom the an-
cient scientific attitude reached a peak. Although quite a few of his observations
and speculations were erroneous, and required nearly , years to correct, he
was the first to gather many animals together in a zoological garden for obser-
vation and the first to “prove” the earth was round by pointing to the earth’s
shadow on the surface of the moon during a lunar eclipse. He noticed the hier-
archy and similarity of many species and contributed to the taxonomy system
of his day, but he overlooked Anaximander’s and Empedocles’ notion of evolu-
tion and survival of the fittest.37 Aristotle contributed to observation, classifi-
cation, and description of the natural world (taxonomy), but like most of the
ancient Greeks he never really thought to experiment with it.

His physics, although quite detailed, was errant in its details: he was wrong
about the weight of an object being related to its speed of falling; he was wrong
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about rejecting Democritus’s atomic theory; many of his ideas about medicine
were misguided; his beliefs about the makeup of elements had an influence on
the pseudoscience of alchemy for centuries to come. But perhaps Aristotle’s
major shortcoming was that he explicitly discounted experimentation and
therefore never tried to experimentally test his ideas. It is not in the specifics of
his science that Aristotle’s import is to be found, but rather in the organization,
description, and codification of naturalistic observations in a systematic man-
ner. As Will Durant put it in The Story of Philosophy: “It is again the absence of
experiment and fruitful hypothesis that leaves Aristotle’s natural science a mass
of undigested observations. His specialty is the collection and classification of
data.”38

The ancient Greeks were the first to develop formal logic, naturalistic expla-
nations, and doing science for its own sake. One pattern to these contributions
is their foundation in observation, mathematics, and logic rather than in hy-
pothesis testing and experimentation. The Greeks took us to the threshold of a
full-blown experimental science with its focus on natural explanations and for-
mal logic but stopped one step short of opening the door fully to experimental
science, a shortcoming seen most clearly with Aristotle’s approach to science.
The door to experimental science remained almost completely shut for the next
, years.

There were two bridges between ancient and medieval science: Islamic trans-
lations of ancient Greek philosophers and Guttenberg’s most practical inven-
tion, the printing press with movable type. Arabic numerals are Indian in ori-
gin, but it was the Islamic scholars who preserved them and transmitted the
ancient Greek ideas to European medieval scholars. The Arab scholars from the
ninth to twelfth centuries did more than just preserve a new number system:
they translated works on astronomy and mathematics and contributed their
own advances in optics and chemistry.39 Writing is so important in cultural
evolution because it facilitates thinking about one’s own and others’ thinking,
that is, it facilitates metacognition. It is not a coincidence that the last major
contribution to science, the modern experimental method, was preceded by a
major innovation, the printing press. Speeding up the printing process allowed
ideas to be disseminated much more readily, a precondition for metacognitive
thinking.

Modern Pure Science. Two early outliers during the so-called (and misnamed)
Dark Ages were Roger Bacon (?–) and St. Thomas Aquinas (–).
Taking issue with St. Augustine’s view that sensory experience was the lowest
form of knowledge, Bacon in  stressed that empirical testing and observa-
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tion was needed to have a complete understanding of anything. Pure logic and
reason were not enough. “There are two ways of acquiring knowledge, one
through reason, the other by experiment. Argument reaches a conclusion and
compels us to admit it, but it neither makes us certain nor so annihilates doubt
that the mind rests calm in the intuition of truth, unless it finds this certitude
by way of experience. . . . Argument is not enough, but experience is.” Simi-
larly, Aquinas was the first to explicitly argue for the primacy of sensory experi-
ence over reasoning with the phrase, rekindled by Locke  years later, “noth-
ing could be in the intellect that was not first in the senses.”40 Here we see one
of the classic epistemological battles laid bare: which is the more valid form of
knowledge, pure logic and reason or sensory experience? Rationalists argue for
the former and empiricists for the latter. But the argument for experimental ob-
servation over pure logic is absolutely essential to science, and Roger Bacon and
Aquinas can and should be credited for giving birth to this idea.

The first major scientist of the modern era—Copernicus (–)—was
not an experimentalist but rather a careful observer of the heavens and a math-
ematically oriented theoretician. He created one of history’s major intellectual
revolutions by systematically developing the heliocentric (sun) rather than geo-
centric (earth) model of the solar system. Archimedes and Aristarchus in the
third century  in Greece were the first to propose the heliocentric view, but
the idea was buried for more than fifteen hundred years and was only resur-
rected by Copernicus. In a very real sense, one could argue that modern science
began with Copernicus’s heliocentric view of the solar system. But Copernicus
had some conservative tendencies and was too caught up in Platonic ideals,
which used the ideal perfect circle as the path of the planets. Copernicus’s model
solved some problems but created others.

The best astronomical empiricist of the day was Tycho Brahe (–). A
privileged aristocrat who was rather eccentric (he kept a dwarf and had a pet elk
that died drunk after stumbling down a stairway) and arrogant (he had much
of his nose cut off in a sword-fighting duel with a man who questioned his un-
surpassed mathematical talents and had to wear a gold-plated nose the rest of
his life), Brahe was inspired and transformed at age thirteen by accurate predic-
tions of a solar eclipse. Without a doubt he had the most careful and accurate
planetary observations in the world, and he greatly improved astronomical ob-
servations by as much as sevenfold accuracy by recording the positions of the
planets not just at important points in their orbit, but throughout their entire
orbit. The truly remarkable thing about these observations is that they were
done with the naked eye.
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Brahe, however, was rather guarded with his mounds of data, even when the
young Johannas Kepler (–) showed real interest in his observations.
Kepler had been deeply perplexed by the discrepancies between Copernicus’s
model and known data and attempted many unsuccessful variations to bring
the heliocentric model more in line with known observations. He knew also
that accurate and complete observations were in the hands of Tycho Brahe.
Kepler was granted unrestricted access to Brahe’s observations only after
Brahe’s death. The completeness and accuracy of Brahe’s data formed the foun-
dation for Kepler’s three laws of planetary motion, which were among the first
great mathematically based models of how the celestial bodies operate.

Moving to the realm of physics, William Gilbert (–) published a
work in  that was the first to report electrical properties of certain objects
and to argue for magnetism as the cause of gravity, hypothesizing that the cen-
ter of the earth was a giant magnet. Moreover, Gilbert was an early proponent
of the idea that size and gravity were related, stating that the larger the body, the
greater its pull or magnetism. He extended this view to the sun, moon, and
earth’s rotation, and like Copernicus, he believed that the sun was the major
mover of heavenly objects because it was the largest. Gilbert’s systematic work
on electricity, magnetism, and gravity placed him at the forefront of the exper-
imental method. One problem with Gilbert’s view on gravity, however, was
that it was particular, not yet applied to all stars or to the earth’s rotation—an
extension only made ninety years later by Newton.41

Francis Bacon (–) was not the first to argue for the importance of
empirical observation over theoretical speculation, but he codified and inte-
grated more clearly than others before him much of the thinking concerning
the scientific method. One of his main inspirations for the importance of ob-
servation came from witnessing the discoveries Galileo made with the tele-
scope. Bacon argued that empirical observation must be wedded to logical
thought; most important, to logical thought based in observation. He further
argued that being skeptical of earlier ideas and developing theories (induction)
about one’s own observations were the cornerstones of science. In this attempt
to wipe the slate clean of ancient authorities, Bacon was expressing a key atti-
tude of science.

Although living nearly  years after Roger Bacon and Aquinas first pro-
posed the experimental tenet of modern science, and nearly  years after
Copernicus’s heliocentric astronomical theory, Galileo (–) was per-
haps the first to integrate these principles in one coherent view. With such an
integration of experimental method and scientific-mathematical theory Gali-
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leo earns the title “founder of the scientific method of inquiry.”42 By building
one of the most sophisticated telescopes of his day in , he was able to make
such significant astronomical discoveries as Jupiter’s moons, the phases of
Venus, and sunspots that provided rather strong and direct support for Coper-
nicus’s heliocentric view and contradicted the views of Ptolemy and Aristotle.
Furthermore, he was the first to systematically set forth the law of inertia,
which later became Newton’s first law of motion.

Most important for the history of science, Galileo was the first to experi-
mentally test some of Aristotle’s assumptions concerning physics, in particular
the proposition that weight determined the speed and acceleration of falling
bodies. Galileo purportedly performed one such test by climbing to the top of
the leaning tower of Pisa, dropping two balls of different weights, and observ-
ing them hit the ground at the same time (which Aristotle would not have pre-
dicted). Whether he actually did so from the leaning tower, it is certain that
over the course of his life Galileo experimented with the motion of falling ob-
jects from calibrated slopes and observed at least two things that directly con-
tradicted Aristotle: balls of different weights reached the bottom at precisely the
same time and the velocity of these balls accelerated as they went along. It took
almost , years, but Aristotle’s untested genius would never have the same
sway over natural science again. In Galileo we find the final piece to the full-
blown scientific method, the piece that was missing in ancient Greece, namely,
experimental testing of hypotheses. Galileo’s astronomy and physics, however,
ran counter not just to Aristotle and Ptolemy, but they were counter to the
Church’s teachings. Unfortunately, reminiscent of the fate of Anaxagoras and
Socrates, the authorities (in this case, the Church) ordered formal inquisitions
into Galileo’s ideas, which were ultimately declared heretical and were banned.
By threat of imprisonment and even death, Galileo somewhat softened his
views, but he never fully recanted.

Finally, we have Sir Isaac Newton (–). The seventeenth century had
two major problems in physics: dynamics (in particular, what kept the planets
moving and in their path) and gravity. In one fell swoop, Newton solved and
integrated both problems (dynamics and gravity) in perhaps the most impor-
tant scientific work ever published, Principia Mathematica in . He merely
invented calculus (independently of and simultaneously with Leibniz) and the
concept of mass in order to solve the problems of dynamics and gravity. The so-
lution to the problem of dynamics culminated in Newton’s three well-known
laws of motion.

Moreover, Newton’s solution to the problem of gravity was so complete that
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limits to his theory were not recognized until Einstein and the development of
quantum physics in the early and middle part of the twentieth century, and
even then Newton’s ideas were not wrong, only “limited” to the mechanical
world of earthly and celestial objects. Newton’s theory of gravity supplied the
mechanism (force) behind Kepler’s laws of planetary motions (modifying Kep-
ler’s third law in the process). The law is a very elegant formula: F � Gm1m2/
d2, where F � force of gravity, G � gravity’s constant, m � mass of each body,
and d � distance between the two bodies/masses. With this formula he moved
beyond all of his predecessors and universalized the effects of gravity; the effects
were valid for all physical bodies, from apples to planets. Indeed, the airplane
and the space flight programs have been two tremendously successful applica-
tions of Newtonian physics. In Principia we see the first fully synthetic scien-
tific theory based in mathematical reasoning and models and grounded in care-
ful observation of nature and experimental hypothesis testing. Science now
existed in full force. Argumentation, indeed, was not enough and with perhaps
only Galileo as a rival, Newton was the scientist who put this new integrated
scientific method to practice. Science would never be the same after Newton.

We can stop here in our brief history of science, because our main intent was
to retrace the major evolutionary and historical ingredients of science. With
Newton they are all there: careful observation, pattern recognition, hypothesis
testing, causal thinking, theoretical explanation, and mathematical and experi-
mental thinking. What we see in the late s and s is a concentrated 
development of the scientific attitude of making ideas, methods, and observa-
tions increasingly explicit, increasingly pure (that is, discovery oriented with-
out direct application), and increasingly experimental.

SCIENTIFIC ATTITUDE

Many have written about what makes up the scientific attitude, but for our
purposes the writings of the psychologist B. F. Skinner do as good a job as any
of summarizing the ingredients of the scientific mind-set.43 Perhaps the most
essential of these is the ability and disposition to reject ideas that are based on
authority. Science and the scientific attitude begin where dogmatism and ad-
herence to ideas based in authority end. Historically, one reason that science
did not develop much from   to   was the dominance of Aris-
totelian natural philosophy (and the Church). Science was mainly what Aristo-
tle wrote. Galileo’s test of Aristotle’s mechanics was science at its most basic—
seeing for oneself whether nature behaves the way we, or some authority, say it
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does or should. Nature itself, at least our direct and verifiable observation of it
is the cornerstone of science. As Bertrand Russell’s quote at the opening of this
chapter so eloquently points out, insight, no matter how seemingly profound
at the time, does not guarantee truth. Science begins with this awareness,
namely, that empirical testing of one’s ideas is required. Indeed, in the last phase
of scientific thought, one comes to not only know what one knows (metacog-
nition) but also what one does not know. It is knowing what one does not know
that is the driving force before experimental investigation.

Related to a rejection of authority is a predisposition toward skepticism, for
gullibility is antithetical to science. It is better to withhold belief than to pre-
maturely latch onto an idea. In this sense, science is inherently conservative.
But unbridled skepticism is also not what science is about. If one is overly skep-
tical and critical, then one never believes anything and misses ideas that ulti-
mately may have great value. As Carl Sagan pointed out: “It seems to me what
is called for is an exquisite balance between two conflicting needs: the most
skeptical scrutiny of all hypotheses that are served up to us and at the same time
a great openness to new ideas. If you are only skeptical, then no new ideas make
it through to you. You never learn anything new. You become a crotchety old
person convinced that nonsense is ruling the world. (There is, of course, much
data to support you.) On the other hand, if you are open to the point of gulli-
bility and have not an ounce of skeptical sense in you, then you cannot distin-
guish useful ideas from the worthless ones. If all ideas have equal validity then
you are lost.”44

I refer to this as “open skepticism.” In science, the default attitude must be
skeptical nonbelief, but once evidence is in, one has little choice but to believe
it, regardless of one’s wishes and preconceived notions. This results in a dialec-
tical tension between skepticism and belief. The history of science, as Thomas
Kuhn made clear, is the back and forth between doubting old ideas, developing
new ideas based on evidence, having anomalies build up that lead again to new
doubts, and then revolutionary new ideas building on or replacing old theo-
ries.45

If one is willing to let direct observation of nature be the final arbiter, one ul-
timately must either have or develop honesty with oneself. Another character-
istic of the scientific attitude, therefore, is intellectual honesty. It is not that sci-
entists are inherently more honest than other people—they clearly are not. It is
just that when verifiable observation dictates “truth,” all the logic and author-
ity in the world will not by themselves make an idea right.

Foregoing intellectual honesty and being prematurely emotionally attached
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to an idea before it can be empirically verified can be embarrassing at best, ca-
reer ending at worst, as the case of two scientists who claimed to have achieved
cold fusion in the late s demonstrated. Stanley Pons and Martin Fleish-
mann, two chemists from the University of Utah, claimed that with a few sim-
ple everyday pieces of equipment, they were able to obtain fusion, which results
in extremely high energies, a process known as “cold fusion.” Cold fusion had
been a holy grail of physics for it would mean obtaining much energy from very
little energy. Pons and Fleishmann set the world of physics on its head
overnight by making the cold fusion claim at a press conference in March .
This was the first sign that something awry might be taking place because the
tried-and-true method of communicating important scientific findings is and
has been the peer review method. Pons and Fleishmann made a fundamental
mistake by trying to bypass this quality control process. But the real sin was
committed from the view of science when many labs worldwide attempted to
replicate the Pons and Fleishmann study and could not get the purported re-
sults. After months of negative findings, and a handful of neutral findings, it
was clear that Pons and Fleishmann had a chance finding, were sloppy with
their techniques, or, worse, were fabricating data. No one claims the latter, but
most physicists are convinced that Pons and Fleishmann were guilty of sloppy
and bad science.46 Intellectual honesty, to be sure, is directly tied with the pre-
disposition to deal with facts and data rather than with one’s wishes and desires.
Science requires such honesty because nature cannot be fooled by our foibles
and wishes.

One final driving force behind the desire to do science is a profound awe and
curiosity toward nature and the world. Curiosity is just an example of the brain
trying to make sense of the sensory input it receives. The world is a confusing
place and we all have infinite questions. What is that? How does that work?
Why did that happen? Does that always follow this? Science is simply the cod-
ification of these questions, again pointing to how science really is nothing
more than an elaboration of everyday thinking. This curiosity for many people
peaks at about age three, but for the scientifically minded it continues, if per-
haps more funneled toward a specific domain such as physical objects, biologi-
cal processes, or social and human behavior, unabated over the course of one’s
life. The ability to wonder and be awestruck drives scientific curiosity.

If science and the scientific attitude are a part of who we are, then an obvious
question arises concerning its universality and ease of learning. Why have most
human cultures historically not had “science” per se? The flip side of which is
why did science develop in Mesopotamia-Egypt-Greece when China, for in-

Origins and Future of the Scientific Mind216



stance, had a similarly developed culture and writing system (although picto-
graphic more than syllabic-phonetic)? These are complex questions beyond the
scope of this book, but I offer the following hints at an answer.

There is little doubt that some ideas of science are beyond everyday thought
and common sense, and it is quite true that much of modern science is difficult
and counterintuitive. The reason that science and math are so difficult to learn
for so many people today and are not cross-culturally universal has to do with
the fact that these forms of knowledge are now rather removed from the im-
plicit forms of knowledge they are based on (cultural evolution is much faster
than biological evolution). That sponges are animals or that plants reproduce is
not really obvious unless one very carefully observes nature over a long period
of time. Moreover, genetics and atomic physics are based in phenomena that
are completely invisible to observation and yet still very much part of nature.
Indeed, scientific theories are more removed from direct sensation and percep-
tion (more abstract) and hence are more culture specific.

In short, science and math are not evolved adaptations of the human mind,
but rather are co-opted by-products of evolved adaptations.47 Evolution did
not produce brains so they could do systematic and explicit math and science,
but it did evolve a sophisticated central nervous system that organizes and in-
terprets sensory information and is able to reflect upon experiences and put
thought between impulse and behavior. In the process of organizing and inter-
preting sensory input, the brain recognizes patterns, makes causal connections,
and forms expectations and predictions (hypotheses). This is what the central
nervous systems does. Once certain parts of the brain evolved, especially the
cortex and the frontal lobes as well as the language areas, our species began the
slow but upwardly asymptotic trend toward making ancient and implicit meth-
ods of organizing sensory experience (that is, gaining knowledge) of the world
more and more systematic, quantitative, explicit, and metacognitive. Science as
we know it requires not just careful observation, pattern recognition, hypothe-
sis formation, and hypothesis testing, but also written language, mathematics,
precise units of measurement, tools and technology that measure these units,
and finally explicit knowledge of principles discovered by prior scientists.
These things first appeared together in cultures only four or five thousand years
ago. Although the products of modern science are far removed from the
evolved cognitive processes that make science possible, they are in fact the di-
rect result of long evolutionary, historical, and cultural processes.
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Chapter 10 Science,

Pseudoscience, and Antiscience

One thing I have learned in a long life: that all our science, measured
against reality, is primitive and childlike—and yet it is the most precious
thing we have.
—Albert Einstein

SCIENCE AND PSEUDOSCIENCE

The Nature of Pseudoscience

Many Americans still seem quite willing to believe things that science
and skeptics would just as easily dismiss. Michael Shermer reported in
his book Why People Believe Weird Things percentages of Americans in
 who believed in the following paranormal experiences:  per-
cent had actually had a psychic experience;  percent believed in
Noah’s flood;  percent believed in astrology;  percent believed in
extrasensory perception (ESP); and  percent believed in communi-
cation with the dead.1

Ever since the s, when Karl Popper first argued for falsification
as the main criterion for demarcating science from nonscience, the
topic of “pseudoscience” has played an important role in the philoso-



phy of science. Just because someone claims to be doing science or to be a sci-
entist does not mean they are. Popper argued that if the theory did not put
forth predictions that were “brittle” and potentially “falsifiable,” then they were
not science. Theories that can be twisted post hoc to explain any kind of exper-
imental outcome are not science. Astrology, Marx, Freud, and Adler—accord-
ing to Popper—put forth such vague, general, and nontestable theories that
they do not earn the title “science.” To quote Popper’s view on astrology: “As-
trology did not pass the test. Astrologers were greatly impressed, and misled, by
what they believed to be confirming evidence—so much so that they were
quite unimpressed by any unfavorable evidence. Moreover, by making their in-
terpretations and prophecies sufficiently vague they were able to explain away
anything that might have been a refutation of the theory had the theory and the
prophesies been more precise. In order to escape falsification they destroyed the
testability of their theory. It is a typical soothsayer’s trick to predict things so
vaguely that the predictions can hardly fail: that they become irrefutable.”2

Although few philosophers of science today would adhere to Popper’s rather
strict criterion of falsifiability, his writings on science and pseudoscience have
proven to be very important in the formation of a movement both inside and
outside of philosophy of science to defend science against fakery and false sci-
ence. For example, in  the Committee for Scientific Investigation of
Claims of the Paranormal (CSICOP) was formed to encourage “the critical in-
vestigation of paranormal and fringe-science claims from a responsible, scien-
tific point of view and disseminate factual information about the results of such
inquiries to the scientific community and the public. It also promotes science
and scientific inquiry, critical thinking, science education, and the use of reason
in examining important issues.”3 A number of well-known scientists, such as
Isaac Asimov and Carl Sagan, were prominent founding members. In addition
to holding conferences and providing a network of critical thinkers, it also pub-
lishes research that investigates the paranormal claims in its monthly journal,
Skeptical Inquirer.

In his book What Is Science and How It Works, Gregory Derry lays out spe-
cific prototypic characteristics of pseudoscience.4 A precondition for being a
pseudoscience is the claim that what one is doing is science. Philosophy, art,
music, and religion, for instance, cannot be pseudosciences because they do not
claim to be science. The prime candidates for pseudoscience, therefore, are
alchemy, creation science, perpetual motion machines, astrology, UFOlogy,
ESP, mental telepathy, and possibly Christian Science, although its claims to be
science may be more in name only. Without going through each candidate one

Science, Pseudoscience, and Antiscience 219



by one on each criterion, I will summarize Derry’s criteria and touch on how
various pseudoscience candidates fit them.

First, pseudoscience lacks the cumulative progress seen in science. This does
not imply that science consists only of linear and upward progress. That is
clearly not so. Its progress is better conceptualized as a circular spiral upwards
rather than a straight line. But there is clear progress. We know more about the
way the physical, biological, and social worlds work now than we did  or
even  years ago. The key point to make here is that in science the new builds
upon the old and does not contradict it. The old gets folded into the new and is
continuous with it. In other fields, including pseudoscience, the new is cate-
gorically different and is even cut off from the past. The past is deemed irrele-
vant or wrong. The shifts and changes in pseudoscience, however, are not signs
of progress but rather shifts. They are lateral changes rather than progressive
changes. In this way, alchemy, flat-earth theory, ESP, and UFOlogy are not fun-
damentally more advanced now than they were  or  years ago. They may be
different but they have not progressed.

The second criterion for pseudoscience is a disregard for empirical and es-
tablished facts or results and a contradiction of what is already known. Pseudo-
scientists sometimes propose bold new ideas and see themselves very much on
the cutting edge—or in their eyes, “mavericks.” For them, established science
is simply not capable of seeing the truth for what it is. Moreover, pseudoscien-
tists claim that what established science says is not relevant and can often be
dismissed out of hand. Even established laws of physics and geology do not
hold in pseudoscience. For example, in the s Immanuel Velikovsky claimed
that commonalities between world mythologies were the result of various nat-
ural disasters, the most fantastic of which was that a large piece of Jupiter was
ejected and became a comet.5 This comet made a close pass at Earth, causing
floods, plagues, and other calamities. The point here is that most of Veli-
kovsky’s assumptions violate or contradict basic principles of mass, gravity, mo-
mentum, and force—in other words, Newtonian physics.

Third, there is a paucity of internal skepticism (that is, of its own assump-
tions) as well as an unwillingness to independently test ideas. Pseudoscientists,
to be sure, are capable of criticism and exercise it quite liberally toward “estab-
lished” science. But their own assumptions are self-evident and beyond doubt
and empirical examination. Their claims and methods would not meet and are
resistant to the peer review process so crucial to science. Put most succinctly by
John D. Barrow: “Beyond refutation, it is always the last word.”6 In chapter ,
I discussed the scientific attitude and argued that its quintessential trait is open
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skepticism. Only when evidence using established and verifiable methods have
replicated a finding is one then “required” to accept it, whether one likes the
idea or not. What is now evidence soon comes under a new round of critical
and empirical evaluation, and ultimately it too will become outdated and sup-
planted by new evidence and/or theory, which is the heart of progress. Yet,
once again, in science the “new” often builds on and incorporates the “old”
rather than directly contradict it. Einstein’s theory of relativity, for example, in-
corporated and expanded upon Newtonian principles of gravity.

Fourth, only vague mechanisms are put forth for how pseudoscientists come
to their conclusions. The scientific method consists of numerous components
that are common to—although not completely identical to—the physical, bi-
ological, and social sciences. These methods consist of theory and observation,
testable hypotheses, careful and controlled manipulation of variables (holding
extraneous variables constant), random assignment of “participants” to experi-
mental or control conditions, precise measurement (valid and reliable), data
analysis (usually using inferential statistics), and public communication of the
methods and results.7 The crucial element to these techniques is their public
nature. The methods used to test the hypotheses must be made transparent
enough so that others can independently reproduce them. There are no secrets
to conducting scientific research. Similarly, when reporting original research,
scientists must make use of the peer review process. Peer review, to be sure, has
its problems, but it does raise the bar of accountability and does generally weed
out the bad from the good science (and no doubt sometimes the most creative
science). Pseudoscientists, however, do not practice such open and indepen-
dently verifiable methods. They often hide behind vague and general descrip-
tions, if any at all, of how they collected their data and refute verifiability as be-
ing a hallmark of traditional narrow science. The methods are often evaluated
only by people on “the inside” and not independently by multiple peer experts.

Fifth, an essential element added by the Greeks to the development of sci-
ence was formal logic, both deductive and inductive. One’s reasoning must be
sound, clear, and without basic fallacies and contradictions. One must be able
to draw conclusions that follow from the evidence and data and not make leaps
that contradict basic principles that are well established. For instance, Derry
describes the case of Ignatius Donnelly who published a book in  claiming
not only that the legendary continent of Atlantis existed but that it was the only
viable explanation for commonalities between Egyptian and South American
cultures. Even in its day, it was criticized for it gaps in logic and lack of evi-
dence. To give the reader a sense of the mystical and spiritual connotations that
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Atlantis still holds for some, here is a quote from a current Web site. It is clear
from this quote that the belief in Atlantis is just that, more a matter of faith,
spirituality, and longing for utopia than it is scientific fact: “What is it about
Atlantis, an Atlantic continent said to have disappeared , years ago, that
evokes such endless fascination in human minds and hearts? For many the al-
lure is that of a riddle or romance or genuinely sensational detective story. For
others, however, it goes deeper. . . . What follows, then, is less an effort to re-
solve the question of whether Atlantis existed and, if so, where it was and what
it was like . . . as it is an attempt to portray, in words and images, the way in
which this vanished land has deeply captured so many aspects of our human
soul and psyche.”8

Conspiracy theories are another example of loose and distorted pseudosci-
entific logic, with only the flimsiest ties to evidence. Ever since the terrorist at-
tacks on the United States of September , , there has been an explosion of
conspiracy theories, the spread of which is greatly facilitated by the Internet.
These are much too ubiquitous to summarize, but I will outline one or two to
give a flavor of the kind of thinking and logic behind these theories. In  the
French anthropologist Bruno Latour published an article questioning whether,
in the post-/ world, the postmodern retreat from reality has not gone too far.
When people in his French village thought him naive to believe that terrorists
and not the CIA were responsible for the attacks in New York on September ,
, he wonders whether there is any difference between postmodern critique
and conspiracy theories. Similarly, Latour asks: “What has critique become
when a French general, no marshal of critique, Jean Baudrillard, claims in a
published book that the Twin Towers destroyed themselves under their own
weight, undermined by the utter nihilism of capitalism itself—as if the terror-
ists planes were pulled to suicide by the powerful attraction of this black hole of
nothingness?”9 For Latour, granddaddy of postmodern fantastic and nihilist
claims, such constructivist conspiracy theorizing seems to have lost touch with
the ground.

Closely related to these pseudosciences are domains that start with legiti-
mate scientific techniques but then move into the realm of bad or “pathologi-
cal” science. Some legitimate science starts off as fantastic and, indeed, many
great discoveries have elements of being incredible. So whenever scientists
make fantastic claims it behooves others in the field to replicate them. If the re-
sults do not hold up, then perhaps the original “discovery” was either chance or
a result of sloppy science.

Examples of nonreplicatable science might be cold fusion (see chapter ) or
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polywater. Polywater, like cold fusion, is an example of fantastic claims—par-
don the pun—not holding water upon further scientific investigation.10 In the
mid-s some Soviet scientists claimed to have discovered a new form of wa-
ter that was denser and boiled and froze at more extreme temperatures than
normal water. Only after a few hundred scientific articles were published on
this new “polywater” did the evidence against its veracity become clear. Micro-
scopic analysis of the water revealed contaminations with various other sub-
stances. The new form of water turned out to be a result of poorly controlled
experiments and problematic methods. In contrast to pseudoscience, however,
at this point something remarkable happened: the originator of the idea admit-
ted it did not exist, that it was a result of poor-quality research. Rather than
stubbornly adhering to its legitimacy, the discoverers acknowledged the errors
in their ways. In this sense, they in fact were being scientists and not pseudosci-
entists.

A wonderfully humorous spoof of our gullibility toward scientific-sounding
explanations (pathological science) was written in the satiric newspaper The
Onion in .11 Entitled “Revolutionary New Insoles Combine Five Forms of
Pseudoscience,” the piece opened with the following sentence: “Stressed and
sore-footed Americans everywhere are clamoring for the exciting new Magna-
Soles shoe inserts, which stimulate and soothe the wearer’s feet using no fewer
than five forms of pseudoscience.” Almost as if he had read Derry, the writer
elaborates on examples of these different elements of pseudoscience. For in-
stance: “According to scientific-sounding literature trumpeting the new in-
soles, the Contour PointsTM also take advantage of the semi-plausible medical
technique known as reflexology. . . . ‘Only MagnaSoles utilize the healing power
of crystals to restimulate dead foot cells with vibrational biofeedback . . . a
process similar to that by which medicine makes people better.’” Finally, using
two common hallmarks of pseudoscience, anecdote and irrefutability, the arti-
cle ends with quotes from two “customers,” one of whom said this: “I twisted
my ankle something awful a few months ago . . . but after wearing MagnaSoles
for seven weeks, I’ve noticed a significant decrease in pain and can now walk
comfortably. Just try to prove that MagnaSoles didn’t heal me!”

Living in Northern California where many New Age fashions have sprouted,
I must say that the satire is so funny precisely because it lampoons what does in
fact happen. People are swayed by many bogus but scientific-sounding “re-
search” claims that fall apart on more critical examination. Being poorly
trained in either scientific or critical thinking, many people are easy prey to
products and ideas that sound plausible and intriguing but in reality have little
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foundation. We need not all to be scientists, but we would be better off if we
thought more critically about the flimsy nature of many commercial claims
about what works and what does not and the kinds of evidence on which such
claims are based. Critically evaluating evidence, whether in science, advertis-
ing, or politics, is a necessary skill that ideally each person who goes through
our educational system would possess and use in everyday life. It would be nice
to think that the psychology of science could contribute to the development
and dissemination of sound scientific reasoning among a wider populace.

I put forth the view that pseudoscience, conspiracy theories, superstition,
and gullibility—to name a few—are so common because they are part and par-
cel of what the brain does (and has evolved to do), namely, to recognize pat-
terns, to think causally, and to intuitively and automatically see meaning be-
hind events that are connected by time or space. In reality these meanings and
connections exist only in our minds, not in the events themselves. Left
unchecked by skepticism, such a mind-set can spin a tangled web of conspiracy
theories on most any event at any time.

Balancing Skepticism with Belief

One of the central tenets of science is balancing skepticism with belief, but the
default attitude must be skepticism. The skepticism-and-belief dimension is
played out any time a scientist is confronted with either a new theory or a new
interpretation of evidence. Only after the evidence becomes clear do people
switch over to believing a phenomenon. I coined the phrase “open skepticism”
to capture this tension between skepticism and belief as a fundamental princi-
ple of the scientific attitude. Skepticism is primary, but based on evidence one
must be open to all kinds of “beliefs” in science.

The fields of paleontology and archeology are perhaps the most prototypic
domain for conflicts between skepticism and (scientific) belief because of the
inherent ambiguity of almost all fossil evidence. Every major find in archeology
is met with debate and sometimes open conflict between competing schools of
interpretation. Does this find belong to that species or an entirely new species?
What trait demarcates one species from another? Answers are intricately wed-
ded to theoretical assumptions and points of view. A relatively minor example
of this is seen in the debate over Neanderthal burial rituals. Some burial sites
have been found littered with pollen, teeth, and bone artifacts, as well as re-
mains placed in particular body positions (for example, arms crossed over the
chest). Some archeologists propose these findings are evidence of ritualistic
burials, whereas others are more skeptical and argue that these artifacts are ran-
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dom and not suggestive of any ritualistic behavior. One’s viewpoint depends, at
least in part, on one’s prior convictions concerning whether Neanderthals are a
subspecies of H. sapiens or not. The point here is not to debate the merits of
each argument, but rather to make the case that conflict between skepticism
(tendency to not believe and critical thought) and belief is ubiquitous in sci-
ence, and dispositional skepticism plays a role in scientists’ reactions to new
theories and new empirical evidence.

Observation, we see once again, cannot be divorced from its theoretical
framework. One scientist’s belief is another’s skepticism. One could argue that
this back and forth between skepticism and belief is the very reason science ad-
vances. One constantly has to answer the sharp doubts and criticisms of one’s
peers. As the astronomer Carl Sagan put it, science requires “an exquisite bal-
ance between two conflicting needs: the most skeptical scrutiny of all hypoth-
eses that are served up to us and at the same time a great openness to new
ideas.”12

SCIENCE AND ANTISCIENCE

Science is a dominant force in our lives, and as such it presents many people
with a very ambivalent love-hate relationship. It is also an inherently two-
headed force; its potential for good is matched by its potential for destruction.
The positive and constructive outcomes of science and technology are too nu-
merous to list—medical and agricultural advances, instant worldwide exchange
of information, and entertainment are just some of the more prominent exam-
ples. When advances of science and technology are used for destructive politi-
cal purposes, however, as they have been most dramatically with the atomic 
and hydrogen bombs and biological warfare, one cannot help but acknowledge
the potential for destruction that comes with knowledge. Science and technol-
ogy have also led to some unwanted industrial consequences, such as chemical
pollutants, massive consumption of energy, and destruction of some of the
Earth’s beauty and resources. Finally, advances in science and technology have
opened up new ethical questions concerning genetically modified food, stem-
cell research, artificially extending the life of persistently vegetative patients,
“designer babies,” and, of course, cloning. When and where do we as a culture
decide to place limits on technological and scientific advances? Just because 
we can do certain kinds of research does not mean we should, and there are, in
fact, serious restrictions placed on human and animal research for ethical rea-
sons.
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Many people see problems with “progress,” and some even actively oppose
it. A benign example of such an attitude can be seen in the following anecdote:
At a recent social gathering of parents of young children, my wife informed a
well-educated mother that results from a meta-analysis showed no evidence
that sugar increases hyperactive behavior in children. Her retort was simply,
“That’s just the science. I don’t believe the science.” More extreme examples of
an antiscience attitude exist, however. The pull of a “prescientific” and “pre-
technology” utopia is strong for those who focus primarily on the negative con-
sequences of science and technology. The case of the Unabomber (Theodore
Kaczynski), who from the late s to mid-s sent mail bombs to numer-
ous scientists and technologists, injuring twenty-nine and killing three, is one
extreme example. Kaczynski also wrote a manifesto that fundamentally op-
posed almost all scientific and technological advance, arguing that only by de-
stroying technology (killing if need be) could society avoid a “collapse of civi-
lization.”13 There are others on the extreme left wing of the environmental
movement, such as the members of “Earth-First” who also advocate violent 
opposition to technological and economic developments that impinge on the 
environment. To be sure, science, technology, and the environment are not in-
herently opposing forces, for science and technology have been applied in recy-
cling and conservation programs from the beginning. Knowledge in itself is
neither constructive nor destructive but becomes so only when applied to the
real world.

In addition to opposition to the applied outcomes of scientific and techno-
logical advance, there is also opposition to science on a more abstract and pure
level, namely, as a means of gaining knowledge. This battle is being played out
more within the halls of academia, especially between the “two cultures” of the
humanities and the sciences. In this section I will focus on these “science wars,”
as some have recently come to call this conflict. The modern version of the con-
flict was first made explicit by C. P. Snow in his book Two Cultures, published
in , where he argued that there was a growing conflict between the cultures
of the humanities and the sciences. The conflict was obvious to people in both
cultures and Snow—being both a novelist and a scientist—was in as good a
position as anyone to give voice to the conflict. Here is one recent example of
the kind of the antiscience perspective, written by a humanist, that C. P. Snow
discussed: “The things that really matter to us—the secrets of the heart, of
what it means to be an individual, the depths and heights of human experi-
ence—all are accessible, if at all, only through literature and the creative arts.
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Science has no purchase on them, and precious little to say about them beyond
the posturings of reductionists.”14

Scientists are not unaware of this conflict. In  when I interviewed full
professors of physics, chemistry, and biology at major research universities in
California, one of my questions concerned C. P. Snow’s analysis of two cultures
and whether they saw an inherent conflict between them. Many scientists re-
sponded that to the extent there was conflict, it was not inherent but more
practical, in that people do not have enough time to be knowledgeable in do-
mains outside their area. Furthermore, science is very technical, and therefore
it is much harder for artists or writers to read science than it is for scientists to
read literature or enjoy or play music. Indeed, a common theme in the scien-
tists’ responses was something like “we don’t dislike them, but they do dislike
us.” One relatively consistent explanation the scientists gave for the humanists’
hostility to the sciences was that the science departments on university cam-
puses bring in much more money, train more students, and garner more re-
sources and attention from deans. Scholars in the arts and humanities are 
resentful of these resources and attention. As one physicist, who also was a near-
world-class violinist, put it: “Many scientists I know are quite conversant with
one or the other aspect of the humanities. Many scientists are interested in mu-
sic and art. Many of them are good at foreign languages and know a lot about
the world. I would say the reverse is not true. I would say that many people in
the humanities are absolutely illiterate about science. And proud of it.” A
chemist, however, went on to argue that part of the problem that humanists
have in understanding science rests partly on the shoulders of scientists them-
selves: “I think the sciences have made themselves in part unintelligible. So they
have taken a certain amount of humanity out of what they do. That is probably
our own fault. And we need to spend some time repairing that. But scientists
still have the opportunity to enjoy the fruits of the arts. And I think that many
scientists take full advantage of that. . . . I am not so sure that academic scien-
tists talk to academic humanists, but they certainly can enjoy music, painting,
sculpture, and I think some of them do. . . . I am pretty well versed in modern
painting and modern sculpture and I enjoy that. And I listen to a fair amount
of music, and I think that is important for my life.”15

As reasoned and balanced as these views of the conflict may have been, the
cultural conflict nearly became an all-out intellectual war in the late s with
the publication of Higher Superstitions by Paul Gross and Norman Levitt. The
“war” was between the same two cultures that Snow had written about, but
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now it was couched more hostilely in terms of science and antiscience or the
science wars. To quote Gross and Levitt:

Our subject is the peculiarly troubled relationship between the natural sciences and
a large and influential segment of the American academic community which, for
convenience but with great misgiving, we call here ‘the academic left.’ . . . To put it
bluntly, the academic left dislikes science. . . . Most surprisingly, there is open hostil-
ity toward the actual content of scientific knowledge and toward the assumption,
which one might have supposed universal among educated people, that scientific
knowledge is reasonably reliable and rests on a sound methodology.

It is this last kind of hostility that scientists who are aware of it find most enig-
matic. There is something medieval about it, in spite of the hypermodern language
in which it is nowadays couched. It seems to mock the idea that, on the whole, a civ-
ilization is capable of progressing from ignorance to insight. . . . We have the sense,
encountering such attitudes, that irrationality is courted and proclaimed with pride.
All the more shocking is the fact that the challenge comes from a quarter that views
itself as fearlessly progressive.16

More specifically, Gross and Levitt argued that four intellectual-political
movements have been most unreasonable in their attacks on the basic princi-
ples of science, namely, cultural/social constructivism, postmodernism, ele-
ments of feminist theory, and radical environmentalism. For sake of space, I
will focus on only two of these domains—social constructivism and postmod-
ernism—here and go on to propose how an advanced and informed psychol-
ogy of science can mediate these conflicts. As Gross and Levitt explicitly ac-
knowledge in their opening chapter: “Our approach in these sections is
conspective and polemical. Nothing else will get attention.”17 In other words,
they attempted to start a fuss and they did. Indeed, at times their language and
summaries of the positions they are critiquing are a bit heavy-handed and
polemical; one is tempted to say “rhetorical.”

Cultural/Social Constructivism

The heart of the cultural constructivist viewpoint is that all knowledge systems,
including science, are (mere) social constructions replete with political, social,
and cultural overtones and therefore no one knowledge system deserves to be
deemed inherently “more reliable” or “more valid” than any other. In other
words, social constructivism is a variation on “cultural relativism.” Taken liter-
ally, the view holds that there is no real distinction, for instance, to be made be-
tween science and pseudoscience. Gross and Levitt summarize the position in
the following terms: “Scientific questions are decided and scientific controver-
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sies resolved in accord with the ideology that controls the society wherein the
science is done. Social and political interests dictate scientific ‘answers.’ Thus,
science is not a body of knowledge; it is, rather a parable, an allegory, that in-
scribes a set of social norms and encodes, however subtly, a mythic structure
justifying the dominance of one class, one race, one gender over another.” They
go on to give an example of a Marxist theorist describing Einstein’s theories in
terms of the “collapse of the bourgeois ego” and “commodity relations.” Gross
and Levitt dismiss this viewpoint out of hand: “Such propositions have all the
explanatory power of the Tooth-Fairy Hypothesis. Still, hundreds of left-wing
theorists dote on them.”18

Bruno Latour’s work is perhaps the prototypic and best-known example of
the relativist and constructivist position.19 Latour is as much an anthropologist
of science as a sociologist, and, indeed, one of his main arguments is that to un-
derstand science one must study it the way anthropologists study any tribe. In
his first book with Steve Woolgar, Laboratory Life, he provides the subtitle: The
Construction of Scientific Facts. It is of note and of importance that in his second
book, Science in Action, he used the phrase “fabrication of scientific facts” quite
intentionally, with its implication of storytelling and myth-making. Truth and
facts, in the end, are inherently and maybe even completely the end result of so-
cial negotiations involving power, money, class, and race. The position ulti-
mately dissolves into a deconstructionist argument: “It is a reminder that the
value and status of any text (construction, fact, claim, story, this account) de-
pend on more than its supposedly ‘inherent’ qualities. As we suggested earlier,
the degree of accuracy (or fiction) of an account depends on what is subse-
quently made of the story, not on the story itself.” To demonstrate the near ab-
surdity of their position, Latour and Woolgar apply it to their own work in a
postscript to their book: “The concluding chapter of Laboratory Life addresses
the status of our own account, the question of whether or not we are (merely)
supplying a new fiction (about science) with an old. In the closing section of
the original draft we declared our analysis was ‘ultimately unconvincing.’ We
asked readers of the text not to take it seriously. But our original publishers in-
sisted that we remove the sentence because, they said, they were not in the habit
of publishing anything that ‘proclaimed its own worthlessness.’”20 Indeed, it is
hard to take a position seriously that ends up arguing that it is worthless. The
best one can say is “at least they are honest!”

Thomas Kuhn, clearly a leading influence on the early constructivist move-
ment, became quite disillusioned with what the position became by the s
and s: “What passes for scientific knowledge becomes then, simply the be-
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lief of the winners. I am among those who have found the claims of the strong
[relativist-constructivist] program absurd: an example of deconstruction gone
mad.” To be sure, other leading sociologists of science, such as Stephen Cole,
also became quite critical of the extreme conclusions drawn by the relativist-
constructivist position.21

Postmodernism

Indeed, meaninglessness and lack of solid reality bring us to the heart of a re-
lated movement, postmodernism. With the French philosophers Foucault and
Derrida as its founding fathers, postmodernism raises nihilist desconstruction
of texts to one of its central tenets. In this sense, social constructivism and post-
modernism have something in common: the text itself is meaningless and with-
out value (nihilism), and all its power resides in its deconstruction or interpre-
tation. The author becomes meaningless and the reader all-powerful. The
power of deconstructionists to destroy meaning does not stop with texts, how-
ever, for if this principle applies to all written texts, it applies to political, scien-
tific, economic, and spiritual texts. In other words, the most basic principles of
science, as well as rationalism, Enlightenment, democracy, and religion are un-
dercut and deemed meaningless in themselves. To quote the postmodern
philosopher Steven Best, “Postmodernism stresses the relativity, instability, and
indeterminacy of meaning; it abandons all attempts to grasp totalities or con-
struct Grand Theory.”22

Postmodern scholars hold that notions of progress, science, objectivity, and
validity are nothing more than a house of cards built by those in power as at-
tempts to hold on to their power. Ironically, a number of such theorists have
latched on to and co-opted such scientific and mathematical concepts as rela-
tivity, chaos, and nonlinearity. As Gross and Levitt point out ruthlessly, post-
modern writing is replete with superficial understanding of science at best and
misunderstanding at worst, which makes their claims to destroy its meaning all
the more reprehensible. What does appear to be a major shortcoming of post-
modern thought, to be less harsh than Gross and Levitt, and a bit ironic, is the
lack of training and understanding of scientific principles and the touting of
such ignorance with pride. As leading postmodern writer Andrew Ross, an En-
glish professor at Princeton, has written in his influential book Strange Weather:
Culture, Science and Technology in the Age of Limits: “This book is dedicated to
all of the science teachers I never had. It could only have been written without
them.”23 It would be one thing if the topic of the book were English literature,
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but it is science and technology. It is with irony that such writers claim to pro-
vide “deep readings” of scientific texts while bragging about their scientific ig-
norance. In so doing they strip scientific knowledge of its meaning and its
“privileged status” while relegating it to something like the “dominant para-
digm of the hegemonic powers of the elite and privileged class.”

To demonstrate the absurdity of the postmodern position, one need go no
further than the now rather famous “Sokal’s hoax.” Alan Sokal, a physicist at
New York University and a die-hard leftist, was inspired by reading Gross’s and
Levitt’s book. He was inspired initially because he suspected Gross and Levitt of
merely trying to advance their own rather conservative political agenda. Sokal
also believed that Gross and Levitt had to be exaggerating their portrayal of
postmodernism as a movement in which the quackiest and most unsubstan-
tiated claims get passed off for profundity. In  Sokal decided to test the
ability of deconstructionist thinkers to detect nonsense under the guise of post-
modernism by submitting an over-the-top parody of the postmodern per-
spective (“Transgressing the boundaries: Towards a transformative hermeneu-
tics of quantum gravity”) to the journal Social Text. No one but Sokal at the
time knew it was a hoax, but to him its flaws were rather transparent and he was
not convinced it would be accepted. It was in fact accepted for publication.

I only give the briefest of summaries of the original article, for it and its af-
termath have become a cottage industry unto themselves, with accusations and
counteraccusations flying back and forth mostly within and between the
United States and France. It begins by making a general postmodern point
about natural scientists still clinging to the “dogma imposed by the long post-
Enlightenment hegemony over the Western intellectual outlook, which can be
summarized as follows: that there exists an external world, whose properties are
independent of any human being . . . and that human beings can obtain reli-
able albeit imperfect and tentative knowledge of these laws by hewing to the
‘objective’ procedures and epistemological strictures prescribed by the (so-
called) scientific method.”24

Sokal goes on to argue that movements in the philosophy and history of sci-
ence, as well as poststructuralist and feminist theory, have undermined this
“Cartesian-Newtonian metaphysics” in that they have demonstrated that “real-
ity is at bottom a social and linguistic construct.” He next moves to an overview
of his purported purpose of the article: to take these “deep analyses one step fur-
ther” and to apply them to “quantum gravity . . . [where] space-time manifold
ceases to exist as an objective physical reality.” The article was published in May
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, and the very same day Sokal’s admission of the hoax was published in
Lingua Franca. With these two articles the science wars erupted in full force in-
side and outside the halls of the academy.25

Before summarizing some of the wartime salvos that were launched by both
sides, let me first describe Sokal’s reasoning for why he did what he did. The pri-
mary reason, in his words, was to “test the prevailing intellectual standards. . . .
The fundamental silliness of my article lies, however, not in its numerous sole-
cisms, but in the dubiousness of its central thesis and of the reasoning adduced
to support it. Basically, I claim that quantum gravity—the still speculative the-
ory of space and time on scales of a millionth of a billionth of a billionth of a
billionth centimenter—has profound political implications (which, of course,
are ‘progressive’).”26 He wanted to see whether the standards of evaluating
postmodern theory would be high enough to detect such intentional quackery
and questionable reasoning. They were not.

The defense by some postmodern theorists that scholarly work rests on the
ethical assumption that submitted articles must be assumed to be based on
valid and honest methods does not hold here. For Sokal did not make up data
(in fact, all his quotes and references were real); he merely made up interpreta-
tions that pushed the envelop of credulity and were based on intentionally
flimsy reasoning. It is the job of editors and reviewers to pick up on illogical and
faulty interpretation and reasoning. They did not. Should this fact lead to an
indictment of all of cultural studies, especially social studies of science? Of
course not. There is some perfectly solid and important work being done in sci-
ence studies (I would like to think that this book is one of them), a fact that
Sokal, Gross, and Levitt themselves acknowledge.

Nevertheless, some scholars normally aligned with postmodern perspective
have acknowledged how the Sokal affair has undermined the legitimacy of
some aspects of cultural studies. For instance, the feminist scholar of science
Evelyn Fox Keller responded:

For many scientists, this episode will only bolster their fear that postmodernism (and
science studies more generally) threatens the integrity and well-being of their own
disciplines. But it is not science that is threatened by the hapless publication of gib-
berish; it is science studies itself. And the embarrassing defense offered by Ross and
Robbins (not to mention the many counter-attacks) just makes the problem worse.
Scholars in science studies who have turned to postmodernism have done so out of a
real need: Truth and objectivity turn out to be vastly more problematic concepts
than we used to think, and neither can be measured simply by the weight of scientific
authority, nor even by demonstrations of efficacy. Yet surely, the ability to distinguish
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argument from parody is a prerequisite to any attempt at understanding the com-
plexities of truth claims, in science or elsewhere. How can we claim credibility for re-
sponsible scholarship—for the carefully reasoned and empirically founded research
that makes up the bulk of science studies—if we do not recognize a problem here?27

A central theme of the science wars that erupted post-Sokal was whether any
postmodern cultural studies scholar would actually assert the view that reality
does not exist, as Sokal claims, or merely that theories of reality do not exist. Al-
though many postmodern apologists defended themselves by claiming that no
one makes the former more radical claim, the practical outcome of their theo-
rizing has been that one can argue anything no matter how little evidence there
is for the position because evidence and reality are arbitrary and meaningless.
Recall the Twin Towers argument of Baudrillard.

How did we get to this extreme position? The issue of the reality of an exter-
nal world and our experience of it is rooted in the annals of philosophy and
most systematically dealt with by the German philosopher Immanuel Kant
when he argued for an inherent gap between the “nomenal” and “phenomenal”
worlds. The former is the “world in itself” and the latter is “the world as we
know it.” It does not require deep Kantian insight to realize these two must be
separate and cannot be the same. The very function of our sensory system and
brain, after all, is to process information from the outside world and give it or-
der and meaning. That is, we will never know the world objectively and as it 
exists but rather only through our conceptions, theories, expectations, and be-
liefs. Any scientist, save the most hard-core and logical empiricists, would ac-
knowledge this.

Whatever the gap between reality and our understanding of it, there is no
justification for the solipsistic belief that reality does not exist or that all theo-
ries and representations, no matter how absurd, are equally valid (relativism).
That is precisely the leap, however, that social constructivists and postmodern
theorists seem to have taken. The Kantian distinction should also not repudiate
the fact that science is perhaps the best method we have at narrowing the gap
between the nomenal (objective) and phenomenal (subjective). Perfect and ab-
solute scientific knowledge is not and never will be. But it is the best we have.
Recall the epigraph to this chapter: “One thing I have learned in a long life: that
all our science, measured against reality is primitive and childlike—and yet it is
the most precious thing we have.” Recall, too, from chapter  the discussion of
realism in current philosophies of science, namely, the idea that science can
come to approximately realistic understanding of nature itself. What scientists
for the most part therefore reject is the jump that because we cannot have a di-
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rect and completely objective understanding of the natural world, either it does
not exist or our epistemologies and theories about it are all relative and of equal
validity.

The proof of the approximately accurate nature of scientific models of na-
ture is seen in the fact that they work. Just to take a few of the more obvious ex-
amples: we regularly take people in machines that weigh tons (airplanes) and fly
them from one part of the world to another; we have medicines that treat dis-
ease; and we have landed humans on the moon (although some conspiracy the-
orists continue to deny the reality of this). The point is that if these scientific
models had no connection to the real world, they would not work. Our under-
standing of reality may be imperfect, but it is not totally arbitrary and relative.
As Carl Sagan wrote about the pull of nihilism in The Demon-Haunted World:
“If we were not aware of our limitations, though, if we were not seeking further
data, if we were unwilling to perform controlled experiments, if we did not re-
spect the evidence, we would have very little leverage in our quest for truth.
Through opportunism and timidity we might then be buffeted by every ideo-
logical breeze, with nothing of lasting value to hang on to.”28

Psychologists of science, to be sure, could have a field day analyzing the psy-
chological forces behind such conflict between scientists and social critics—
motivation, personality, open and closed cognitive processes, cognitive consis-
tency, concept formation, rational and nonrational thought, persuasion, in-
group/out-group prejudice, and so on. Developmental psychologists, for in-
stance, such as Deanna Kuhn and Paul Klaczynski, have found that people are
motivated to find fault with evidence that is inconsistent with their beliefs and
in the end their original theory is defended against and safe against evidence to
the contrary. The Sokal affair is a wonderful real-world example of precisely
such a psychological process. Apologists of postmodernism, for the most part,
are unmoved by the hoax and continue to defend their position and decisions.
Critics of postmodernism are convinced that Sokal’s hoax confirms their belief
that the quality of scholarship therein is a joke at best and inane and completely
devoid of content or substance at worst.

Systematic science and modern scientific reasoning are clearly neither easy
nor natural states of mind. Recall, however, that a major thesis of chapter  was
that scientific thinking is rooted in and stems from ancient cognitive capacities
of early humans. Similarly, Robin Dunbar wrote in The Trouble with Science
“these [scientific] methods are, at root, simply the natural mechanisms of
everyday survival.” As we specifically saw with math, it is precisely because we
have evolved intuitive forms of knowledge about number (numerosity) that
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conceptions that go beyond the intuitive and implicit are so difficult to under-
stand. They contradict common sense and are counterintuitive. Formal math
and science training in this sense can be difficult to learn initially because it re-
quires a certain degree of “unlearning” common sense and the intuitive. The
anthropologist Scott Atran has demonstrated this phenomenon very cogently
in his work on folk taxonomies and their development across world cultures.
Folk taxonomies have remarkable similarities with modern systematics and sci-
entific taxonomies, but there also are some fundamental divergences because
some scientific taxonomies are not at all intuitive and obvious—sponges being
classified as animals is a good example. Science begins with the folk, implicit,
and common sense, but as it develops it becomes more and more divorced from
it.29

The gap between those who are trained and practice science and those who
are not and do not grows and widens. In no domain is this more evident that in
theoretical physics, with its current “quanta,” “string theory,” “quarks,” “multi-
ple universes,” and “black holes.” None of these has been directly observed and
each is at this point quite theoretical. As science moves more and more away
from the observable and commonsense (Newtonian) world, the potential for
animosity between scientists and nonscientists grows. Indeed, one could argue
that it is precisely such gaps that have led to the science wars. As hinted at by a
scientist I interviewed, however, part of the difficulty that nonscientists have
with science is scientists’ own doing. Some scientists look with disdain upon
any attempts to make their research “palpable” and “popular” for the masses.
They eschew journalists, who they feel will do nothing but butcher, misinter-
pret, and bastardize the meaning of their work. Popular science is beneath them
and of no concern for them. But by moving further and further away from
common sense and the intuitive, modern science has begun to alienate itself
from large segments of the population.

Of course, the view that pop science is qualitatively different from and inca-
pable of capturing the essence of “real” science is based on a false premise. Real
science, even difficult, complex theoretical science, can be translated meaning-
fully into everyday language. Even Einstein was able to come up with some rel-
atively simple nontechnical descriptions of his theory of relativity. Fortunately,
there have always been a few talented scientists who could make their ideas and
findings as well as those of other scientists understood by those outside the sci-
entific community. Three prime recent examples come immediately to mind:
Carl Sagan, Stephen J. Gould, and Isaac Asimov (granted Asmiov was not a sci-
entist, but close enough).30
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The arrogance exhibited by those scientists who do not see the value in trans-
lating scientific findings for mass consumption does not win them friends
among the nonscientists of the world and no doubt feeds the flames of anti-
science sentiment. It is little wonder that some people who lack the training
would become hostile toward this arrogant and aloof enterprise. What is at first
a little more surprising, though not so on further reflection, is the animosity to-
ward science and technology among fellow academics and progressive thinkers,
such as the social constructivists, postmodernists, some femininists, and some
radical environmentalists.

In this book I have attempted to do two things: first, to present a cogent argu-
ment for why the time is ripe for the psychology of science to mature alongside
the other major studies of science; and second, to demonstrate that an under-
standing of how science developed in our species can enlighten our under-
standing of how science develops in individuals (and vice versa). The topics
outlined in this book are topics the psychology of science has begun to examine
and can and will continue to do so with increasing theoretical and empirical so-
phistication. It is time for psychologists who have these interests and who are
conducting research on any form of scientific thought or behavior to organize
and codify their interest by explicitly identifying with the field and developing
the necessary institutional infrastructure to support such identification. It is
time for the psychology of science to leave the stage of isolated scholars work-
ing on questions and for all of the latent and hidden psychologists of science to
come out of the closet and publicly declare their identification with the field.
Identification is the necessary step toward Institutionalization. This book will
have served its purpose if it plays a role in moving the forces that be in the di-
rection of solidifying, codifying, and establishing the foundations for the psy-
chology of science.
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. About . million out of  million people in  made their livelihood doing science

(commercial or academic), as reported by the National Science Foundation ().
. Cognitive consistency: Greenwald et al. ; self-efficacy: Bandura ; increase in

math and science self-efficacy: Luzzo, Hasper, Albert, Bibby, and Martinelli ; oc-
cupational interest: Kelly and Nelson , Tobin, Tippins, and Hook ; fit of self-
image: Nosek et al. .
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. Feist ; compare, e.g., Bachtold and Werner , Busse and Mansfield , Cham-
bers , Eiduson , Gough and Woodworth , Rushton, Murray, and Pauno-
nen , Shaughnessy, Stockard, and Moore ; openness, conscientiousness, and sci-
entific interest: Feist, Paletz, and Weitzer in preparation.

. J. M. Cattell and Brimhall , Clark and Rice , Eiduson , Galton , Roe
a.

. Chambers , Datta , Feist a, Helson and Crutchfield , Roe a, Zuck-
erman .

. Protestant and Jewish: Chambers , Datta , Feist a, Helson and Crutchfield
, Roe a, Zuckerman ;  percent: Roe a;  percent: Helson and Crutch-
field ; most in the – percent range: Chambers , Datta , Feist a,
Zuckerman ; almost complete absence of religious affiliation in scientific elite:
Chambers , Feist a, Roe a, Terman .

. Eiduson , Feist a, Roe a.
. Berger , Brockman , Feist , Helson and Crutchfield , Simonton a.
. Meritocratic argument: Cole and Cole , Merton ; work ethic argument: Tamir

Druz as quoted in Berger , p. ; Simonton quote: a, p. .
. Stanley , p. .
. In high school: Benbow and Minor , Benbow and Stanley , Feist ; in col-

lege Lubinski and Benbow ; mathematicians and scientists average ninetieth per-
centile: Wise et al. .

. Farmer , cf. Benbow , Benbow and Lubinski , Feist , Subotnik and
Steiner . Poor predictive validity of IQ: Barron and Harrington , Feist ,
Gough , Guilford , Hudson , MacKinnon , Simonton a, Sternberg
a, Taylor . See chapter  for more discussion of the predictive validity of IQ tests.

. Feist .
. Bayer and Dutton , S. Cole , Dennis , Diamond , Feist , Horner,

Rushton, and Vernon , Lehman , , , , Over , , Simonton
, a, b, , , a, Zuckerman .

. Criticisms of Lehman: S. Cole ; Dennis , , Horner et al. ; Over ,
Zuckerman and Merton ; once controls taken into account: see Simonton b;
physics versus other fields: Lehman , Moulin , Simonton b; physics contri-
butions in one’s twenties: Charness , Lehman , Simonton b.

. Quoted in Simonton a, p. .
. Age accounts for small percentage of variance: Bayer and Dutton , S. Cole ,

Horner et al. ; other individual difference and social factors: S. Cole , Zucker-
man , Zuckerman and Merton .

. Simonton b.
. S. Cole , Cole and Cole , Hargens, McCann, and Reskin , Merton ,

Roe , Simonton , Zuckerman .
. Lu et al. .

. For example, Schaie , , Singer, Verhaeghen, Ghisletta, Lindenberger, and Baltes
, Willis, Jay, Diehl, and Marsiske .

Notes to Pages 72–78244



. Beard ; Eiduson quote: , p. .
. Simonton , a, b, , .
. S. Cole , Dennis , , Feist , Helson and Crutchfield , Horner et al.

, Lehman , Over , Reskin , Roe , Simonton b, , a; for
example, one study: Horner et al. .

. Matthew effect: S. Cole , Merton , Zuckerman and Merton ; one-tenth of
the scientists produce half the work: Lotka , Price . Quantity matters more:
Feist .

. Lehman , , , Over ; longitudinal data: S. Cole .
. Planck, as quoted in Barber , p. .
. Darwin as quoted in Hull, Tessner, and Diamond , p. .
. Hull et al. ; more recently: Hull .
. Sulloway .
. Messeri , Sulloway ; other researchers reanalyzed: Levin, Stephen, and Walker

; no researcher to date: Levin et al. , p. .

CHAPTER 4. COGNITIVE PSYCHOLOGY OF SCIENCE

. Tweney , p. , A. Miller , pp. –.
. See Klahr and Simon  for an alternative way of reviewing the literature around four

methods: historical accounts, psychological experiments, direct observation of real world
science, and computational modeling.

. Gruber , p. xxi.
. As quoted in Gruber , p. .
. “The idea of evolution . . .”: Gruber , p. ; “Darwin certainly began the notebooks

. . .”: Gruber , p.  (emphasis in original).
. As quoted in Gruber , p.  (emphasis in original).
. Gopnik and Glymour , p. .
. Not pie-in-the-sky: Darwin , R. Dunbar , G. Miller , Mithen , Pap-

ineau , Shepard ; “A great stride in the development . . .”: Darwin , p. ;
evolved adaptation: D. Buss et al. , Papineau , Pinker . See also chapter ,
note , above, and chapter , note , below.

. K. Dunbar , , K. Dunbar and Blanchette ; quote: K. Dunbar , p. .
. Hanson , Popper , p. .
. Gruber , p. .
. Ibid., p. .
. Ibid., p. ff.
. Brewer, Chinn, and Samarapungavan , Carruthers , K. Dunbar , R. Dun-

bar , Gopnik et al. , Karmiloff-Smith , Shepard .
. Polyani , p. x, emphasis in original.
. As quoted in A. Miller , p. .
. Tweney , p. .
. Fauconnier and Turner , p. .
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. Clement , De Mey , K. Dunbar , , Fauconnier and Turner , Gent-
ner, Holyoak, and Kokinov , Glynn, Britton, Semrud-Clikeman, and Muth ,
Holyoak and Thagard , John-Steiner , Leary , A. Miller .

. Gentner and Jeziorski , Gorman , Nersessian , .
. Carey and Spelke , p. .
. Gentner, Bowdle, Wolff, and Boronat .
. Fauconnier and Turner , Lakoff and Johnson , Mithen , Pinker .
. R. Dunbar , Gruber , John-Steiner , T. Kuhn , A. Miller , Mithen

.
. Cheng and Simon , Finke, Ward, and Smith , Gleick , Gruber , John-

Steiner , Larkin and Simon , A. Miller , , Shepard .
. Einstein quoted in Wertheimer , p. ; Feynman quoted in Gleick , p. .
. Bohr quote: Gleick , p. ; Feynman quote: Gleick , p. ; String theory, see,

e.g., Greene .
. Definition of creative thought: Amabile , Feist , Simonton a, Sternberg

a; cognitive traits clustering around creative ability: Carson et al. , Eysenck
, Finke et al. , Guilford , , Martindale , Mednick , Mendel-
sohn , Simonton a, , , Taylor and Barron .

. Gruber , p. ff.
. See fig.  in Clement  for a complex, dynamic, and interactive model of model for-

mation, hypothesis testing, and empirical testing; Gruber quote, , p. .
. Recall the argument from chaps.  and  about the crucial role that language and written

language in particular plays in externalizing thought and therefore facilitating metacog-
nitive reflection.

. See A. Miller , pp. –.
. A. Miller , Wertheimer .
. Wason .
. Wason selection task: Wason ; other cognitive researchers: Einhorn and Hogarth

, Kern, Mirels, and Hinshaw , Mahoney and Kimper .
. Cosmides and Tooby , Wason and Green .
. Klahr , Klahr and K. Dunbar , Klahr and Simon , Klahr, K. Dunbar, and

Fay .
. Gorman , .
. Ibid.
. Hanson , Klayman and Ha , Kruglanski , Mahoney , , Mahoney

and DeMonbreun .
. Gorman , , Gorman and Gorman , Gorman, Stafford, and Gorman .
. Gruber , pp. –.
. Tweney , , .
. Mynatt, Doherty, and Tweney , .
. Chamberlain /, p. ; J. R. Platt () built on Chamberlain’s idea and further

codified the strong inference methodology of explicitly testing two or more competing
theories.

. Freedman , Gorman and Gorman , Tweney, Doherty, and Mynatt , Whar-
ton, Cheng, and Wickens .
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. See Pinker  for a detailed and thoughtful review of the powers and limitations of ar-
tificial intelligence; BACON: Langley, Simon, Bradshaw, and Zykow ; KEKADA:
Kulkarni and Simon ; HUYGENS: Cheng and Simon , .

. See, e.g., Falkenhainer , Gooding , Gooding and Addis , Grasshoff and
May , Pizzani , Shen , Thagard , Thagard and Nowak , and Valdes-
Perez .

. Klahr and Simon , p. .
. See, e.g., A. Miller  and Pinker ; Shrager and Langley quote: , p. .
. K. Dunbar , .
. Definition of integrative complexity: Schroder, Driver, and Streufert , Tetlock and

Suedfeld ; APA presidents finding: Suedfeld ; eminent scientists’ complexity:
Feist .

. Anzai , Chi, Feltovich, and Glaser , Hogan and Maglienti .
. Anzai , Carey , Clement , McCloskey , Wiser and Carey .
. Larkin , Larkin, McDermitt, Simon, and Simon .
. Clement , , Gentner and Genter , K. Dunbar , , K. Dunbar and

Blanchette .

CHAPTER 5. PERSONALITY PSYCHOLOGY OF SCIENCE

. See Digman , John and Srivastava , and McCrae and John  for general re-
views of the Big-Five approach.

. D. Buss , , G. Miller ; Buss quote: , p. .
. See D. Buss  and D. Buss and Greiling  for discussion of the adaptive nature of

personality traits. McCrae and Costa  also situate the Big-Five dimensions in an evo-
lutionary context.

. See Allport , Eysenck a, Feist , Feist and Barron , Funder , Rosen-
berg .

. Plomin and Caspi , p. .
. Benjamin et al. , Ebstein et al. , Hamer and Copeland , Lesch et al. ,

Plomin and Caspi ; for a critique of the QTL approach, see Wahlsten .
. Explains – percent of the variance: e,g., see Loehlin , Loehlin and Nichols

, Loehlin, Willerman, and Horn , Loehlin, McCrae, Costa, and John ,
Plomin and Caspi , Tellegen et al. ; unshared environmental influence: Bou-
chard and McGue , Eysenck b, Hamer and Copeland , Loehlin et al. ,
Plomin and Caspi , Riemann, Angleitner, and Strelau , Tellegen et al. .

. Definition of temperament: Gonzalez, Hynd, and Martin , p. ; Temperament as
the foundation for personality: A. Buss and Plomin , Rothbart, Ahadi, and Evans
; Rothbart quote: Rothbart et al. , p. .

. On the low end: A. Buss and Plomin ; on the high end: Thomas and Chess .
. Galton .
. J. M. Cattell ; J. M. Cattell and Brimhall ; Cox ; Terman , .
. Feist . Research on which the meta-analysis is based includes: Arvey and Dewhirst

, Bachtold , Butcher , R. Cattell and Drevdahl , Eiduson , Gar-
wood , Gough , , Ham and Shaughnessy , Helson , Kline and
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Lapham , Lacey and Erickson , Mansfield and Busse , McDermid ,
Mossholder, Dewhirst, and Arvey , Pearce , Roe a, Scott and Sedlacek ,
Terman , Wilson and Jackson ; also see Thomas, Benne, Marr, Thomas, and
Hume ; for rules of thumb for meta-analytic effect sizes, see J. Cohen .

. In addition to Feist , see Van Zelst and Kerr ; study of  female biologists and
chemists: Bachtold and Werner ; male and female personality traits: Bachtold ,
Barton and R. Cattell ; age and dominance: Scott and Sedlacek .

. Eysenck , Storr .
. Gough , p. .
. Holland , Lippa , Prediger .
. Baron-Cohen, Wheelwright, Stott, et al. , Baron-Cohen et al. , Baron-Cohen et

al. , Baron-Cohen et al. .
. Most clinical psychologists in fact do no empirical research after graduate school (Mal-

linckrodt, Gelso, and Royalty , Zachar and Leong ). Because so many clinical
and counseling psychologists are not interested in research, professional schools of psy-
chology and the doctorate in psychology (PsyD) have sprouted up that train people in
the clinical side but not in the empirical side of psychology. Moreover, the rift between
researchers and practitioners became so pronounced in the largest society of psycholo-
gists, American Psychological Association, that in the late s a splinter group formed
for the research and science side of psychology (American Psychological Society). Many
of these studies in fact have used vocational interest and the vocational social-realistic-
investigative dimensions found in the people-thing orientation as the measure of per-
sonality. Others have argued that vocational interests and personality are separate dimen-
sions, even if vocational interests can be traits (e.g., Waller, Lykken, and Tellegen ).

. Kahn and Scott , Mallinckrodt, Gelso, and Royalty , Royalty and Magoon ,
Zachar and Leong , .

. For a review of much of this literature, see Arthur ; see also Atwood and Tomkins
, Coan , Conway , Costa, McCrae, and Holland , Hart , J. John-
son, Germer, Efran, and Overton , Simonton , Tremblay, Herron, and Schultz
. A null result (no significant relation) has also been reported between theoretical
orientation in counseling students and personality traits, Freeman .

. Sparkman .
. A. Buss and Plomin , Thomas and Chess , Rothbart et al. .
. Arvey, Dewhirst, and Brown , S. Cole , Diamond , Eiduson , Feist and

Barron , Hinrichs , Horner et al. , Kahn and Scott , Roe , Root-
Bernstein, Bernstein, and Garnier , Simonton , a, Subotnik, Duschl, and
Selmon , Terman . The two that have looked at personality over time are Eidu-
son  and Feist and Barron .

CHAPTER 6. SOCIAL PSYCHOLOGY OF SCIENCE

. Allport’s definition: , p. ; as others have noted: Shadish, Fuller, and Gorman ;
The Social Psychology of Science: Shadish and Fuller .

. Barnes and Rosenthal , Rosenthal , , Rosenthal and Fode a, Stanton
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and Baker ; experimenter expectancy with animals: Rosenthal and Fode b; Pyg-
malion effect: Rosenthal and Jacobson , compare also Rosenthal .

. Rosenthal and Rosnow , p. .
. Ibid., p. .
. Rosenthal , p. .
. Kruglanski , p. .
. Simonton , a, b, . Chance configuration theory: Simonton a,

, .
. Shadish , Shadish et al. , compare Feist , Shadish quote: , p. .
. Shadish, Tolliver, Gray, and Gupta , Sternberg and Gordeeva .

. Parents’ education or career in science: Albert , Berry , Chambers , Cox
, Eiduson , Feist a, Helson and Crutchfield , Moulin , Pheasant
, Roe a, Simonton , Terman , Zuckerman ; achievement in science
more likely if father is a scientist: Werts and Watley ; positive parental attitude: Byler
, Ferry, Fouad, and Smith , Koutsoulis and Campbell ; science museum
study: Crowley, Callanan, Tenenbaum, and Allen .

. Eiduson , Feist a, John-Steiner , Subotnik et al. , Subotnik and Steiner
.

. John-Steiner , Simonton b, Zuckerman .
. Differences between individuals and groups: Gorman , , Gorman and Gorman

, Gorman, Gorman, Latta, and Cunningham ; small coacting groups more
prone to confirmation bias: Gholson and Houts .

. Fox Keller ; cf. Nosek, Banaji, and Greenwald .
. Explicit attitudes: Eccles , Fennema , Hyde, Fennema, Ryan, Frost, and Hopp

; implicit attitudes: Nosek et al. ; performance on aptitude tests: Benbow and
Stanley , Benbow et al. , Geary , Halpern ; actual graduation and ca-
reer data: J. Cole , S. Cole and Zuckerman , Farmer, Wardrop, and Rotella ,
Jacobwitz , Long , National Science Foundation , O’Brien, Martinez-Pons,
and Kopala , Reis and Park , Stuessy , Subotnik et al. ; attrition from
science: Benbow et al. , Feist ; Long , Subotnik and Steiner , Webb,
Lubinski, and Benbow ; gender difference in mathematical domain: Benbow and
Stanley , Geary , Halpern , Kimura .

. Two percent of NAS is female: Long , NSF , Rosser , Subotnik et al. ;
the most extensive study: Long .

. Long , NSF , Webb et al. .
. Benbow et al. .
. Paletz study: see Feist, Paletz, and Weitzer in preparation; math skills as male domain: see

Nosek et al. , Kelly and Nelson ; Tobin et al. ; self-efficacy and training:
Bandura , Luzzo et al. .

. See, e.g., Davies, Spencer, Quinn, and Gerhardstein , Nosek et al. , Shih, Pit-
tinsky, and Ambady , Steele , Steele and Aronson ; quote: Davies et al.
, p. .

. Gender effect: Achter, Lubinski, and Benbow , Connellan, Baron-Cohen, Wheel-
wright, Batki, and Ahluwalia , Lippa , Lubinski , Lubinski and Humph-
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reys , Prediger , Schmidt, Lubinski, and Benbow , Webb et al. ; people-
thing orientation: Holland , Lippa , Prediger ; scientists score higher on
autism and Aspergers than nonscientists: Baron-Cohen et al. , Baron-Cohen, Wheel-
wright, Skinner, Martin, and Clubley ; autistic children more likely to have engi-
neer for father or grandfather: Baron-Cohen, Wheelwright, Stott, , Baron-Cohen et
al. ; three-day-old preferences: Connellan et al. .

. Achter et al. , Astin , Backman , Benbow , Benbow and Stanley ,
, Benbow et al. , Deaux , Fischbein , L. Fox , Geary , Holden
, Keating , Leahey and Guo , Lubinski , Maccoby and Jacklin , E.
Moore and Smith , Stanley , Webb et al. .

. Benbow  wrote the lead article for Behavioral and Brain Sciences; see all the com-
mentaries in response (e.g., Bleier , Eysenck , Farmer , Sternberg b,
Vandenberg ).

. Prenatal exposure to testosterone: Geschwind and Behan ; Benbow quote: ,
p. .

. J. Cole , , Cole and Cole , J. Cole and Zuckerman , Guyer and Fidell
, Helmreich et al. , Long , , Pasewark, Fitzgerald, and Sawyer , Xie
and Shauman , Zuckerman and Cole ; increase over time: J. Cole ; decrease
(but still persist) over time: Guyer and Fidell , Long , , Xie and Shauman
.

. Long .
. Married women outproduce single women: J. Cole , , S. Cole and Zuckerman

; likelihood of being in workforce: Long ; quote: Long , p. .
. Gender differences cannot be explained by institution: Cole and Cole , Long ;

women less likely to work full time: Long ; hours per week: Benbow et al. .
. Rudwick , Shadish et al. ; cf. Gorman .
. Asch , Moscovici and Nemeth .
. Gorman and Rosenwein , Jacobs and Campbell , Mynatt et al. , Rosenwein

.
. See Shadish and Fuller, eds.  for a more complete discussion of these topics.
. International Conference at the National Institute for Science, Technology and Devel-

opment Studies (NISTADS) on “Women in Science: Is the Glass Ceiling Disappear-
ing,” New Delhi, India, March  to , .

. Kelley ; see Eflin and Kite  for a study of college students on attribution theory
and scientific reasoning.

. Feist a.

CHAPTER 7. THE APPLICATIONS AND FUTURE OF PSYCHOLOGY OF SCIENCE

. The question of assessing and selecting scientific talent in students can be and is a topic
for educational psychologists as well, but since I am most interested in scientific talent
and achievement in careers, I am putting this topic mostly under the rubric of “I/O psy-
chology.”
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. Feist under review. See also Cole and Cole , Lehman , Simonton a.
. IQ predicts: Cox , Eiduson , Eysenck , Simonton a, Terman ;

quantitative reasoning: Achter et al. , Benbow and Stanley , Benbow et al. ,
Gustin and Corazza , Schoon ; spational reasoning: Baker , Cooper ,
Gardner , Piburn , Reuhkala , Shea, Lubinski, and Benbow .

. SAT predicts GPA: Weitzman ; SAT-verbal better than SAT-quantitative: Lawler,
Richman, and Richman , Mauger and Kolmodin ; SAT distinguishes gradua-
tion rates: H. Stumpf and Stanley ; SAT costs not justified: Crouse and Trusheim
.

. Narrow meta-analytic reviews: Goldberg and Alliger , Morrison and Morrison ,
Schneider and Briel ; broad reviews: Kuncel, Hezlett, and Ones , Sternberg and
Williams .

. IQ and creativity: Barron , Barron and Harrington , Cox , Eysenck ,
Jensen , MacKinnon  (chap. ), Roe a, Runco , Simonton a,
Sternberg and O’Hara , Wallach , Wallach and Kogan ; broaden and
spread out associations: Getzels , Guilford , , MacKinnon , Simonton
a, , Sternberg a, c, Wallach , Wallach and Kogan .

. Sternberg c.
. Expanded view of intelligence: Gardner , , Sternberg c; see Feist a and

Sternberg, Grigorenko, and Singer  for a general discussion and review by different
scholars with a range of views on the question of domain specific talent; emotional intel-
ligence: Goleman , Kihlstrom and Cantor , Mayer, Salovey, and Caruso ,
Salovey and Mayer .

. See MacKinnon , chap. , for similar discussion of augmenting intelligence and
scholastic criteria in selecting students with creative potential. See also Feist and Barron
.

. Feist and Barron .
. Berger , p. .
. Feist , Subotnik and Steiner , Webb et al. .
. Webb et al. .
. Long . For institutional forces behind gender differences, see Long . For sum-

maries and reviews of some of the intervention programs in gender and science, see M.
Fox  and Matyas and Dix .

. Shadish, Fuller, and Gorman (with Amabile, Kruglanski, Rosenthal, and Rosenwein)
.

. Gholson, Shadish, Neimeyer, and Houts , Simonton a.
. Matarazzo .

CHAPTER 8. EVOLUTION OF THE HUMAN MIND

. For similar arguments about evolution of scientific thinking, see Atran , Carruthers
, R. Dunbar , Mithen , Shepard .

. Indeed, I am somewhat consistently asked when I lecture on an evolutionary perspective

Notes to Pages 147–60 251



in psychology whether such a view is valid or whether it has been discredited. Although
I acknowledge that not all in the social sciences like or are sympathetic to an evolution-
ary perspective, to say that it is invalid or discredited is simply factually incorrect. I could
garner all kinds of evidence from basic psychology textbooks, from experts, from stan-
dard psychological conferences, from new journals, from course syllabi throughout the
country, etc., etc., to show that evolution is moving front and center in thought for a
large portion of current psychologists. For instance, a survey of twenty introductory psy-
chology textbooks now on the market indicates that every one of them lists evolutionary
psychology and evolutionary theory as one of the major perspectives in psychology. Evo-
lution may not quite be as central in psychology as it is in biology, but it is looking more
and more as though twenty to thirty years from now almost all questions in psychology
will be framed in an evolutionary perspective. In other words, the field has passed the
point of no return with regards to conceptualizing human behavior, like all animal traits,
in the framework of evolutionary theory.

. Donald , G. Miller , Mithen , Pinker , , Tooby and Cosmides
.

. R. Gelman and Brenneman , p. ; Domains are not synonymous with modules:
cf. Fodor , Karmiloff-Smith , Sperber ; for language, art, and music, see,
e.g., Aiken , Dissanayake , Feist , Gardner , , Pinker , ,
Wallin, Merker, and Brown .

. For comparison of criteria for domains of mind, see Gardner ; for the sake of space,
developmental evidence was discussed in more detail in chapter  and genetic evidence
in more detail in chapters  and .

. Theory of mind: Gardner , , Goleman , Premack and Woodruff , Sa-
lovey and Mayer , Thorndike . Granted there are distinctions to be made be-
tween social, personal, and emotional intelligence, they each capture the abilities involv-
ing social interaction and personal insight. Also, I intentionally avoid using the word
“intelligence” because as Gardner pointed out, and others after him have criticized, “in-
telligence” runs the risk of being reified and spread too thinly if it simply means ability.
He addresses this issue directly when he writes: “that nothing much hangs on the partic-
ular use of this term [intelligence], and I would be satisfied to substitute such phrases as
‘intellectual competences,’ ‘thought processes,’ ‘cognitive capacities,’ ‘cognitive skills,’
‘forms of knowledge,’ or other cognate mentalistic terminology. What is crucial is not
the label, but rather the conception: that individuals have a number of domains of po-
tential intellectual competence, which they are in a position to develop” (, p. ).
Indeed, many traditional intelligence researchers who defend the notion of generalized
intelligence (g) are critical of broadening the definition of intelligence to include talents
or competencies, arguing that these are more appropriately classified as talents or per-
sonality traits (Herrnstein and Murray , Scarr , ). I completely agree with
the thrust of Gardner’s argument, that the concept of developing intellectual competen-
cies is the key idea, and that there are more of them than traditional intelligence re-
searchers are willing to acknowledge, but I think applying the word “intelligences” to
these has distracted from the main argument. One stands little to gain and much to lose
by calling them intelligences, and therefore I use the phrase “domains of mind.”
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. Byrne , Byrne and Whiten , Cheney and Seyfarth , de Waal , Parker
and McKinney , Povinelli , Premack , Premack and Woodward . See
Heyes  for a critical review of this literature.

. Ekman , Ekman and Friesen , Ekman, Sorenson, and Friesen , Ekman et al.
, cf. Eibl-Eibesfeldt  for an even stronger argument for universality; more accu-
rate at in-group emotion-recognition: Elfenbein and Ambady .

. Universality of theory of mind: P. Harris , Scholl and Leslie , Segal ; what
vs. that: Lillard .

. Elias, Arnold, and Hussey , Goleman , Hatch , Schmitt and Grammar
.

. R. Gelman, Spelke, and Meck , Mithen , Pinker , Spelke ; some
archeologists: e.g., Byrne , Mithen .

. Donald , Leaky and Lewin , Mithen , Nobel and Davidson .
. Observations of chimps in the wild: Goodall ; complex tool use rare among pri-

mates: Byrne , Matsuzawa , McGrew , Parker and McKinney , Visal-
berghi, Fragaszy, and Savage-Rumbaugh .

. Baron-Cohen, Wheelwright, Stone, and Rutherford , Baron-Cohen et al. ,
Baron-Cohen, Wheelwright, Stott, et al. , Baron-Cohen et al. , Rimland and
Fein , Treffert and Wallace .

. Boesch and Boesch , Goodall , McGrew , Parker and McKinney ,
Stanford , Wrangham .

. Atran , Berlin , quotes by Lévi-Strauss , pp.  and , respectively.
. Atran , .
. Gardner , pp. –, Howe .
. Butterworth , Devlin , Wynn , , .
. Crump , quote from p. .
. Bell , Gleick , Kanigel , Wiener .
. Language, see Bloom , Gardner , Mithen , Pinker , ; music, quote

by Tramo , p. . Also see, for instance, R. Gelman and Brenneman , Wallin,
Merker, and Brown ; art and aesthetics, see Aiken , Barrow , Bradshaw
, Dissanayake , Feist , Gardner , Karmiloff-Smith , G. Miller
, Orians , Orians and Heerwagan .

. The question of what is an adaptation versus what is a co-opted by-product of an adap-
tation (“exaptation”) is a big and rather controversial issue in evolutionary biology and
psychology and is beyond the scope of this book (see Buller and Hardcastle , D.
Buss, Haselton, Shackelford, Bleske, and Wakefield , Gould , Gould and
Lewontin , Feist , G. Miller , Pinker , Thornhill , Tooby and Cos-
mides , Williams ). The debate is particularly contentious when it comes to in-
telligence and creativity. Darwin himself implied that most mental abilities were evolved
by-products of the brain’s capacity for language: “A great stride in the development of the
intellect will have followed, as soon as the half-art and half-instinct of language came
into use. . . . The higher intellectual powers of man, such as those of ratiocination, ab-
straction, self-consciousness, etc., probably follow from the continued improvement
and exercise of the other mental faculties” (Darwin , p. ).
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. Feist .
. Donald , Klein , Mithen , Parker and McKinney .
. Parker and McKinney .
. Haile-Selassie , Klein , Mithen .
. Mithen .
. Klein , Mithen .
. Klein , Mithen .
. Aiello and R. Dunbar , R. Dunbar , Falk , Klein , Mithen , Tobias

.
. Donald  labeled this phase “episodic”; Mithen  labeled it “generalized intelli-

gence”; and Parker and McKinney  labeled it the “apprenticeship stage”; implicit
cognition: Bargh and Chartrand , Kandel and Hawkins , Kihlstrom , Reber
, Schacter , Underwood ;  percent of mental processing without aware-
ness: see Bargh and Chartrand , Baumeister, Bratslavsky, Muraven, and Tice .

. R. Dunbar .
. Donald , Klein , Mithen , Parker and McKinney .
. Klein , Mithen .
. Ibid.; see Goren-Inbar et al.  for evidence of fire making in hominins (either erectus,

ergaster, or archaic sapiens) around  kya.
. Donald  uses the term “mimetic” to describe this phase, Mithen  “domain spe-

cific intelligence,” and Parker and McKinney  the “joint attention model”; first or-
der and second order: Sperber ; explicit representation: Karmiloff-Smith .

. Mithen .
. Donald , Klein , Mithen , Tattersall .
. Donald , Klein , Mithen , Tattersall .
. Enard et al. ; compare Nobel and Davidson () who define language more nar-

rowly (syntactical) and therefore also reach the conclusion that it is but about ,

years old; Falk , Lieberman , Lieberman and Crelin , Mithen , Nobel
and Davidson .

. Klein , Mithen , Tattersall 

. Enlarged frontal lobe: Deacon , R. Dunbar , Jerison , Krasnegor, Lyon, and
Goldman-Rakic , Rumbaugh ; creative and cognitively fluid mind: Krasnegor
et al. , Mithen , Rumbaugh , Semendeferi ; think before behaving:
Stenhouse .

. Neural change  kya: Klein ; more recent evidence by Henshilwood, d’Errico, Van-
haeren, van Niekerk, and Jacobs  casts doubt on this theory because of their finding
that symbolic thought (in the form of bead making) was expressed as early as  kya;
greater neural connectivity: Buxhoeveden, Switala, Roy, Litaker, and Casanova ,
Gibson , Purves .

. Byrne , Donald , Mithen , , Parker and McKinney .
. Neural connectivity among creative individuals: Ramachandran and Hubbard ; in-

tuition and creativity: Chandrasekar , Curtin , Poincare , Simonton a.
. See Freud /; also see Solms and Turnbull  for the view that Freud and neu-

roscience are converging and that many of Freud’s insights concerning the unconscious,
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dreams, and defense mechanisms are being supported by current findings in cognitive
neuroscience; vibes, see S. Epstein ; hemispheric functioning and creativity: Bee-
man and Bowden , Beeman, Bowden, and Gernsbacher , Fiore and Schooler
, Solms and Turnbull ; highly creative people facile: see, e.g., Barron , Feist
b, Kris , Simonton a, .

CHAPTER 9. ORIGINS OF THE SCIENTIFIC THINKING

. Frazer /, pp. –.
. Parker and MacKinney .
. For a different evolutionary view of the development of science in hominid history, see

Mithen .
. This is not meant to be a formal definition of animal, but rather a folk one. We now

know that some animals (sponges, for example) do not move and that plants reproduce.
But neither of these traits is obvious and not part of our evolved or perceptual under-
standing of the world.

. Einstein , p. .
. See Givon and Maller  for various perspectives on the evolution of language out of

prelanguage.
. Popper , p. , emphasis in the original.
. Mithen .
. Indeed, this is a major argument of Karl Popper against induction in Logic of Scientific

Discovery and again in Conjectures and Refutations. Observation cannot be divorced from
theory. One cannot observe the world without some sort of guiding theory of how the
world works. So we do not passively go from observation to theory (induction), but
rather the two are inherently interconnected.

. Genetic change in language , years ago: Enard et al. ; language components
coming together , or , years ago: MacWhinney ; from phonology to
morphology to syntax, see, e.g., Brown , Tomasello ; language development in
children, see Gazzaniga and Heatherton , Pinker , , Tomasello .

. Klein , Mithen , Pfeiffer , Tattersall .
. Atran , Cajete , Donald , R. Dunbar , Lévi-Strauss .
. Donald , p. .
. Ibid., p. .
. Lévi-Strauss , p. .
. Frazer /.
. See Hellmans and Bunch .
. The following time line is reconstructed mainly from Hellmans and Bunch’s Timetables

of Science and George Sarton’s Ancient Science through the Golden Age of Greece and other
sources cited in the text.

. d’Errico and Cacho , Eccles , Marshack , , Maynard and Edwards
.

. Not only in the Middle East was there a flourishing archeoastronomy but in North
America and central Africa as well. The Mayans, for instance, made astronomical-
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astrological inscriptions and built structures to mark astronomical events approximately
 to  kya. And in modern day Congo (formerly Zaire), in central Africa, bones dating
to around . kya have been found that seem to have been marked to record the months
and lunar phases.

. Macrone .
. Burnham . As an interesting side note, the term “dog days of summer” come from

the first rising of the “dog star” and the summer solstice.
. See Gregory  and Kramer .
. Donald .
. As way of introduction to the development of writing systems, let me begin with a

caveat: the origins and classifications of early writing systems is a terribly complex field of
study, and it cannot begin to be awarded anything other than a very superficial summary
here. The interested reader can find more detailed discussion of these ideas in the books
that were used in gathering the information summarized here, namely, Coulmas ,
Daniels and Bright , DeFrancis , Diringer , Gelb , R. Harris , and
Robinson .

. Daniels and Bright , DeFrancis .
. Klein .
. Klein ; see Soffer  for similar structures built in Russia around  to  kya.
. Hellmans and Bunch , Mithen , , A. Moore , Simmons, Kohler-

Rollefson, Rollefson, Mandel, and Kafafi .
. Sarton a; see also “The great pyramid of Cheops (Khufu)” at http://www.touregypt.

net/cheops.htm (accessed March , ).
. Hellemans and Bunch , Sarton a.
. Hellemans and Bunch ; Pare , Tylecote .
. Hellemans and Bunch .
. Much of what I summarize in the remainder of the chapter is from Butterfield , Du-

rant /, and Sarton a.
. Dean K. Simonton, personal communication, March , .
. A noteworthy aspect of Socrates was his ridicule of astronomy and cosmology, for he

considered these topics unsolvable and full of folly and should only be attempted once
knowledge of human affairs was complete (see Sarton a, p. ff.).

. Atran , Durant /.
. Durant /, p. . I have focused only on some of the major thinkers of ancient

Greece and emphasized astronomy, physics, and mathematics, but I would be remiss if I
did not at least point out that the ancient Greeks also made great advances in geography,
zoology, architecture, biology, botany, mineralogy, and medicine (see Sarton a). For
sake of space and time, I do not elaborate on these developments.

. Crump .
. Roger Bacon /, p. ; Locke quote: S. Stumpf , p. .
. Butterfield , I. Cohen , Crump .
. I. Cohen , p. .
. Skinner .
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. Sagan , p. .
. T. Kuhn .
. Taubes .
. They are not evolved adaptations because they do not directly increase survivability or

reproductive success (see Pinker ). But they are co-opted adaptations (or exapta-
tions), as they do indirectly increase our survivability. They are built upon more basic do-
mains of mind and the first principles therein. At some point the knowledge and ideas of
science do move beyond folk knowledge and sometimes support “common sense” but
often do not. To the extent that they are at odds with “common sense,” they will be diffi-

cult for many to learn, except those with special domain-specific talents.

CHAPTER 10. SCIENCE, PSEUDOSCIENCE, AND ANTISCIENCE

Epigraph. Written in a letter to Hans Muesham, July ,  (Calaprice , p. ). As an
interesting and cautious side note, this quote is also readily attributed to Mark Twain on
many “Favorite Quotes” Internet sites. It makes one leery of the ubiquitous and poorly ref-
erenced quotes attributed to everyone’s favorite sources of quotes, Twain and Einstein. These
two figures are quoted on most every topic, and indeed the other king of quotes, baseball
Hall-of-Famer Yogi Berra, is reported to have said, “I didn’t really say all the things I said.”
This is, in fact, one of those things Twain never said. The phenomenon of how quotes or
chain letters proliferate and evolve on the Internet has itself become an interesting topic of
study (see Bennett, Li, and Ma ).

. Shermer  p. ; originally reported by Gallup and Newport  in Skeptical In-
quirer : –.

. Popper , p. .
. “About CSICOP,” http://www.csicop.org/about/ (accessed April , ).
. Derry . Others have discussed similar criteria. For instance, in an article originally

published in the skeptic magazine Rational Enquirer, Lee Moller (L. Moller, “BCS De-
bates a Qi Gong Master,” Rational Enquirer , no.  [], published by the British Co-
lumbia Skeptics Society and reproduced at http://physics.syr.edu/courses/modules/
PSEUDO/moller.html [accessed April , ]) argued that one should ask oneself at
least sixteen questions when attempting to answer this question. Many are quite similar
to the standard criteria I discuss concerning pseudoscience, so I will not go through all
sixteen, but some not already discussed include: () does the discipline use technical
words (such as “energy”) without defining them or that are meaningless (such as “vibra-
tional energy”); () when criticized do the defenders attack the critic rather than the crit-
icism; () does the proponent make appeals to history (i.e., it has been around a long
time, so it must be true); () is the evidence offered mostly if not exclusively anecdotal?
And finally, () is the subject taught only at noncredited institutions? If the answer to
most of these questions is yes, we are probably dealing with a topic that is at best fringe
and probably fake science.

. Velikovsky ; see also Derry .
. Barrow , p. .
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. Careful and controlled manipulation of an “independent variable” and random assign-
ment of “participants” to control or experimental conditions are the hallmarks of exper-
imental research and are often not possible, for ethical and practical reasons, in much re-
search with humans (as well as some of the physical sciences, such as astronomy). Instead
of experimental research, correlational or observational research is done that observes
rather than manipulations relationships.

. “Atlantis in Human Imagination” http://www.ddg.com/LIS/InfoDesignF/car/
Atlantis.htm (accessed April , ).

. Latour , p. .
. http://www.nap.edu/readingroom/books/obas/contents/values.html (accessed April

, ).
. Original article published in “April Fool’s” version of The Onion , no.  (April , ),

repr. in Gleick ; quotes are from pp. – of Gleick.
. As quoted in Shermer .
. “Theodore Kaczynski,” http://en.wikipedia.org/wiki/Theodore Kaczynski (accessed

May , ).
. As quoted in Plotkin , p. .
. Feist a.
. Gross and Levitt , pp. –.
. Ibid., p. .
. “Scientific questions are decided . . .”: ibid., p. ; “such propositions have . . .”: ibid.,

pp. –.
. Latour , Latour and Woolgar .
. “It is a reminder . . .”: Latour and Woolgar , p. ; “the concluding chapter . . .”:

ibid., p. .
. S. Cole ; T. Kuhn as quoted in S. Cole , p. .
. As quoted in Gross and Levitt , p. .
. Ibid., p. .
. Sokal a, p. .
. “Deep analyses one step further . . .”: ibid., p. ; Sokal b.
. Sokal b, pp. –.
. Fox Keller .
. Sagan , p. .
. R. Dunbar quote: , p. , see also Atran , Shepard .
. Also see Gleick  for other examples of lucid and yet “popular” science writing. In

fact, The Best American Science Writing is an annual series edited each year by a different
well-known popularizer of science, e.g., Matt Ridley () or Oliver Sacks ().
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