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Abstract 

The food system’s interconnectivity with almost every aspect of society makes 

accurately characterizing it very important. This same interconnectivity also makes the 

problem of accurately characterizing the food system very complex. Indicator sets that 

attempt to capture the holistic nature of the food system and are repeated across 

location and time to allow for comparisons and stability testing are inevitably very large. 

Using a large data set of state-level food system indicators collected for 1997, 2002, and 

2007, this thesis explores the possibility of using Principal Component Analysis to 

develop summary measures for groups of indicators. The results show that it is possible 

to characterize the information presented by groups of individual indicators by 

component scores, although the process is very difficult. Through Principal Component 

Analysis and Partial Common Principal Component Analysis techniques, selected 

groups of indicators for each state over the three years are reduced in dimensionality 

and shown to be stable over time. This then allows for states to be compared nationally, 

regionally, and temporally on specific aspects of their food systems.



 

 iv 

Table of Contents 

List of Tables          vi 

List of Figures          viii 

Chapter 1: Introduction        1 

Chapter 2: Conceptual Framework and Data      8 

       Review of Food System Indicators     8 

 Conceptual Framework and Structure     12 

Data Availability        18 

Chapter 3: Principal Component Analysis      19 

Technical Review of Principal Component Analysis   20 

Application of Principal Component Analysis    22 

Chapter 4: Partial Common Principal Component Analysis    40 

Hierarchy of Similarity Covariance Matrix Analysis   41 

Technical Review of Partial Common Principal Component Analysis  42 

Application of Partial Common Principal Component Analysis   43 

Chapter 5: Results         48 

Economic Structure of the Food System     50 

Analysis        50 

Component Scores      57 

Regional and State Comparisons     65 

Agricultural Production Intensity Group     70 

Analysis        70 



 

 v 

Component Scores      77 

Regional and State Comparisons     85 

Consumption and Health Group      90 

Analysis        91 

Component Scores      97 

Regional and State Comparisons     100 

Chapter 6: Summary and Conclusion      103 

Group Summaries        103 

Analysis Challenges       106 

Conclusion        107 

Works Cited          106 

Appendix A: Standardized data for Employment Structure Group   113 

Appendix B: Standardized data for Agricultural Production Intensity Group  115 

Appendix C: Standardized data for Health and Consumption Group  118 

Appendix D: Standardized data for Sample Variable Group    121 

Appendix E: Map of U.S. Census Regions      122 



 

 vi 

List of Tables 

Table 2.1 Variable Definitions and Names Economic Structure of Food System 17 

Table 2.2 Variable Definitions and Names Agricultural Production Intensity 17 

Table 2.3 Variable Definitions and Names for Consumption and Health  18 

Table 3.1 Sample Variable Set Definitions and Abbreviations   23 

Table 3.2 Pearson Correlation Matrix for Example Variable Set   25 

Table 3.3 Covariance Matrices for Sample Variable Group    27 

Table 3.4 Eigenvalues and Variance Explained for Sample PCA group  31 

Table 3.5 Original and Rotated Factor Patterns and Communalities   37 

Table 3.6 Rotated Factor Pattern for Example Group     39 

Table 4.1 Sample Variable PCA Results       45 

Table 4.2 Partial CPCA results for sample variable group    46 

Table 4.3 Pooled Sample Variable PCA Results     47 

Table 5.1 Variable Definitions and Names Economic Structure of Food System 50 

Table 5.2 PCA results for Economic Structure Group    53 

Table 5.3 Similarity Hierarchy Results for Economic Structure Group  54 

Table 5.4 PCA Results for Pooled Economic Structure Group   55 

Table 5.5 Component Scores for the Economic Structure Group   57 

Table 5.6 Variable Definitions and Names Agricultural Production Intensity 70 

Table 5.7 PCA results for Agricultural Production Intensity Group   71 

Table 5.8 Similarity Hierarchy Results for Crop Production Intensity  75 

Table 5.9 PCA results for pooled Agricultural Production Intensity   76 



 

 vii 

Table 5.10 Component Scores for Crop Production Intensity Group  77 

Table 5.11 Variable Definitions and Names Consumption and Health  90 

Table 5.12: PCA results for Consumption and Health Group   93 

Table 5.13: Similarity Hierarchy Results Consumption and Health   95 

Table 5.14: PCA results for pooled Health and Consumption Group  96 

Table 5.15: Component Scores for Nutrition and Health Component  97 

 



 

 viii 

List of Figures 

Figure 1.1: State Fact Sheet by Healthy Food Healthy Lives   14 

Figure 3.1: Scree plots for the sample variable group     33 

Figure 5.1: Upstream Component Score Comparison for 2002 and 2007  60 

Figure 5.2: Retail Component Comparison for 2002 and 2007   62 

Figure 5.3: Waste Component Comparison for 2002 and 2007   64 

Figure 5.4: Radar Charts of Four States in Each Census Region   67 

Figure 5.5: Radar chart for Minnesota for 2002 and 2007    69 

Figure 5.6: Crop Input Intensity Component Score Comparison    80 

Figure 5.7: Gov. Payments and Conservation Component Score Comparison 82 

Figure 5.8: Irrigated Farming Component Score Comparison   84 

Figure 5.9: Radar Charts of Four States in each Census Region   87 

Figure 5.10: Radar chart for Minnesota for 1997, 2002 and 2007   89 

Figure 5.11: Comparison of Health and Nutrition Component Scores  99 



 

1 

 

Chapter 1: Introduction 
 
Environmental issues, such as climate change, water quality, and land use 

change; health issues, such as increased obesity and increased diabetes rates; 

and economic issues, such as the affordability of necessities and fair wages, are 

major concerns in American public, political, and scientific debate. All are 

affected by the structure and performance of the food system. The common 

definition of a food system is the “foundations for food production, the social 

aspects of consumption, and relevant government and other policies, as well as 

the actual growing, processing, and distributing of substances that results in 

foods that people consume.”(Gillespie 2000, p. 2) However, this loose definition 

does not convey how pervasive and important the food system’s impacts are. 

The food system is heavily embedded in the economic, health, and 

environmental aspects of our lives.  

 The extent to which the food system affects personal, state, and country 

level economic activities is not always apparent, however it plays a large role in 

each. Expenditure on food was the third highest category of expenditure in 2010, 

accounting for 12.5% of all average annual household expenditures (BLS 2010). 

Expenditure on food was only behind expenditure on other necessities, housing 

and transportation. On a larger scale, the food system employs a major percent 

of the work force and accounts for a large portion of the United States’ GDP. The 

food system is also important to the United States’ international trade, with 

agricultural exports being one of the only sectors to have a consistent and 

significant trade surplus (Jerardo 2004). Agricultural exports become even more 
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important, on the international stage, when the number of people fed is 

considered. These few examples show the importance and size of the food 

system from both macro and micro economic perspectives.  

 Food consumption patterns have a strong link with health patterns, so 

much so that the food system is sometimes referred to as the “food and nutrition 

system” (Sobal 1988). Overall health in America has declined due to increasingly 

unhealthy consumption patterns. In the United States fruit and vegetable 

consumption have remained steady over time, however fast food and high sugar 

food consumption have increased (Casagrande 2007). The shift from nutrient 

rich foods to high calorie, low nutrient foods is correlated with negative health 

trends. In 2011 the American Diabetes Association estimated that 8.3% of the 

U.S. population had diabetes, with an additional 25% of the population classified 

as “pre-diabetes”. The average obesity rate for the United States in the 1980’s 

was 15% (United States CDC 2011). That rate has more than doubled, with a 

current average obesity rate of 33.8%. These health conditions impose a 

physical cost on the individual, as well as health care costs. In 2008, health costs 

associated with being obese were estimated to be $147 billion (Finklestein 2009). 

While lack of exercise also plays a role in causing these problems, the trends 

highlight the strong link between the consumption choices in the food system and 

health. 

 The food system also has significant effects on the environment. These 

can remain local or can accumulate and have impacts large distances from the 

cause. The common herbicide Atrazine is known to have detrimental effects to 
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plants, wildlife, as well as humans if above the allowable concentration 

thresholds. A report published in 2010 showed that 66 of 153 drinking water 

systems sampled in the Mississippi River Basin exceeded the allowable level for 

Atrazine in the treated drinking water (Wu and Mae 2010). Downstream 

accumulation of nitrogen from fertilizers is also a major environmental issue. The 

accumulation of nitrogen in the Gulf of Mexico feeds massive algae blooms, 

which significantly lower the oxygen level in the surrounding water. The resulting 

“Dead Zone” ranges from 5,000 to 8,000 square miles and degrades one of the 

world’s most fertile fisheries (Booth 2006). When considering global warming, 

cattle production is the source of nearly 18% of greenhouse gas “CO2 

equivalent” emissions (UNFAO 2006). The food system not only affects these 

environmental issues, but is also affected by them. Climate change is predicted 

to alter growing periods and regions and the degradation of water quality has the 

potential to decrease the viability of fisheries. 

 Due to the importance of the food system in the United States many sets 

of indicators have been developed to track its condition. An indicator is described 

as “a way to measure, indicate or point to with more or less exactness,” or 

“something used to show the condition of a system.”(Feenstra 2005, p 16.1). In 

2005, the Vivid Picture Project published a report with 63 proposed indicators for 

tracking a sustainable food system from a list of over 125 (Feenstra 2005). In 

2009, a list of 19 suggested indicators was proposed to conform to a healthy, fair, 

green, and affordable construct of the food system (Anderson 2009). More 

recently, in 2010, the United States Department of Agriculture’s Economic 
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Research Service launched the Food Environment Atlas, which is a compilation 

of 168 indicators in 13 different categories. There was also an international effort 

by the Organization for Economic Co-operation and Development in defining and 

collecting indicators for multiple countries (OECD 2001). 

 Although, extensive work has been done collecting indicators for 

numerous food system indicator projects, the lack of consistency across projects 

makes it difficult to compare indicators between regions or over time. National 

level indicators are unable to express variation across regions, while small scale 

indicator projects are often developed for only a single location. Both of these 

frameworks do not allow for comparison of the food system across regions. In 

addition, both large and small scale indicator projects have rarely allowed for 

repeated collection over time. With only a cross-sectional set of indicators, 

temporal changes in the food system cannot be analyzed. State level indicators 

gathered over multiple years would help address both of these problems. They 

would allow comparisons across states, as well as over time. 

A multidisciplinary project team funded by the Healthy Food Healthy Lives 

Institute at the University of Minnesota has collected data for a set of state level 

food system indicators over multiple years. The research group sought to fill the 

gap in past indicator projects that either focused on a small area or the national 

level. Having multiple indicators from multiple geographic locations allows for the 

conceptual framework of the indicators to be tested.  System-wide indicators, 

from input supply to post-consumption waste management, in five areas of 

interest; descriptive, health, social, environmental, and economic, have been 
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collected. This indicator set has a large number of variables because of the 

complexity of the food system. If such indicator sets are to be useful in 

understanding changes in the food system over time and different regions, the 

data must be reduced while maintaining the important information captured by all 

the indicators. 

  Principal Component Analysis (PCA) is a commonly used statistical 

technique for data reduction and exploratory structure analysis. PCA is most 

commonly used in biology and psychology but has been used in many other 

research fields because of its wide applicability. PCA groups variables in a way 

that highlights their similarities and differences, while losing as little of the original 

information as possible. Each original variable is given a particular weight and 

loaded onto a component. The component represents a particular attribute, 

which is defined by the types of variables that load on it. The very high 

dimensionality of the food system indicators can be reduced using PCA. With a 

lower dimensionality, comparison between states and over time will be much 

easier. In addition, PCA exposes underlying structure in the data because no 

restrictions are placed on the components. 

 With component structures for multiple years, testing their stability over 

time is also important. Common Principal Component Analysis (CPCA) is a 

statistical technique used to test the level of similarity of component structures 

between different PCA groups. In biology and psychology research, different 

groups are commonly defined by species or gender. In economic research, 

groups are commonly defined by different years. CPCA uses the component 
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weightings for each year determined through PCA and determines if they are 

statistically different from one another. If they are shown to not be statistically 

different, the component structure is stable over time. This allows for multiple 

years to be pooled for analysis, and a single component structure to be used for 

component score production. Using a single component structure for component 

score production allows for direct comparison of component scores over time. 

 The overall objective of the thesis is to explore the potential for effective 

data reduction in this set of state level food system indicators for all 50 states and 

to test the stability of the component structure over time. In order to accomplish 

this goal the thesis has three specific objectives:  

1. Reduce the dimensionality of the state level indicators over multiple years, 

while exploring if there are interpretable and meaningful underlying 

component structures to the indicators.  

2. Compare the structures over time to test for similarity. If the structures are 

shown to be stable, data for new time periods can be described using the 

current structures.  

3. Compare the states across regions and over time using the structure 

found. 

 The remainder of the thesis will begin with a data chapter that discusses 

past indicator projects, the indicators gathered by the Healthy Food Healthy Lives 

research group, how the indicators are presented, and which were used in data 

reduction. A methods chapter explains how the data were prepared for PCA, 

describes the PCA process, and the partial Common Principal Components 



 

7 

 

Analysis (CPCA) technique that is used to test the stability of component 

structures over time. A results chapter presents and discusses the results of the 

PCA, partial CPCA, and the national, regional, and temporal comparisons. 

Finally, the concluding chapter summarizes the results, addresses challenges of 

the process, and discusses future applications. 
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Chapter 2: Conceptual Framework and Data 
Review of Food System Indicators 
 
Many different sets of food system indicators have been developed. While a 

number of past indicator projects are discussed in this section, there are many 

that are not. Small local groups have developed indicators for their particular 

county or community, while other publicly or privately funded groups have 

developed national and international indicators. These indicators also vary 

depending on the scope of their assessment. Some cover many aspects and 

activities of the food system, while others focus solely on one characteristic or 

just a few activities within the entire system.  

 Most indicator projects have been on the two ends of the scope spectrum, 

with the focus either being at the county level, or smaller, or the national level. 

There is a belief that a focus on local food system vitality is a more appropriate 

way to analyze food systems (Feenstra 2005). With a small physical area of 

focus, unique aspects of that area’s food system can be uncovered, such as food 

deserts and pockets of high poverty. Also, these indicator sets can relate directly 

to local policy initiatives. Numerous studies focus on local food systems, as a 

way to explain trends in their immediate area (Gradwell 2002, King and Feenstra 

2001). Other studies suggest that “community food system” is the appropriate 

scale for indicator projects. Gillespie defines a community food system as, “a part 

of a larger food system that is geographically located in a community.”(Gillespie 

2000, p. 5). The community may have boundaries very different from county 

boundaries. A final reduction in scope, to the individual farm level, is also 
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proposed by Martinez because he believes public policy decisions have the 

greatest effect at the farm level (Martinez 2001).  

On the other end of the spectrum national level indicator sets have been 

developed for international comparisons, usually with a particular focus on 

sustainability. The Organization for Economic Co-operation and Development 

published a four part indicator report on environmental indicators pertaining to 

agriculture (OECD 2001). The United Nations’ Food and Agriculture Organization 

is also developing a sustainability indicator set (Guttenstein 2010). The indicators 

are divided into core and supplementary sets with stronger emphasis placed on 

the core indicators. Targets are then set for certain indicators. In addition to 

international organization efforts, individual countries have compiled indicators 

sets. Canada developed an indicator set that stresses the “triple bottom line” of 

agriculture (Anstey 2010). The “triple bottom line” is defined as earning an 

economic profit, while having positive effects on social and environmental 

welfare. For each set indicators were collected on a national level, resulting in a 

single indicator on a particular issue for very large nations. National level 

indicators are important for negotiating international agreements, where specific 

details of a region of a country are not of interest. 

There are major drawbacks to indicator sets on both the county and 

national level.  Small geographic scale indicator sets, with their focus on local 

issues and conditions, may not be consistent across projects. Without the same 

set of indicators being collected in multiple locations, comparisons across regions 

are impossible. Furthermore, national level indicator sets cannot accurately 
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account for large variability among different regions of a country. These 

indicators can lead to deceiving conclusions by considering an entire country to 

be homogenous. For these reasons this thesis focuses on state level indicators. 

State level indicators can be considered to be too low resolution to capture 

community level issues, such as food desserts, or too high resolution to capture 

regional issues, such as watersheds, however they have important benefits. 

State level indicators describe a meaningful well defined area, are useful for 

policy-makers at both the state and federal level, and are easy to keep 

consistent.  With the same set of indicators being collected across all 50 states, a 

direct comparison can be made between them. In addition, a state level indicator 

set begins to fill the gap between the two scopes used for other indicator sets. 

 Other food system indicator projects analyze a singular issue affected by 

the food system. Many of the studies focus on environmental effects and develop 

different sets of agri-environmental indicators. The previously mentioned 

Organization for Economic Cooperation and Development is an example (OECD 

2001). The four categories of indicators are for: (1) agriculture in the broader 

economic, social, and environmental context; (2) farm management practices; (3) 

intensity of farm inputs and natural resource use; and (4) environmental impacts 

of agriculture. Focusing on one aspect of the food system allows for analysis of 

that single aspect to be very detailed.  

There is a major drawback to this approach to indicator collection, 

however. The holistic nature of the food system is not conveyed when one piece 

is partitioned.  Analyzing a single part of a system is not appropriate because 
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each part of the system has an effect on and is affected by the other parts. By 

only analyzing economic performance, for example, a food system may seem 

very healthy. When economic performance is considered in conjunction with 

other aspects, such as environmental performance, the food system may seem 

less healthy. 

There are two recent note-worthy examples of holistic indicator projects, 

the Vivid Picture Project for the state of California’s food system (Feenstra 2005) 

and the Charting Growth to Good Food project by the WK Kellogg Foundation 

(Anderson 2009). The Vivid Picture project tracked food system trends in order to 

progress towards a sustainable food system. The indicators were selected in 

accordance with the specific goals of the Roots of Change group and included 

measures for all food system activity areas, including input supply, primary 

production, processing and distribution, retailing, consumption, and waste. The 

indicators also spanned into environmental, social, health, and affordability 

issues. The Charting Growth to Good Food study developed a similar framework, 

but was more narrowly defined. The goal of the project was to define “healthy, 

green, fair, and affordable” as food attributes and collect credible national 

indicators for the United States food system. These indicators would then be 

used to assess the availability for “good” food in the United States. The overall 

indicators selected by the Healthy Food Healthy Lives research group fit within a 

framework that combines insights from these two projects. Indicators were 

collected at the state level for each of the six activity areas of the food system in 

categories of health, environmental, social, and economic.  
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The United States Department of Agriculture’s Economic Research 

Service has compiled an extensive set of food system indicators. In November 

2011, the Food Environment Atlas (FEA) listed 168 indicators at the state and 

county level in the areas of food store availability, restaurant availability, food 

insecurity, physical activity levels, health trends, food tax rates, and community 

characteristics. The FEA also has multiple years gathered for it indicators. In 

order to compare across states and counties, the FEA can create county or state 

level maps for a single indicator. All indicators gathered for one state can also be 

viewed; however this can only be done for a single state. The FEA has a large 

breadth of information over the entire nation and over multiple years. However, 

comparison between states and across years is complex because of the vast 

number of indicators and limited comparison tools. 

 

Conceptual Framework and Structure 

As noted in the introduction, the data reduction and exploratory analysis of the 

food system indicators is a portion of a larger project being conducted by the 

Healthy Foods Healthy Lives Institute at the University of Minnesota. With the 

overall goal of the project in mind, a large number of indicators were collected for 

the entire food system. Conceptually, the food system was segmented into seven 

activity areas: input supply, primary production, processing, distribution and 

wholesaling, retail, consumption, and waste. Within each of these categories 

indicators were collected for five general aspects of food system structure and 

performance: descriptive, economic, environmental, health, and social. Each 
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indicator was collected, when available, for 1997, 2002, and 2007. These years 

were chosen because of the large availability of indicators associated with the 

USDA Agricultural Census and U.S. Census Bureau’s Economic census, which 

are conducted in these years. 

 For ease of presentation the Healthy Food Healthy Lives research group 

developed state fact sheets to present the indicators. The fact sheets present 

demographic information, descriptive indicators about the food system, and 

indicators in the four categories of economic, environmental, health, and social 

for each state for a single year. A sample state fact sheet is in Figure 1.1. Even in 

a compact form like the state fact sheet, comparisons across states and over 

time are complex. 
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Figure 1: State Fact Sheet developed by the Healthy Food Healthy Lives  

  research group. 
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 In order for the PCA and CPCA processes to produce meaningful results 

careful data management is necessary. Firstly, the data must be normalized in 

order to avoid being dominated by population or land size trends. For example 

there will be more grocery stores in a state with a higher population. However, in 

comparisons across states, we are not interested in population differences, so 

the number of grocery stores must be normalized by the population. The new 

variable is then grocery stores per a unit of population, in this case 10,000 

people. Secondly, PCA and CPCA are very sensitive to different scales and 

outliers. This requires each variable to be standardized with mean zero and 

variance one. Outliers, with values greater than 2.5 or less than -2.5 are then 

removed. A detailed discussion for the need to standardize the data and remove 

outliers is given in Chapter 3. 

 The PCA process limits the number of variables that can to be included in 

a single analysis. The maximum number of included variables depends on the 

number of observations. Therefore, a single PCA cannot be used for the entire 

indicator set collected by the HFHL group and requires that the large indicator set 

be grouped into subsets for analysis. A detailed discussion of the appropriate 

number of variables per number of observations is given in Chapter 3. The focus 

of the PCA and CPCA is on three normalized, standardized, outlier free groups of 

approximately 10 indicators each for 1997, 2002, and 2007.  

The first group contains variables that explain the economic structure of 

the food system for a state. This group includes the percent of state employment 

in each food system activity, percent of state population living in metropolitan 
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areas, percent of state land devoted to agriculture, and grocery stores per 10,000 

people. These indicators were collected for 2002 and 2007. A full description of 

variable definitions and abbreviations is given in Table 2.1. A Table of the 

standardized data for each state for each variable for all years is given in 

Appendix A. 

  The second group contains variables that explain the structure of 

agricultural production in a state. The group includes the value of chemicals 

applied, the value of fertilizer applied, percent of cropland that is irrigated, 

percent of farms considered very large, government payments to agriculture, net 

farm income, percent of agricultural land in conservation, percent of agricultural 

sales attributed to crops, and percent of agricultural land used for growing crops. 

These indicators were collected for 1997, 2002, and 2007. A full description of 

variable definitions and abbreviations is given in Table 2.2. A Table of the 

standardized data for each state for each variable for 1997, 2002, 2007 and is 

given in Appendix B. 

The third group contains variables that explain consumption and health 

patterns in a state. It includes obesity rates, diabetes rates, food security, and 

percent of expenditure at different types of food establishments. These indicators 

were collected for 1997, 2002, and 2007. A full description of variable definitions 

and abbreviations is given in Table 2.3. A Table of the standardized data for each 

state for each variable for 1997, 2002, and 2007 is given in Appendix C. 
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Table 2.1: Variable Definitions and Names Economic Structure of Food System 

Variable Definition Variable Abbreviation 

Percent of total state employment in input supply Input Supply 

Percent of total state employment in primary 

production 

Primary Prod 

Percent of total state employment in processing Processing 

Percent of total state employment in distribution Distribution 

Percent of total state employment in retail Retail 

Percent of total state employment in waste Waste 

Percent of total state land in agriculture Ag Land 

Percent of total state population in metropolitan areas Met. Population 

Number of grocery stores in a state per 10,000 people Grocery stores 
 

Table 2.2: Variable Definitions Agricultural Production Intensity Group 
Variable Definition Variable Abbreviation 

Value of chemicals used per acre of agricultural land Chemicals 

Value of fertilizer used per acre of agricultural land Fertilizer 

Percent of total agricultural land in conservation Conserve 

Percent of total agricultural land that is irrigated Irrigation 

Percent of total agricultural land used for crops Crop Land 

The ratio of net farm income to agricultural sales Income 

The ratio of government payments to agriculture to 

agricultural sales 

Payments 

Percent of total agricultural sales that are crop sales CropSales 

Percent of farms that have $500,000 or greater sales VL Farm 
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Table 2.3: Variable Definitions and Names for Consumption and Health Group 

Variable Definition 
Variable 

Abbreviation 

Percent of adult population who are obese Obese 

Percent of adult population who have diabetes Diabetes 

Percent of population eligible for SNAP benefits SNAP 

Percent of food expenditures at grocery stores or                          

supercenters 

Grocery 

Percent of food expenditures at convenience stores Convenient 

Percent of food expenditures at full service restaurants Full Service 

Percent of food expenditures at limited service 

restaurants 

Limited Service 

Percent of food expenditures at food service 

establishments 

Food Service 

 
Data Availability 

Data availability is a major issue for indicators at the state level over multiple 

years. While there were numerous indicators available at the state level, many of 

interest, particularly in the social and environmental issue categories, are not 

available. The importance of the environmental and social aspects of the food 

system has not been recognized for as long as the affordability and health 

aspects of the food system. Consequently less complete data sets are available 

at the state level for these indicators. In addition, as the understanding of food 

system advances, the aspects more recently considered important will not have 

complete data sets for past years in order to conduct time stability analysis. 

Consistent and complete data collection over time is very important, because it 

makes it possible to research the current structure of the food system and how it 

has changed over time. 
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Chapter 3: Principal Component Analysis 

Principal components analysis (PCA) is commonly used as a data reduction 

method, as well as for exploratory analysis. The technique is used across many 

fields of research, with a number of previous food system studies taking 

advantage of its benefits1. For data reduction, the technique allows for a fewer 

number of Principal Components (PC) than original variables to capture a large 

amount of the variance. For exploratory analysis, the technique allows for the 

data to elicit structure without a priori notions of underlying structure. PCA will be 

used to address the first objective of the thesis; to reduce the dimensionality of 

the state level indicators over multiple years, while exploring if there are 

interpretable and meaningful underlying component structures to the indicators. 

PCA analyzes the covariance matrix of a set of variables and thus is a 

variance focused technique. The statistical technique of PCA began with papers 

by Pearson and Hotelling. These two papers were 32 years apart and discussed 

two different methods for developing PCA. Pearson focused on geometric 

optimization problems, using lines and planes to calculate a best fit for a set of 

points (Pearson 1901). Hotelling introduced the traditional algebraic derivation 

that will be discussed in this section (Hotelling 1933). The following is an in depth 

                                                           
1
 There are a number PCA studies that have been conducted on topics pertaining to food each 

focusing on a small portion of the food system. An analysis of the sourcing and promotion of local 
foods by food cooperatives was recently conducted by Katchova and Woods in 2011. The paper 
aimed to study multiple strategies that food cooperatives used, while working with in the local 
food system. A second study analyzed supermarket management practices (King and Jacobson 
2001). Using survey information developed by the Supermarket Panel, a PCA was conducted and 
the component scores were used in a regression analysis predicting store performance. PCA 
studies have also been conducted on food chemistry and sensory characteristics of food 
(Csomos 2002, Borgognone 2001). 
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discussion of the definition and derivation of PC’s. It is derived from multiple 

sources on PCA (Jackson 1991, Joliffe 2002, and Hardle 2007).  

Technical Review of Principal Component Analysis  

Definition of a Principal Component. A PC is a linear combination of random 

variables, such that the coefficients on each variable maximize the variance of 

that PC. The variance of each PC is maximized orthogonal to – i.e., independent 

of - the variance of all other PC’s. In addition, the PC’s are ordered with the 

variance captured by each PC decreasing from highest to lowest. Therefore the 

first PC is found by maximizing the variance explained across the entire sample, 

the second PC is found by maximizing the variance explained out of the 

remaining variance across the entire sample, and so on. The number of PC’s will 

equal the total number of variables in the analysis. Thus if there are 15 variables 

in the PCA there will be 15 PC’s. However, if the data are appropriate for PCA, 

the first few PC’s will account for a majority of the variance. The notation used for 

defining PC’s follows that used by Joliffe (Joliffe 2002 pg. 2).  

Given that,  
 X = a vector of p random variables 
 α1 = a vector of p constants 
 ′ = the transpose of the vector 
 
The first PC is then the linear equation  

α�′ x = ����� 	+ 	��
�
 	+ ⋯+ ����� =	
���
�

���
�� 

 
The process is repeated with each principal component following the same form 

and capturing the maximum amount of remaining variance. If there are k 

variables in the analysis, then the final PC found will be of the form 
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α�′ x = ����� 	+ 	��
�
 	+ ⋯+ ����� =	
���
�

���
�� 

Deriving the Principal Components. Analysis of the covariance matrix of variables 

solves the linear equations discussed above under the restraint of each having 

the maximum orthogonal variance. In practice the sample covariance matrix is 

used because the true covariance matrix for the population is unknown. Under 

the constraint of unit length, or  α�′ �� = 1, the maximization technique used is 

Lagrange Multipliers. The derivation of PC’s continues to use the notation used 

by Joliffe (Joliffe 2002 pg. 4). 

Given that, 
  � = the Lagrange multiplier 
  ��= the identity matrix of size pxp 

 ∑ = the covariance matrix for the random variable vector x 

 var(α�′ x ) = α�′ ∑��.  
 
The derivation using a Lagrange Multiplier is as follows. 

 max� ��′ ∑��        subject to      α�′ �� = 1 
  ��′ ∑�� −	λ(α�′ �� − 1) 
 

Differentiate with respect to �� and set solutions equal to 0 
  ∑�� − ��� = 0 
 Factor out �� 
  �Σ − ������ = 0 
 
Solving this gives � as the eigenvalue and �� as the eigenvector. With the 

identity matrix being of dimension pxp there are p eigenvectors, however only 

one maximizes the var(α�′ x ), and thus is the first PC. The eigenvector that 

corresponds to the largest value of � is the first PC. The corresponding 

coefficients of the linear combination are referred to as the component loadings. 
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A rearrangement of the first order conditions, substituting the result into the initial 

maximization condition, makes the need to maximize � clear. 

 


�� − ��� = 0	 ⇒		
�� = ��� 

max� ��′ 
�� 	⇒	max� ��′ ��� 	⇒ max� ���′ �� 	⇒	max � 
 
Application of Principal Component Analysis 
 
The application of PCA is made quite simple by statistical packages such as SAS 

and Stata, however there are still numerous issues needed to be addressed for 

PCA to produce meaningful results. First, proper management of the data before 

the PCA process begins is necessary to ensure proper analysis. This includes 

the standardization of variables and the removal of outliers from the analysis. 

Second, careful consideration must be given to each of the following decisions in 

the PCA process: addressing the number of observations needed to be included, 

appropriateness of the included variables, the number of components to retain, 

and the rotation method. A number of sources have been consulted in order to 

consider the large amount of variation in PCA procedures (Jackson 1991, Joliffe 

2002, Garson 2005, Hardle 2007). 

This section provides a step-by-step discussion of these issues using a 

sample variable set consisting of the first seven indicators for 2002 from the 

Economic section of the State Fact Sheet. The sample variable group is used for 

illustrative purposes. The explanation for the standardization of the data, the 

removal of outliers, and the decisions made during the PCA process are made 

clearer when accompanied by a concrete example. The sample variable group 
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was only chosen with the intention to strengthen the description of PCA 

application and not for the purpose of interpretation.  

The sample variable set contains the percent of agricultural sales 

attributed to crops, the percent of agricultural sales attributed to fruits and nuts, 

the percent of agricultural sales attributed to vegetables, net farm income, 

government payments to agriculture, farming diversity, and expenditure on 

agriculture research. The variable definitions and abbreviations for the sample 

variable set are given in Table 3.1. The unstandardized data for the sample 

variable set are given in Appendix D. 

Table 3.1: Sample Variable Set Definitions and Abbreviations 

Variable Definition Variable Abbreviation 

Percent of agricultural sales from crop sales Crop 

Percent of agricultural sales from vegetable sales Vegetable 

Percent of agricultural sales from fruit and nut sales Fruit and Nut 

The ratio of net farm income to agricultural sales  Income 

The ratio of agricultural government payments to 

agricultural sales 

Payments 

Percent of agricultural sales by the largest 3 

commodities 

Top3 

The ratio of agricultural research expenditure to 

agricultural sales 

Research 

 

Number of Observations. Although there are some common theories on the 

number of observations needed to perform PCA accurately, methodologists differ 
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widely in opinion on this matter. The most stringent recommendations are the 

rules of 200 and 300 (Gorsuch 1983, Norusis 2005). These two 

recommendations state that the sample should be at least 200 or 300 

observations, respectively. However, significantly lower suggestions also have 

been made. The rule of 100 recommends that the sample size be at least 5 times 

larger than the number of variables in the analysis or a minimum of 100 

observations (Hatcher 1994). The most popular and most often followed 

recommendations are based on a subject to variable ratio. These 

recommendations state that the ratio of observations to variables should be at 

least between 5 and 10 (Bryant and Yarnold 1995). The need for the analysis to 

be conducted through three separate groups is caused by the subject to variable 

ratio. There are 50 subjects, each state being a subject, in the analysis of state 

level indicators, and therefore PCA can only be conducted on a maximum of 10 

variables at a time under the least restrictive rule. 

 Despite the many and varying recommendations there are some general 

agreements among the methodologists. The lower range of sample size 

recommendations can used when dealing with highly multicollinear variables 

(Garson 2005). Highly multicollinear variables are closely related to each other, 

producing an underlying structure that is more clearly defined. This allows for the 

sample size to be smaller, while still determining clean components. 

Methodologists also agree that more observations are needed for a clear PCA 

result when the amount of variance captured by the retained components is 

lower (Garson 2005). This means that each of the retained components captures 
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less of the variance of each variable. This makes a larger sample size necessary 

for clear component structure. 

Correlation Matrix Consideration. The correlation matrix can be used as a 

preliminary measure of the appropriateness of each variable’s inclusion in a 

group. The correlation matrix shows the Pearson-correlation coefficient between 

each variable. Since this is a measure of how related the variables are, a variable 

that is appropriate for the PCA group should have some high positive correlation 

coefficients with other variables in the group. If a variable has only low correlation 

coefficients, there is a large possibility it will not load strongly on any one 

component. Therefore, the variable should not be included in the group because 

it will not allow for adequate data reduction and clean component loadings. 

 Table 3.2 displays the Pearson Correlation matrix for the sample variable 

set. By looking at the table, the variable “Top3” would be considered 

inappropriate for this group. It has only one low positive correlation coefficient of 

0.1046. In addition, the 5 remaining negative correlation coefficients are low as 

well. The variable for farm diversity, “Top3”, will most likely not load with other 

variables in the PCA process because it has no positive correlation coefficients 

larger than 0.20 and is negatively correlated with nearly all the other variables. 

As a result, it should not be included in the procedure.  
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Table 3.2: Pearson Correlation Matrix for Example Variable Set 

 Crop  

Fruit 

and Nut 

Vegetable   Income Payments Top3 Research 

Crop  1 0.1329 0.0451 -0.1732 0.1294 -0.1310 0.2301 

Fruit and 

Nut 

0.1329 1 0.6184 0.0138 -0.4883 -0.1268 0.4743 

Vegetable  0.0451 0.6184 1 0.2849 -0.5840 -0.2077 0.2133 

Income -0.1732 0.0138 0.2849 1 -0.2606 -0.1670 -0.0585 

Payments 0.1294 -0.4883 -0.5840 -0.2606 1 0.1046 -0.3018 

Top3 -0.1310 -0.1268 -0.2077 -0.1670 0.1046 1 -0.0805 

Research 0.2301 0.4743 0.2133 -0.0585 -0.3018 -0.0805 1 

 

Covariance Matrix and Standardization of the data. Variables measured on 

different scales in the data analyzed by PCA can cause inaccurate component 

structures (Jackson 1991, Hardle 2007). This issue must be carefully considered 

and rectified before the techniques are performed. If the variables are allowed to 

remain in differing scales, the assumption of homogeneous variances for PCA 

will be violated, since heterogeneous scaling of the variables is a major cause of 

heterogeneous variances. Greater weight is given to the variables with larger 

variances, and with differing scales larger variance may be due solely to a larger 

scale (Jackson 1991). Standardizing the scale of each variable by subtracting the 

mean from each observation and then dividing by the standard deviation results 

in equal weight being given to each variable. This guarantees that the 
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homogeneous variances assumption holds. All data used in the PCA techniques 

in this thesis are standardized. 

 While standardization has no effect on the correlation matrix, it has a 

significant effect on the covariance matrix. PCA is a variance based technique, 

so the issues discussed above are very serious.  The sample variable group has 

variables with 2 different scales, making standardization necessary. Table 3.3 

presents the covariance matrix using unstandardized and standardized variables. 

The covariance matrix using unstandardized data has very low values. Looking 

at these values, it seems that none of the variables change together. However, 

this is caused by the differing scales and means of each variable. Once the data 

are standardized, giving each a mean of 0 and standard deviation of 1, the 

values in the covariance matrix are much higher. In addition to higher covariance 

coefficients, standardization makes decisions, such as factor interpretation and 

scree plot analysis easier. These differences will be discussed in the rotation 

method and scree plot sections respectively. 
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Table 3.3: Unstandardized and Standardized Covariance Matrices for Sample Variable 
Group 

NAME Crop  
Fruit 

and Nut 
Vegetable   Income Payments Top3 Research 

Unstandardized Data 

Crop 0.027 0.000 -0.001 -0.002 0.001 -0.003 0.000 

Fruit and Nut 0.000 0.007 0.003 0.002 -0.001 -0.004 0.000 

Vegetable -0.001 0.003 0.005 0.002 -0.001 -0.003 0.000 

Income -0.002 0.002 0.002 0.009 -0.001 -0.003 0.001 

Payments 0.001 -0.001 -0.001 -0.001 0.001 0.000 0.000 

Top3 -0.003 -0.004 -0.003 -0.003 0.000 0.018 -0.001 

Research 0.000 0.000 0.000 0.001 0.000 -0.001 0.002 

        

Mean 0.348 0.044 0.065 0.187 0.032 0.623 0.036 

Std. Dev. 0.165 0.082 0.072 0.094 0.021 0.132 0.043 
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Table 3.3 continued: Covariance Matrices for Sample Variable Group 

Standardized Data 

Crop 
1.020 -0.004 -0.066 -0.156 0.239 -0.134 0.025 

Fruit and Nut 
-0.004 1.020 0.532 0.219 -0.465 -0.363 0.050 

Vegetable 
-0.066 0.532 1.020 0.330 -0.485 -0.288 0.094 

Income 
-0.156 0.219 0.330 1.020 -0.241 -0.255 0.181 

Payments 
0.239 -0.465 -0.485 -0.241 1.020 0.145 -0.159 

Top3 
-0.134 -0.363 -0.288 -0.255 0.145 1.020 -0.235 

Research 
0.025 0.050 0.094 0.181 -0.159 -0.235 1.020 

        

Mean 0 0 0 0 0 0 0 

Std. Dev. 1.01 1.01 1.01 1.01 1.01 1.01 1.01 

 

Outliers in PCA. Inaccurate component structure can be caused by outliers being 

included in the PCA (Hardle 2007). The large variance associated with outliers 

can detract from the underlying variance of the majority of the data. If the outliers 

remain in the data, the variance of each variable may be significantly different, 

from the variance of each variable without the outliers. In practice this can cause 

variables to load together on a component because each has large outliers. It 

may also cause a variable with a truly low variance to load with variables of high 

variance.  
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There are techniques available that weight the data to allow for the outliers 

to be included in the analysis. However, these techniques weight each data 

point, which is inappropriate for data that have only a few outliers (Jackson 

1991). Using standardized data, outliers are defined in this study as having 

standardized values greater than 2.5 or less than -2.5. These values are 

removed from the data before PCA is performed. Removing these outliers has 

clear benefits to component interpretation and scree plot analysis. These 

differences will be discussed in the rotation method and scree plot sections 

respectively.  

Determining the Number of Components. There are numerous criteria for 

determining the number of components to retain in the PCA. Many references 

detail the multiple criteria available to determine the number of components, but 

only three criteria will be discussed here: the Guttman-Kaiser criterion, the scree 

plot, and the variance explained criterion (Joliffe 2002, Garson 2005, Hardle 

2007). These criteria are commonly used in current PCA research because of 

their ease of use and accurate results when considered in conjunction with each 

other.  

The Guttman-Kaiser criterion was first used by Guttman in 1954 and later 

by Kaiser in 1960 (Garson 2005). Only components with eigenvalues of 1 or 

larger are considered significant. If a component has an eigenvalue of 1 or larger, 

then it explains at least as much variance as adding a single original variable by 

itself. There is much debate on the appropriateness of this method. Despite 

being a very commonly used cut-off criterion, some studies show that it 
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consistently overestimates the true number of relevant components. Others have 

determined that there are more accurate criteria when communalities, a measure 

of the variance accounted for by the retained components for each variable, are 

low. However the Guttman-Kaiser criterion performs well when there are high 

communalities (Joliffe 2002). It is suggested that when using this criterion a 

statement of communalities is made. A detailed discussion on communality is 

presented in a following section. 

Another popular component selecting criterion is the proportion of 

variance explained (Jackson 1991, Garson 2005). This method simply retains the 

number of components that account for the pre-determined percent of the 

original variance. This method is not considered to be reliable when used alone. 

With no rules on the amount of total variance that should be kept, the percentage 

chosen is arbitrary. Researchers not concerned with the number of components 

may use 90% as their cut-off, while others more concerned with data reduction 

may choose a percentage as low as 50%. Usually accounting for less total 

variance allows for fewer components to be retained, achieving greater data 

reduction. Despite the many caveats against this criterion, the most appropriate 

case for its use is under exploratory PCA (Joliffe 2002). With little knowledge of 

the underlying structure of the sample this criterion can be used to establish 

initial PCA models. 

Table 3.4 shows the eigenvalue and proportion of variance explained by 

each component in a PCA using the standardized sample variable group. Using 

the Guttman-Kaiser criterion, two components would be retained. This is also 
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appropriate when the proportion of variance explained is considered. Retaining 

two components would account for 65% of the original variance to be explained. 

This is well above the 50% mark sometimes used for data reduction.  

Table 3.4: Eigenvalues and Variance Explained for Sample PCA group 

Component 

Number 
Eigenvalue 

Proportion of 

Variance 

Explained 

1 2.43 0.41 

2 1.45 0.65 

3 0.69 0.76 

4 0.67 0.88 

5 0.44 0.95 

6 0.31 1.00 

 
A final criterion, the scree plot, is a graphical technique used to determine 

the number of components. The name scree plot comes from the term for rubble 

at the bottom of a cliff. As in nature, the scree, or rubble, will be found at the 

bottom of the cliff made by the graph. The graph plots the eigenvalue of each 

component. A clear scree plot will have a distinct drop off, or cliff. At the bottom 

of the cliff is a turning point, or “elbow” where the graph begins to level off. 

Components up to and including this point are retained, while components after 

this point are deleted (Garson 2005). The subjectivity of this technique is often 

criticized, stating the researcher can choose an “elbow” that coincides with his or 

her agenda. In addition, some scree plots do not have clear “elbows” and may be 

smooth curves. Despite these critiques, scree plots are very commonly used for 

component retention. 
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Using the data management practices discussed earlier, standardizing the 

data and removing the outliers, scree plot analysis is made much clearer. Scree 

plots for the unstandardized, standardized, and standardized without outliers 

data for the sample variable group are shown in the three panels of Figure 3.1. 

The scree plot in Panel a has no clear “elbow”. Deciding on the number of 

components only using the scree plot is not possible for the unstandardized data. 

However, as the data are properly handled an obvious “elbow” becomes present 

in Panels b and c. The “elbow” occurs at the second component. This means that 

2 components should be retained, coinciding with the other criteria. 

 
Communality Consideration. Communalities are another measure of how 

appropriate a single variable is in a particular PCA group. However, unlike the 

other measures, a communality can only be considered after a PCA is run 

because it depends on the number of retained components (Garson 2005). It is 

calculated by the summing the squared loadings for one variable across the 

retained components. The measure will be less than 1 if the number of retained 

components is less than the number of variables, which is often the case, given 

the objective of data reduction. The simple summation across components is 

possible because the components are orthogonal. Therefore, the variation of the 

variable in one component will not overlap the variation of the variable in another 

component. 

 A low communality suggests that the variable may not be a good fit for 

the group, whereas a high communality means that the variable may be a good 

fit for the group (Garson 2005). This is logical because a low communality shows 
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that little of the variation of a variable is captured by the retained components, 

while a high communality shows the opposite. There are no standards for high 

and low communality values, although a general rule of thumb is that greater 

than 0.65 is high and less than 0.3 is low (Garson 2005). 

 
Panel a: Scree Plot of unstandardized Example Variable Group 

 
Panel b: Scree Plot of standardized Example Variable Group 

Figure 3.1: Scree plots for the unstandardized, standardized, and 

standardized without outliers data for the sample variable group 
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Panel c: Scree Plot of Standardized Example Variable Group without outliers 

Figure 3.1 cont.: Scree plots for the unstandardized, standardized, and 

standardized without outliers data for the sample variable group 

 
The communality measure must not be used independent of 

interpretability. Interpretability is the ability for the variables that load on a 

component to make sense or have a real world interpretation. If a factor has a 

high communality but is loaded on a component that does not make sense, the 

variable may not be a good fit because it does not add to the interpretation. The 

opposite is also true. If a factor has a low communality, but is loaded on a 

component that does make sense, the variable may be left in the PCA because it 

contributes to the interpretation. The communalities for each variable in the 

sample PCA group are given in Table 3.5.When looking at the communalities for 

the rotated factor pattern, the communality for the variable research might be 

considered low, although it is in the acceptable range. A value of 0.51 means that 

51% of the total variance of the variable is captured by the two retained PC’s. 

The variable would remain in the PCA because it adds interpretability to the first 

PC. 
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Rotation Method and Simple Structure. Rotation of components is designed to 

obtain simple structure of the resulting components. When the structure is 

simple, each variable will only identify strongly with one component (Garson 

2005). This means that variables should have a loading close to 1 on one 

component and loadings close to 0 on the other components. In practice simple 

structure is hard to obtain, but rotation methods allow for the components to be 

close. With a simpler structure, the components are more easily interpreted 

because the loadings are clearly on one component. There are two groups of 

rotation methods with multiple types in each group (Jackson 1991, Hardle 2007). 

The first group is orthogonal rotation methods, where the components remain 

uncorrelated with each other. The second group is oblique rotations methods, 

which allow for the components to be correlated with each other.  

There are a number of orthogonal rotations, but the most popular by far is 

the varimax rotation (Garson 2005). This method maximizes the squared 

loadings for each component for each variable. The result is a high loading on 

one component and low loadings on other components. The popularity of this 

rotation method has led to many examinations of it. Each confirms it as a proper 

rotation method given the desire for orthogonal components (Jackson 1991, 

Joliffe 2002). Other orthogonal methods such as quartimax and equamax can be 

further studied in other texts (Jackson 1991, Garson 2005). 

There are also a number of oblique rotations, although their use is less 

common. The most popular oblique rotation is promax rotation (Jackson 1991, 

Garson 2005). This is a two stage rotation process that first performs an 
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orthogonal rotation, followed by an oblique rotation. Many criticisms have been 

made of oblique rotations because the main purpose of rotation, obtaining simple 

structure for ease of interpretation, is not always achieved (Jackson 1991). 

Allowing for the components to be correlated allows for cross-loading, high 

loadings on more than one component, which decreases ease of interpretation. 

Other oblique rotation methods, such as oblimin, maxplane, and covarimin can 

be further studied in many texts (Jackson 1991, Garson 2005). 

Table 3.5 below demonstrates the benefits of component rotation. 

Continuing to use the sample variable group, the original and rotated factor 

patterns are given for the standardized data without outliers. The varimax rotation 

method is used for all PCA in this study. Component loadings with absolute 

values less than 0.4 have been left out of the table for ease of comparison. In the 

original factor pattern multiple variables are cross-loaded. This complicates 

interpretation. There are no cross-loadings in the rotated factor pattern. In 

addition, all communality values are larger in the rotated factor pattern. Although 

the effect of rotation in this example is minor because of the low number of 

variables and few retained components, a PCA with more variables and more 

retained components benefits greatly from component rotation. 
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Table 3.5: Original and Rotated Factor Patterns and Communalities 
 

Original Factor Pattern and Communalities 

Variable Factor 1 Factor 2 Communality 

Vegetable 0.82  0.72 

Fruit and 

Nut 

0.87  0.74 

Research 0.64  0.48 

Payments -0.72 0.42 0.68 

Crop 0.47 0.73 0.60 

Income  -0.78 0.61 

Rotated Factor Pattern and Communalities 

Vegetable 0.85  0.74 

Fruit and 

Nut 

0.85  0.76 

Research 0.68  0.51 

Payments -0.78  0.71 

Crop  0.77 0.64 

Income  -0.77 0.63 
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Obtaining simple structure can also be achieved through the data 

management practices discussed earlier. Table 3.6 shows the rotated factor 

pattern for the unstandardized, standardized, and standardized without outliers 

data for the sample variable group. Values less than 0.4 were again left out for 

ease of comparison. The factor pattern for the unstandardized data has multiple 

cross-loadings, as well as a variable that does not load on either component, and 

is not easily interpreted. Using the standardized data eliminates the cross-loading 

on government payments to agriculture and causes expenditure on research to 

load on the first component. In addition, most of communalities have increased.  

Comparing the standardized component structure to the component 

structure without outliers shows obvious benefits to removing outliers. The 

component structure without outliers has clear and large loadings on the 2 

components. There are no cross-loadings, allowing for easier interpretation. Net 

farm income loaded positively on the first component and negatively on the 

second component when outliers were included, but loads negatively without 

outliers. In addition, research expenditures has a strong loading on the first 

component when outliers are removed. This complete change in component 

structure shows the large effect outliers and scales can have on the results of the 

PCA process. 
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Table 3.6: Rotated Factor Pattern for Example Group 

Unstandardized Factor Pattern 

Variable Factor 1 Factor 2 Communality 

Vegetable 0.82 
 

0.67 

Fruit and Nut 0.80 
 

0.65 

Research 
  

0.07 

Payments -0.70 0.40 0.60 

Crop 
 

0.95 0.90 

Income 0.46 -0.41 0.35 

Standardized Factor Pattern 

Vegetable 0.83  0.71 

Fruit and Nut 0.79  0.69 

Research 0.42  0.28 

Payments -0.72  0.64 

Crop  0.85 0.86 

Income 0.42 -0.56 0.55 

Standardized without Outliers Factor Pattern 

Vegetable 0.85  0.74 

Fruit and Nut 0.85  0.76 

Research 0.68  0.51 

Payments -0.78  0.71 

Crop  0.77 0.64 

Income  -0.77 0.63 
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Chapter 4: Partial Common Principal Component Analysis 

Common Principal Component Analysis is a statistical technique used to confirm 

or deny a level of similarity between the component structures of two groups 

(Flury 1988, Schott 1988, Schott 1999). The CPCA process analyzes similarities 

among the covariance matrices of the different groups. There is a hierarchy of 

similarity and a maximum likelihood estimate can be found for each hierarchy 

level (Flury 1988). CPCA begins at the third level of the hierarchy, followed by a 

restricted case of Partial CPCA.  

Partial CPCA will be used to complete the second objective of the thesis: 

comparing the component structures over multiple years to test for similarity. 

Data on the same species separated by gender is a common group distinction for 

CPCA in the literature, but the application of CPCA is quite widespread in fields 

other than biology. Applications include uses in multiple economic studies2 

(Katsuura 2001, Hoang 2009). While all levels of Flury’s hierarchy are described 

below, attention is given to partial CPCA because it is the level tested for 

similarity in component structures across years for the food system indicators. 

 

 

 

 

                                                           
2
 Partial CPCA is used extensively in fields, such as biology and psychology, but has also found 

uses in social science fields. With a large amount of economic and financial data being collected 
for multiple time periods, partial CPCA has become popular in comparing the component 
structure of data sets of the same variables for multiple years. One study used partial CPCA to 
compare similarities among phases of the business cycle between the 1960’s and 
1990’s(Katsuura 1990). A second study used partial CPCA to investigate similarities of regional 
welfare and economic disparities in Vietnam over three years, 1998, 2002, 2004 (Hoang 2009). 
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Hierarchy of Similarity Covariance Matrix Analysis 

The hierarchy of similarity ranges from equality to no statistical similarity. 

1. The highest level of similarity between covariance matrices is equality. 

This implies that the covariance matrix of k groups are all equal. 

Mathematically 

Σ� = Σ
… = Σ� 

 

2. The second highest level of similarity is proportionality between 

covariance matrices. This implies that the covariance matrices of k groups 

are just proportional to a single covariance matrix by some set of 

constants. Mathematically 

Σ! = "!Σ�   for all    # = 2,3,… , ' 

where "! is a constant proportion. 

 

3. The third highest level of similarity is the CPCA model. This model implies 

that the covariance matrices of k groups produce the same characteristic 

roots or components. Mathematically 

Σ! = αΛ!�) 
where Λ! is a diagonal matrix of eigenvalues 

 

4. The fourth highest level of similarity is the partial CPCA model. This model 

implies that the covariance matrices of k groups are similar up to q 

components and the rest may be specific to each matrix, where q is less 

than p and p is the total number of components. Mathematically 

Σ! = �!Λ!�!)   where   �! = (��, … �* , �*+�! … , ��! ) 
 

5. The final and lowest level of similarity is arbitrary covariance matrices. 

Each covariance matrix is independent of the others and must be 

analyzed on its own. 
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Technical Review of Partial Common Principal Component Analysis 

Partial CPCA is the fourth level of the similarity hierarchy and allows for a certain 

number, q, of the first components of covariance matrices to be common and for 

the remainder, p-q, to be specific to each covariance matrix (Flury 1988). This 

type of analysis is appropriate when trying to compare component structures 

over multiple groups, while only retaining the first q components. The last p-q 

components are discarded for similar reasons discussed earlier in the review of 

PCA. If CPCA is conducted rather than partial CPCA the hypothesis of similar 

component structure may be rejected due to components that are not to be 

retained anyway.  

 If a particular model of partial CPCA fails to be rejected, pooling the data 

for a PCA is appropriate as long as only the first q components are being 

retained. For example, if a partial CPCA model comparing the first three PC’s is 

not rejected, the group’s variables can be pooled and one PCA run (Schott 1999, 

Flury 1988). The first three component structures of the pooled PCA will be 

similar to each individual PCA, but they will be of a higher quality because the 

number of observations will have been significantly increased. In addition, the 

component structure can be considered stable over time, when the groups are 

multiple years. 

 The null hypothesis for partial CPCA is that the first q components are 

similar. The null hypothesis is defined in the opposite manner to normal 

hypothesis testing. Usually the null hypothesis is defined in a way that causes 

rejection to be favorable, i.e. in a standard significance test the null hypothesis 
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would be ,-: β = 0. Therefore by rejecting the null hypothesis a statistically 

significant coefficient has been found. In partial CPCA failing to reject the null 

hypothesis is the favorable outcome and shows similarity between the 

covariance matrices.  The null hypothesis is given by 

 
  ,010(2):				Σ# = �(#)Λ#�(#)′    for    # = 1,…' 
where 
 Σ! = pxp covariance matrix 
 Λ! = diagonal matrix of eigenvalues 

 �(!) = (�3 , �4(!))  
where �3 is the common part and �4(!) is the specific part (Flury 1988 pg. 67). 

The null hypothesis can be evaluated with a maximum likelihood statistic 

following a 5
 distribution. The maximum likelihood statistic is  

 

5010
 (2) =
6!
�

!��
log :;<Σ!:;<=!  

Where  =! =	the unrestricted covariance matrix. The statistic has  
(>?�)@(
A?@?�)


  

degrees of freedom (Flury 1988, p. 72). If the p-value is larger than 0.10, we fail 

to reject the partial CPCA model (Phillips 2000). 

 

Application of Partial Common Principal Component Analysis 

When testing partial CPCA, there are a number of approaches for considering 

the best model. First a predicted model level can be tested against the unrelated 

structure case (Flury 1988). This approach is commonly used when a strong a 

priori structure is being tested.  However, for exploratory analysis, it is common 
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to use the “jump up” approach (Flury 1988, Schott 1999). In this approach tests 

are begun at the lowest level of similarity and move on to higher levels of 

similarity if the lower level is not rejected. The lowest level of similarity for a 

partial CPCA would be having the first PC be similar. If this hypothesis is not 

rejected a test for the first two PC’s being similar would be conducted.  The 

process continues until a model of a certain level is rejected.   

 Often multiple levels of CPCA will be tested and will fail to be rejected. In 

this case the reduced chi squared value is used as the best model selection 

criterion (Phillips 2000). The reduced chi squared value is the chi squared value 

of the maximum likelihood test divided by the degrees of freedom for the level 

being tested. Each level of the CPCA has different degrees of freedom; 

therefore, direct comparison of their chi squared values for a measure of best fit 

cannot be done. The reduced chi squared value standardizes the statistic to 

degrees of freedom allowing for direct comparison. Therefore, although a chi 

squared test may fail to reject multiple models, the model with the minimized 

reduced chi squared statistic is the most appropriate model (Flury 1998).  

 Continuing to use the sample data set from the PCA chapter, results for 

the individual PCA’s for 1997, 2002, 2007 using standardized and outlier free 

data are given in Table 4.1. A simple comparison of component structure 

between the three years can be done by looking at the individual PCA results. 

The component structures and magnitudes of the loadings for all 3 years are 

similar. The only difference is in the 1997 PCA, when government payments to 
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agriculture loads on both components. However, statistically sound conclusions 

cannot be drawn by looking at the individual component structures. 

Table 4.1: Sample Variable PCA Results 

1997 

Variable Factor 1 Factor 2 Communality 

Vegetable 0.88 
 

0.78 

Fruit and Nut 0.75 
 

0.57 

Research 0.60 
 

0.50 

Payments -0.55 0.63 0.70 

Crop 
 

0.90 0.83 

Income 
 

-0.46 0.40 

2002 

Vegetable 0.85  0.74 

Fruit and Nut 0.85  0.76 

Research 0.68  0.51 

Payments -0.78  0.71 

Crop  0.77 0.64 

Income  -0.77 0.63 

2007 

Vegetable 0.87  0.76 

Fruit and Nut 0.86  0.76 

Research 0.77  0.66 

Payments -0.72  0.71 

Crop  0.79 0.72 

Income  -0.58 0.44 
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The results for the CPCA are given in Table 4.2 using standardized and 

outlier free data. The equality, proportionality, and full CPCA models are all 

rejected because their p-values are smaller than 0.10. However, the partial 

CPCA models with both 1 and 2 similar components fail to be rejected. Using the 

reduced chi squared value, the partial CPCA model with 2 similar components is 

considered to be the best fitting model because it has the lowest value. 

 The partial CPCA results show two significant results. The first is that the 

component structure between 1997, 2002, and 2007 is consistent up to two 

components. This suggests that the component structure is stable over time. 

Data from multiple years can be pooled with stable component structures, 

allowing for analysis with more observations leading to more accurate results. In 

addition, a stable component structure suggests that it will be appropriate to 

apply the stable structure to out of sample data sets to obtain component scores. 

Fewer resources will be needed to analyze this group of variables in the future. 

 

Table 4.2: Partial CPCA results for sample variable group for 1997, 2002, and 

2007 

Higher Model Lower Model P-Value Reduced �
 

Equality Proportionality <0.0001 17.731 

Proportionality CPCA 0.0008 2.222 

CPCA Partial CPCA (2) 0.0157 2.068 

Partial CPCA (2) Partial CPCA (1) 0.9612 0.367 

Partial CPCA (1) Unrelated 0.6913 0.820 
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 Table 4.3 shows the component structure for the pooled sample variable 

group. The structure and magnitude of the ladings in the two retained 

components are similar to each individual year, which follows the similarity 

shown by the partial CPCA. 

Table 4.3: Pooled Sample Variable PCA Results 

Variable Factor 1 Factor 2 Communality 

Vegetable 0.86 
 

0.73 

Fruit and Nut 0.82 
 

0.58 

Research 0.69 
 

0.55 

Payments -0.64 
 

0.72 

Crop 
 

0.84 0.81 

Income 
 

-0.60 0.47 
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Chapter 5: Results 

The data groups defined in Chapter 2; the Economic Structure of Food System 

Group for 2002 and 2007, the Agricultural Production Intensity Group for 1997, 

2002, and 2007, and the Health and Consumption Group for 1997, 2002, and 

2007, are analyzed using the methods discussed in the PCA and partial CPCA 

chapters. As noted previously, the groups are necessary because of the subjects 

to variable ratio requirement. Each group has no more than 10 variables in order 

to not exceed the 5 to 1 ratio. The three individual groups that are analyzed were 

chosen out of many possible groups. The large number of food system indicators 

available means there are many possible combinations of 10 variables. However, 

each group was chosen with prior consideration given to importance, 

relatedness, and meaningfulness of the indicators included in the group. The 

variable definitions and abbreviations are given for each group in a table at the 

beginning of each group’s section.    

The variables for each year in each group were standardized and outliers 

were removed. A PCA was performed for data from each year of each group to 

test the component structure of the years independently. The SAS statistical 

program was used to perform the PCA. A combination of scree plot analysis and 

the Guttman-Kaiser criterion was used to determine the number of retained 

components. The varimax rotation method was used for all PCA’s in order to 

minimize the chance of cross-loadings.  

Partial CPCA was then used to do a formal comparison across years for 

each indicator group. The data set with standardized variables and outliers 
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removed was also used for the partial CPCA. SAS was used to create a 

covariance matrix for each set of indicators. The covariance matrices were 

compared using a CPCA program written by Patrick Phillips (Phillips 2000). The 

program analyzed the covariance matrix to perform hierarchical comparisons of 

similarity. PCA and partial CPCA results for each group are discussed below.  

 The years were then pooled and a PCA was conducted to the level found 

appropriate by partial CPCA. The component structure for the pooled PCA was 

then used to calculate component scores for each year.  

The component scores for each component and year are compared for 

four states within each U.S. Census region, with at least one state in each 

section of the region. The states selected for the Northeast Region are New 

Jersey, New York, Pennsylvania, and Vermont. The states selected for the 

Midwest Region are Indiana, Iowa, Minnesota, and Nebraska. The states 

selected for the South Region are Arkansas, Mississippi, Texas, and Virginia. 

The states selected for the West Region are Arizona, California, Colorado, and 

Oregon. A map of the U.S. Census regions is provided in Appendix E. 

 In each section the results are presented in the same order. First, the PCA 

results for the group are presented and discussed. Secondly the partial CPCA 

results are presented and discussed. The PCA results for each group with years 

pooled together are then presented, along with the component scores for each 

state. Finally, three separate types of component score comparisons are given 

using 2 types of charts.  
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1. A scatter chart with a 45 degree line is used to compare component 

scores for one component for each state across time. For the Economic 

Structure group 2002 and 2007 are compared. For the Agricultural 

Production Intensity and Health and Consumption Group 1997 and 2007 

are compared. 

2. A radar chart makes it possible to compare levels of all retained 

components for multiple states for one year. It is used to do a regional 

comparison, comparing all retained components of the four selected 

states in each region for 2007. 

3. A radar chart also makes it possible to compare levels of all retained 

components for one state over time. It is used to do a state comparison 

over time, comparing all retained components for Minnesota over each 

year. 

Economic Structure of Food System 

Table 5.1 reproduces the variable definitions and abbreviations for the Economic 

Structure of the Food system group given in Chapter 2. 
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Table 5.1: Variable Definitions for Economic Structure of Food System 

Variable Definition Variable Abbreviation 

Percent of total state employment in input supply Input Supply 

Percent of total state employment in primary 

production 

Primary Prod 

Percent of total state employment in processing Processing 

Percent of total state employment in distribution Distribution 

Percent of total state employment in retail Retail 

Percent of total state employment in waste 

management 

Waste 

Percent of total state land in agriculture Ag Land 

Percent of total state population in metropolitan areas Met. Population 

Number of grocery stores in a state per 10,000 people Grocery stores 

 

PCA Results. The PCA has 50 observations for each year, one for each state. 

The communalities for each variable, accumulated percent variance explained, 

and rotated component loadings with an absolute value greater than 0.40 are 

presented for 2002 and 2007 in Table 5.2.The three retained components 

adequately explain a majority of the variance of the original variables. The 

accumulated variance explained by the three components is 69% for 2002 and 

70% for 2007. In addition, the communalities in both years are quite high. Both of 

these results show that a majority of the original information conveyed by the 9 

variables is conveyed by the three components. 
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The component structures for the Economic Structure group are strong 

and interpretable. In both 2002 and 2007 the first component can be interpreted 

as upstream production activities, the second component as retail activities, and 

the third component as waste activities.  

 

Component 1: Upstream Production Activities 

The variables for employment in input supply, employment in processing, 

employment in primary production, and the percent of land in agriculture load 

heavily on the first component. States heavily involved in one upstream aspect of 

the food system also tend to be involved in the others. This result is logical. 

Although, chemicals and fertilizers are not necessarily more likely to be produced 

in an area that is heavily involved in primary production, employees are needed 

to sell and distribute the inputs to the farms. More retail and distribution 

employment for chemicals and fertilizer is needed in areas of high primary 

production activity. Food processing follows the same logic. Food processing is 

not necessarily more likely to take place near the primary production area, but 

more employment in the sector is needed to transport the large amount of food 

from the primary production area to the processing centers. 

 

Component 2: Retail 

Retail activities of food system products follow a separate and major factor. The 

variables for employment in distribution, employment in retail, and the number of 

grocery stores per 10,000 people load heavily on the second component. The 
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grouping makes sense because there would be increased distribution 

employment and retail employment in states where there are many grocery 

stores. More employees would be needed to work in the grocery stores and more 

drivers would be needed to delivery to the grocery stores. These are likely to be 

populous, highly urbanized states. 

 

Component 3: Waste 

The variables for employment in waste activities and percent of population in 

metropolitan areas load heavily on the third component. Metropolitan areas have 

a large concentration of people and have a large amount of waste to process. 

Therefore, larger employment in waste treatment activities is needed. In addition 

states with fewer large waste facilities because of a less dense population may 

opt to export their waste to an established waste treatment area in another state, 

because it is cheaper than building their own site. 
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Table 5.2: PCA results for Economic Structure Group 
Variable Name Communalities Factor 1: 

Upstream Production 

Factor 2: 

Retail 

Factor 3: 

Waste 

2002 

Input Supply 0.81 0.90   

Ag Land 0.73 0.82   

Processing 0.65 0.79   

Primary Prod 0.76 0.77   

Grocery Stores 0.64  0.76  

Distribution 0.57  0.78  

Retail 0.71  0.77  

Waste 0.83   0.87 

Met. Population 0.74   0.80 

Accumulated Percent Variance 

Explained 
0.36 0.57 0.69 

2007 

Input Supply 0.75 0.89   

Ag Land 0.73 0.81   

Processing 0.62 0.78   

Primary Prod 0.81 0.89   

Grocery Stores 0.66  0.80  

Distribution 0.57  0.74  

Retail 0.50  0.56  

Waste 0.77   0.87 

Met. Population 0.69   0.78 

Accumulated Percent Variance 

Explained 
0.37 0.53 0.70 
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Partial CPCA results. Table 5.3 presents the partial CPCA. Partial CPCA is 

restricted to three similar components because both of the individual PCA results 

retain the first three components. With each model’s p-value larger than 0.10, all 

models fail to be rejected. The component structure of the group is very stable 

over time. Considering what the group represents, this result is not surprising. 

Large farms, grocery store chains, and waste management facilities do not 

change much in location or size over time. This consistency is reflected in 

stability of the constructs over time. 

 When multiple models fail to be rejected based on the p-value, the 

reduced chi squared statistic for the higher model must be considered. As 

discussed earlier, this statistic is minimized. The partial CPCA with three similar 

components has the smallest reduced chi squared statistic value, meaning that it 

is the most appropriate model. It is appropriate for the Economic Structure Group 

to be pooled together for PCA, as long as only the first 3 components are 

retained and analyzed. 

Table 5.3: Similarity Hierarchy Results for Economic Structure Group 

Higher Model Lower Model P-Value Reduced �
 
Equality Proportionality 0.2217 0.713 

Proportionality CPCA 0.2801 1.072 

CPCA Partial CPCA (3) 0.5456 0.492 

Partial CPCA (3) Partial CPCA (2) 0.9799 0.155 

Partial CPCA (2) Partial CPCA (1) 0.6978 0.670 

Partial CPCA (1) Unrelated 0.7509 0.761 
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Pooled PCA Results. The pooled PCA is performed with a data set consisting of 

the 2002 and 2007 data sets. This gave the pooled PCA 100 observations, one 

for each state in each year. 

 The pooled PCA component structure is very similar to the structure for 

each individual year. This is not surprising because the results of the partial 

CPCA shows the similarity of the two groups. The component structure for the 

pooled data set can be used to construct component scores for individual in-

sample and out-of-sample years, because the component structure is stable over 

time. Table 5.4 shows the communalities, accumulated percent of total variance 

explained, and the component structure for the Economic Structure pooled 

group.  

Table 5.4: PCA Results for Pooled Economic Structure Group 
Variable Name Communalities Factor 1:  

Upstream Production 

Factor 2: 

Retail 

Factor 3: 

Waste 

Input Supply 
0.81 0.87   

Ag Land 
0.73 0.85   

Processing 
0.65 0.78   

Primary Prod 
0.75 0.86   

Grocery Stores 
0.63  0.81  

Distribution 
0.59  0.73  

Retail 
0.58  0.64  

Waste 
0.76   0.85 

Met. Population 
0.72   0.79 

Total Variance Explained 0.37 0.55 0.69 
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These component loadings can then be used to create components 

scores, which can be compared across states and time. The standardized data 

from each state is multiplied by the weight given to each variable in the pooled 

component structure. Each product is then summed across the component to get 

the component score. Using standardized data causes usual component scores 

tend to be between values of -3 and 3. Table 5.5 shows the component scores 

for each component for each state for 2002 and 2007. 
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Table 5.5: Component Scores for 2002 and 2007 for the Economic Structure 
Group 

2002 2007 
State Factor1:  

Upstream 
Activities 

Factor2: 
Retail 

Factor3: 
Waste 

Factor1:  
Upstream 
Activities 

Factor2: 
Retail 

Factor3:  
Waste 

AL 0.03136 -0.22622 -0.46781 -0.06637 -0.41384 -0.36541 

AK 0.08221 0.76767 0.12242 -0.17634 0.96169 -0.51236 

AZ -1.1616 -0.5667 0.00552 -1.06665 -0.8768 -0.62792 

AR 1.03148 -0.2117 -0.08919 0.86096 -0.34877 0.00555 

CA -0.26947 0.22148 0.62243 -0.30839 0.30812 0.63208 

CO -0.49733 -0.34093 0.19301 -0.47483 -0.6437 0.11165 

CT -0.44669 -0.46746 1.11356 -0.52941 -0.23245 0.91692 

DE -0.65606 -1.76601 -0.5235 -0.64133 -1.59206 -0.78811 

FL -0.71507 -0.12948 0.10706 -0.7959 -0.22284 0.00847 

GA -0.50735 -0.32109 -0.32832 -0.46578 -0.38342 -0.30947 

HI -0.94031 2.07887 -0.61858 -0.8813 1.59953 -0.22071 

ID 1.24467 1.18819 -0.03913 0.83375 0.54331 -0.45582 

IL 0.31681 -0.56346 0.4663 0.19544 -0.3636 0.21783 

IN 0.20399 -1.16047 0.00709 0.31945 -1.26135 0.04996 

IA 2.87748 -0.71614 0.42754 3.15605 -1.05355 0.4313 

KS 1.84563 -0.44904 1.12831 1.99979 -0.59257 2.54124 

KY 0.49019 0.13452 -0.16497 0.34506 -0.22572 -0.2803 

LA -0.40714 0.50634 0.18076 -0.27729 0.06413 0.69622 

ME -0.78134 1.81255 0.6319 -0.4752 1.2351 1.70524 

MD -0.74095 -0.00325 0.5116 -0.84854 -0.04461 0.35573 

MA -1.10392 -0.26053 0.09754 -1.12529 -0.12455 0.05586 

MI -0.58562 -0.08722 0.41531 -0.62767 -0.06695 0.01158 

MN 0.4056 -0.50131 -0.1227 0.32214 -0.58498 -0.14953 

MS 0.50146 0.35768 -0.20423 0.33591 -0.23361 -0.367 

MO 0.40627 -0.89883 -0.59239 0.32 -1.06069 -0.49963 

MT 0.68091 1.23312 -0.8841 0.54321 0.1827 -1.32131 

NE 2.98636 0.0572 0.42641 2.67699 -0.10966 0.11345 

NV -1.06328 -1.03905 0.14231 -0.9671 -1.15553 0.21962 
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Table 5.5 continued: Component Scores for 2002 and 2007 for the Economic                    

Structure Group 

2002 2007 
State Factor1:  

Upstream 
Activities 

Factor2: 
Retail 

Factor3: 
Waste 

Factor1:  
Upstream 
Activities 

Factor2: 
Retail 

Factor3: 
Waste 

NH -1.15349 -0.16377 -0.29927 -1.2164 -0.17139 -0.82848 

NJ -1.02561 0.70395 1.68693 -1.06876 1.21713 1.74225 

NM -0.03091 -0.61932 -0.58031 -0.03657 -0.5496 -0.69952 

NY -1.17793 1.39568 -0.41399 -1.2231 1.69734 -0.41856 

NC -0.33677 -0.19713 -0.32571 -0.39516 -0.3696 -0.63916 

ND 2.41881 2.05681 -1.01047 2.57117 1.97239 -1.11848 

OH -0.24273 -0.28528 -0.19101 -0.26279 -0.37969 -0.06711 

OK 0.55007 -0.43593 -0.68585 0.62776 -0.79249 -0.6001 

OR 0.244 0.63013 0.78538 0.25277 0.49443 0.96059 

PA -0.56134 -0.1541 0.2859 -0.55213 -0.27587 0.43713 

RI -1.23549 -0.18694 -0.82029 -1.11539 -0.10811 -0.53506 

SC -0.61472 -0.36793 -0.0164 -0.6263 -0.34766 0.04035 

SD 1.91265 0.51326 -0.62578 1.97425 -0.10003 -0.49056 

TN -0.02026 0.03338 -0.29514 -0.26928 -0.37179 -1.04379 

TX 0.23162 -1.01228 0.05065 0.19096 -1.21338 -0.36027 

UT -0.50423 -0.7545 -0.27151 -0.50789 -1.20501 -0.6152 

VT -0.73608 4.00066 0.56617 -0.72279 2.60426 -1.03288 

VA -0.57469 -0.63798 -0.67497 -0.58892 -0.5638 -0.4318 

WA 0.15493 1.07697 1.10222 -0.02867 0.61085 0.42207 

WV 0.07334 -0.02799 5.31967 0.03114 -0.49 4.39447 

WI 0.31761 0.02654 -0.14194 0.33724 -0.65009 -0.41203 

WY 0.58069 -0.81291 -1.15664 0.51999 -1.03655 -0.46812 
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Scores for Component 1: Upstream Production Activities 

The component scores for upstream production activities range from 2.98 to  

-1.24 in 2002 and from 3.15 to -1.22 in 2007. Although the specific order 

changes, the same five states have the highest component scores in each year. 

The states are Iowa, Nebraska, South Dakota, North Dakota, and Kansas. 

Employment in the upstream activities of input supply, primary production, and 

food processing is consistently a large aspect of these states’ overall 

employment. The four states with lowest components scores also remain the 

same between 2002 and 2007. The states are New York, New Hampshire, 

Massachusetts, and Rhode Island. Employment in the upstream activities of the 

food system is a smaller portion of state employment than in other states.  

Figure 5.1 compares the value of the upstream activities component 

scores for 2002 and 2007. The 45 degree line represents the points where a 

state’s component score is the same for 2002 and 2007. If a state is above the 

line, its component score increases from 2002 to 2007. If a state is below the 

line, its component score decreases from 2002 to 2007. A majority of the states 

are very near the 45 degree line, meaning many state’s employment in upstream 

activities did not change much over the 5 year period. Nebraska and Indiana’s 

component scores decrease the most between the two years, while Iowa’s 

component score increases the most. 
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Figure 5.1: Upstream Component Score Comparison for 2002 and 2007 
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Scores for Component 2: Retail 

The component scores for the retail components range from 2.54 to -1.32 in 

2007 and from 4.00 to -1.76 in 2002. The order of the five states with the largest 

scores changes, but the group does not. The five states with the highest scores 

for both 2002 and 2007 are Vermont, Hawaii, North Dakota, Maine, and New 

York. The retailing of food products is consistently important in these states’ 

economies. In both 2002 and 2007, Delaware, Indiana, Texas, and Nevada are 

among the five states with the lowest scores. However, the fifth state in that 

group changes between years. In 2002 the fifth state is Utah, while in 2007 it is 

Missouri.  

 Figure 5.2 compares the retail component scores of each state for 2002 

and 2007. Unlike the upstream component scores, many of the states have 

moved off of the 45 degree line. This shows greater variability in food retail 

activities compared to upstream production activities. A majority of the states are 

below the 45 degree line, showing that the percentage of employment in food 

retail decreased for many states. Of these states, Vermont’s component score 

decreased the most between the two years. Of the few states that have higher 

component scores in 2007, New Jersey is the farthest above the line. However, it 

does not stand apart from the other states above the line as Vermont does from 

the states below the line.  
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Figure 5.2: Retail Component Comparison for 2002 and 2007 
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Scores for Component 3: Waste 

The component scores for the waste component range from 4.39 to -1.32 in 2007 

and from 5.29 to -1.16 in 2002. Only the three states with the highest component 

scores remain the same between years for this component. The states are West 

Virginia, Kansas, and New Jersey. Waste disposal associated with food is a 

larger portion of these states economies than other states. Montana and North 

Dakota have the lowest component scores for both 2002 and 2007.  

Figure 5.3 compares the component scores for the waste component for 

2002 and 2007.  Similar to the retail component a majority of the states are below 

the 45 degree line. Most states have a smaller portion of the employment in the 

food waste sector in 2007 than in 2002. West Virginia stands out as having the 

largest portion of employment in the food waste sector despite having the second 

largest drop in component score between the two years. Kansas and Maine both 

have large increases in component scores from 2002 to 2007. 
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Figure 5.3: Waste Component Comparison for 2002 and 2007 
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Regional Comparisons.  

Northeast Region. Figure 5.4 Panel a shows the radar chart for the Northeast 

Region. The triangles created by the component scores for each state are 

skewed largely in the retail direction except in the case of Pennsylvania. The 

retailing of food is the most important component in the Northeast. This makes 

sense because of the high concentration of people. In addition, New Jersey and 

Pennsylvania have a long leg in the waste direction. The post-consumer waste 

component of the food system is important in these states, which is also due to 

the high concentration of people.  

 

South Region. Figure 5.4 Panel b shows the radar chart for the South Region. 

Overall the South Region has smaller triangles than the other regions. The food 

system accounts for a relatively smaller portion of overall employment compared 

to other regions. The triangles are skewed toward the upstream activities 

component, showing that employment in the food system is mostly in primary 

production, processing, and input supply industries. Comparing Virginia to 

Arkansas, the triangles are very different. Arkansas has a much higher 

percentage of its employment in the food system, and is more skewed towards 

the upstream activities. Virginia has a very balanced, but smaller, employment 

distribution. This shows a large amount of variation can be present within a single 

region. 
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Midwest Region. Figure 5.4 Panel c shows the radar chart for the Midwest 

Region. The Midwest’s employment in the food system is heavily centered 

around upstream activities. All of the triangles are skewed in the upstream 

activities component direction, with Iowa and Nebraska having extremely large 

values. Minnesota and Indiana have a more balanced distribution of employment, 

but the percentage of employment in the food system is less than in Nebraska 

and Iowa. Overall the Midwest is heavily involved in the food system, with a large 

percent of its workforce associated with it.  

 

West Region. Figure 5.4 Panel d shows the radar chart for the West Region. 

Each of the states in the West Region has balanced employment distribution in 

the food system, but the states have very different overall levels of employment. 

The size of the triangle ranges from Oregon’s large triangle, showing it is 

involved in each aspect of the food system, to Arizona’s very small triangle, 

having no score larger than -1.5. A very minor percent of Arizona’s employment 

is associated with the food system compared to other states. The contrasting 

sizes also show the large variation present in the region. This variation is due to 

the numerous and diverse nature of the states in the region.  
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Panel a: Northeast Component Score Comparison 

 
Panel b: South Component Score Comparison 
Figure 5.4: Radar Charts of Four States in Each Census Region 
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Panel c: Midwest Component Score Comparison 

 
Panel d: West Component Score Comparison 
Figure 5.4 cont.: Radar Charts of Four States in each Census Region 
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State Comparison 

Figure 5.5 shows the radar chart for Minnesota for 2002 and 2007. The shapes 

of the triangles are very similar to each other. The economic structure of the 

Minnesota food system did not change much over the 5 years. The triangles are 

skewed in the upstream activities component direction. This component has the 

only positive scores. The retail component has the smallest component scores. 

Overall the 2002 triangle is slightly larger than the 2007 triangle in every 

component, meaning that the food system accounted for a slightly larger percent 

of the state’s employment in 2002. 

 
Figure 5.5: Radar chart for Minnesota for 2002 and 2007 
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Agricultural Production Intensity Group 

Table 5.6 reproduces the variable definitions and abbreviations for the 

Agricultural Production Intensity group given in Chapter 2. 

Table 5.6: Variable Definitions and Names for Agricultural Production Intensity 
Group 

Variable Definition Variable Abbreviation 

Value of chemicals used per acre of agricultural land Chemicals 

Value of fertilizer used per acre of agricultural land Fertilizer 

Percent of total agricultural land in conservation Conserve 

Percent of total agricultural land that is irrigated Irrigation 

Percent of total agricultural land used for crops Crop Land 

The ratio of net farm income to agricultural sales Income 

The ratio of government payments to agriculture to 

agricultural sales 

Payments 

Percent of total agricultural sales that are crop sales CropSales 

Percent of farms that have $500,000 or greater sales VL Farm 
 
PCA Results. After accounting for missing values, standardizing the data, and 

removing outliers there were 44 observations in the 1997 group, 46 observations 

in the 2002 group, and 41 observations in the 2007 group.  

The communalities for each variable, accumulated percent variance 

explained, and component loadings are presented for 1997, 2002, and 2007 in 

Table 5.7. The communalities for all groups are very high. Only the communality 

for NFI in 2007 could be considered low, but it remained in the PCA for 
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consistency across years. The 3 retained components convey a large portion of 

the variance of each variable.  

The three retained components also explain a large portion of the overall 

variance of the group. The accumulated variance explained by the three 

components is 72% for 1997, 75% for 2002, and 71% for 2007. A majority of the 

original information conveyed by the 9 variables is conveyed by the three 

components for all three years. The component structures for the Crop 

Production Intensity group are strong and interpretable. In all three years the first 

component is interpreted as Crop Input Supply Intensity, the second component 

as Government Payments and Conservation, and the third component as 

Irrigated Farming.  

Table 5.7: PCA results for Agricultural Production Intensity Group 

 

Variable 

 

Communalities 

Factor 1: 

Crop Input 

Intensity 

Factor 2: 

Government Payments 

and Conservation 

Factor 3: 

Irrigated 

Farming 

1997 

Fertilizer 0.92 0.95   

Chemicals 0.91 0.90   

Crop Land 0.94 0.82  -0.48 

CropSales 0.55 0.60   

Payments 0.71  0.82  

Conserve 0.61  0.78  

VL Farms 0.70  0.81  

Irrigation 0.70   0.81 

Income 0.46   0.56 

Total Variance Explained 0.33 0.57 0.72 
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Table 5.7 continued: PCA results for Agricultural Production Intensity Group 

 

Variable 

 

Communalities 

Factor 1: 

Crop Input 

Intensity 

Factor 2: 

Government Payments 

and Conservation 

Factor 3: 

Irrigated 

Farming 

2002 

Fertilizer 0.92 0.96   

Chemicals 0.94 0.93   

Crop Land 0.90 0.67  -0.54 

CropSales 0.71 0.76   

Payments 0.62  0.58  

Conserve 0.73  0.86  

VL Farms 0.74  0.85  

Irrigation 0.58   0.72 

Income 0.63   0.79 

Total Variance Explained 0.33 0.60 0.75 

2007 

Fertilizer 0.92 0.95   

Chemicals 0.92 0.85   

Crop Land 0.85 0.86   

CropSales 0.51 0.55   

Payments 0.82  0.85  

Conserve 0.63  0.78  

VL Farms 0.65  0.74  

Irrigation 0.85   0.92 

Income 0.25   0.45 

Total Variance Explained 0.34 0.57 0.71 
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Component 1: Crop Input Intensity 

The variables for the value of fertilizer used per acre, the value of chemicals used 

per acre, percent of agricultural land that is cropland, and the percent of 

agricultural sales attributed to crop sales heavily load on the first component. 

States that are heavily involved in crop production have a higher input use per 

acre. This structure is expected for multiple reasons. Crop producing states will 

have higher inputs per acre than non-crop producing states because of the 

nature of crop production. Fertilizer will be spread over a crop field, but would not 

be spread over a grazing pasture. In addition, states that are consistently 

involved in crop production may be causing the soil quality to decrease, causing 

a higher amount of fertilizer and chemical use per acre in order to maintain the 

level of yields.  

 

Component 2: Government Payments and Conservation  

The variables for government payments to agriculture per value of agriculture 

sales, percent of agricultural land in conservation programs, and the percent of 

total farms that have $500,000 or greater sales heavily load on the second 

component. This supports two major findings about aspects of government 

payments. First it supports that payments for land in conservation are a 

significant portion of government payments. In the years analyzed payments to 

conservation accounted for, on average, 20% of direct government payments 

(Effland and Stout 2011 ). The component also supports that government 

payments tend to go to states with very large farms. This continues to be true, 
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with the largest 12.4% of farms receiving 62.2% of government payments to 

agriculture in 2009 (Effland and Stout 2011). There are multiple reasons this may 

occur. States with a higher percent of very large farms may be more important to 

the national food system. Also very large farms may pursue federal funds more 

vigorously, or be more willing and able to enroll in conservation programs. 

Component 3: Irrigated Farming 

The variables for the percent of agricultural land that is irrigated and the value of 

net farm income to agricultural sales heavily load on the third component. The 

variable for the percent of agricultural land used for crop production negatively 

loads on the third component for two of the three years. Irrigation is a laborious 

and expensive process. Irrigated crops are not grown when a large percent of the 

agricultural land is devoted to crops. This is because it is too costly to irrigate 

very large areas. In addition, the net farm income variable shows that farms with 

developed irrigated farming systems tend to have higher profits. This supports a 

report of the USDA, stating that although only 16% of cropland is irrigated, it 

accounts for half of the value of national crop sales (Schaible 2004). 

 
Partial CPCA results. Table 5.8 presents the results of the partial CPCA. The 

analysis is restricted to 3 similar components in accordance with the number of 

retained components in each individual PCA. All models fail to be rejected, with 

p-values larger than 0.10. The component structure of the group is stable over 

time. The group represents farming practices that have been used for a long 

time, as well as steady government payments to agriculture. The consistency of 

these activities is present in the stability of the component construct. 
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 The reduced chi squared statistic for the higher model must be minimized, 

in order to choose the best fitting model. The partial CPCA with three similar 

components has the smallest reduced chi squared statistic, meaning that it is the 

most appropriate model. It is, therefore, appropriate for the Crop Production 

Intensity group to be pooled together for PCA, as long as only the first three 

components are retained. 

Table 5.8: Similarity Hierarchy Results for Crop Production Intensity Group 
Higher Model Lower Model P-Value Reduced �
 

Equality Proportionality 0.2735 0.686 

Proportionality CPCA 0.2911 1.161 

CPCA Partial CPCA (3) 0.8508 0.615 

Partial CPCA (3) Partial CPCA (2) 0.9451 0.325 

Partial CPCA (2) Partial CPCA (1) 0.8549 0.617 

Partial CPCA (1) Unrelated 0.8946 0.599 

 
Pooled PCA Results. The pooled PCA is performed with a pooled data set 

consisting of the 1997, 2002 and 2007 data sets. The pooled PCA has a total of 

131 observations, after accounting for outliers. 

 The communalities, accumulated percent of total variance explained, and 

the component structure for the Crop Production Intensity group are given in 

Table 5.9. The pooled PCA component structure is very similar to the structure of 

each individual year. This is not surprising because the results of the partial 

CPCA showed the similarity of the three groups. The component structure for the 

pooled data set is used to construct component scores. 
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Table 5.9: PCA results for pooled Agricultural Production Intensity Group 

 

Variable 

 

Communalities 

Factor 1: 

Crop Input 

Intensity 

Factor 2: 

Government Payments 

and Conservation 

Factor 3: 

Irrigated 

Farming 

Fertilizer 
0.90 0.94   

Chemicals 
0.91 0.90   

Crop Land 
0.88 0.81  -0.40 

CropSales 
0.50 0.58   

Payments 
0.63  0.76  

Conserve 
0.71  0.84  

VL Farms 
0.64  0.77  

Irrigation 
0.58   0.73 

Income 
0.50   0.69 

Total Variance Explained 0.33 0.55 0.70 

 
The component scores for each component for each state for all three 

years are given in Table 5.10. The component scores are created using the 

pooled components scores. They will again tend to be between -3 and 3 because 

standardized data is used. 

 

 

 

 

 

 

 



 

79 

 

Table 5.10: Component Scores for Crop Production Intensity Group 
1997 2002 2007 

State 

Crop 

Inputs 

Payment 

and Cons 

Irrigated 

Farming 

Crop 

Inputs 

Payment 

and 

Cons 

Irrigated 

Farming 

Crop 

Inputs 

Payment 

and 

Cons 

Irrigated 

Farming 

AK -1.897 0.357 2.926 -1.785 -0.008 1.280 -1.505 -0.490 -0.217 

AL -0.460 0.625 0.090 -0.645 0.856 0.239 -0.724 1.017 -0.233 

AR 0.352 0.160 1.610 0.211 0.376 1.213 0.411 0.865 1.970 

AZ N/A N/A N/A -1.274 -1.270 0.903 N/A N/A N/A 

CA 1.227 0.282 2.877 1.639 0.313 2.757 1.603 0.494 3.154 

CO -1.170 0.052 0.043 -1.161 0.208 -0.181 -1.179 0.711 0.452 

CT 1.048 -1.186 -0.344 1.453 -1.429 -0.510 0.627 -1.342 0.076 

DE 1.565 -1.257 -0.825 1.863 -0.981 -0.478 2.031 -0.882 0.314 

FL 1.215 -0.904 2.442 1.036 -0.924 2.390 1.191 -0.704 1.774 

GA 0.452 0.624 1.038 0.075 0.765 1.119 0.340 0.777 0.782 

HI N/A N/A N/A -0.215 -1.600 0.960 N/A N/A N/A 

IA 0.667 1.532 -0.122 0.732 1.385 -0.921 1.089 2.471 -0.354 

ID 0.055 0.206 1.500 -0.184 0.362 1.673 -0.082 0.477 1.845 

IL 1.277 0.524 -0.354 1.446 0.700 -1.165 1.858 1.332 -0.252 

IN 1.211 0.211 -0.495 1.283 0.117 -1.384 1.714 0.453 -0.540 

KS -0.480 0.663 -0.487 -0.483 0.542 -1.238 -0.308 1.162 -0.556 

KY -0.107 -0.142 0.242 -0.237 0.041 -0.742 -0.315 -0.093 -0.710 

LA 0.776 -0.147 0.728 0.513 0.683 -0.053 0.238 1.401 0.940 

MA 0.716 -1.270 0.538 0.853 -1.371 -0.297 0.632 -1.317 0.189 

MD 0.877 -0.796 -0.923 0.830 -0.312 -1.217 0.809 -0.245 -0.456 

ME 0.430 -0.683 -0.898 0.203 -0.371 -0.508 0.072 -0.245 -0.042 

MI 1.186 -0.170 -1.007 1.086 0.057 -1.027 1.202 0.018 -0.418 

MN 0.721 0.825 -1.197 0.628 1.153 -1.166 0.779 1.913 -0.306 
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Table 5.10 continued: Component Scores for Crop Production Intensity Group 

1997 2002 2007 

State 

Crop 

Inputs 

Payment 

and 

Cons 

Irrigated 

Farming 

Crop 

Inputs 

Payment

and 

Cons 

Irrigated 

Farming 

Crop 

Inputs 

Payment 

and 

Cons 

Irrigated 

Farming 

MO -0.175 0.728 -0.352 -0.241 0.793 -0.962 -0.218 1.203 0.031 

MS 0.179 1.048 0.785 -0.011 1.470 0.326 -0.151 2.333 0.889 

MT -1.312 1.224 -0.495 -1.426 1.729 -0.894 -1.354 1.270 -0.110 

NC 0.878 0.059 0.463 0.978 0.049 -0.510 0.865 0.132 -0.435 

ND -0.219 1.583 -1.064 -0.242 1.793 -0.754 0.064 1.953 0.049 

NE -0.562 0.179 0.417 -0.471 0.175 -0.130 -0.297 0.776 0.864 

NH -0.233 -1.106 -1.139 -0.263 -0.890 -1.067 -0.357 -1.146 -0.731 

NJ 1.777 -1.369 0.435 1.959 -1.406 0.346 1.978 -1.158 1.181 

NM -1.793 -0.790 0.587 -1.830 -0.595 0.250 -1.885 -0.622 0.917 

NV N/A N/A N/A -1.385 -1.354 0.334 N/A N/A N/A 

NY 0.329 -0.830 -1.603 0.143 0.039 -1.427 0.155 -0.367 -0.616 

OH 0.748 0.137 0.148 0.699 0.192 -1.106 1.082 0.345 -0.766 

OK -1.043 -0.070 -0.693 -1.198 0.149 -0.227 -1.096 0.151 -0.927 

OR -0.497 -0.500 0.880 -0.430 -0.630 0.452 -0.468 -0.279 0.801 

PA 0.374 -0.662 -1.231 0.275 -0.325 -1.463 0.187 0.042 -0.543 

RI N/A N/A N/A 1.069 -1.405 0.495 N/A N/A N/A 

SC 0.470 0.310 0.101 0.164 0.302 -0.693 0.086 0.629 -0.687 

SD -0.966 0.387 0.120 -0.804 0.346 -0.981 -0.718 0.614 0.123 

TN 0.083 -0.137 -0.514 0.107 -0.433 -1.110 0.141 -0.118 -1.426 

TX -1.208 0.425 0.329 -1.353 0.576 0.703 -1.161 1.095 0.281 

UT -1.541 -0.714 0.601 -1.537 -0.679 0.166 -1.530 -0.774 0.496 

VA -0.079 -0.697 -0.723 -0.214 -0.473 -0.922 -0.270 -0.656 -0.927 

VT -0.538 -0.989 -1.244 -0.529 -0.288 -1.749 -0.631 -0.818 -0.488 

WA 0.185 0.337 0.655 0.252 0.775 0.704 0.167 1.263 1.319 

WI 0.237 0.372 -1.059 0.165 0.684 -0.957 0.354 0.704 -0.270 

WV -0.861 -1.192 -1.720 -0.904 -1.216 -2.000 -1.087 -1.294 -1.563 

WY -1.757 -0.882 0.237 -1.747 -0.501 -0.613 -1.606 -0.932 -0.847 
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 Scores for Component 1: Crop Input Intensity 

The component scores for crop input intensity range from 1.78 to -1.90 in 1997,  

1.96 to -1.83 in 2002 and 2.03 to -1.88 in 2007. The same four states, New 

Jersey, Delaware, Illinois, and California, have the highest component scores in 

each year. In these states primary production is consistently focused on crop 

production and is input intensive. The 4 states with lowest components scores, 

Montana, Wyoming, Utah, and New Mexico, also remain the same over the three 

years. In these states primary production is focused on non-crop production. As a 

result these states also have a low amount of inputs to their agricultural land. 

 Figure 5.6 shows a scatter plot comparing the 1997 component scores 

and the 2007 component scores for crop input intensity. Many of the states with 

large component scores in 1997 have larger component scores in 2007. 

Therefore, states with input intensive practices are increasing the amount of 

inputs needed. Conversely many of the states that use moderate or low levels of 

inputs have a smaller component score in 2007 than in 1997, showing these 

states moved to less input intensive practices. 
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Figure 5.6: Crop Input Intensity Component Score Comparison for 1997 to 2007 

 



 

83 

 

Scores for Component 2: Government Payments and Conservation 

The component scores for the government payments and conservation 

components range from 1.58 to -1.37 in 1997, from 1.79 to -1.60 in 2002, and 

from 2.47 to -1.34 in 2007. The 5 states with the largest scores for all three years 

are North Dakota, Minnesota, Iowa, Mississippi, and Montana. These states 

receive a large amount of government payments compared to their total 

agricultural sales or have a large amount of agricultural land in conservation 

programs. In each year, New Jersey, Massachusetts, and Connecticut are 

among the states with the lowest scores. This is likely due to farms being of a 

smaller size in the Northeast.  

Figure 5.7 compares the Government Payments and Conservation 

component scores for 1997 and 2007. The component scores are higher in 2007 

than in 1997 for almost every state. Increases in government payments to 

agriculture, which have increased since 1997, are the cause of this trend 

(Effland, Anne and Stout 2011). Only one state, Alaska, is well below the red line. 

Alaska may either have received less government payments to agriculture or had 

less agricultural land enrolled in conservation programs in 1997. Mississippi and 

Louisiana are well above the red line. These states have been affected more by 

the increased number and intensity of the natural disasters in the gulf area than 

other states.  
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Figure 5.7: Government Payments and Conservation Component Score 
Comparison for 1997 to 2007 
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Scores for Component 3: Irrigated Farming 

The component scores for the irrigated farming components range from 2.93 to        

-1.72 in 1997, from 2.76 to -2.99 in 2002, and from 3.15 to -1.56. The states with 

the highest component scores, Arkansas, California, Idaho, and Florida, remain 

the same over the three years. Irrigated farming is an important aspect of crop 

production in these states. Only West Virginia remains in the lowest 5 component 

scores for all three years.  

Figure 5.8 compares the irrigated farming component scores for 1997 and 

2007. The states on the two extremes, West Virginia and California, do not have 

much difference between the two years. California has by far the largest 

component score in both years. The arid land used for agricultural production in 

California requires much irrigation. There is also a large amount of variability in 

states that have component scores near 0.  
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Figure 5.8: Irrigated Farming Component Score Comparison for 1997 to 2007 
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Regional Comparisons.  

Northeast Region. Figure 5.9 Panel a shows the radar chart for the Northeast 

Region. There is no clear trend in the shape of the state triangles. New Jersey 

has the largest triangle. It receives few government payments, but uses very 

input intensive farming practices. In contrast Vermont has the smallest triangle. It 

receives few government payments, and does not heavily use irrigation or input 

intensive farming practices. New York and Pennsylvania have very similar 

shaped triangles. The triangles are skewed towards input intensity and 

government payments and conservation.  

 

South Region. Figure 5.9 Panel b shows the radar chart for the South Region. 

Overall the South Region has triangles that have very broad bases. They have 

larger component scores in irrigated farming and government payments, than 

input intensity. Commonly irrigated crops are cotton and rice, which are both 

heavily produced in southern states. These two crops also receive a large 

amount of government payments (Effland and Stout 2011). In addition the area 

also receives government payments for disaster relief, when the gulf area is 

affected by hurricanes and tropical storms. Virginia’s triangle is much smaller 

than the other southern states and also does not have a broad base. Virginia, as 

was also the case for the economic structure of the food system, is different from 

other southern states in agricultural production intensity. 
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Midwest Region. Figure 5.9 Panel c shows the radar chart for the Midwest 

Region. Overall the Midwest has triangles heavily skewed towards the 

government payments and conservation component and the crop input intensity 

component. The government payments and conservation is partially driven by 

the payments to corn production, especially in Iowa and Minnesota, but is also 

due to large amounts of payments for conservation (Effland and Stout 2011). In 

the Midwest high winds and sometimes dry conditions make the land 

exceptionally susceptible to wind erosion. In order to counteract this erosion 

more payments to conservation are given. The crop input intensity component is 

also driven by these two factors. Corn production quickly depletes the soil, so 

high amounts of input materials are needed to maintain high yield levels. In 

addition, wind erosion removes nutritious top soil causing more input materials to 

be needed. 

 
West Region. Figure 5.9 Panel d shows the radar chart for the Midwest Region. 

Each of the states compared in the West Region, but California have small 

involvement in crop production. Colorado, Oregon, and Utah all have small 

triangles. California, however, has a very large triangle, especially in the crop 

input intensity and irrigated farming directions. Southern California produces 

cotton, rice, and lettuce as well as a number of other crops, but receives little 

rain. Therefore, these crops are heavily irrigated. California also uses a large 

amount of input materials to increase yields. The large component scores for 

these two components show the result of turning arid land into crop production 

land. 



 

89 

 

 
Panel a: Northeast Component Score Comparison 

 
Panel b: South Component Score Comparison 
Figure 5.9: Radar Charts of Four States in each Census Region 
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Panel c: Midwest Component Score Comparison 

 
Panel d: West Component Score Comparison 
Figure 5.9 cont.: Radar Charts of Four States in each Census Region 
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State Comparison 

Figure 5.10 shows the radar chart for Minnesota for 1997, 2002 and 2007. The 

size and shape of the 1997 and 2002 triangles are very similar. However, the 

2007 triangle is larger in the direction of both irrigated farming and government 

payments and conservation. The growth in the irrigated farming component score 

for 2007 can be caused by irrigated farming increasing in Minnesota or by 

irrigated farming decreasing in other states because the scores are comparative. 

The crop input intensity leg of the triangle is consistent for all three years. 

Minnesota’s farming practices did not change much over the ten years. 

 

 
Figure 5.10: Radar chart for Minnesota for 1997, 2002 and 2007 
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Consumption and Health 

Table 5.11 reproduces the variable definitions and abbreviations for the 

Consumption and Health group given in Chapter 2. 

Table 5.11: Variable Definitions and Names for Consumption and Health Group 

Variable Definition 
Variable 

Abbreviation 

Percent of adult population who are obese Obese 

Percent of adult population who have diabetes Diabetes 

Percent of population eligible for SNAP benefits SNAP 

Percent of food expenditures at grocery stores or                          

supercenters 

Grocery 

Percent of food expenditures at convenience stores Convenient 

Percent of food expenditures at full service restaurants Full Service 

Percent of food expenditures at limited service restaurants Limited Service 

Percent of food expenditures at food service establishments Food Service 

 

PCA Results. After accounting for outliers there were 44 observations in the 1997 

group, 46 observations in the 2002 group, and 48 observations in the 2007 

group.  

The communalities for each variable, accumulated percent variance 

explained, and component loadings are presented for 1997, 2002, and 2007 in 

Table 5.12. The component structures for the Consumption and Health group are 

not consistently strong and interpretable across all three years for each 

component. Only the first component is interpretable, as nutrition and health, and 
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is consistent across the years. However, the second and third components are 

not clearly interpretable and change between years. 

Although not consistent for all years, three retained components explain a 

majority of the variance of the variables and of the overall variance of the group. 

The communalities for all groups are very high. The lowest communality for any 

variable across all three years is 0.57 for PercentLSR in 2002, which is still 

considered high. The accumulated variance explained by the three components 

is 76% for 1997, 76% for 2002, and 80% for 2007. 

 

Component 1: Health and Nutrition 

The variables for the percent of state population who are obese, percent of the 

state population that has diabetes, the percent of the state population eligible for 

SNAP benefits, and the percent of food expenditures at limited service 

restaurants heavily load on the first component. This demonstrates the clear 

connection between consumption habits and major health problems. Low food 

security and consistent consumption at limited service restaurants are connected 

with serious nutrition-caused illnesses. Multiple studies already associate these 

variables (Periera 2005).  

 

Component 2 and Component 3: Not Interpretable  

In 1997, the variable for percent of food expenditures at food service 

establishments positively loads on the second component and the variable for 

percent of food expenditures at convenient stores negatively loads on the second 
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component. These two variables vary in opposite directions, but there is no clear 

reason for the occurrence. The variable for the percent of food expenditures at 

grocery stores positively loads on the third component, while the variable for the 

percent of food expenditure spent at full service restaurants negatively loads on 

the third component. There is a clear reason for these variables varying in 

opposite directions. If there is a greater amount of expenditure on food at the 

grocery store, there is food consumption in the home, decreasing food 

consumption at restaurants. 

In 2002, the variable loading on the second and third components 

switched from the 1997 component structure. The variable for the percent of food 

expenditures at grocery stores positively loads on the second component, while 

the variable for the percent of food expenditure spent at full service restaurants 

negatively loads on the second component. In addition, the variable for percent 

of food expenditures at food service establishments positively loads on the third 

component and the variable for percent of food expenditures at convenient stores 

negatively loads on the third component. 

The second and third components are again different in 2007. The 

variables for the percent of food expenditures at food service establishments and 

full service restaurants positively load on the second component, while the 

variable for food expenditures at grocery stores negatively loads on the second 

component. Only the variable for the percent of food expenditures at convenient 

stores loads on the third component.  
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Table 5.12: PCA results for Consumption and Health Group 

 

Variable 

 

Communalities 

Factor 1: 

Nutrition and 

Health 

Factor 2: 

Not 

Interpretable 

Factor 3: 

Not 

Interpretable 

1997 

Diabetes 0.85 0.88   

Obesity 0.67 0.78   

SNAP 0.61 0.77   

Limit Service 0.66 0.62   

Food Service 0.82  0.86  

Convenience 0.78  -0.83  

Grocery 0.92   0.96 

Full Service 0.79   -0.67 

Total Variance Explained 0.38 0.61 0.76 

 

2002 

Diabetes 0.84 0.89   

Obesity 0.79 0.83   

SNAP 0.70 0.78   

Limit Service 0.57 0.55   

Food Service 0.82   0.87 

Convenience 0.64   -0.68 

Grocery 0.88  0.93  

Full Service 0.82  -0.78  

Total Variance Explained 0.40 0.63 0.76 
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Table 5.12 continued: PCA results for Consumption and Health Group 

 

Variable 

 

Communalities 

Factor 1: 

Nutrition and 

Health 

Factor 2: 

Not 

Interpretable 

Factor 3: 

Not Interpretable 

2007 

Diabetes 0.83 0.91   

Obesity 0.87 0.79   

SNAP 0.70 0.76   

Limit Service 0.71 0.83   

Food Service 0.66  0.75  

Convenience 0.95   0.95 

Grocery 0.89  -0.88  

Full Service 0.79  0.82  

Total Variance Explained 0.42 0.67 0.80 

 

Partial CPCA results. Table 5.13 presents the results of the partial CPCA. The 

partial CPCA is restricted to 3 similar components coinciding with the PCA 

results. The 4 strictest models tested are rejected because their p-value are less 

than 0.1. The partial CPCA model with 2 similar components and the partial 

CPCA model with 1 similar component failed to be rejected. The variability 

between the component structures of the individual years is represented in the 

rejection of the stricter models. The instability is caused by the large variability in 

consumption patterns over time. 

 With two models failing to be rejected, the model with the smallest 

reduced chi squared statistic is the best fitting model. The partial CPCA with 1 
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similar component has the smallest reduced chi squared statistic. It is 

appropriate for the Consumption and Health group to be pooled together for 

PCA, as long as only the first component is analyzed. 

 

Table 5.13: Similarity Hierarchy Results for Consumption and Health Group 

Higher Model Lower Model P-Value Reduced �
 

Equality Proportionality 0.0061 5.094 

Proportionality CPCA 0.0078 1.292 

CPCA Partial CPCA (3) 0.0103 1.573 

Partial CPCA (3) Partial CPCA (2) 0.0414 1.156 

Partial CPCA (2) Partial CPCA (1) 0.1128 0.855 

Partial CPCA (1) Unrelated 0.6991 0.674 

 
Pooled PCA Results. The pooled PCA is performed with a data set consisting of 

the 1997, 2002 and 2007 data sets, giving the pooled PCA a total of 140 

observations. 

 Table 5.14 shows the communalities, accumulated percent of total 

variance explained, and the component structure for the Crop Production 

Intensity group. The overall pooled PCA component structure is similar to the 

structure of 1997 PCA. However, only the first component is analyzed in 

accordance with the partial CPCA results. It is also the only component that is 

able to be consistently interpreted across all three years. The same variables that 

load on the first component for each individual PCA load on the first component 

for the pooled PCA, allowing for the same interpretation for the pooled PCA.  



 

98 

 

Table 5.14: PCA results for pooled Health and Consumption Group 

 

Variable 

 

Communalities 

Factor 1: 

Nutrition  

and 

Health 

Factor 2:  

Not 

Interpretable 

Factor 3:  

Not 

Interpretable 

Diabetes 0.90 0.93   

Obesity 0.80 0.90   

SNAP 0.66 0.75   

Limit Service 0.48 0.56   

Food Service 0.72  -0.74  

Convenience 0.75  0.83  

Grocery 0.95   0.95 

Full Service 0.80   -0.75 

Accumulated Percent 

Variance Explained 

0.36 0.63 0.76 

 
Table 5.15 shows the component scores for the first component for each 

state for all three years. The component loadings for the first component are 

used to create component scores, which can be compared across states and 

time. Usually standardized data causes component scores to be between values 

of -3 and 3.  
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Table 5.15: Component Scores for Nutrition and Health Component 
 

State 1997 2002 2007 

AL 0.125 1.184 2.078 

AK -0.631 0.099 1.005 

AZ -1.686 0.461 0.939 

AR -0.583 0.576 1.337 

CA -0.608 -0.170 0.530 

CO -1.785 -1.243 -0.705 

CT -1.041 -0.690 0.038 

DE -0.556 -0.212 0.840 

FL -1.096 -0.369 0.318 

GA -0.747 0.537 1.777 

HI -0.795 -0.452 0.203 

ID -1.459 -0.585 0.212 

IL -0.194 0.281 1.178 

IN -0.408 0.356 1.182 

IA -0.974 -0.399 0.397 

KS -1.382 -0.229 0.571 

KY 0.056 0.932 2.032 

LA 0.351 1.363 2.403 

ME -1.115 -0.174 0.624 

MD -0.579 -0.325 0.689 

MA -1.181 -0.756 0.118 

MI -0.287 0.520 1.427 

MN -1.341 -0.692 -0.013 

MS 0.652 1.793 2.815 

MO -0.487 0.491 1.586 

    

State 1997 2002 2007 

MT -1.647 -0.882 -0.351 

NE -1.021 -0.252 0.323 

NV -1.541 -0.481 0.310 

NH -1.828 -1.152 -0.127 

NJ -0.935 -0.483 0.432 

NM -0.626 0.047 1.007 

NY -0.585 0.057 0.859 

NC -0.518 0.418 1.583 

ND -1.564 -0.617 0.044 

OH -0.698 0.393 1.223 

OK -0.478 0.714 1.813 

OR -0.785 -0.014 0.703 

PA -0.705 0.134 0.934 

RI -1.044 -0.514 0.161 

SC -0.616 0.929 1.749 

SD -1.413 -0.285 0.251 

TN -0.468 1.121 2.391 

TX -0.318 0.739 1.702 

UT -1.157 -0.766 0.023 

VT -1.223 -0.876 -0.268 

VA -0.870 -0.038 0.567 

WA -1.217 -0.294 0.527 

WV 0.468 1.546 2.323 

WI -1.421 -0.658 0.086 

WY -1.663 -1.003 -0.302 

Scores for Component 1: Nutrition and Health 

The component scores for the nutrition and health component range from 0.65 to 

-1.83 in 1997, 1.79 to -1.24 in 2002 and 2.81 to -0.70 in 2007. The range shifting 

to higher values over time shows that overall, in the United States, nutrition and 
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health is becoming poorer over time. The same four states, Mississippi, West 

Virginia, Louisiana, and Alabama, have the highest component scores in each 

year. The south has higher poverty and poorer nutrition and health compared to 

other regions. The 4 states with lowest components scores, Montana, Wyoming, 

Colorado, and New Hampshire, also remain the same over the three years. 

Vermont is also in the lowest 5 for 2002 and 2007. The Midwest and the 

Northeast have higher food security and better nutrition and health than the other 

regions.  

Figure 5.11 compares the component scores for 1997 and 2007for the 

health and nutrition component. Each state has a significantly higher component 

score in 2007 than in 1997. Considering the variables forming the health and 

nutrition component, a higher score is a negative aspect. The increase in 

diabetes rates, obesity rates, and consumption of low nutrition food is a national 

problem. Although each state’s 2007 component score is much higher than their 

1997 score, many of the states with the highest component scores and greatest 

growth in component score are in the south region. Tennessee has the largest 

difference between the two years. It has a component score of -0.468 in 1997, 

but has a component score of 2.391 in 2007. 
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Figure 5.11: Comparison of Health and Nutrition Component Scores for 1997 and 
2007 
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Regional Comparisons.  
Northeast Region. Figure 5.12 Panel a shows the bar chart for the first 

component scores for all three years for the Northeast Region. There is a clear 

increasing trend in the size of each bar for every state. Each of the four states 

start with negative values, but all the states, except for Vermont, have positive 

component scores by 2007. While Vermont’s component score is increasing, it 

remained negative for all three years. It also is one of the lowest component 

scores nationally for all three years. Compared to the other three regions of the 

United States the Northeast is in the middle. Overall it has higher component 

scores than the Midwest and West, but has lower component scores than the 

South. The overall food security, health, and nutrition are better than in the 

South, but worse than the other two regions. 

 

South Region. Figure 5.12 Panel b shows the bar chart for the South Region. 

Overall the South Region has large component scores across all three years. 

The component scores are also increasing for each state over time. Of the 4 

states in the South Region, three have the highest values in 2007 of all 16 states 

used in the regional comparisons. Overall the South Region has lower food 

security, health, and nutrition. Mississippi has very large values over all three 

years. In contrast Virginia has lower values that are comparable to those for 

states in other regions. Although Virginia is in the South Region it has better food 

security, health and nutrition, than other states in the region.  
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Midwest Region. Figure 5.12 Panel c shows the bar chart for the Midwest 

Region. Again the states in this region follow the national trend, with component 

scores increasing over time. However, the scores are much lower than the South 

and Northeast Regions. Although all 4 states have positive component scores by 

2007 only 1 scores is greater than 1. Iowa, Minnesota, and Nebraska have low 

values for all 3 years showing these states have relatively high food security, 

good health, and nutrition. Overall the Midwest Region has the second lowest 

component values of any region.  

 

West Region. Figure 5.12 Panel d shows the bar chart for the West Region. 

Overall the West Region has the lowest component scores of any of the other 

regions. When the lowest component scores across all three years are compared 

3 of the 4 four states with the lowest scores are from the West Region. In 

addition, all the states in the comparison have negative component scores prior 

to 2007. Colorado has a negative component score for all three years, and has 

the lowest component score of any state for 2002 and 2007. Colorado has the 

highest food security, and best nutrition and health of any state. Of the states 

compared from the West Region, California and Oregon have the highest 

component scores, however when compared to other regions they are still low. 

Despite the relatively low scores, each of the states still follows the national trend 

of consistently increasing component values. The West may have the highest 

food security, and best nutrition and health of any region, but is moving towards 

lower food security, poorer nutrition, and health. 
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Panel a: Northeast Component Score 

Comparison 

 

Panel b: South Component Score 

Comparison 

 

Panel c: Midwest Component Score 

Comparison 

 

Panel d: West Component Score 

Comparison

Figure 5.12: Bar charts comparing health and nutrition component scores 
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Chapter 6: Summary and Conclusion 

Group Summaries 

 The first group analyzed, the Economic Structure of the Food System, has 

three retained components. All three have clear interpretations. This reduces the 

information in nine indicators into three scores. The component structures 

between 2002 and 2007 are shown to be similar to three components. 

Comparing components scores using the pooled component structure shows that 

the Northeast Region has larger employment in retail activities, while the Midwest 

Region has larger employment in upstream activities. Both the South and West 

Regions have lower overall levels of employment in the food system. However, 

the South Region is very evenly distributed between upstream, retail, and waste 

activities, while the West has higher upstream activities component scores. For 

the states most involved in upstream activities employment increased over time, 

whereas for the states most involved in retail employment decreased over time. 

There is no clear trend for employment in waste activities. 

 The analysis of the Economic Structure of the Food System showed that 

the component structure of the group was very stable over time. Although the 

partial CPCA model with three components was the best fitting model, the model 

for equality of covariance matrices failed to be rejected. In addition, when 

comparing the component scores between 2002 and 2007, there were only 

minimal differences. This shows that the data values remained similar over the 5 

years as well. The stability was particularly true for the upstream production 

activities component scores. Upstream food system activities are not transient 
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activities. Once well-established, they will remain in their location and not 

growing extremely quickly. 

 The second group analyzed, the Agricultural Production Intensity Group, 

also has three retained components, each with a clear interpretation. Again, this 

reduces the information in nine indicators to three scores. The component 

structures between 1997, 2002, and 2007 are shown to be similar to three 

retained components. The South and Midwest Regions receive a large amount of 

government payments to agriculture, as well as participate in conservation 

programs. Also, the West and South are more heavily involved in irrigated 

farming than the other regions. Finally, while each region has a state with an 

exceptionally high crop input intensity, the Midwest uses the most crop input 

materials. For the states with the highest crop input intensity, the amount of 

inputs used has increased over time. In addition, the states receiving the most 

government payments, also received more over time. 

 The Agricultural Production Intensity Group allows for a partial picture of 

agriculture practices in each state. The component scores for the Crop Input 

Intensity and Irrigated Farming component can be used in conjunction with other 

indicators, such as crop yield rates, water quality and availability, or erosion rates 

to assess correlations between input intensity and irrigation and other areas of 

interest. In addition, the component scores for the Government Payment and 

Conservation component can be used in conjunction with other indicators to 

assess the flow of government payments to agriculture. 
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 The final group analyzed, the Consumption and Health Group, has three 

retained components for each individual PCA. However, only the first component 

in each PCA has a clear and consistent interpretation. In addition, the component 

structures for 1997, 2002, and 2007 are only similar up to the first component. 

Considering the first component the information in four variables are reduced to 

one component score. Comparing component scores for the first component 

only, shows that South Region has the lowest food security and the poorest 

health and nutrition of the four regions. In contrast, the West Region has the 

highest food security and best health and nutrition of the four regions. Every one 

of the 50 states’ component score increases over time. Although certain regions 

of the country are better than others, this implies that the entire U.S. has a 

negative trend in regard to food security, health, and nutrition. 

 The Health and Consumption group is different from the other two groups. 

The component structure for the group is much less stable over time and the 

data values producing the component scores increase for every single state. The 

unstable component structure is caused by the group attempting measure 

consumption patterns. There are many factors that affect consumption patterns 

causing them to change more rapidly than the structure of the food system or 

farming practices. In addition, the nation-wide rise in component score puts 

health and nutrition further in the spotlight. Multiple studies have shown health 

and nutrition to be decreasing over time in the United States and the component 

scores further highlight those negative trends. 
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Analysis Challenges 

 Although this thesis shows that it is possible to achieve meaningful data 

reduction there are multiple complications that can occur during the process. The 

first major complication is that a PCA’s component structure is very sensitive to 

the variables that are included. With 50 subjects, the subjects to variable ratio 

requires no more than ten variables be included in a PCA at one time. 

Consequently, many group combinations must be analyzed, possibly differing by 

only one variable, before a meaningful and interpretable component structure is 

achieved. 

 In addition to the procedural complications caused by the subjects to 

variable ratio, there is a conceptual complication. The holistic nature of the food 

system is a main reason for the complexity of the indicators set. However, by 

separating the indicator set into groups for the PCA analysis the holistic nature is 

decreased. It is possible for meaningful connections to be missed because the 

number of variables able to be included in a single PCA is limited. 

 A second major complicating factor is partially shown by the Health and 

Consumption Group. Although each year’s component structure for a single 

group may have meaningful interpretations, they may not be consistent over 

time. Food system comparisons across time cannot be made with varying 

component structures. The component scores are a summed product of the 

standardized data value and the variables component loading. Any changes in 

component scores are attributable to changes in the data value if a single 

component structure is used across all years. However, if the component 
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structure changes over time the component scores are not comparable because 

the change in the score may be due to the data value, the variables component 

loading, or likely both. Consequently, only groups that are shown to have 

consistent component structures over time can be used to compare the food 

system over time. 

Despite its limitations, the requirement to have consistent component 

structures over time has a major benefit. With the component structures shown to 

be stable over time, the pooled component structure can be used with future 

indicator sets to create component scores without performing the entire analysis. 

This allows for comparisons of food systems to continue using fewer resources. 

In addition, a known consistent set of indicators can be collected, eliminating the 

lengthy task of creating the indicator list itself. 

 

Conclusion 

The food systems’ interconnectivity with almost every aspect of society makes 

accurately characterizing it very important. This same interconnectivity also 

makes the problem of accurately characterizing the food system very complex. 

Indicator sets that attempt to capture the holistic nature of the food system and 

are repeated across location and time to allow for comparisons and stability 

testing are inevitably very large. In addition, the results of this thesis show that it 

is possible to characterize the information presented by groups of individual 

indicators by component scores, although the process is very difficult. Through 

PCA and partial CPCA techniques, selected groups of indicators for each state 
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over three years are reduced in dimensionality and shown to be stable over time. 

This then allows for states to be compared nationally and regionally on specific 

aspects of their food systems. It also allows for the comparison of food system 

changes over time. 

 The ability to compare aspects of the food system through component 

scores can help to inform policy decisions in multiple ways. The most basic way 

is by using the component scores to paint a picture of the current food system. A 

few scores can allow a policy maker to assess how one state compares with 

other states. In this way, particular issues can be highlighted and addressed 

quickly. The component scores also allow for states to assess policy 

effectiveness over time. A policy is put in place with a particular expected 

outcome. Tracking and comparing the component scores over time will allow 

policy analysts to see if the intended outcome was achieved, was not achieved, 

or had a different outcome than expected. In addition, if similar policies are 

enacted in multiple states or a federal policy is enacted for all states, the 

component scores allow for a comparison across states and across time to 

analyze the relative effectiveness of the policy. The differences in the states can 

then be studied to address the differences in the policy’s outcomes.  
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Appendix A: Standardized data for Employment Structure Group  
A.1: Employment Structure Group 2007 
State Dist. Input 

Supply 

Prim. 

Prod. 

Process Retail Waste Agland Groce

ry 

Met. 

pop 

AL 0.249 -0.069 -0.213 0.299 -0.376 -0.584 0.073 -0.468 -0.047 

AK 0.485 -0.082 -1.064 2.187 -0.062 -0.899 -0.693 2.031 -0.259 

AZ -0.707 -0.439 -0.767 -1.115 -0.062 -0.629 -1.444 -1.389 0.161 

AR 0.540 -0.048 0.608 3.045 -0.690 -0.354 -0.044 -0.366 -0.220 

CA 1.311 -0.336 -0.301 -0.252 -0.376 0.524 0.012 -0.040 0.520 

CO -0.210 -0.445 -0.405 -0.647 -0.062 0.315 -0.470 -1.141 0.181 

CT 0.417 -0.514 -1.024 -1.089 -1.005 0.999 0.396 0.163 0.438 

DE -2.254 -0.660 -0.988 0.101 -1.005 -0.521 -1.075 -0.718 -0.764 

FL 0.084 -0.353 -0.760 -1.127 -0.376 -0.057 -0.510 -0.188 0.340 

GA 0.092 -0.249 -0.682 0.250 -0.376 -0.435 -0.708 -0.513 -0.015 

HI 2.963 -0.527 -0.481 -0.614 0.881 0.024 -0.432 0.087 -0.078 

ID 1.366 1.426 1.657 1.152 0.881 -0.472 -0.611 -0.704 -0.320 

IL 0.596 0.164 -0.712 -0.070 -0.690 -0.226 1.388 0.091 0.388 

IN -1.019 0.027 -0.377 0.056 -0.376 -0.205 0.939 -0.805 0.354 

IA -0.634 4.621 1.574 2.322 -0.376 -0.111 1.850 -0.143 -0.263 

KS -0.171 1.077 0.924 1.087 -0.062 3.535 2.004 -0.565 0.015 

KY -0.215 -0.305 1.019 0.327 -0.062 -0.104 0.371 -0.049 -0.378 

LA -0.021 -0.123 -0.491 -0.264 -0.376 0.999 -0.437 0.422 0.103 

ME 1.051 -0.623 -0.260 -0.044 -0.062 2.973 -1.311 1.013 -0.368 

MD 0.953 -0.543 -0.983 -0.868 -0.690 0.212 -0.412 -0.325 0.488 

MA 0.000 -0.602 -1.115 -0.959 -0.062 -0.158 -1.195 -0.273 0.753 

MI 0.028 -0.439 -0.448 -0.693 -0.376 -0.047 -0.477 0.183 0.248 

MN 0.176 0.279 0.111 0.202 -0.690 0.048 0.528 -0.555 -0.616 

MS -0.312 0.252 0.485 0.851 0.253 -0.084 -0.349 -0.341 -0.558 

MO -0.695 -0.226 0.253 0.212 -0.690 -0.614 0.920 -0.571 -0.337 

MT -0.637 -0.276 2.184 -0.514 0.881 -0.947 1.124 0.624 -0.943 

NE 0.595 3.162 1.398 2.499 -0.376 0.333 2.179 0.549 -1.440 

NV -1.110 -0.635 -1.126 -1.209 -0.690 0.577 -1.125 -1.194 0.084 

NH -0.516 -0.629 -0.896 -1.145 -0.062 -0.649 -1.311 -0.056 -0.287 

NJ 2.323 -0.505 -1.064 -0.645 -1.005 0.664 -0.940 1.407 2.318 

NM -0.156 -0.530 0.302 -0.622 0.881 -0.361 0.700 -1.346 -0.292 

NY 0.717 -0.564 -0.988 -0.945 -0.690 -0.452 -0.698 3.526 -0.373 

NC -0.144 0.132 -0.496 -0.035 -0.376 -0.844 -0.622 -0.204 -0.154 

ND 0.850 2.793 2.895 1.875 4.025 -0.715 2.077 1.437 -0.871 

OH 0.397 -0.310 -0.629 -0.407 -0.376 -0.057 0.471 -0.482 -0.026 

OK -0.523 -0.287 1.152 -0.147 -0.062 -0.671 1.629 -0.491 -0.245 

OR 0.869 -0.046 0.833 0.167 0.253 1.875 -0.437 -0.262 -0.403 

PA 0.189 -0.366 -0.734 -0.298 -0.690 0.315 -0.594 -0.177 0.451 

RI -0.462 -0.618 -1.124 -0.921 0.567 -0.357 -1.208 -0.347 0.099 

SC -0.419 -0.452 -0.608 -0.495 -0.062 0.102 -0.781 -0.339 0.281 

SD -1.874 0.961 2.547 0.999 1.510 -0.099 2.087 1.124 -0.657 

TN -0.391 -0.393 -0.107 -0.014 0.253 -1.061 -0.005 -0.332 -0.398 

TX -0.250 -0.371 -0.216 -0.416 -0.376 -0.624 1.579 -1.245 0.150 

UT -0.288 -0.606 -0.526 0.326 -1.005 -1.053 -0.632 -1.385 0.085 

VT 0.999 -0.348 0.042 -0.183 2.139 -0.263 -0.938 2.852 -0.966 

VA -0.794 -0.464 -0.652 -0.578 -0.376 -0.141 -0.475 -0.183 -0.438 

WA 1.775 -0.129 0.958 -0.110 -0.376 0.109 -0.110 0.079 0.557 

WV -1.343 -0.630 0.079 -0.390 0.253 2.686 -0.764 0.277 5.681 

WI -0.206 0.244 0.161 0.847 -0.690 -0.146 0.002 -0.510 -0.921 

WY -1.820 0.181 1.052 -0.368 -0.376 0.176 0.458 -0.192 -1.060 
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A.2: Employment Structure Group 2002 
State Dist. Input 

Supply 

Prim. 

Prod. 

Process Retail Waste Agland Grocer

y 

Met. 

pop 

AL -0.175 -0.004 -0.252 0.499 -0.180 -0.914 0.068 -0.184 -0.089 

AK -0.589 0.022 -1.021 1.919 0.411 0.134 -0.693 1.650 -0.194 

AZ 0.373 -0.508 -0.717 -1.103 -0.771 -0.495 -1.474 -1.560 0.641 

AR -0.463 0.058 0.518 3.075 -0.475 -0.675 -0.047 0.367 -0.209 

CA 0.905 -0.395 -0.251 -0.273 -0.475 0.434 0.055 -0.313 0.486 

CO 0.228 -0.481 -0.433 -0.533 -0.180 0.163 -0.417 -1.161 0.289 

CT -0.131 -0.550 -1.018 -0.986 -1.066 1.467 0.337 -0.237 0.280 

DE -2.419 -0.744 -0.950 -0.177 -1.066 -0.187 -1.166 -0.998 -0.734 

FL 0.185 -0.309 -0.702 -1.009 -0.180 -0.187 -0.403 -0.583 0.530 

GA -0.102 -0.169 -0.621 0.002 -0.475 -0.887 -0.704 -0.450 0.217 

HI 2.863 -0.468 -0.479 -0.587 1.002 -0.723 -0.312 0.309 -0.154 

ID 1.808 1.799 1.868 1.832 0.707 -0.424 -0.621 -0.306 -0.094 

IL 0.150 0.161 -0.714 -0.007 -0.771 0.111 1.406 -0.336 0.276 

IN -0.857 -0.172 -0.347 -0.159 -0.475 -0.399 0.936 -0.945 0.307 

IA -0.573 3.653 1.404 2.168 -0.180 -0.011 1.918 -0.091 -0.318 

KS 0.114 1.546 0.697 1.129 -0.180 1.337 2.037 -0.481 -0.038 

KY -0.389 -0.273 1.292 0.201 0.116 0.060 0.316 0.222 -0.410 

LA -0.068 -0.038 -0.549 -0.361 -0.180 0.389 -0.480 0.841 -0.166 

ME 1.657 -0.663 -0.326 -0.020 0.116 1.488 -1.343 1.017 -0.467 

MD 0.425 -0.588 -0.943 -0.804 -0.180 0.580 -0.381 -0.641 0.440 

MA -0.171 -0.656 -1.089 -0.885 -0.180 -0.111 -1.224 -0.740 0.559 

MI -0.321 -0.522 -0.554 -0.761 -0.475 0.679 -0.501 0.024 0.063 

MN -0.105 0.216 0.143 0.219 -0.475 0.188 0.536 -0.715 -0.727 

MS -0.065 0.397 0.370 1.328 0.116 -0.053 -0.352 0.368 -0.635 

MO -0.709 -0.032 0.245 0.126 -0.475 -0.904 0.957 -0.633 -0.361 

MT -0.013 -0.157 2.399 -0.564 1.002 -0.405 1.011 1.441 -0.975 

NE 0.258 3.301 1.416 2.836 -0.475 0.792 2.172 0.716 -1.491 

NV -1.068 -0.712 -1.045 -1.258 -0.475 -0.013 -1.131 -1.213 0.601 

NH -0.813 -0.707 -0.943 -1.161 -0.180 0.123 -1.346 -0.127 -0.348 

NJ 1.341 -0.607 -1.045 -0.654 -1.066 0.626 -0.927 0.626 2.118 

NM -0.495 -0.619 0.155 -0.696 0.707 -0.376 0.744 -1.389 -0.222 

NY 0.433 -0.615 -0.943 -0.929 -0.771 -0.482 -0.670 2.567 -0.493 

NC -0.232 -0.005 -0.407 0.038 -0.475 -0.702 -0.597 -0.095 -0.027 

ND 1.656 3.325 2.844 0.934 2.184 -1.163 2.006 1.307 -0.929 

OH 0.097 -0.367 -0.605 -0.394 -0.180 -0.193 0.502 -0.582 -0.176 

OK -0.102 -0.316 0.959 -0.031 -0.180 -1.075 1.471 -0.452 -0.280 

OR 0.635 -0.068 0.981 0.022 -0.180 1.550 -0.430 0.044 -0.367 

PA -0.107 -0.456 -0.737 -0.236 -0.475 0.155 -0.608 -0.206 0.291 

RI -0.505 -0.692 -1.114 -1.040 0.411 -0.816 -1.258 -0.732 -0.113 

SC -0.820 -0.473 -0.597 -0.424 -0.180 -0.308 -0.795 -0.164 0.437 

SD -1.079 0.910 2.498 0.871 1.298 -0.545 2.055 1.424 -0.636 

TN -0.239 -0.239 -0.033 0.132 0.116 -0.185 0.036 -0.020 -0.356 

TX -0.376 -0.439 -0.231 -0.373 -0.475 -0.378 1.530 -0.979 0.357 

UT 0.051 -0.662 -0.457 0.166 -0.475 -0.922 -0.615 -1.486 0.446 

VT 2.577 -0.583 -0.113 -0.112 1.593 2.171 -0.968 3.394 -1.056 

VA -0.862 -0.518 -0.594 -0.422 -0.475 -0.721 -0.460 -0.420 -0.440 

WA 1.765 -0.233 1.081 -0.029 -0.180 1.081 -0.108 0.085 0.635 

WV -0.892 -0.708 -0.134 -0.224 -0.180 4.013 -0.821 0.761 5.603 

WI 0.639 0.183 0.033 0.905 -0.475 0.255 0.015 -0.549 -0.979 

WY -1.615 0.518 1.061 -0.601 0.116 -0.887 0.684 -0.294 -1.093 
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Appendix B: Standardized data for Agricultural Production Intensity Group 
B.1: Agricultural Production Intensity Group 2007 

State Income Pay Chem 

 

Fert 

 

Conserve Crop 

sales 

VLfarm Irrigat Crop 

land 

AL 0.167 0.234 -0.496 -0.449 1.288 -1.507 -0.002 -0.655 -0.187 

AK -0.977 0.273 -1.252 -1.367 -0.256 -0.150 -1.010 -0.815 -1.820 

AZ 1.064 -0.468 -0.852 -1.156 . 0.611 -0.870 -0.473 -2.048 

AR 0.641 0.724 0.699 0.285 -0.183 -0.381 0.978 3.359 0.540 

CA 1.369 -1.123 3.240 1.448 -1.045 1.020 2.681 2.912 -0.686 

CO -0.089 0.073 -1.009 -1.154 1.319 -0.668 -0.385 0.214 -0.732 

CT 0.299 -1.098 0.313 0.619 -1.288 1.270 -0.958 -0.477 0.004 

DE 0.182 -1.051 2.519 2.484 -0.721 -1.308 -0.918 1.763 1.546 

FL 0.348 -1.204 2.137 1.205 -0.463 1.637 -0.129 1.350 -0.770 

GA 1.011 0.447 0.790 0.473 0.221 -0.792 0.467 0.848 0.385 

HI 0.667 -1.281 0.008 0.003 . 1.799 -0.900 -0.221 -1.556 

ID 0.703 -0.456 -0.114 0.325 1.116 -0.273 -0.300 2.555 -0.103 

IL -0.133 0.767 1.010 1.647 -0.220 1.697 2.170 -0.649 1.535 

IN -0.100 0.445 0.840 1.924 -0.502 0.861 0.807 -0.532 1.487 

IA -0.251 0.641 0.405 0.985 0.928 0.201 3.192 -0.792 1.343 

KS -1.562 0.323 -0.632 -0.481 1.031 -0.609 0.765 -0.161 0.269 

KY -0.139 -0.207 -0.675 -0.256 -0.305 -0.841 -0.321 -0.808 0.299 

LA 1.232 2.571 0.570 0.096 1.101 0.715 -0.385 0.702 0.444 

ME 0.826 -0.662 -0.023 -0.481 0.167 0.310 -0.921 -0.521 0.787 

MD -0.254 -0.411 0.796 1.225 0.007 -0.590 -0.631 -0.338 0.543 

MA -0.144 -0.975 0.740 0.116 -1.331 1.349 -0.917 -0.038 0.097 

MI -0.275 -0.252 0.633 1.071 -0.249 0.550 0.041 -0.212 1.311 

MN -0.140 0.592 0.120 0.607 1.163 0.337 1.829 -0.634 1.259 

MS 0.283 1.466 0.328 -0.200 3.071 -0.595 0.147 1.042 0.444 

MO 0.343 1.150 -0.555 -0.195 0.773 0.001 0.424 -0.335 0.288 

MT -0.295 3.502 -1.115 -1.309 0.590 -0.051 -0.513 -0.479 -1.015 

NE -0.525 0.025 -0.534 -0.368 -0.347 -0.115 1.616 1.349 -0.304 

NV -0.330 -1.077 -1.111 -1.314 . -0.182 -0.962 0.517 -1.711 

NH -0.578 -0.781 -0.859 -0.957 -1.289 0.338 -0.978 -0.726 0.297 

NJ 1.526 -1.124 1.950 1.908 -1.061 1.924 -0.892 0.954 1.008 

NM 2.176 -0.299 -1.221 -1.442 -0.918 -1.019 -0.768 -0.637 -2.012 

NY 0.217 -0.668 -0.069 -0.139 -0.714 -0.539 -0.257 -0.729 0.805 

NC 0.112 -0.662 0.978 1.025 -0.546 -1.027 0.680 -0.452 0.804 

ND 0.126 2.213 -0.376 -0.545 1.550 1.756 0.637 -0.796 0.599 

OH -0.216 0.529 0.249 1.170 -0.368 0.562 0.339 -0.832 1.222 

OK -1.533 0.736 -1.064 -1.051 -0.256 -1.260 -0.215 -0.684 -0.692 

OR -0.421 -0.459 -0.432 -0.662 -0.081 1.032 -0.300 0.499 -0.947 

PA 0.464 -0.739 -0.082 -0.012 -0.129 -0.692 -0.044 -0.795 0.943 

RI 1.018 -0.855 0.500 1.162 . 1.831 -1.006 0.359 0.183 

SC -1.196 0.256 -0.013 0.161 1.343 -0.608 -0.598 -0.393 0.434 

SD 0.673 1.065 -0.785 -0.831 -0.148 0.241 0.254 -0.766 -0.451 

TN -2.327 0.769 -0.313 0.055 -0.381 -0.128 -0.470 -0.768 0.305 

TX -0.067 0.624 -0.963 -1.110 -0.293 -0.737 1.744 -0.410 -1.169 

UT -0.018 -0.547 -1.173 -1.340 -0.750 -0.977 -0.832 0.347 -1.552 

VT 1.418 -0.933 -0.896 -0.600 -1.095 -1.536 -0.914 -0.832 0.494 

VA -1.064 -0.365 -0.493 -0.181 -1.013 -0.821 -0.427 -0.713 -0.110 

WA 0.600 -0.272 0.498 -0.064 2.352 1.136 0.041 0.537 -0.098 

WV -2.793 -1.260 -1.142 -1.219 -1.332 -1.609 -0.683 -0.857 -0.809 

WI 0.688 -0.177 0.172 0.348 0.341 -0.809 0.467 -0.521 0.985 

WY -2.722 -0.018 -1.247 -1.458 -1.075 -1.355 -0.776 -0.263 -1.887 
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B.2: Agricultural Production Intensity Group 2002 
State Income Pay Chem 

 

Fert 

 

Conserve Crop 

sales 

VLfarm Irrigat Crop 

land 

AL 1.780 -0.387 -0.299 -0.303 1.661 -1.334 0.350 -0.661 -0.036 

AK 3.012 0.294 -1.276 -1.286 0.088 -0.054 -0.956 -0.830 -1.876 

AZ 1.128 -0.891 -1.001 -1.157 -1.283 0.999 -0.772 -0.431 -2.141 

AR 0.661 0.766 0.598 -0.025 -0.825 -0.625 1.013 3.115 0.616 

CA 0.586 -1.208 3.189 1.444 -0.956 1.393 4.591 3.158 -0.701 

CO -0.403 -0.201 -1.065 -1.094 1.013 -0.908 -0.279 0.185 -0.825 

CT -0.139 -1.148 0.801 2.356 -1.177 1.160 -0.901 -0.363 0.407 

DE -0.640 -0.857 1.855 2.762 -0.724 -1.033 -0.855 1.606 1.403 

FL 2.172 -1.353 2.166 1.206 -0.870 1.700 0.284 1.526 -0.759 

GA 2.083 -0.375 0.764 0.245 1.255 -0.652 0.681 0.615 0.225 

HI 0.742 -1.440 0.093 -0.141 -1.279 1.832 -0.813 -0.162 -1.639 

ID 0.818 -0.380 -0.147 0.194 1.364 0.004 -0.114 2.677 -0.204 

IL -0.943 1.029 0.999 1.112 0.152 1.493 1.079 -0.683 1.380 

IN -0.942 0.708 0.627 1.318 -0.446 0.820 0.350 -0.592 1.337 

IA -0.249 0.563 0.344 0.558 0.944 0.185 2.338 -0.812 1.192 

KS -1.510 0.260 -0.824 -0.612 0.943 -0.871 0.350 -0.155 0.198 

KY 0.593 -0.071 -0.669 -0.199 0.127 -0.464 -0.313 -0.830 0.571 

LA -0.169 1.708 0.982 0.098 0.282 0.632 -0.246 0.783 0.531 

ME 0.399 -0.633 0.126 -0.180 0.229 0.113 -0.861 -0.520 0.723 

MD -0.705 -0.305 0.532 1.090 0.037 -0.524 -0.567 -0.297 1.050 

MA -0.409 -0.993 0.685 0.737 -1.264 1.281 -0.852 0.029 0.194 

MI -0.870 0.300 0.706 0.825 0.044 0.823 0.019 -0.241 1.198 

MN -1.004 0.420 0.130 0.268 1.248 0.366 1.609 -0.652 1.154 

MS 0.185 0.695 0.821 -0.353 2.520 -0.616 0.284 0.834 0.374 

MO -0.561 0.997 -0.586 -0.312 0.825 -0.274 0.151 -0.397 0.438 

MT -0.893 3.790 -1.146 -1.264 1.148 -0.323 -0.578 -0.451 -1.087 

NE -1.045 0.179 -0.611 -0.479 -0.248 -0.519 1.013 1.217 -0.355 

NV -0.187 -1.061 -1.175 -1.269 -1.238 -0.501 -0.884 0.614 -1.732 

NH -0.606 -0.268 -0.784 -0.848 -1.051 0.570 -0.926 -0.727 0.263 

NJ 0.034 -1.238 1.842 1.899 -1.129 2.035 -0.811 0.938 0.945 

NM 0.946 -0.119 -1.250 -1.379 -0.782 -1.078 -0.677 -0.630 -2.096 

NY -0.915 0.157 -0.117 -0.153 0.095 -0.447 -0.180 -0.720 0.780 

NC 0.247 -0.854 1.422 1.062 -0.227 -0.812 1.410 -0.400 0.793 

ND -0.378 2.778 -0.560 -0.734 1.878 1.474 -0.180 -0.805 0.385 

OH -0.045 0.676 0.191 0.683 -0.162 0.408 -0.114 -0.831 1.134 

OK 1.079 0.076 -1.097 -0.971 0.074 -1.319 -0.180 -0.674 -0.527 

OR -0.450 -0.746 -0.444 -0.621 -0.091 1.116 -0.246 0.582 -1.010 

PA -0.770 -0.564 -0.172 0.229 -0.069 -0.707 -0.246 -0.787 0.888 

RI 0.632 -1.068 0.620 1.446 -1.243 1.899 -0.955 0.428 0.136 

SC -0.339 -0.298 0.155 0.257 1.474 -0.281 -0.511 -0.515 0.372 

SD -0.685 1.140 -0.881 -0.926 -0.036 -0.220 -0.114 -0.755 -0.465 

TN -0.577 -0.243 -0.323 -0.043 -0.376 0.151 -0.412 -0.795 0.423 

TX 1.947 0.255 -1.001 -1.040 -0.239 -0.931 1.344 -0.375 -1.123 

UT 0.082 -0.386 -1.193 -1.255 -0.559 -1.091 -0.743 0.307 -1.616 

VT -0.483 0.924 -0.854 -0.613 -1.215 -1.477 -0.836 -0.832 0.605 

VA -0.062 -0.421 -0.421 -0.174 -0.622 -0.736 -0.246 -0.682 0.222 

WA -0.044 -0.329 0.623 -0.001 2.180 1.044 0.416 0.663 -0.165 

WV -2.284 -1.010 -1.125 -1.103 -1.089 -1.510 -0.662 -0.860 -0.517 

WI -0.016 0.571 0.015 0.131 0.602 -0.754 0.350 -0.505 0.921 

WY -0.800 0.562 -1.265 -1.386 -0.983 -1.437 -0.603 -0.307 -1.981 
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B.3: Agricultural Production Intensity Group 1997 
State Income Pay Chem 

 

Fert 

 

Conserve Crop 

sales 

VLfarm Irrigat Crop 

land 

AL 0.792 -0.426 -0.299 -0.252 1.716 -1.454 0.393 -0.707 0.169 

AK 4.413 1.271 -1.326 -1.361 -0.138 0.826 -0.970 -0.816 -1.893 

AZ 1.134 -0.507 -1.057 -1.245 . 0.824 -0.760 -0.338 -2.137 

AR 0.792 0.173 0.693 0.047 -0.884 -0.462 1.358 2.853 0.676 

CA 0.338 -0.874 2.560 1.119 -1.125 1.295 4.529 3.263 -0.800 

CO -0.761 0.171 -1.093 -1.157 0.765 -0.983 -0.228 0.532 -1.005 

CT -0.087 -0.969 0.245 2.030 -0.806 0.735 -0.916 -0.504 0.420 

DE -1.055 -0.893 1.817 1.916 -1.315 -1.327 -0.839 1.004 1.311 

FL 1.208 -1.047 2.449 1.741 -0.859 1.562 0.324 1.711 -0.853 

GA 1.169 -0.484 0.990 0.694 1.431 -0.528 0.944 0.417 0.413 

HI -0.248 -1.080 -0.020 0.197 . 1.650 -0.838 -0.116 -1.492 

ID -0.357 -0.019 -0.199 0.536 1.400 0.251 -0.090 3.053 -0.210 

IL 0.099 1.004 0.939 1.059 -0.224 1.428 1.151 -0.682 1.260 

IN 0.107 0.674 0.837 1.411 -0.214 0.680 0.462 -0.625 1.214 

IA 0.581 1.160 0.606 0.538 1.223 0.192 2.116 -0.802 1.108 

KS -0.478 0.755 -0.802 -0.709 0.965 -0.657 0.393 -0.093 0.297 

KY 1.375 -0.217 -0.601 -0.114 -0.065 0.116 -0.366 -0.790 0.640 

LA 0.419 0.537 1.380 0.222 -0.427 0.994 -0.228 0.792 0.523 

ME -0.931 -0.768 0.327 -0.129 0.185 0.001 -0.880 -0.465 0.728 

MD -0.411 -0.617 0.659 1.119 -0.860 -0.796 -0.463 -0.378 1.040 

MA 0.412 -1.005 0.553 0.554 -1.163 1.590 -0.856 0.066 0.210 

MI -1.174 0.173 0.819 0.977 0.070 0.716 -0.021 -0.287 1.131 

MN -1.229 0.850 0.449 0.369 1.085 0.132 1.013 -0.655 1.053 

MS 0.435 0.334 1.121 -0.318 2.303 -0.523 0.393 0.781 0.456 

MO -0.049 0.783 -0.432 -0.328 1.209 -0.259 0.186 -0.421 0.489 

MT -0.738 3.664 -1.205 -1.316 0.688 0.042 -0.641 -0.383 -1.102 

NE -0.349 0.496 -0.659 -0.578 -0.235 -0.499 0.806 1.172 -0.390 

NV -0.872 -0.956 -1.261 -1.353 . -0.312 -0.889 0.709 -1.813 

NH -1.143 -0.856 -0.889 -0.821 -0.769 0.071 -0.943 -0.688 0.298 

NJ -0.009 -0.931 1.502 1.921 -1.376 1.864 -0.818 0.828 0.937 

NM 0.631 -0.175 -1.307 -1.452 -1.048 -0.975 -0.641 -0.612 -2.134 

NY -1.552 -0.585 0.011 -0.131 -0.828 -0.637 -0.297 -0.705 0.717 

NC 1.485 -0.808 1.228 1.321 -0.546 -0.801 1.634 -0.571 0.785 

ND -1.116 3.559 -0.724 -0.762 1.659 1.439 -0.469 -0.796 0.382 

OH 1.312 0.393 0.458 0.886 -0.130 0.606 -0.021 -0.823 1.083 

OK -0.431 0.444 -1.117 -1.019 -0.107 -1.359 -0.297 -0.657 -0.515 

OR -0.215 -0.326 -0.514 -0.661 -0.042 1.188 -0.159 0.653 -1.073 

PA -0.765 -0.763 -0.013 0.090 -0.695 -0.749 -0.021 -0.776 0.924 

RI -0.524 -1.023 0.379 1.299 . 1.667 -0.969 0.105 0.233 

SC 0.482 -0.225 0.647 0.578 1.713 0.008 -0.504 -0.526 0.568 

SD 0.609 1.353 -0.891 -1.112 -0.012 -0.059 -0.228 -0.748 -0.580 

TN -0.016 -0.025 -0.356 -0.061 0.276 0.161 -0.435 -0.796 0.551 

TX 0.171 0.373 -1.044 -1.126 -0.237 -0.866 1.634 -0.286 -1.177 

UT 0.050 -0.248 -1.263 -1.342 -0.585 -1.031 -0.745 0.488 -1.647 

VT -0.400 -0.833 -0.962 -0.748 -1.112 -1.825 -0.851 -0.814 0.525 

VA -0.230 -0.635 -0.360 -0.120 -0.809 -0.803 -0.228 -0.687 0.330 

WA -0.382 -0.123 0.262 0.018 1.557 1.032 0.324 0.665 -0.221 

WV -1.649 -0.711 -1.185 -1.187 -1.395 -1.738 -0.692 -0.840 -0.253 

WI -0.835 0.149 -0.036 0.218 0.984 -0.951 0.255 -0.515 0.809 

WY -0.008 -0.185 -1.315 -1.458 -1.221 -1.480 -0.612 -0.187 -1.985 
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Appendix C: Standardized data for Consumption and Health Group 2007 
C.1: Consumption and Health Group 2007 

State Obese Diabetes SNAP Grocery Full 

Service 

Limit 

Service 

Food 

Service 

Convenient 

AL 1.618 1.558 0.929 0.029 -0.879 1.319 -0.749 0.850 

AK 0.667 -0.624 -0.519 1.654 -1.571 -2.103 3.462 -2.206 

AZ -0.178 0.176 0.074 0.885 -0.095 0.139 0.121 -0.329 

AR 1.055 -0.624 1.308 -0.547 -0.622 1.381 -0.759 0.940 

CA -1.059 0.322 -1.054 0.003 0.902 1.159 0.091 -1.462 

CO -2.468 -1.570 -1.301 0.486 0.604 -0.420 -0.415 -1.532 

CT -1.623 -0.915 -0.918 0.548 0.226 -0.927 1.590 -1.593 

DE 0.667 0.176 -0.263 -1.799 0.765 -0.969 0.934 0.836 

FL -0.777 0.103 -0.521 0.196 1.634 -0.751 -0.115 -0.427 

GA 0.843 1.776 0.368 0.401 -0.117 0.448 0.036 -0.086 

HI -1.623 -0.188 -0.660 -3.071 4.019 1.764 0.701 -0.145 

ID -0.425 -0.406 -0.909 1.182 -0.446 -0.362 -1.045 -0.128 

IL -0.249 0.394 0.251 -0.506 0.265 0.301 1.280 -0.709 

IN 0.385 0.467 0.120 -0.428 -0.105 1.118 -0.474 0.110 

IA 0.491 -0.988 -0.281 1.401 -1.222 -0.843 -0.919 1.038 

KS 0.491 -0.479 -0.810 0.820 -0.903 0.217 -0.712 -0.549 

KY 0.843 1.267 1.761 0.823 -1.049 0.568 -0.535 0.022 

LA 1.548 1.485 1.876 -0.319 -0.606 0.864 0.528 0.771 

ME -0.390 -0.624 1.171 0.859 -0.117 -1.155 -0.803 1.302 

MD -0.002 0.176 -0.972 -0.452 0.260 0.040 0.704 -0.628 

MA -1.623 -0.915 -0.534 -1.405 1.242 -0.296 1.648 -1.181 

MI 0.667 0.685 1.007 -0.367 0.092 -0.315 0.043 0.491 

MN -0.108 -1.570 -1.153 -1.701 0.333 -0.179 0.888 0.884 

MS 2.217 2.213 1.881 -0.578 -1.404 1.899 -0.522 1.834 

MO 0.667 -0.042 1.771 -0.625 0.172 0.453 0.679 1.108 

MT -1.305 -1.352 -0.271 -0.458 0.512 -1.161 -1.246 0.484 

NE 0.068 -0.915 -0.769 1.534 -1.337 -0.210 -0.808 -0.196 

NV -0.601 0.249 -1.226 -0.887 1.468 -0.127 0.139 -0.683 

NH -0.425 -0.624 -1.433 1.384 0.028 -1.278 -0.751 -0.062 

NJ -0.777 0.103 -1.358 0.155 -0.523 -1.379 1.843 -1.124 

NM -0.425 -0.260 0.879 0.502 -0.183 1.359 -0.876 -0.382 

NY -0.284 -0.115 0.166 -0.904 1.818 -0.830 2.287 -1.792 

NC 0.843 0.904 0.320 -0.631 0.197 1.239 0.391 0.451 

ND 0.244 -0.988 -0.547 -0.846 -0.282 -0.876 -1.596 1.336 

OH 0.632 0.467 0.191 0.248 -0.186 0.535 -0.284 0.126 

OK 0.879 1.340 0.754 -0.038 -0.802 1.503 -0.868 0.125 

OR -0.002 -0.915 0.962 1.115 0.149 -0.227 -0.867 -1.565 

PA 0.526 0.031 0.068 -0.159 -0.226 -1.485 1.099 0.138 

RI -1.623 -0.551 -0.441 -1.422 1.507 0.114 0.618 -1.509 

SC 0.949 1.122 1.224 -0.895 0.749 0.864 -0.220 0.863 

SD 0.315 -1.206 -0.446 -0.570 -0.511 -0.281 -0.643 1.515 

TN 1.548 2.067 1.699 -0.205 0.400 1.131 -0.375 0.010 

TX 0.808 1.413 0.345 -0.589 -0.116 1.346 -0.230 0.311 

UT -1.376 -0.697 -1.402 2.154 -1.653 0.201 -0.661 -0.685 

VT -1.552 -1.279 -0.131 0.403 -0.066 -2.480 0.274 1.753 

VA -0.354 -0.115 -0.728 -0.233 0.437 0.480 0.287 0.419 

WA -0.143 -0.624 -0.183 1.494 -0.388 -0.422 -0.346 -1.481 

WV 1.407 1.995 1.898 1.190 -1.608 0.005 -0.940 1.286 

WI -0.354 -1.061 -0.621 0.079 -0.407 -0.720 -0.480 0.796 

WY -0.636 -0.842 -1.573 0.085 -0.354 -0.653 -1.407 0.653 
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C.2: Consumption and Health Group 2002 

State Obese Diabetes SNAP Grocery Full 

Service 

Limit 

Service 

Food 

Service 

Convenient 

AL 1.434 1.954 1.105 1.139 -1.288 0.120 -0.605 0.352 

AK 0.589 -1.377 -0.230 1.204 -1.126 -1.241 3.409 -2.004 

AZ -0.808 -0.359 0.259 -5.453 5.172 5.177 2.195 -3.158 

AR 0.699 -0.451 1.420 -0.046 -1.021 0.625 -0.208 0.997 

CA -0.955 0.659 -0.977 0.349 0.271 0.531 -0.114 -1.306 

CO -1.947 -1.562 -1.140 0.061 0.653 -0.286 -0.459 -1.136 

CT -1.396 -0.822 -0.864 0.718 -0.062 -0.939 1.184 -1.458 

DE 0.221 0.474 -0.718 -0.996 0.645 -0.836 0.636 0.541 

FL -0.881 0.659 -0.464 0.408 0.807 -0.681 -0.249 -0.242 

GA 0.625 0.936 0.337 0.635 -0.391 0.100 0.003 -0.105 

HI -1.726 -0.266 0.162 -1.655 2.337 0.724 0.676 -0.133 

ID -0.587 -0.544 -0.601 0.965 -0.442 -0.632 -1.023 -0.123 

IL 0.037 0.289 -0.009 -0.369 0.054 0.270 1.188 -0.586 

IN 0.846 0.474 -0.029 -0.341 -0.178 0.718 -0.637 0.304 

IA 0.405 -0.729 -0.871 1.159 -1.006 -0.508 -0.888 0.709 

KS 0.368 -0.637 -0.632 0.509 -0.693 0.272 -1.073 -0.120 

KY 0.956 0.566 1.693 -0.167 -0.655 0.903 -0.513 0.774 

LA 1.360 1.121 2.537 0.445 -0.709 0.163 0.383 0.247 

ME -0.404 0.104 0.868 0.776 -0.161 -0.994 -1.187 1.165 

MD -0.881 0.381 -1.096 0.087 -0.035 -0.355 0.635 -0.675 

MA -1.285 -0.822 -1.183 -0.811 0.780 -0.339 1.307 -1.094 

MI 1.324 0.936 0.233 0.012 -0.173 -0.241 -0.058 0.600 

MN 0.221 -1.562 -1.072 -0.635 0.230 -0.397 0.439 0.360 

MS 1.838 2.787 1.750 0.204 -1.509 0.863 -0.360 1.621 

MO 0.515 0.011 0.919 -0.074 -0.221 0.234 0.772 0.874 

MT -1.138 -1.284 0.045 -0.147 0.056 -0.731 -1.340 0.147 

NE 0.515 -0.914 -0.702 0.312 -0.564 0.321 -0.695 0.038 

NV -0.073 -0.451 -0.938 -0.415 0.983 -0.027 0.004 -0.353 

NH -1.432 -0.822 -1.498 1.086 -0.082 -1.081 -0.782 0.190 

NJ -1.028 0.011 -1.340 0.320 -0.431 -1.160 1.679 -0.985 

NM -0.771 -0.544 1.043 -0.798 0.500 1.119 -0.430 0.527 

NY -0.440 0.289 -0.041 -0.321 0.834 -0.741 2.390 -1.586 

NC 0.625 0.751 0.027 0.392 -0.367 0.393 -0.282 0.325 

ND 0.589 -1.007 -0.489 -0.378 0.132 -0.578 -1.628 0.438 

OH 0.442 1.029 -0.085 -0.068 -0.061 0.450 -0.248 0.241 

OK 0.405 0.381 1.158 -0.687 -0.338 1.677 -0.716 1.147 

OR -0.550 -0.729 1.350 1.115 -0.031 -0.255 -0.496 -1.447 

PA 0.772 0.381 -0.365 -0.251 -0.152 -0.863 1.052 0.007 

RI -1.212 -0.544 -0.224 -1.049 1.189 -0.031 0.581 -1.249 

SC 1.471 1.769 1.153 -0.118 0.269 0.013 -0.472 0.929 

SD -0.220 -0.451 -0.320 -0.221 -0.667 -0.534 0.145 1.335 

TN 0.993 1.676 1.689 0.133 -0.035 0.569 -0.380 0.171 

TX 1.360 1.121 0.242 0.078 -0.365 0.619 -0.413 0.096 

UT -1.579 -1.099 -1.165 0.985 -0.834 0.316 -0.510 -0.088 

VT -1.065 -1.007 -0.295 0.244 -0.075 -1.658 0.148 1.559 

VA 0.736 0.011 -0.842 0.372 -0.103 -0.102 0.185 0.632 

WA -0.183 -0.451 -0.383 0.990 -0.308 -0.437 -0.339 -1.056 

WV 2.132 1.954 2.297 0.091 -0.891 0.394 -0.781 2.145 

WI -0.073 -1.099 -0.810 -0.108 -0.007 -0.383 -0.570 0.588 

WY -0.844 -1.192 -0.902 0.319 0.071 -0.540 -1.556 -0.156 
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C.3: Consumption and Health Group 1997 

State Obese Diabetes SNAP Grocery Full 

Service 

Limit 

Service 

Food 

Service 

Convenient 

AL 0.609 2.413 1.130 1.231 -1.610 0.795 -0.936 0.682 

AK 1.262 -1.067 -0.596 1.719 -1.453 -2.132 3.151 -2.188 

AZ -1.917 -1.879 -0.300 0.587 0.484 -0.064 -0.318 0.058 

AR 0.565 -0.719 1.092 1.471 -1.779 0.297 -1.078 0.476 

CA -0.349 1.021 0.006 0.391 0.862 0.762 0.117 -1.716 

CO -2.179 -0.835 -1.014 -0.350 1.512 -0.511 -0.119 -1.135 

CT -0.916 -0.255 -0.549 0.892 -0.238 -1.256 1.631 -1.675 

DE 0.870 0.673 -0.420 -1.997 1.036 -0.500 1.975 -0.547 

FL -0.306 0.325 -0.207 0.003 1.720 -0.683 -0.147 -0.343 

GA -1.046 0.557 0.458 -0.254 0.125 0.739 -0.128 0.343 

HI -1.395 0.325 1.089 -3.110 3.746 1.361 1.218 -0.311 

ID -0.219 -1.183 -0.875 1.468 -0.659 -0.928 -0.897 0.524 

IL 0.130 1.717 0.222 -0.969 0.205 0.635 1.316 -0.485 

IN 1.916 0.789 -0.793 -0.760 -0.186 1.337 -0.380 0.287 

IA 1.132 -0.487 -0.950 0.626 -0.938 -0.095 -0.639 1.248 

KS -0.916 -1.531 -1.089 -0.248 -0.850 1.203 -0.346 0.308 

KY 2.177 0.325 1.389 0.169 -1.103 1.027 -0.475 0.693 

LA 1.219 1.833 2.052 0.950 -1.029 0.199 0.251 0.304 

ME -0.262 -0.835 0.855 0.991 -0.002 -1.361 -0.758 0.769 

MD 0.304 1.021 -0.366 0.346 0.031 -0.393 0.719 -1.501 

MA -0.872 -0.255 -1.048 -1.346 1.184 -0.309 1.686 -1.424 

MI 1.088 1.601 0.302 -0.690 0.012 0.041 -0.054 1.000 

MN -0.132 -0.487 -1.063 -1.746 0.577 -0.720 0.249 1.048 

MS 2.264 2.065 2.163 0.668 -2.077 1.079 -0.619 1.665 

MO 1.001 -0.139 0.154 -0.315 -0.418 0.861 0.400 0.960 

MT -0.959 -1.763 -0.081 0.245 0.537 -0.883 -1.072 -0.530 

NE 0.086 -0.139 -0.701 0.495 -0.418 -0.002 -0.499 -0.033 

NV -1.177 -0.719 -1.308 -0.018 0.564 -0.171 -0.078 -0.192 

NH -1.133 -0.951 -1.612 1.438 -0.012 -1.783 -0.510 -0.040 

NJ -0.349 -0.023 -0.814 0.511 -0.558 -1.447 1.833 -1.643 

NM -0.828 0.093 1.248 -1.260 0.728 1.641 -0.442 0.251 

NY -0.349 -0.023 0.735 -0.525 0.940 -0.808 2.362 -1.717 

NC 0.653 0.673 -0.090 0.032 -0.138 1.046 -0.333 0.619 

ND 0.086 -1.531 -0.858 -1.122 0.082 -0.372 -1.286 0.438 

OH 0.391 0.209 -0.213 -0.638 0.051 0.915 -0.145 0.304 

OK -0.741 1.137 0.566 -0.454 -0.904 2.483 -1.662 1.367 

OR 1.132 -0.255 0.006 1.227 0.696 -0.265 -0.519 -1.915 

PA 0.304 0.325 0.137 0.099 -0.089 -1.288 0.914 -0.539 

RI -1.308 -0.023 0.086 -1.764 1.094 0.085 0.736 -0.902 

SC 0.043 0.673 0.613 -0.195 0.342 0.361 -0.482 0.775 

SD 0.086 -1.531 -0.508 -1.016 -0.049 -0.216 -0.876 1.070 

TN 0.391 0.209 1.126 -0.337 0.138 0.861 -0.508 0.892 

TX 0.827 0.673 0.614 0.148 -0.274 0.904 -0.275 -0.096 

UT -0.698 -0.487 -1.226 1.542 -1.410 0.679 -0.464 -0.022 

VT -0.393 -0.487 0.434 0.097 0.485 -2.381 0.180 1.024 

VA -0.175 0.209 -0.524 0.534 -0.111 0.087 0.322 0.371 

WA -0.698 -0.719 -0.244 1.060 0.100 -0.613 -0.150 -0.969 

WV 1.654 1.137 3.275 0.360 -1.504 0.821 -0.949 2.257 

WI -0.088 -0.371 -1.467 0.045 -0.037 -0.840 -0.541 0.436 

WY -0.785 -1.299 -0.836 -0.232 0.597 -0.198 -1.374 -0.249 
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Appendix D: Standardized data for Sample Variable Group 2002 

State Crop Fruit/Nut Vegetable Income Pay Top3 Research 

AL -1.140 -0.459 -0.737 1.780 -0.387 1.023 -0.586 

AK 0.058 -0.526 0.312 3.012 0.294 -1.684 5.343 

AZ -0.247 -0.017 3.489 1.128 -0.890 -0.070 -0.072 

AR -0.171 -0.505 -0.846 0.661 0.766 -0.233 -0.476 

CA -0.788 3.628 1.703 0.586 -1.208 -1.964 -0.515 

CO -0.910 -0.494 0.013 -0.403 -0.201 0.438 -0.392 

CT 1.694 -0.152 -0.341 -0.139 -1.148 0.062 0.381 

DE -1.171 -0.487 0.242 -0.640 -0.857 1.189 -0.537 

FL 0.241 2.637 1.370 2.172 -1.353 -1.042 -0.210 

GA -0.793 -0.231 0.186 2.083 -0.375 -0.351 -0.217 

HI 0.296 3.599 0.526 0.742 -1.440 -0.144 0.862 

ID -0.538 -0.482 1.798 0.818 -0.380 0.261 -0.539 

IL 2.465 -0.507 -0.732 -0.943 1.029 1.442 -0.476 

IN 1.585 -0.496 -0.684 -0.942 0.708 0.450 -0.510 

IA 0.889 -0.532 -0.890 -0.249 0.563 0.856 -0.569 

KS -0.450 -0.532 -0.889 -1.510 0.260 1.427 -0.665 

KY 0.030 -0.513 -0.831 0.593 -0.071 -0.851 -0.565 

LA 1.295 -0.466 -0.600 -0.169 1.708 -1.965 0.402 

ME -1.309 0.364 2.912 0.399 -0.633 -0.754 0.053 

MD -0.347 -0.413 -0.254 -0.705 -0.305 0.337 2.014 

MA 0.792 1.239 0.489 -0.409 -0.993 0.062 1.186 

MI 0.889 0.055 0.290 -0.870 0.300 -1.075 -0.177 

MN 0.912 -0.518 -0.434 -1.004 0.420 -0.769 -0.413 

MS -0.222 -0.481 -0.732 0.185 0.695 -0.153 0.139 

MO 0.246 -0.480 -0.808 -0.561 0.997 -0.853 -0.099 

MT 0.146 -0.499 -0.703 -0.893 3.790 1.246 -0.269 

NE -0.030 -0.535 -0.827 -1.045 0.179 1.659 -0.611 

NV -0.465 -0.524 0.211 -0.187 -1.061 1.257 0.037 

NH 0.635 0.254 -0.090 -0.606 -0.268 0.638 0.133 

NJ 1.158 0.892 2.238 0.034 -1.238 -0.118 -0.015 

NM -1.263 -0.110 -0.110 0.946 -0.119 1.203 -0.586 

NY -0.890 0.175 0.543 -0.915 0.157 0.172 0.557 

NC -0.603 -0.438 -0.477 0.247 -0.854 -0.457 -0.434 

ND 2.280 -0.536 -0.330 -0.378 2.778 -0.540 -0.373 

OH 0.936 -0.437 -0.461 -0.045 0.676 -0.943 -0.490 

OK -1.049 -0.504 -0.851 1.079 0.076 0.485 -0.517 

OR 0.867 0.532 0.646 -0.450 -0.746 -0.938 -0.054 

PA -0.570 -0.221 -0.496 -0.770 -0.564 -0.460 -0.293 

RI 2.201 -0.015 0.487 0.632 -1.068 1.262 0.799 

SC -0.228 -0.207 -0.058 -0.339 -0.298 -0.818 -0.300 

SD 0.378 -0.536 -0.893 -0.685 1.140 0.859 -0.716 

TN 0.648 -0.501 -0.474 -0.577 -0.243 -1.460 -0.375 

TX -0.694 -0.437 -0.614 1.947 0.255 0.162 -0.487 

UT -0.825 -0.469 -0.740 0.082 -0.386 0.065 -0.193 

VT -1.457 -0.296 -0.611 -0.483 0.924 1.775 -0.366 

VA -0.580 -0.323 -0.439 -0.062 -0.421 -1.412 -0.210 

WA -0.496 2.586 1.213 -0.044 -0.329 -1.531 -0.420 

WV -1.452 -0.245 -0.778 -2.284 -1.010 -0.084 2.657 

WI -0.781 -0.301 -0.058 -0.016 0.571 0.635 -0.362 

WY -1.169 -0.535 -0.883 -0.800 0.562 1.707 -0.476 
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Appendix E: Map of U.S. Census Regions (EIA 2000) 

 


