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PREFACE

The radio frequency spectrum for commercial wselapplications has become
an expensive commodity. So, radio access techniguesequired that enable efficient
exploitation of these resources. A flexible aireniace that provides good spectral
efficiency is also needed. The nature of the emgrgnultimedia traffic consists of
different classes and each class has its own gpradhservice (QoS) where the bandwidth
between uplink and downlink is asymmetric and dywarhime division duplex (TDD)
is preferred to frequency division duplex (FDD) hvitgard to applications in which the
traffic in the transmission and reception direcsios asymmetric. FDD and static time
division duplex (S-TDD) may result in poor frequgndilization in these cases as the
transmission bandwidth is fixed in both modes. Bymamic time division duplex (D-
TDD) can support dynamic and asymmetric traffic aglapting its transmission
bandwidth according to the traffic variations. Thssone of the unique features of D-
TDD systems. But this unique feature is also theseaof one the serious problems in D-
TDD systems, namely, interference. A D-TDD systansubject to severe interference
from the co-channel cells that are in downlink srarssion when the reference cell is in
uplink reception. The statistical multiplexing gdirat can be achieved due to the unique
feature of D-TDD may not be achieved due to therfetence.

Code division multiple access (CDMA) is an effidiemulti-user access system in
a cellular system. If D-TDD is combined with CDM#he additional interference due to

D-TDD proves to be a very significant issue of adaestion. This problem can be solved



if a hybrid time division duplex access (TDMA)/CDMAD-CDMA) air interface is
used as this TDMA component provides an additideglree of freedom that can be used
to avoid interference. But, to reduce interferendynamic channel allocation (DCA)
algorithms are required in place of fixed channdbcation (FCA) algorithms.
Interference can also be reduced by making useatbied antennas and spatial filters at
the base station (BS) and mobile station (MS) sites

In [1] it was shown that significant reduction imterference and corresponding
increase in the capacity of TD-CDMA/TDD systems bamachieved by making use of a
centralized DCA algorithm called the time slot (At&)posing algorithm.

In [3], the signal-to-interference ratio (SIR) ogeaprobability of a TDMA/D-
TDD system employing omni-directional and smareants at the BS and MS sites was
studied. It was seen that the performance of tletesy degraded rapidly when the
boundary between the uplink and downlink duty cyske&s made variable. The usage of
smart antennas gave promising results in suppigesseninterference and improving the
performance.

TS allocation algorithms that are part of DCA altfons were proposed in [5] to
reduce the interference in TDMA/D-TDD systems.

The TS-opposing algorithm, from [1], used in TD-CBMD-TDD systems to
reduce interference, is reviewed as part of th&kdracind study for this research. The
performance of D-TDD in TDMA systems is analyzedctnénitially omni-directional
antennas are used both at the BS and MS siteshandyhamic boundary between the
uplink and downlink is varied. It will be seen tlthe SIR outage increases as the number

of extra uplink TSs in the reference cell increa3é®n, sectored antennas will be used at



the BS and MS sites to suppress the interferenige.uBe of sectored antennas reduces
the interference but a large amount of sectors tighneeded to achieve a significant
reduction in interference. This can be alleviatgdniaking use of time slot allocation
algorithms. TheMax {SIR} algorithm from [5] is combined with sectoreshtennas and a
significant reduction in interference and henceimprovement in performance can be
obtained for a lesser number of sectors. In thsseattation, we extend thdax (SIR)
algorithm and apply it to a multi-cell environmelite call this algorithm the extended
Max {SIR} algorithm. This algorithm co-ordinates thefonmation from all the cells
present in the system to assign the best mobileste the extra uplink time slot. Also,
an analytical model of SIR in D-TDD systems is ded.

In order to conduct a realistic analysis, a redieftet data model has to be
applied. Ethernet data and wireless data were foarige highly self-similar [16], [17],
and [28]. Also, wireless data services have asymecaétraffic in the transmission and
reception directions. This self-similar and asymmat data is obtained from [34] and
[35]. The data traffic from [34] and [35] was showmbe self-similar in [16] and [21]
respectively. The exact distribution of traffic rhigbe hard to obtain and hence [53]
made use of simple truncated Gaussian traffic medestudy the effects of traffic
dynamics between uplink and downlink on the speeffeciency in TDD systems.

The data set from [34] and [35] is proven to bd-sehilar. The traffic is then
modeled to follow the simple truncated Guassianehadd the spectral efficiency of the
S-TDD and D-TDD modes under this modeling is stddend compared. In this

dissertation, the dataset from [34] is modeled giSBN-OFF traffic modeling. The



modeled ON-OFF traffic is applied to a D-TDD systemploying theMax {SIR}

algorithm and the results obtained were comparabolethe simulation results.
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1 INTRODUCTION

1.1 Motivation

The last decade of the 2@entury and the first several years of th& 2éntury
have been characterized by the digital revolutiduaring these years, the computer and
wireless information technology (IT) have emergedaanass product and has led to the
tremendous growth of the Internet. The various $ype Internet services that require
high data rates like video conferencing and transfenuge multimedia (movie, or TV
programs) files have been supported by the wiréeliet while integrated packet, voice
and data services are offered by wireless IT systaocessing the Internet [5]. During
this current ongoing third generation (3G) of mebdommunication, the efforts are
concentrated on supporting high quality integrateth and voice services [26].

The popularity of wired Internet services has igdithe demand for broadband
services. As the need for broadband digital vided audio grows, the demand on
broadband access from subscribers is expecteditwaise manifold in both the wired and
wireless networks [5], [26].

The traffic in broadband applications consists dfetent classes and these
classes can be characterized roughly into two rdiffiegroups: delay sensitive and delay
tolerant data traffic. The delay sensitive traffias static bandwidth requirements for
uplink and downlink transmission on an average esearsl the delay constraint at the

reception of information requires a strict resouatiecation strategy to guarantee the



guality-of-service (QoS) requirements. The deldgramt traffic, on the other hand, is
bursty and has asymmetric bandwidth requirementsthm uplink and downlink
directions. When wireless networks deliver the gnaged traffic, the spectral efficiency
might be poor when the bandwidth between the upind downlink transmissions is
fixed.

Figure 1-1 shows the communication between a vaseecess network and an
Internet Protocol (IP) backbone network. The mobitsts (cell phones and hand-held
computers) within the cells communicate with theess points (APs) which in turn

communicate with the edge nodes of the IP backben&ork.



Ethernet backbone
network

Access Point

Hand held
computer

Figure 1-1: Diagram showing an IP backbone netvemidk wireless access

networks.

1.1.1 Dynamic Time Division Duplex Systems

In conventional wireless systems, frequency divisiaplex (FDD) is used for the
separation of uplink and downlink transmissions [Bje downlink transmission uses a
radio frequency (RF) carrier and the uplink usesffarent RF carrier. Downlink (DL) is
used to refer to the direction of transmission friiva base station (BS) to the mobile
station (MS) and uplink (UL) is used to refer te ttirection of transmission from the
mobile station to the base station. The most ingmbradvantage of FDD is that there is
no interference between uplink and downlink trarssmoins due to the orthogonal nature
[3] of the frequency bands. FDD is best suited dgmmetrical uplink and downlink
traffic. But FDD is highly disadvantageous withpest to asymmetrical traffic between

the uplink and downlink as this might either leadat huge waste of bandwidth or the



service requirements will not be satisfied as thmant of traffic in one direction will
exceed the amount of capacity already allocatédandirection [3].

Time division duplex (TDD) is different from FDD ithat the same RF carrier is
used for downlink and uplink directions. One of thgportant advantages of TDD over
FDD is that the boundary between the uplink and rdmk cycles can be adjusted
dynamically and this makes the D-TDD system sugabl handle varying uplink and
downlink traffic. For example, in wireless Interrsetrvices, where mostly the mobile host
is downloading information from websites, D-TDD ®mas will be best suited. D-TDD
enables efficient asymmetric services which ina@eathe spectral efficiency of the
network. But this dynamic boundary is also the edfies one of the serious problems in
D-TDD as explained next.

In FDD systems, when a reference cell is in dovknbn uplink transmission, all
the other cells are also in downlink or uplink samssion and the interference at the
reference cell occurs only from the base stationsobile stations in the other cells
respectively. But, in D-TDD systems there can bé¢erference from downlink
transmission in other cells when the referenceisdah uplink cycle or vice versa. This

interference can be very high at times that cad tea reduction in capacity of the cell.

1.1.2 Self-similarity of Internet Traffic

Network traffic was assumed to be modeled as asBoigprocess that was
challenged by papers like [16] and [17]. The maodglassumed that the packet and
connection arrival times are Poisson process. B6} $howed that LAN traffic can be
modeled as a statistically self-similar process sehtheoretical properties are much

different from Poisson process. For self-similafftc there is no natural length of a burst



and traffic bursts occur on a wide range of timalex. If traffic was modeled as a
Poisson or Markovian arrival process, it would haeharacteristic burst length that
would tend to be smoothed by averaging over a lemgugh time scale. But
measurement of real traffic indicated that sigaific traffic variance (burstiness) is
present over a wide range of time scales [18].

Traffic that is bursty on many or all time scalem de statistically described
using self-similarity. Self-similarity is the progg associated with one type of fractal,
which is an object whose appearance is unchanggadiess of the scale at which it is
viewed [18]. When applied to stochastic objects likne series, self-similarity is used in
the distributional sense: when viewed at varyimgetiscales, the object’s co-relational
structure remains unchanged and so the time sexiabits bursts over wide range of
time scales. This leads to the observance of lange dependence in the time series,
where the values at any instant are non-negligiolsitively correlated with values at all
future instants. When using self-similar models fone series, the degree of self-
similarity of the time series can be expresseeims of only one parameter, namely the
Hurst parameterH). This parameter expresses the speed of decdediitocorrelation

function of the time series.

1.2  Organization

The asymmetric nature of traffic in mobile commuations is a very important
issue. It is estimated that by the year 2008 thaired traffic in the downlink will be four
times that of the uplink [26]. The data rates ageat in the uplink and downlink for
voice traffic but this is not the case for the Vdowide Web (WWW) and video on

demand (VoD). Thus, to support the wireless sesvioe next generation mobile



communication systems, an efficient allocation sohehat can handle the asymmetric
data traffic is needed. The traffic properties olvieeless network can include a wide
range of dynamic properties that have a huge impadhe capacity of the BS and the
wireless network on the whole [16], [27]. The numbkwireless channels is limited and
they are reused and this reuse leads to co-chartedkerence. This degrades the signal-
to-noise ratio (SNR) and consequently the througlmbuhe entire network. The aim of
dynamic channel allocation (DCA) algorithms is tlme@ate channels dynamically to the
network so that it minimizes the interference a¢ #ame time meeting the traffic
demands of the network and consequently improvhegceipacity of the network.

Network traffic was found to exhibit self-similaha&racteristics from [16] and
[29]. But the traffic measurements in [16] and [283re performed on wired networks.
The authors of [28] have shown that the traffiaMineless networks exhibit self-similar
behavior as well and indicated the end of “simplfic models” [30], [31]. Self-
similarity has emerged as one of the most importdrgracteristics that need to be
captured by traffic models [16], [29]. Traditionaffic models provide limited insight
into the true nature of genuine traffic data budrelsteristics observed in measured traffic
data can be captured with long-range dependentgsalar) process defined by one
parameter-the Hurst parameter [28].

The following have been done as part of backgraesdarch for this thesis.

. The need for DCA algorithms to improve the capaoitgellular systems is
shown.

. A DCA algorithm called the time slot (TS)-opposirajgorithm that

improves capacity in time division-code division limle access/dynamic time division



duplex (TD-CDMA/D-TDD) networks is reviewed and theprovement in system
capacity of D-TDD in comparison with FDD systemslas&umented.

. An analytical model of SIR in D-TDD systems is ¢ed.

. The probability of outage of signal-to-interfereme¢éio (SIR) was analyzed
in time division multiple access/ dynamic TDD (TDMATDD) systems.

. The SIR probability outage analysis was done fer fitllowing different
scenarios.

o Omni-directional antennas are used both at thecsibles site and the
base station site.

0 Sectored antennas are used both at the subsat#band the base station
site.

o Sectored antennas combined with time slot allonagigorithms are used
both at the subscriber site and the base statien si

It was concluded that the combination of sectoreteranas with time slot
allocation strategies provide the best performanith regards to the SIR probability
outage ratio. The time slot allocation algorithnedisvas called as thdax {SIR} [5]
algorithm and this is an example of a dynamic cleaaliocation algorithm.

. The truncated Gaussian traffic model for dynamicDTBnd static TDD
systems was analyzed and the spectral efficienggtems for both the systems assuming
the truncated Gaussian traffic model were studied.

. The properties of self similarity are studied ane self-similar nature of the
two different data types is verified through theéireation of the Hurst parameter. The

Hurst parameter is estimated using the followirrgeéhmethods:



0 Aggregate variance method
o Range-Statistics method
o Wavelet method

The two types of data traffic used are:

. Arrival of a million packets on an Ethernet at tBellcore Morristown
Research and Engineering facility.

. Motion Picture Experts Group -4 (MPEG-4) video. Théeo is of a high
guality Jurassic Park dnovie.

As a follow-up to the above research, the follayvare the contributions
from this research.

. Multi-cell coordinated D-TDD resource allocation rfomulti-cell
environments was analyzed.

. The Max {SIR} algorithm was expanded and applied to muidtipells. The
algorithm is called the extendadax {SIR} algorithm. The analysis was done for the
following four cases.

o The boundary between the uplink and downlink tecaii fixed and there
are no extra uplink time slots. This is similaaté&DD system

0 The boundary between the uplink and downlink tcafé made variable
and the maximum number of extra uplink time sletthree.

0 The boundary between the uplink and downlink tcafé made variable
and the maximum number of extra uplink time slstsix.

0 The boundary between the uplink and downlink tcafé made variable

and the maximum number of extra uplink time sletaielve.



The multi-cell D-TDD application algorithm was cbmed with sectored
antennas at the BS and high-gain antenna at theThStollowing cases were discussed.

o Four-sectored antennas were used at the BS anedghighantennas were
used at the MS.

o Fifteen-sectored antennas were used at the BSighebhin antennas were
used at the MS.

The SIR outage probability was improved when thétingell D-TDD application
algorithm was used when compared with Mex {SIR} algorithm.

. Priority of subscribers was introduced in the D-TD&ystems. The
subscribers in the D-TDD system were divided imougs based on priority and the SIR
outage probability was compared with and withowd #pplication of theMax {SIR}
algorithm.

. Traffic available from [34] was modeled as an ONFOFaffic source and
applied to a TDMA/D-TDD system employing tiax {SIR} algorithm. The results
obtained were compared with the results obtaineenvthe number of extra uplink time
slots was modeled using the uniform density fumctibhe results were comparable in
both the cases.

The remainder of the document is organized asvalldn chapter 2, the time-slot
opposing algorithm that reduces interference in @-CDMA/D-TDD system is
explained. An analytical expression for SIR outgg®bability in TDMA/D-TDD
systems is derived. Thdax {SIR} algorithm from [5] is introduced. In chapt&; the
three methods used in evaluating the self-simylaat time series are given. The

truncated Gaussian traffic model for dynamic TDDd astatic TDD systems is then



applied. ON-OFF traffic modeling is applied to a NIB/D-TDD system and the
performance of the system using tlax {SIR} algorithm is analyzed. In chapter 4, the
multi-cell coordinated D-TDD resource allocationr fonulti-cell environments is

presented. In chapter 5, the conclusion and fuesearch directions are given.
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2 DYNAMIC CHANNEL ASSIGNMENT ALGORITHMS IN TD-CDMA/TD D

AND TDMA/TDD SYSTEMS

Systems like the Universal Mobile Telecommunica&ystem (UMTS) make use
of time division-code division multiple access/tid&ision duplex (TD-CDMA/TDD)
air interface. A CDMA system is severely interfazenimited and so a reduction in
interference in such a system by any means prodarcescrease in the capacity of the
system. The reduction of interference in a TD-CDWBD is made possible due to the
additional component of TDD. Dynamic TDD (D-TDD) emnployed as the flow of
traffic is normally not symmetric in the uplink (Jland downlink (DL) direction. Also,
dynamic channel allocation (DCA) algorithms are dusestead of fixed channel
allocation (FCA) algorithms to obtain a reductiom the interference level. In this
chapter, a DCA algorithm called the time slot (Bpposing algorithm presented in [1] is
reviewed and the improvement in the capacity ofdiigtem over a FCA algorithm is
noticed. The performance of D-TDD in time divisionltiple access (TDMA) systems is
analyzed. An analytical expression for SIR in TDNDAIDD systems is derived.
Different scenarios were analyzed and it was foilmal TDMA/D-TDD systems using a
combination of sectored antennas and time slotcatilon algorithms gave the best
performance in regards to the reduction of thelwanaoel interference.

The rest of the chapter is organized as followsSéttion 2, the conventional

duplex schemes are explained and the need for D-iBD&nphasized. This is followed
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by a review of the existing co-channel interferemt@nagement schemes emphasizing
the need for DCA. In section 3, the TS-opposingalgm is reviewed and the results
and observations are documented. In section 4siteal-to-interference ratio outage

probability in TDMA/D-TDD systems is analyzed und@rious scenarios.

2.1  The need for Dynamic Time Division Duplex Systemsnal Dynamic Channel

Allocation Algorithms in Wireless Telecommunicatiors

The huge popularity of wireless systems has néag=s the need for multiple
users to share the same frequency and this is kiagwhe TDD multiple access system.
The frequency spectrum or bandwidth allocated ¢eréain system is a limited resource.
The maximum possible number of users needs to dmranodated (capacity) within this
limited resource while keeping the interference agithe users at a tolerable level. The
separation of users can be done in the following fdimensions — frequency, time,
space, and code and this leads to the four typesutiiple access systems — frequency
division multiple access (FDMA), time division miple access (TDMA), space division
multiple access (SDMA), and code division multipzess (CDMA). In FDMA systems
the total bandwidth available is divided into sgparchannels and each channel can be
allocated to a user for transmission. In other wpsbme of the bandwidth can be used
by a user all the time. In TDMA systems, the entkailable bandwidth spectrum is
allocated to a user for a certain amount of time thien it is switched to the next user and
so on. In other words, all of the available bandiwidan be used by a user at some
periods of time. In CDMA systems, the available daiith spectrum can be used by all
the users at all the times and the different uasgsseparated by a special code. Unique

codes are assigned to every user which is usedréad the user’'s data stream and the
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receiver uses the same code to transform the sgpeEadrum signal back into the
original user’s data stream. The bandwidth needgdiper for a CDMA system is much
greater than that required for a TDMA or FDMA systdue to the spreading.

The concept of a cellular system is explained.dnventional wireless systems a
mobile station (MS) is linked to a base station \BESs are connected to a radio network
controller (RNC) which is connected to the pubhatshed telephone network (PSTN).

The concept is explained in figure 2-1.

Public Switched Telephone Network (PSTN)

Radio Network Controller (RNC)

RASTSE==

Q

L s -
N8

7

Comm. Tower

3

Tt -
X b

Comm.

Figure 2-1: A cellular wireless system.
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2.1.1 Conventional Duplex Schemes — FDD and TDD

There are three basic modes for operating a conuatioin channel: simplex,
half-duplex, and full-duplex. In a simplex channeiformation is passed from one
communication entity to another without any ackrexdgement from the receiving entity.
Examples of simplex communication include telewisiand radio. In a half-duplex
channel an entity can transmit as well as receivtenot at the same time. One entity
transmits at a time while the other entity listamsl vice versa. Examples of half-duplex
communication include talk-back radio and the @mizBand (i.e., common band (CB))
radio, where only one person can talk at a timea lull-duplex channel, information
passes in both the directions simultaneously. Asmgxe of full-duplex communication

is the telephony system. These three modes araiegdlin figure 2-2.

User A RX User A RX > User A RX/TX

User B ™> User B X RX User B TX/RX

Simplex mode Half-duplex mode Full-duplex mode

Figure 2-2: Channel operation methods.
In wireless communication systems, two methods wmed to achieve a full

duplex channel — frequency division duplex (FDDY dme division duplex (TDD). If
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the transmit and receive slots of a half-duplexncieh are repeated periodically in short
intervals of time a full-duplex channel can be ested by a half-duplex channel and this
is the mechanism used in TDD. But, in FDD both theections are separated in the
frequency domain and so the full-duplex channeddsomplished by two independent
simplex channels. The basic mechanism of TDD anD BE2 explained in figure 2-3.

frequency

A
3 downlink
FDD
f2 uplink
1 uplink downlink TDD
» time

Figure 2-3: The FDD and TDD mechanisms.

FDD has an advantage in that it represents adtbduplex channel and does not
require any coordination between the uplink and mow transmission. In an FDD
system, the uplink (UL) and downlink (DL) transnmss are on separate carrier
frequencies and so there is no interference betwkeese two directions. When the
reference user is in downlink transmission all tker (interfering) users are also in
downlink transmission and so the interference stdahe reference mobile station (MS)
comes only from the power transmitted by the otiese stations (BS). Similarly, when

the reference user is in UL transmission, all teepusers are also in UL transmission
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and the interference at the reference BS comesfamty the power transmitted from the
other MS. This is referred to as the other entitgiiference [1]. One major disadvantage
of an FDD system is that the transmission is uguat symmetric in both the directions
and so this leads to a waste of resources in FBE2B)s.

TDD is better suited for asymmetric services ang thas the motivation of
proposing TDD in some International Mobile Telecoumgcations (IMT) - 2000 systems
and in wireless asynchronous transfer mode (ATMjesyis. Also, based on the received
signal, the TDD transmitter can determine the fading status of the multi-path channel
and this helps in open loop power control betwdsn transmitter and the receiver.
Transmission diversity can also be applied withedsity antennas (i.e., space diversity).
As an example, based on the uplink reception aBfBethe best antenna can be chosen

for downlink transmission.

2.1.2 Dynamic TDD

TDD systems have a higher flexibility to handle tiymamic uplink and downlink
traffic as the TDD operation can be divided intatdifferent modes — static TDD (S-
TDD) and dynamic TDD (D-TDD). In S-TDD, the boumgabetween uplink and
downlink transmission is fixed but this boundary d¢ee adjusted dynamically in D-TDD
systems. So, D-TDD systems are suitable for asynwaktraffic in the downlink and
uplink directions as in wireless data services., Bue major drawback of this dynamic
boundary in D-TDD systems is the additional co-ct@ninterference mechanisms
present in these systems when compared to FDDnsyste

In figure 2-4, the time slot allocation in a D-TBystem for two users is shown.
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Co-channel user

0

Ll

A

v

Uplink Downlink

Movable boundary

Desired User

1

r“

A

A\

Uplink Downlink

Movable boundary

Figure 2-4: A dynamic TDD frame with the boundargvable between the uplink and
downlink.

In figure 2-4, there are two user groups, namedydesired user group and the co-
channel user group. The co-channel user group theesame frequency as the desired
user group. Each user has some time slots (TSsathased for uplink and some that are
used for downlink. It can be seen that from TSs 12 both the user groups are in uplink
(transmission from mobile station to base statenmj so the interference seen at the BS
of the desired user group comes from MS of the lamnoel user group and this
interference is similar to the other-entity inteeflece observed in FDD systems. But in
TS 13, the desired user group is in uplink butadbechannel user group is in downlink

and so the interference occurring at the BS ofdémgred user group comes from the BS
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of the co-channel user group and this interfererceermed as the same-entity
interference [1]. So, in a D-TDD system, the irgeghce at the BS comes from the
neighboring MSs (similar to FDD) as well as frone theighboring BSs (not present in
FDD). Similarly, the interference at the MS comesf the neighboring BSs (similar to
FDD) as well as from the neighboring MSs (not pnése FDD). So, a D-TDD system is
subject to additional co-channel interference merdms compared to an FDD system.
The interference between MSs can be severe whedistace between the two entities
is very small. It was shown in [1] that the integiece between BSs can be very strong
when the path loss between the BSs is very low.

To avoid the same-entity interference in the akdayare, the frames of both user
groups must be synchronized and the same rateyofnastry must be employed by both
the user groups which is clearly a disadvantagewds shown in [49] that ideal
synchronization is not necessary to achieve maxincapecity in a TD-CDMA/TDD
system and this finding is exploited by the DCAaaithm in [1].

If the interference power from the co-channel cisligreater than the power of the
desired user, then the user may not be able tonolite required carrier power to
interference power ratio (CIR) and consequentlyegiemce outage. Hence there is a

great need to avoid this co-channel interfereneegnt in cellular systems.

2.2  Co-channel interference management techniques

The following methods are used in the managemermoethannel interference
(CCl).
» Co-channel interference suppression.

e Co-channel interference cancellation.

18



» Co-channel interference avoidance.
The three co-channel interference management schareeexplained in the next

section.

2.2.1 Co-channel interference suppression

In order to reduce the CCI, techniques like sez&bion and power adaptation are
used. The distance between two co-channel cellsalsanbe increased to decrease the
interference but this reduces the system efficiegj@d}. The increase of distance also
necessitates the need for more power leading ttierodevices. The antenna can be
down tilted mechanically on the coverage patterh this method reduces CCIl when the
number of frequency cells is fixed but is not adbie when the CCI is high due to the
presence of side lobes in the radiation patteth@fantenna. CCI can also be reduced by
lowering the height of the base station but thdtuoes the reception level at the mobile
unit.

The reduction of CCI by sectoring is explained witk help of figures 2-5 and 2-

6. Figure 2-5 shows the co-channel interferenceairellular system without any

sectoring. Figure 2-6 is an illustration b20° sectoring. In figures 2-5 and 2-6, the
reference cell is the cell at the center labeledRand the co-channel cells are the six
surrounding hexagons labeled from A to F. From Fag@-5, all the users present

anywhere in the co-channel cell interfere with tisers in the reference cell. According

to 120° sectoring, only the users present in one thiirthe total area of each co-channel
cell will interfere with the users in the referencell. From figure 2-6, only the users

present within the dotted area in each co-chargleinterferes with the reference cell. In

19



60° sectoring only the users present in one sixtihetotal area of each co-channel cell

will interfere with the users in the reference cell

BS-Base Station
MS-Mobile Station

Figure 2-5: Co-channel interference in a cellujatam.
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BS-Base Station
MS-Mobile Station

Figure 2-6: Co-channels for 120 degree sectorihgree.
Smart antenna techniques are used in [38] and §@9fkduce CCI. Multiple
antenna elements can be used at the transmitteceiver to form an antenna array and

space-time processing of the received signal aambenna array reduces interference.

2.2.2 Co-channel interference cancellation

The most popular technique for CCI cancellationthe multi-user detection
(MUD). Conventional CDMA detectors employ singlesusletection strategy where each
user is detected separately without regard to therausers. But in MUD, information
about multiple users is used to improve detectibmaltiple users [40]. Some of the
MUD techniques are maximum likelihood sequence (MO8tection, linear detectors

like decorrelating detector (DD), minimum mean sgdaerror (MMSE) detector and
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polynomial expansion (PE) detectors. The lineaedets apply a linear mapping to the
soft output of a conventional detector to reduerititerference seen by each user [41].

Another group of detectors using MUD are the sulbtra interference
cancellation detectors. The principle of these aete is the creation of the separate
estimates of the interference contributed by easdr at the receiver in order to cancel
out some or all of the interference seen by eaeh [44]. Some detectors employing this
technique are the successive interference canoellatetector, parallel interference
cancellation detector and zero forcing decisionlbeek (ZF-DF) detector.

Some of the advantages of MUD scheme are the mgntf improvement in
capacity, efficient uplink spectrum utilization anbre efficient power control.

Some of the disadvantages of MUD scheme are asafellin a CDMA system,
the interference at a reference user occurs frdmerotisers present in the same cell
(same-cell interference) as well as from usersgmteis the neighboring co-channel cells
(other-cell interference). If this other-cell iniemrence is not included in the MUD
algorithm, the potential gain in capacity reducessiderably. For an ideal system, there
is no same-cell interference but the other-celkerifigrence is still present. It has been
shown in [9] that the maximum capacity gain faatsing MUD algorithm would be 2.8.
Also, due to the issues of cost, power consumpdimh size being much larger concern
for mobile stations than for base stations, it was$ practical to include the MUD
algorithm in mobiles in the past. Therefore, MUDbg#ssors were mainly used in the
BSs (for uplink reception of mobiles) where theed¢ibn of multiple users is required in
any case. But, an increase in the capacity in ghlenku without an increase in the

downlink does not improve the overall capacity bé tsystem. Also, MUD requires
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knowledge of channel parameters which is difficdtobtain in a rapidly changing

environment.

2.2.3 Co-channel interference avoidance

Co-channel interference avoidance can be acconeplidhy using dynamic
resource and channel allocation methods. Dynanaardl allocation (DCA) algorithms,
based on the interference margin in a system oftecdo-interference ratio (CIR), are
used. In DCA, channels are assigned dynamically theecells in a service area to meet
traffic requirements [42]. Two basic DCA schemesentralized and non-centralized -
can be distinguished [1]. A centralized DCA scharokects the information for channel
assignment from the associated BSs and MSs andst¢hisme operates at the higher
hierarchical level of the mobile network architeetuAs an example, a DCA algorithm
can be located at the RNC that connects several[88s One disadvantage of the
centralized DCA scheme is that a large amount ghaing is required to supply
information about the load, channel status andrference level. In contrast, in
decentralized DCA scheme, the channel assignmenade by the BSs or MSs based on
information available locally. This reduces the @uwggnaling required for centralized
DCA schemes but the decisions are made based @edinmformation of the channel
state.

The borrowing channel assignment (BCA) is a typ®6#A scheme that does not
require system-wide information [42]. BCA uses somEA scheme as a normal
assignment condition. When all the fixed channets @ccupied, the cell attempts to

borrow a channel from the adjacent cell [44].
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A DCA scheme is proposed in [48] where calls areepted if a channel can be
assigned that provides a minimum CIR. In [45], aAD&&heme is proposed based on the
interference seen at the BS. Channels are assifrnbeé corresponding interference
margin is less than the allowed interference. These mechanisms are based on the
assumption that the CIR is changing during openatihich is not the case in practical
systems. A DCA scheme which assumes that the Cl€bmstant during operation is
proposed in [1]. In this scheme, the direction @ngsmission in co-channel cells is
adjusted so that the interference seen at theedeskll decreases and so its capacity
increases. A DCA algorithm based on TS allocati@thods was proposed in [5]. In the
TS allocation based algorithm, the MSs are assigxé@ uplink TSs with the objective
of increasing the CIR over these extra TSs.

CDMA has been seen to provide good multiple acsesse a cellular
environment. But, what happens if a CDMA systeraasbined with TDD to produce a
CDMA/TDD interface. Will the performance of CDMA,elmg a highly interference
limited system, be affected by the TDD interfacatastroduces additional interference
scenarios? The answer to this lies in the accesesnof UMTS.

The Universal Mobile Telecommunication System (UBJThas been defined in
the following two access modes: FDD and TDD. ThéFizcess is based on Wideband
CDMA (WCDMA) allowing multiple user access in thede domain [3]. In TDD mode,

a combination of TDMA and CDMA is specified. Thisylnid interface of
TDMA/CDMA (TD-CDMA) provides the solution to the gstion problem as the TDMA
component provides an additional degree of freettoneduce interference [1]. But, this

requires DCA algorithms. DCA are different from F@Athat the allocation of resources
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to various users is done dynamically based on regquénts. The TS-opposing algorithm

which is a DCA algorithm is reviewed in this chapte

2.3  TS-Opposing Algorithm
In this section, the mathematical framework thatcdibes the input and output

parameters of the TS-opposing algorithm are presemtnd then the algorithm is

explained and the simulation results are shown.

2.3.1 Mathematical Framework

As a hybrid time division-code division multipleaess air interface is assumed
several users are accommodated within one timgB®t Also, the network is assumed
to be synchronized, where the frames and the T®#ba the adjacent cells are aligned
in time. So, the users belonging to different T8sdt interfere with each other.

The set oL cells connected to the radio network controlleN(® is defined as

def
C={c,c,,...c.} (2.1)

Each cell consists of one base station (BS) antkblesie ard- cells, the set of BSs gives

def
B={b,b,,....b } (2.2)
Also, several mobile stations (MSs) are allocatedrie BS that results in sets of MS

given by

def

M, ={m,m,,..my } i=1,2,.L (2.3)
where |.| is the cardinality (number of memberghefrespective set.
A single radio frequency carrier is assumed. Dmehe TDMA component, a

frame is divided into a maximum number@fTSs and each TS can be used either for
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uplink or downlink traffic. This enables a time dion multiple access-time division
duplex system to flexibly adapt to different traffoads in the uplink and downlink. But,
if two neighboring cells are not using the same T&suplink or downlink traffic,
respectively, it follows that MSs (MS MS) and BSs (BS- BS) interfere with each
other. It is assumed that the adjacent cells arectspnized in time (frame
synchronization) and so the following two states lba distinguished.

1. TSs between neighboring cells are used in a syncliomanner.

2. TSs between neighboring cells are used in an asynobs manner.
For each of the TS, the above property can be redd®} a symmetric “synchronization

matrix” defined as follows:

0 aLZ alL
a o ... a

a=| % o (2.4)
aLl aL,Z O

The matrix in equation (2.4) islax L symmetric matrix as there atecells that are
considered to be attached to the RNC. In equa#af),(

a.,; = 0, if synchronous transmission

®.5

=1, if opposed transmission

As a consists only of binary elements a complementaryira can be found so that

0 1 1

- 1 0 .. 1

a= -a (.6
11 0
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As the use of a TS as uplink or downlink can besehgthe actual elements of the
matrix defined above can be altered as part of A pcedure and this is utilized by the
TS-opposing algorithm presented.

The downlink and uplink directions are distinguidhey the following method.
Symbols followed by the superscripti’“are associated with the uplink channel and
symbols followed by the superscripd™ are associated with the downlink channel. For

each set of MS$/ ., and each TS), a vector of transmitted powers can de defined as

Pe(PC PG, PG ) =Ll 2.7)

Given thatl cells are connected to an RNC,

Pc'= Pc/,...Pc)) (».8
Similarly, a vector for the power transmitted bg thBSs can be denoted as

P¢=(P?,...R") (2.9)

Four interference scenarios can be ascertaineal TTbD system (MS- MS,

BS -~ BS, MS+ BS, BS~ MS). The cases where the same entities interfetie @ach
other are given here amme-entity interferencand the cases where different entities
interfere with each other are called ather-entity interferenceSo, four path loss
matrices between the respective entities of diffeclls can be established. The path
loss matrices will be used to determine the co-ubhimterference with a frequency
reuse of 1. The entries on the main diagonal ofath@ve matrices will be zero as the
entities within the same TS and the same cell daontribute to other cell interference.

It has been found convenient to use the recipreakie of the path loss, referred to as
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path gain, for the matrices. The path gain matixfie MS~ MS is a symmetricl(x L)

block matrix given in equation (2-10):

0 MM,, .. MM_,
MM, 0 .. MM,
M= 26 (2.10)
MM,, MM, .. O

where MM,  is a|M; | x|M | matrix that represents the path gain betweerhalMSs

in cell ¢ to all the MSs in celk; .

Va,m, - 1 B

MM =| . (2.11)

-

amMiIml a”ww”w”

For examplea,, , is the path loss between M§in cell ¢ and MSm, in cellc;. With
equation (2.10), the path gain between any MS dindtlzer MSs within the seC is
described and used to calculate M3/S interference.

The path gain matrix for the BS BS case is ah x L matrix

0 Va,, . la,,

1/a 0 .. la
BB|= " P2 (2.12)
Va,, 1a,, - 0
The path gain matrix for the MS BS case is & x L symmetrical matrix:
0 MB,, .. MB_.
MB, . 0 .. MB_,
MB]= 2 (2.13)
MB, ., MB, . 0

28



where MB; . is a vector defined as path gain between all the Mellc; to the base

station in ceIIcj

MB = [Uay,, dlay, o ) (2.14)
wherea,, ,, is the path loss betwean, in cell ¢, and BS in celt; .
For the reciprocal case that the BS in ¢efiterferes with the MSs in cell] the
path gain matrix is,
BM = ME' 2.15)

The interference experienced by the MSs can béenréds

Im = (P(a® MM) + (Pc®)(a © BM) (2.16)

The interference experienced by the BSs

Ib = (F9(a ©BB) + (Pc") (a © MB) (2.17)
The first term in equations (2.16) and (2.17) rééethe same entity interference and the
second term refers to the other entity interfereiceequations (2.16) and (2.17%,
refers to the Hadamard Product. The equations Y246 (2.17) show that the required
uplink power of the MS is not only dependent onttla@smitted power of the MSs in the
other cells but also on the power transmitted leyBBs in the neighboring cells.

The vectors of transmission powers,"Bad P¢ are calculated as follows. The

carrier-to-interference ratio at B );') can be denoted as shown in equation (2.18).

' R
Vi = : (2.18)
ZPu“j +1Y+N

i
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whereP,'is the signal power of the desired user in therlliq;)IF’u“i is the interference

power from an MS using the same channel in the sagihel ;' is the interference power

from other cellsN is the thermal noise power an is the number of MSs per cell.

Multiplying equation (2.18) by the denominator aiso noting that

I, =1"+N (2.18a)
M
yiu ZPUL: + yi” |b = PuL,j (218b)
INE
M .
Ry LRI = =12 IM; |

IBE

Equation (2.18b) can be expanded in matrix form as

1 -y -\ R, A

-y 1 ... -y P u

& V2 Te 2| V2 (2.18c)
_y|L"l/|i| _y|L’:/|i| 1 I:)Ulljrvlil y|:/|i|

Equation (2.18c) describes the uplink of a singli @ his can be expanded to a multicell

environment by applying the following:
Pu= PO MBc,C, i=1,2,...L (2.18d)
The right hand side of equation (2.18c) can betamigas,
|  diag (/") - y"J) (Pu')" (2.18¢)
wherel is an identity matrix, diag (.) is a diagonal matepresentationy" is the vector

of the required carrier-to-interference ratioshat BS in cell = (Vf’---'mil) and has the

dimension: dim () =|M, | andJ is a vector of dimension: dim (J) M| wjth each
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element set to one. Substituting equations (2.88d) (2.18e) into equation (2.18c), we

obtain,

I(+ diag (/*) - y"J) (Pc") "= (*Ib)O MBg i=1,...,L (2.19)

In equation (2.19)Jb, is the accumulated interference from other ceil$ thermal noise

at the BS in the celt, andMB. ., is the path loss matrix between MSs in alto the

BS in cellc
Substituting,
B=1I+ diag (/") Qa
into equation (2.19),
B¢ y'J)(Pc') "= (y'Ib,)®© MBy (2.20)

According to the Sherman-Morrison-Woodbury formulethich gives a simple
expression for the inverse ok ¢ UV' )™ whereA is an x n matrix, andU andV aren x
k vectors,

A+UVH)T=AT-AU( +VTATU)VTAT (2.20a)

In equation (2.20a) if we replade=B, U =)",V'=1]

- ., BTytiB?t
B NDt=Bt+ —F— 2.21
(r'J) BT (2.:21)
Substituting equation (2.21) into equation (2.20),
Pc'=B- (/)" )™ (¥)"1b)O MBe
-l UNT -l UNT
Pe= (Ib B (y*)" + 5B (") JB (/) ) © MBq ¢ (2.22)

1-3B7(y")’
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The denominator in equation (2.22) is a scalar.afgno (2.22) can be written as,

-1, uNT -1, T
Fin: (B—l (VU)T +B (y) JB (y) )OM_Bci,ci IbI

1-3B7(y")

(B*(y“)T - Bi(y")" IBHY ) + BYY)T IBHY )
Pciu:

1-3B*(y)"

© MBeq Ib

Ps (MJ © MB. . Ib,
1-J3B(y )’

Now, B ™ (y*)" can be written in the following way:

We know thatB =1 + diag ()" )from equation (2.19a)
B‘1=diag( 1 T]
1+y

)
By = AL oy
1+y1 1+y|Mi|

Substituting equation (2.22e) into equation (2.22c)

;‘PG( v je MB. c Ib,
1-JV

where

In equation (2.23),
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P¢=U, © MBg, (24
From equation (2.23), the transmission powers efrtiobiles are linearly dependent on
the interference received at the associated BS.ifteeference power at BSIb,, is a
function of the transmitted powers of the BSs anfishin the other cells which is clear
from equation (2.17). So, this leads to a systemmatual dependencies where any

change of a transmission power, whether it is an M% BS, has an impact on the

required transmission powers of all other entities.
Using the vector, U =\ ,...U )", the general expression for Rmn be found

as
Pc'=U O Ib. 28)
An equation similar to equation (2.25) can be ofgdifor the transmitted code powers in
the downlink.
The main differences between uplink and downlirg ar
* Synchronous transmission can be applied in the tokvavhile in the uplink
asynchronous transmission must be assumed.
« Each BS may transmit user specific signals and rnoon pilot signal for
coherent demodulation
A consequence of the first difference is that ithogonal codes are used to
distinguish individual users, the orthogonality tire downlink can be maintained (no

own-cell interference). So, an orthogonality factois defined

-1
r=1- E(EJ —1-No (2.26)
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wherel—bls the bit energy to interference ratio when thaagonality is not maintained
0

. . . = .
and so the signal is corrupted by own-cell intemee. The ratio— is the bit-energy to
0

interference ratio for the case that orthogonaditgntirely maintained.

The definition in equation (2.26) assumes that | wherel. . is the intra-

intra? intra

cell interference. It also holds thgf> N,. From the definition of, it can be seen that

the higher its value the more the signals are ptedi by multipath propagation. It has
been seen that may vary between 0.3 and 0.8 with a greater valb&ined in
environments that are subject to severe multipedpamation.

When an additional pilot carrier is used, the totatier power (downlink)

M ~
Pc? =P, + . PC’ (2.27)

i=1

where P

Lot 1S the pilot signal powerPc’ is the code power for thigh user. =

users

M -~
ZPqGI can be substituted in equation (2.27). A faglolis used to model the user

i=1

specific fraction of the total carrier power

P
- users' 2.18
Y= oo 28)

M-1 M
With the approximation OZ Pc’ = Z Pc’ , the carrier-to-interference ratio at the carrier
i-1 i=1

i, y* , can be modeled as
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Pe!

yo= — & (2.29)
(O PcH+1g +N
i i#]
where g, is the path loss between the desired used the respective BS.
In a severe multipath environment, where0.8, the advantages of synchronous
transmission in the downlink may be cancelled dueatgreater carrier power as a

consequence of the pilot signay €£0.8). In this case, whemg =7, equation (2.29)

becomes,

y'= ! : (230
M ~
i(ZPc;’)+|g+N

iz]

The above equation can be written in matrix nota#s,
(diag((y* O MB )") +diag(MB, . )-(y* OMB, . )J)(Pc)’

=(y'0Im,)T (2.31)

where P’ are the transmitted code powers at one TS initthecell, Im_ is the

interference vector at the MSs in cell, y= (yf',...,yl‘h‘ﬁil)T is the vector of the required

carrier-to-interference ratios at the MSs in cell
— i d T H — £ ,d
Now, let B =diag(¢* O MB_ .) ) +diag(MB, . )ande =" IMB_ .)
(B-eJ) Pc’)" =(y* O Im_)".
The inverse of (B-eJ) is

BleJB*

B-eJ)) =B+ ——.
( ) 1-JB'e

(2.32)
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Substituting equation (2.32) into equation (2.30¢ required code powers at the BS in

cell ¢, is given as

BX(y* OIm,)" +B7eJB'(y* 0Im.)" -B*(y* O Im,)" IB%

Pa)'= 1-JB'e
(2.33)
The slot powers for the cet] can be found from equation (2.33) as
Pc' = Pc . (2.34)
Equation (2.34) gives the vector of transmitted ptowvers as
Pc' = (JPC,....JP¢). (2.35)

Equation (2.35) shows that the slot power (BS trassion power) at each cdll is a
function of the interference powers seen at theesponding served MSén. . So,

equation (2.35) can be more generally denoted as,
P =f(Im). (2.36)
Equation (2.25) gives the transmitted code powars&fuser in a single cell and equation
(2.36) gives the vector of transmitted slot powditsese two equations can be combined
to rewrite the equations of (2.16) and (2.17) aswshin equation (2.37).
Im=UO®Ib(a ® MM) + P& (Im) (@ © BM)

(2.37)
Ib=Pc (Im) (@ © MM) +U ©lb (a © MB)

Equation (2.37) shows that a MS receives interfgedmoth from other MSs that are in
uplink and also other BSs that are in downlink. iirty, a BS receives interference from
other BSs that are in downlink and other MSs thiatia uplink. The process of a MS

receiving interference from other MSs and a BSivog interference from other BSs is
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called self jamming and such a type of interferescenario is also present in a FDD
system. But the process of a MS receiving intenfeeefrom BSs and a BS receiving

interference from other MSs is referred to as cjassming and this effect is inherent to

systems that employ TDD. The magnitude of self@ods jamming can be controlled by

means of the synchronization mataxand this idea is exploited by the TS-opposing
algorithm presented next.

In UTRA-TDD, the multiple access mode consists aothybrid TD-CDMA
interface. One TDMA time slot (TS) can be dividedoi say a maximum d® TSs and
each TS can be used either in the uplink or downliiis is used by the centralized TS-
opposing algorithm to reduce interference. Thioalgm is executed at the higher level
in the radio network controller (RNC).

The TS-opposing algorithm is a DCA algorithm ahceduces interference at the
BSs by either applying synchronous or asynchrornoarssmission with respect to the
neighboring cell. The algorithm is executed forted®S of a cellular network. The
algorithm begins at the point where the MS will ipgo outage. In other words, the
execution of the algorithm starts when the MS ie tleference cell is requested to
transmit with more power than the maximum allowesh$mission power. The algorithm
assumes that each MS has at least two TSs for camation with the BS. It records the
interference at alh TSs in all the neighboring cells. Assuming that teference cell is in
uplink, there can two different cases.

Case 1:The TS in the neighboring cell can be in uplinidan this case the

interference is caused only by the MSs in the rmghg cell. This is a case

where the neighboring cell is in synchronous traesion with the reference cell.
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It can be assumed that the MSs in the neighbongdetermine their path loss to
the BS in the neighboring cell and this can be aqiished by means of a fixed
transmission power on the pilot channel. The MSth@neighboring cells report

their transmission power and path loss to the B&hwim turn makes it available
to the RNC. Hence the vector of transmission powétse mobile in cell, Pc’ ,

and the path gain matrix of mobiles in celto the BS in cell, MB_  are

assumed to be available to the TS-opposing algorith

Case 2:The TS in the neighboring cell can be in downlard in this case the

interference is caused only by the BSs in the rmghg cell to the BS in the

reference cell. This is a case of asynchronousstnéssion with respect to the
reference cell and the neighboring cell. The traasion power of the BSs can be
easily reported to the RNC and also the path lessden the neighboring BS and

the reference BSBB, .

The algorithm checks to see if there is onenli8 the neighboring celt;, that

would cause less interference than the presenk. TiEso, and if both the TSs are in

opposing directions of transmission (TiSis used for reception and TSis used for

transmission or T® is used for transmission and kSs used for reception), then the

neighboring cell interchanges TSwith TSk. This results in TS-opposing time slots with

respect to cedt; .

The flowchart of the steps involved in the simigiatis shown in figure 2-7.
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For lteration =1:10000

Calculate the path loss between all MSs and between all
BSs and between each MS and BS

The MSs are distributed uniformly and randomly among
the four cells according to the path loss

For Time_Slot_No = 1:4
For No_Cells = 1:4

Calculate the initial TX powers of the MSs and BSs
in each cell and in each TS independently

End For No_Cells

»{ End For Time_Slot

While (Tx_Power_Of _MSs_In_Cell1(i) - Tx_Power_Of_MSs_In_Cell1(i-1)) >.01

For Time_Slot_No = 1:4
For No_Cells = 2:4

For MS_No = 1: MS(No_Cells)

Calculate the power required to
achieve the CIR_Required considering
other cell interference
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Is the Required_TX_Power >
Max_TX_Power

N
Set the Required_TX_Power = Max_TX_Power (0.01)
Y
End For MS_No
4
Calculate the CIR of all MSs/BSs in No_Cell
Remove the MS/BS with the lowest CIR
End For No_Cells
End For
Time_Slot_No
>
v
Calculate the Required_TX_Power of MSs/BSs in cell 1
C End While loop >
»
For Time_Slot_No =1:4
1 For MS_No = 1: No of MSs in Cell 1
N

Is the Required_TX_Power
>Max_TX_Pbwer

The MS is in outage

End For
Time_Slot_No
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End For Iteration
!

Calculate Capacity

y
Stop

Figure 2-7: Flowchart depicting the steps invliouethe TS-opposing algorithm.

Initial_Power_Det()

For x=1:No. of cells

Required CIR at BS x = (Transmit Power of the jth user in cell x * Path gain between the jth user and the BS)/
(SUM OF (Transmit Powers of all other users*Path gain between the other users and the BS) + Thermal Noise
Power

A

The above equation has N equations with N unknowns where the unknowns are the required initial transmit
power of the MSs. These equations can be solved to obtain the initial transmit power of the MSs

A

The initial required Transmit Power of the BS in that cell = SUM OF (Required initial Transmit
Power of the MSs in that cell)

Stop

Figure 2-8: Flowchart depicting the calculationrofial power of MSs and BSs.
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2.3.2 System Specification

The simulation platform consists of four squaregsd cells. Square-shaped cells
are used as the cell wraparound technique is @aapply and also the shape is a good
approximation to an indoor environment. The wrapatbtechnique ensures that each
cell is surrounded by a symmetric pattern compadetree different cells. The MSs are
assigned to the BS offering the lowest path cethwai handover margin of 5dB. The path

loss formula used is given in equation (2.38).

a 37 +30log,,(d) +18.3p (P2 (P)=049 + £ in dB (2.38)
where,d is the distance between the transmitter and rec@ivmetersp is the number of
floors in the path and is the lognormal variable modeling shadow fading.

In the simulation environment 4 consecutive TSsamsidered. Also, each user
or MS in cell 1 occupies four consecutive TSs aacheuser in cells 2, 3, and 4 occupies

2 consecutive TSs. The deployment scenario is shiofigures 2-9 and 2-10.
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Cell 4 Cell 1
TS1  TS2 T3 TS4 TS1  TS2 TS3  TS4
A A A A A
A y y
MS MS MS
Cell 3 Cell 2
ST T82 TS3 TS4 TS1  TS?2 TS3  Ts4
y y y
A A
MS MS MS MS

Figure 2-9: Diagram showing the Transmit and Rex&irections of the MSs in Cells 1,

2,3, and 4.
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TSt BS4 TS4 TSt BS1 Ts4

X RX X RX RX RX > RX
| | |
| | |
| | |
| | |
| | |
| | |
| | |
| | |
| | |
| | |
| | |

RX X RX X TX TX RX TX
MS MS MS
TSt BS3 TS4 TSt BS2 Ts4

X RX X RX > RX X RX
| | | |
| | | |
| | | |
| | | |
| | | |
| | | |
| | | |
| | | |
| | | |
| | | |

RX | TX RX | TX RX | ™ RX | ™

MS MS MS MS

Figure 2-10: Deployment scenario of the BS and Mi&igurations in Cells 1, 2, 3,
and 4.
As a user in cell 1 uses 4 TSs, an asymmetric camuation channel can be created in
cell 1 with respect to the uplink and downlink sarissions. Channel asymmetry in cell
1 leads to asynchronous TS overlaps with respeat last one of the neighboring cells.
A predefined number of users are randomly and umifp distributed throughout the
network that is composed of the four square-shajedld. Then the power control loops
in the uplink (equation (2.25)) and downlink (eqoat(2.33)) are initiated. When a MS

is required to transmit with power greater than thaximum allowable transmission
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power, the TS-opposing algorithm would try to regltize interference at the BS to which
the MS is connected, so that it could transmit wedser power to maintain the required
carrier-to-interference ratio at the correspondBg. If the algorithm fails, then the

particular MS is in outage. This algorithm is rejgelafor all the MSs in the cell if needed

and then the capacity for a cell is calculated using the following equation:

Cq = 1/4(E[M,, |- E[M . IW, i=1,..,L [kbps/TS] (2.39)
where E[M,,, ]is the average number of MSs that are distribirteckll ¢, E[M,, ] is
the average number of MSs that experience outagelirt,, W is the data rate of the

user in cellc,. As 4 TSs are assumed an averaging factor ofudad. The capacity per

cell and per TS can be found using equation (2.40).

_ 4
C=1/4)Cq [kbps/cell/TS] (2.40)

i=1
The experiments are carried out using Monte-Canhukation and the following
two channel assignment strategies are used andarethp
Channel Assignment 1:The transmission and reception directions areemgs
that the number of asynchronous overlaps is mininamd then the MSs are
allocated randomly and uniformly. So, this assigntmesembles a FCA strategy
as the direction of transmission for each TS iedix
Channel Assignment 2: The new TS-Opposing algorithm is applied that
dynamically adjusts the direction of transmissiondach TS.

The following parameters are used in the simulation
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Table 2-1: Parameters used for the simulation oft@ézed DCA Algorithm.

Parameter Value
Cell Radius 50 m
Bit rate 16 Kbps
Chip rate 3.84 Mcps
Shadowing 10 dB
Thermal noise density 169 dBm
Max. MS TX power 10 dBm
Max. BS TX power 24 dBm
Min. bit-energy to interference ratijo 3.5dB
Path loss Indoor test environment (2.38)
Handover Margin 5dB

2.3.3 Numerical Results

The result of the capacity in terms of [Kbps/TStaobed for cell 1, cell 2, cell 3
and cell 4 is given in this section.

Simulations were conducted for four different sec@®a The results for Scenario
1 are given in figure 2-11. In this scenario, a MSell 1 uses TS 1, 2, and 4 for UL
communication and TS 3 for DL communication whil&$/in cells 2, 3, and 4 use TS 1

for DL communication and TS 2 for UL communication.
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Figure 2-11: FCA Average Capacity in Kbps/TS fotl@eCell2, Cell 3, and Cell 4 in
scenario 1.

The plots in figure 2-11 show that the capacitycells 2, 3 and 4 are about the
same due to symmetry as the MSs use the same®fSiots (TSs) to communicate with
the BSs. The capacity of Cell 1 is initially hightsan the other cells and this can be
explained as follows: each user in cell 1 uses s while the users in other cells use
only two TSs. Also, the capacity of the cell is nmaxm for about 28-32 users. This is
because the pole capacity of the cell is reachezhveight MSs are active simultaneously
and every user beyond the eight is in outage. BaitMSs in cells 2, 3, and 4 use only
two TSs and so can accommodate twice the numhéesesk. The increase in the number
of users in these cells leads to more interfergraeer in cell 1 and so a reduction in

capacity.
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The result obtained for the total capacity in tleénork is shown in figure 2-12.
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Figure 2-12: Accumulated Average Capacity over@élls in Kbps/Cell/TS.

The results for Scenario 2 are given in figure 24h3his scenario, a MS in cell 1

and 2 uses TS 1, 2, and 4 for UL communication B®® for DL communication while

MSs in cells 3, and 4 use TS 1 for DL communicatiad TS 2 for UL communication.
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Figure 2-13: FCA Average Capacity in Kbps/TS fotl@eCell2, Cell 3, and Cell 4 in

scenario 2.
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Figure 2-14: Accumulated Average Capacity over@élls in Kbps/Cell/TS.

In this scenario, the capacity of cell 1 is gredd@n in scenario 1 as it faces only
opposing transmission from two neighboring celllléc3 and 4 and not cell 2). But, as
cell 2 faces asynchronous overlap (from cells 3 4ndhe capacity of cell 2 is reduced
compared to scenario 1. The capacity of cells 3dareimains the same due to symmetry.

The results for Scenario 3 are given in figure 2-l&is is a symmetric scenario
where MS in cell 1 uses TS 1 and 3 for DL commuimcaand TS 2 and 4 for UL
communication while MSs in cells 2, 3, and 4 uselTi®r DL communication and TS 2

for UL communication
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Figure 2-15: FCA Average Capacity in Kbps/TS fotl@eCell2, Cell 3, and Cell 4 in

scenario 3.
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Figure 2-16: Accumulated Average Capacity over@élls in Kbps/Cell/TS.
The results obtained when the TS-opposing algorigapplied to scenario 1 are

shown in figures 2-17 and 2-18.
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Figure 2-17: DCA Average Capacity in Kbps/TS follGQe Cell2, Cell 3, and Cell 4 in

scenario 1.
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Figure 2-18: Accumulated Average Capacity over@ells in Kbps/Cell/TS.
Comparing figures 2-11 and 2-17, it can be seanttie TS-opposing algorithm
improves the capacity in cell 1 by about 20% - 3®ken the number of distributed users
is between 14 and 35. The increase in capacitiyarother cells is negligible. Thus it can
be concluded that the TS-opposing algorithm inaedbe capacity in Cell 1 without

affecting the capacity in Cells 2, 3, and 4.

2.4 D-TDD in TDMA systems

The poor performance of TDMA/D-TDD cellular systemsen omni-directional
antennas were used at the base stations was sho®h Emart antenna concepts were
applied to alleviate the serious BS-BS interferepoablem. When there is co-channel
interference from other base stations in downliskart antenna adaptively forms a

reception beam pattern to place nulls in the diwacdf the strong interfering signals. In
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[3], smart antennas witin elementsr = 8, 16, 26) were used at the base station. The
SIR was found to increase as the number of sesoreats was increased from 8 to 16
and to 26. As an example, at an outage of 1%, tReoBtained using omni-directional
antennas was 5dB which increased to 17dB when @rrBent smart antenna was used.
The corresponding SIR using 16 and 26 element sardgnna was 22dB and 25dB
respectively.

Time slot allocation (TSA) methods were combinedhwsectored antennas to
improve the outage performance in uplink perforneainc[5]. The TSA techniques avoid
the co-channel interference by exploiting the gpatistributions of the location of MSs
within a cell and the time orthogonal nature of fBMA frames. Two algorithms,
namely,Max {SIR} and Max Min{SIR} were introduced to achieve the same. Accogdi
to these algorithms, the BS can schedule a MSrrsson request for the uplink time
slots so that the best sector is active for thaetslot. The outage probability showed
significant improvements in performance when théT&chniques were employed. As
an example, the outage probability at 1% incredsedbout 14 dB when TSA was used
compared to no usage of TSA.

The TSA techniques developed in [5] were used &lyae the spectral efficiency
of TDMA/D-TDD systems in [51]. The spectral effioey was found to increase by nine
times when TSA techniques are used compared teageuof TSA technique. Moreover,
the spectral efficiency increased by a factor ofa2@n adaptive modulation was used in
these systems.

In [3], the analysis of the performance of a fixadlular D-TDD system that use

omni-directional antennas at the base station veased out. In this analysis, square
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shaped cellular architecture having a radius o04@0vas considered for simplicity. The
separation between co-channels was provided thréwegiuency reuse and TDD was
used in each carrier to provide for two way commation, that is, communication in the
uplink and downlink. Each TDD frame was assumedhdge 48 time slots (TSs) and
these time slots can be used for either uplink @mrrdink transmission. The TSs are
shared by many subscribers that are uniformly amdiomly distributed over each cell.
Each subscriber can use a different number of Ti8& the requirement for each
subscriber is decided by the service requiremerdgagh subscriber. It is also assumed
that the system is fully loaded, that is, the priyn&Ss are always occupied by active
subscribers. Omni-directional or sectored antemnasised at the base station to provide
uniform coverage. Also, the antenna is locatedrauah higher height at the base station
and so the attenuation between two base statioeniaas is less compared to the
attenuation between two subscriber antennas oreegtva base station antenna and a
subscriber antenna. It is also assumed that thelaresystem is perfectly synchronized
and so all the base stations simultaneously stagva TDD frame. Only the signal to
interference ratio is analyzed to measure the sygierformance. Also, only log-normal
fading is assumed to model the shadowing effect® ffansmission power from the
subscribers and the base station is assumed tbthe same level. Practically, these are
of different levels, but this difference is takeare of by using different propagation
exponent factors. The subscriber-to-subscriberference in the downlink is less severe
than the expected base-to-subscriber interferendesa the downlink performance will

be improved and will not be a limiting factor.
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There are 12 subscribers served in each TDD framdeso there are at-least 12
TSs for uplink traffic, one TS for each user. Thihg, maximum number of downlink TSs
is 36. The maximum number of extra uplink time slistchosen as a variable, denoted as
DyBD. The specific number of extra uplink TSs for eawhvidual cell is drawn from (1,
DyBD) as a discrete uniformly distributed random vdaab

The received desired signal power for the firstlI2TSs at thanth TS is given
by,

p

S =ﬁ><1o10 (2.41)

m

where,P is the power transmitted by the subscriber inntkid TS,

R, is the distance between tireth subscriber and the base station,

¢, is a Gaussian random variable with zero-mean astdredard deviation of 6

dB to 8 dB.

The subscriber to base power attenuation factal us€2.41) isn=4.

The interference power coming from the subscribetke first and second tier of
cells is similar to the equation (2.41). In thetit2 TSs, all the users in all the cells are in
uplink transmission and so the interference povieained at the desired base station is
given by,

= x10% (2.42)
R:

k

where,P is the power transmitted by theth subscriber in thk-th co-channel cell,

R, is the distance between tiveth subscriber in thi-th co-channel cell and the

desired base station,
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¢, I1s a Gaussian random variable with zero-mean asitdredard deviation of 6

dB to 8 dB.
The subscriber to base power attenuation factat usg2.42) isn=4.

The signal-to-interference ratio in the first 12sTis therefore given by,

% - Sm (2.43)

K

D 18s(k)

k=1
whereK is the number of co-channel cells akd8 if only the first tier of co-channel
cells is considered ank=24 is both the first and second tier of co-chars®ls are

considered.

In the analysis, the maximum number of extra Wpliss DyBD) is chosen from

M
extra?

{3, 6, and 12}. In each cell, the exact number xtra uplink TSsN Is chosen as a

uniformly distributed discrete random variable tlwain take values in the range (1,

DyBD). Thus, the total number of uplink TSs in teth cell is given by,

NL'};', =12+ NM . @4
During, the extra TSs, the interference at there@sbase station maybe the
uplink signal power from other subscribers locaiadthe co-channel cells or the
downlink signal power from the other co-channelebatations. The interference power
from the subscribers in the co-channel cells iegitty equation (2.42) and is repeated
again.
I?_B(k):%xm?‘;.

k

The interference power from the co-channel bad®etais given by,
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P Sk
I o g (K) =R—3><1010 (2.45)

Bk
where,P is the power transmitted by base station inkttie co-channel cell,

Ry, is the distance between the base station irkdteco-channel cell and the

desired base station,

ég IS @ Gaussian random variable with zero-mean astdradard deviation of 4

dB to 6 dB.
The base station to base station power attenutador used in (2.45) is 3.

Now, the signal-to-interference ratio during théraxuplink time slots is given by,

= I (2.46)

K

Z[Qk x1g'g(K) + A-Q) %155 (K)]

Sh s
I

where Q, is a Bernoulli random variable. If the number wfra uplink TSs in the desired

cell is N2 . and the number of extra uplink TSs in thth co-channel cell isl¥, ., the

extra
probability distribution ofQ, is given by,

ProdN:xtra < Ngxtra)’Qk =0

. ° . (2.47)
ProuNextra 2 Nextra)!Qk =1

Prad() = {

Initially, omni-directional antennas are used batithe subscriber site and base
station site. The simulations are performed for fiilwing four cases: when there are
no extra uplink slots; when the maximum numbenafaeuplink TSs in a cell is 3; when
the maximum number of extra uplink TSs in a ceb;iand when the maximum number
of extra uplink TSs in a cell is 12. The probayilif SIR outage is compared for the four
cases. The various parameters used in the simulat® summarized in table 2-2. The

results of the simulation are shown in figure 2-19.
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Table 2-2: Simulation parameters when omni-direci@ntennas are used at the

subscriber and base station site.

Parameter Value
Cell size 4000 m
Frequency reuse 25
Number of Co-channel cells 24 (First and secom)l tie
Number of users per cell 12
Path loss exponent — MS to BS 4
Path loss exponent — BS to BS 3
Lognormal shadowing — MS to B$ 6 dB
Lognormal shadowing — BS to B$ 4 dB
Number of iterations 10000
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Figure 2-19: SIR outage using omni-directional anes.

It can be seen that the performance of the systegnades when the boundary
between the uplink and downlink transmission is endgnamic. When the boundary is
fixed, at an SIR outage of 1%, the achievable SIRS dB but the SIR curve saturates at
a rapid rate when the maximum number of extra Wplis is chosen to be three. This
proves that the base station-to-base station ere€e in the extra uplink time slots
reduces the throughput of the system and thiglisadvantage of dynamic TDD systems
unless a countermeasure is developed.

Next, sectored antennas can be considered to esgpthe co-channel
interference S-sectored antennas are deployed at the site dbake station and in the
present analysiS=4. A square aperture antenna is deployed at esatbrs The far-field

antenna pattern under uniform illumination overazenuth plane is proportional to [52]
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. ka _.
1+cosg) sm(?smqo)
2 ka _.

—-sin
, Sin@)

E(g) O (2.48)

where,a is the lateral size of the aperture in meters,

¢ is the azimuth angle,
f is the frequency of operation that equals 1.9 Gifd,

k is the wave number where

K=wy/ o€, 2.49)
with £, = 885* (L0™*)F/m andy, = 4* 77> 10" H/m.
Now, the power gain pattern is given as,

G(g) U 20log,, (| E(9) ) (2.50)

Ssquare-aperture antennas are mounted so thatalheopdwer beam width (HPBW)
points of antennas overlap and so the normalizéehaa beam pattern is characterized
by the number of sectors. Thus, if the number ctas is eight, the HPBW of each
sector ig15° . Also, square-aperture antennas with a HPBVR®Sfare deployed at the
subscriber site to suppress the co-channel inaréer between subscribers. The various

parameters used in the simulation are summariztabie 2-3.
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Table 2-3: Simulation parameters when four-sectargdnnas are used at the base

station site.
Parameter Value
Cell size 4000 m
Frequency reuse 25
Number of Co-channel cells 24 (First and secom)l tie
Number of users per cell 12
Path loss exponent — MS to BS 4
Path loss exponent — BS to BS 3
Lognormal shadowing — MS to B$ 6 dB
Lognormal shadowing — BS to B$ 4 dB
HPBW at BS 90 degrees
HPBW at MS 20 degrees
Frequency 1.9 GHz
Antenna aperture size — BS 0.0739 m
Antenna aperture size — MS 0.385m
Number of iterations 10000

Again, the simulations are performed for the folilogvfour cases: when there are no
extra uplink slots; when the maximum number of @xiplink TSs in a cell is 3; when the
maximum number of extra uplink TSs in a cell isaBd when the maximum number of
extra uplink TSs in a cell is 12. The probabilifyQIR outage is compared for the four

cases. The results obtained from the simulatiorslaogvn in figure 2-20.
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Figure 2-20: SIR outage using four-sectored antenna

When there are no extra uplink TSs, the SIR aiwgage of 1% is 30 dB which is
twice the SIR value achieved when omni-directioaitennas are used but the
performance of the system when the dynamic bountatyween uplink and downlink
transmission is introduced do not show much impmoxat over the omni-directional
antenna system. So, the number of sectors usedeabdse station site needs to be
increased beyond 4, s8y1{812152540,75100 . }

The sectored antenna scheme suppresses the awethamerference by
increasing the spatial resolution given the conmfaigjon of the co-channel interferers. The
SIR over the extra uplink TSs can also be incredsgdscheduling the subscriber

transmission request over these extra TSs by dimgoithe spatially distributed
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subscribers so that the expectation of SIR ovee#te uplink TS region is increased. In
this method, by employing a simple spatial-filtgrischeme like sectored antennas, a BS
can estimate the aggregate co-channel interferdmedo the co-channel base stations for
each sector. Also, the spatially distributed subscs provide an additional degree of
freedom for the BS to choose a sector in referémtiee position of the subscriber so that
minimum co-channel interference is introduced. Thethod is referred to as interference
avoidance where the co-channel interference is dadoiby exploiting the spatial
distribution of subscriber locations within a cdlhis technique is referred to as time slot
allocation (TSA) strategy where the TSA fall undee category of dynamic channel
allocation (DCA) Algorithms. .

One of the TSA techniques presented in [5] is kmoas theMax {SIR}
algorithm. Let us assume that there laubscribers in each cell and there is at least one
uplink TS for each subscriber. Also, the numbeexifa uplink TSs is denoted /. At
the mth extra uplink time slot, there akeco-channel cells in downlink transmission,
whose direction of arrival is assumed to be knowthe reference BS. The BS estimates
the co-channel interference levels due to these-channel cells. Then, the BS estimates
the SIR values for all the subscribers served ler ftame based on the estimated co-
channel interference levels duekao-channel cells. As there are {N’) uplink time
slots forL subscribers, some of the subscribers are allow&@nsmit over multiple time
slots. The I{ + N’) subscriber’s uplink transmission requests areotdghas subscriber
resource tableL(). From the estimated SIR values, the BS seleetstibscriber fron,

for which the estimated value of SIR is maximum flee mth uplink TS and then the
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tableL is updated. So, in thdax {SIR} algorithm, thelth subscriber is assigned to the
mth TS if it satisfies the following condition

Max {g (m, D}
whereg (m, ) is the estimated SIR value for thi subscriber at theth TS. The
expected number of downlink co-channel interferacseases as the time slot index
increases and so it is expected that the SIR igdowat theN 'th extra uplink time slot.
So, the algorithm searches for the subscriber filmeN 'th extra uplink time slot. The
subscriber is assigned and this procedure is regeattil the first extra uplink time slot

is assigned. The flowchart of this algorithm isskrated in figure 2-21.
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Number of extra uplink Time Slots m= N’

The subscribers uplink request is denoted
by L

Y

\ 4

Assign the ‘I th subscriber to the ‘m’ th time slot that satisfies the following condition
(‘m’, Arg max ‘I(g(m,l))

l—
|

Elm
nn
3

Figure 2-21: Flowchart depicting the steps involietheMax {SIR} algorithm.

The various parameters used in the simulation efMhax {SIR} algorithm are

summarized in table 2-4.
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Table 2-4: Simulation parameters when four-sectargdnnas are used at the base

station site and thiglax {SIR} algorithm is executed.

Parameter Value
Cell size 4000 m
Frequency reuse 25
Number of Co-channel cells 24 (First and secom)l tie
Number of users per cell 12
Path loss exponent — MS to BS 4
Path loss exponent — BS to BS 3
Lognormal shadowing — MS to B$ 6 dB
Lognormal shadowing — BS to B$ 4 dB
HPBW at BS 90 degrees
HPBW at MS 20 degrees
Frequency 1.9 GHz
Antenna aperture size — BS 0.0739 m
Antenna aperture size — MS 0.385m
Number of iterations 10000

Again, the simulations are performed for the folilogvfour cases: when there are no
extra uplink slots; when the maximum number of @xiplink TSs in a cell is 3; when the
maximum number of extra uplink TSs in a cell isaBd when the maximum number of
extra uplink TSs in a cell is 12. The probabilifyRIR outage is compared for the four

cases. The results obtained from the simulatiorslaogvn in figure 2-22.
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Figure 2-22: SIR outage using four-sectored anteand theviax {SIR} algorithm.

As expected, the performance of the system whear e no extra uplink time
slots remains the same regardless of the applicafitheMax {SIR} algorithm. But, the
performance of the system when extra uplink tinesshre used shows considerable
improvement. For example, the SIR value for an gaitaf 1% when the maximum
number of extra uplink TSs can be six is 13 dB. @armg this with the case when the
TSA algorithm was not executed, the SIR outageewas seen to saturate quickly. The
combination of the TSA algorithm and sectored amésn gives us considerable
improvement in the performance of the system. Tdralsnation of TSA algorithm and
sectored antennas provides significant improvenretite SIR outage probability when

the number of sectored antennas uséstis.
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The simulations are conducted for fifteen-sectoaetennas used at the BSs.
Initially the Max (SIR) algorithm is not employed and the results abtained. The
simulations are repeated by employing Max (SIR) algorithm and a comparison is
made between the results obtained from both thescd&able 2-5 shows the simulation
parameters used for both cases.

Table 2-5: Simulation parameters when fifteen-sect@ntennas are used at the base

station site.
Parameter Value
Cell size 4000 m
Frequency reuse 25
Number of Co-channel cells 24 (First and secom)l tie
Number of users per cell 12
Path loss exponent — MS to BS 4
Path loss exponent — BS to BS 3
Lognormal shadowing — MS to B$ 6 dB
Lognormal shadowing — BS to B$ 4 dB
HPBW at BS 24 degrees
HPBW at MS 20 degrees
Frequency 1.9 GHz
Antenna aperture size — BS 0.3302 m
Antenna aperture size — MS 0.385m
Number of iterations 10000

Again, the simulations are performed for the folilogvfour cases: when there are no
extra uplink slots; when the maximum number of @xiplink TSs in a cell is 3; when the
maximum number of extra uplink TSs in a cell isaBd when the maximum number of

extra uplink TSs in a cell is 12. The probabilifyRIR outage is compared for the four
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cases. The results obtained from the simulationnwthe Max {SIR} algorithm is not

employed are shown in figure 2-23.

DyBD=12
35

(x>¥1S)qo.d

40

20 25 30
SIR in dB

15

10

-sectored rards.

Figure 2-23: SIR outage using fifteen

The results obtained when tiMax {SIR} algorithm is employed are shown in

figure 2-24.
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Figure 2-24: SIR outage using fifteen-sectoredramde and the Max {SIR} algorithm.
Comparing figures 2-23 and 2-24, there is a nohleeanprovement in the SIR
outage for the cases of fifteen-sectored antenndsaden fifteen-sectored antennas are
combined withMax {SIR} algorithm. For example, at an outage of e achievable
SIR when just fifteen-sectored antennas are emglay¢he BS for a dynamic boundary
Value of 6 is about 2.5 dB and this increases muali8 dB when the fifteen-sectored

antennas are combined with thlex {SIR} algorithm.

2.5 Analytical model of SIR in D-TDD systems

This section gives an analytical model of SIR iTDD systems. This analysis is

based on the derivation of the probability of ceuuhel interference in Rayleigh and
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lognormal fading when an omni-directional antersraged at the BS in [55] and a spatial
filter is used at the BS in [56].
The normalized antenna gain is 0 dBi for all valoéshe azimuth angle for an

omni-directional antenna layout. The desired sigroaver is then given as,

Ps = s + Csp (2-51)

In equation (2-51)ug = -1z log,, R, -
The Probability Density Function (PDF) of the dedisignal power is a Gaussian

random variable given in equation (2-52).
fos(¥) = N(Us,0%) (2-52)
In equation (2-52),,is the mean andrg; is the standard deviation of the random
variable P; in equation (2-51).
The co-channel interference over the time slotmugually exclusive due to the

orthogonality of a TDMA system. The PDF of the aggate co-channel interference is

then given as,

N
fo (V) = Z f. (y)xPr(Numberof extraTimeSlotsat theReferenceell=N") (2-53)
N=o '™

In equation (2-53),f, = is the conditional PDF of aggregate co-channetrfatence
1IN

when the number of extra uplink time slotsNs This conditional PDF can be expressed
as the sum of PDF’s over two regiofi$,, andl_,. N, refers to the fixed uplink
time slots andl., refers to the extra uplink time slots of the franidhe PDF of

aggregate co-channel interference is analyzed sghaover these two regions.
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The co-channel cells are in the same cycle asefleeence cell durindgl ., . The

interfering signals from co-channels cells are hgemeous. When the frames are fully
loaded, the number of co-channel interferers isstrae for all the time slots. Thus, the
distribution of co-channel interference is the sdoreall time slots in the fixed time slot

region. The distribution of co-channel interferermeer this region is the same for D-

TDD and S-TDD systems. The co-channel interferaves 1, is expressed as
10109, Py =Hsgt€ss - (2-54)

In equation (2-54)¢, is a Gaussian random variable wikh(0,02;, whereo, is the
standard deviation in dB due to the propagatiowéeh the MS and BS. The local mean
power /g, iS given by,

Us =P +G,(¢) +G, (¢ —10nglog,, D, . (2-55)
In equation (2-55)D, is the distance between the BS in the refereni¢arne thei-th co-
channel interferer amy; is the propagation exponent for MS-to-BS environ®, is

determined by the geographical location of the lcaroel interferer.

The aggregate co-channel interferencélif, is given by,

Py =1000g,5(3 ). ®5

In equation (2-56)¢ is the number of co-channel interferers. It isuassd that the

frame is fully loaded and so the number of co-clehimterferers is fixed in the analysis.
It is also assumed that the interfering signalsnmfroo-channel cells are statistically
independent. It has been known from [57] and [3&ttthe sum of independent

lognormal random variables can be approximatednoyheer lognormal random variable.
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Using Schwartz and Yeh’s method [58], the mean siaddard deviation of the sum of

lognormal variables can be obtained. In referendais fP”FiX can now be expressed as,

fom W =Ny 08 )= Xec (V) (2-57)

In equation (2-57),uPIIFix and Op,, are the mean and standard deviation of the random

variable P, in equation (2-56)x<-(y Xenotes the PDF of the sum wfco-channel

interference originated from the SC sites.

Over the uplink time slots ifil ..., the number of co-channel cells allocated for
downlink transmission is a random variable. So, dggregate co-channel interference
over time slots i, is a function ok andm, wherek is the number of co-channel cells

in the downlink cycle anthis the time slot index in the reference cellln,,.

At them-th extra time 5|0t,fp”m is expressed as,

—ZWWWXMWH\MWXmM (2-58)

||E><t

In equation (2-58)W(k,m )s the probability thak co-channel cells are in downlink and
a —k co-channel cells are in uplink at tiveth extra uplink time slot.

W(k,m) =ckda™. (2-59)
In equation (2-59)c,, is the probability that the number of uplink timbts at a co-

channel cell is less than

mll
,0N+1 N+r

(2-60)

Also in equation (2-59)d, =1-c,,.
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It is assumed that the number of extra uplink tislets is determined

independently for different BSs.

W(m) =[W(0O,m) W@Zm) WEZm) ... W(a,m)] (2-61)

and

XecW) =X (V0 Xee VD X VD)oo X )T (2-62)

Xex(V,K) 1s the PDF of sum of co-channel interference thato-channels are in

downlink anda — k co-channel cells are in uplink cycle and can hpessed as:

Xex (V. K) = Z LP[X;BJ n+ X;C,i (2] (2-63)

The co-channel interference depends on the comfigur of the co-channel interferer. In

equation (2-63), subscriptdenotes the different configurations of co-channirferers,

given the values fdk anda . The constant is used to satisfﬁl)(Ext( y,kK)dy =1.
y

If the total number of extra uplink time slotstla¢ reference cell ', the PDF of

co-channel interference is given by,

L 1 X
o e O o 2 fae () (264

fplN' (y) =
The PDF of co-channel interference can be exptesse

N
fo (V) =D fp  (¥)x = Prob(Numbeof ExtraTimeSlotsat theReferenceell = N')
N=o '™

1
N+1

N

= z fo (¥)x (2-65)
N=o "

Substituting equations (2-64) and (2-57) into emquef2-65),
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_ XS L 1 ¥ 1 3 )
e (V)= N+1 f L+N+N+1ZlL+N';H'E*‘(y’) (2:69)

In equation (2-66), the term correspondingNo= is@xcluded from the summation in

the second term as it is zero. Thus,

_COxLxxi(, 1 & 1 & ]
fal)= N +1 +N+1X.;1L+N'; s (1) (&:67)

In equation (2-67)C(m) = Z Li
i=m I

The summation in the second term of equation (2¢@7)be written as,

N N ..E‘(V) 1 1 1 1 1 1
ZZ + +...+ (v) + + +...+
L+N L+1 L+2 L+N Plie L+2 L+3 L+N

N'=1m=1
1 1 1 1
+ +...+ +
(r2)+ (L+i L+i+1 L+Nj T WD+ N

P jext

P ext

(r,N)

=2 fo, )ZTJ=ZC(m)><fP,E (v,m) (2-68)

m=1
By substituting equation (2-68) into equation (2;@Fe PDF of co-channel interference

can be expressed in matrix form as shown in equé#es9).

£, (1) :N%l[LC(O)X;’C(y) +CW X eu () (2-69)

In equation (2-69), CEE(L) C(2)...C(N )Jand W =[W (@) W(2)...W(N)]".
SIR outage probability is next analyzed. Outag#geislared when the SIR is lower

than a threshold valug, that is,

Prob {Outage} = Prob {SIR< 7} = j_‘w for(Y)dy =1- j{ fo(V)dy (2-70)
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In equation (2-70),f, is the PDF of SIR. The desired signal and aggesgatchannel

interference are assumed to be statistically indéget. The desired signal and aggregate
co-channel interference are Gaussian random vasahhd the PDF of SIR can be
written as the convolution of the PDF of desireghal and the PDF of aggregate co-

channel interference.
fsr() =t (N O o (¥) (2-71)
In equation (2-71),f, is the PDF of the desired signal power andis the PDF of the

aggregate co-channel interference.

2.6 Conclusion

This chapter started with a comparison betweertdmeentional duplex schemes
of TDD and FDD and listed out the advantages as agetlisadvantages of D-TDD. Co-
channel interference reduction was needed to iserampacity in multi-user access
systems and the different techniques for doing scevstudied. The role of D-TDD in
achieving this reduction in TDMA systems was disaas Next, an example of a DCA
algorithm which reduces interference and thereloyemses capacity in TD-CDMA/TDD
systems was shown.

The performance of TMDA/D-TDD systems was then wred. An analytical
model of SIR outage probability ratio in D-TDD sssts was presented. The
performance analysis was done when the cellulatesysemployed omni-directional
antennas, sectored antennas and finally a combmafi sectored antennas and time slot

allocation algorithms. The combination of sectoedennas with time slot allocation
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algorithms helped in reducing the co-channel ieterice in dynamic TDD systems and

gave the best performance in terms of SIR proliglmlitage ratio.
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3 FUNDAMENTAL TRAFFIC ANANLYSIS

In this chapter, the definition and properties eff similarity are presented.
Objects are self-similar if they roughly look thense on any scale. [19] The techniques
and methods for modeling self-similar traffic arstimating the Hurst parametét][are
described next. These methods are then used orsétgoof data and the analysis of
whether the data is self-similar or not are carmwed. The truncated Gaussian traffic
model is applied to model the static TDD and dymamDD traffic and also the
expressions for the spectral efficiency of theistatDD and dynamic TDD systems
under truncated Gaussian traffic model assumpaoastudied.

We model the dataset from [34] using ON-OFF traffiodeling and apply the
modeling to a TDMA/D-TDD system employing tivax {SIR} algorithm. The results
obtained are compared with the results obtainech faapter 2 where the number of
extra uplink time slots in each cell was based omndiorm density function. It was
concluded that the results obtained using the ON-@&ffic modeling matched the

results obtained using the uniform density function

3.1  Self-Similarity

The authors of [16] shattered the illusion thagwujng analysis using the Poisson
traffic assumption is adequate to model all netweakfic. They reported the results of a

detailed, high-resolution collection of Etherneidffic measurements conducted between
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1989 and 1992. The data were collected from varieinernet Local Area Networks

(LANSs) at Bellcore.
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Figure 3-1: Traffic trace of Ethernet traffic shogithe self-similar nature.

Figure 3-1 shows plots of the number of packetsupé time for a measurement
set from 1989 which consisted of about an hourarftiouous monitoring of Ethernet
traffic. The first plot shows the entire one-hounrusing a time unit of 100 seconds.
Each subsequent plot is obtained by reducing the tiesolution by a factor of 10. For
example, the second plot covers the entire one-houusing a time unit of 10 seconds.
We can see that all of the plots look similar te @mother in a distributional sense and all
the plots involve a fair amount of burstiness. Bihernet traffic tends to look the same at

large scales and at small scales. Also, there isataral length to bursts. At every time
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scale, bursts consist of bursty subperiods semhiatdess bursty subperiods. This self-
similar character is drastically different from gbastic models traditionally used in data
network analysis and design.

If the plot in figure 3-1 was to be compared watiplot generated using a Poisson
model comparable to the real data in terms of @emacket size and arrival rate the
results would be different. It has been noted thiaPoisson modeling, at high resolution,
traffic is bursty but as the data are aggregatest awreasingly long time scales, the
traffic pattern smoothes out. The resulting differe shows that the Ethernet traffic is

self-similar.

3.1.1 Properties

A phenomenon that is self-similar looks the saméehaves the same when
viewed at different degrees of magnification orfetént scales on a dimension. The
dimension can be space, length, width or time [R6].

X=X, t=012.. (3-1)
be a covariance stationary stochastic process wittan 4 , variance o® and
autocorrelatiorr (k),k = 0X has an autocorrelation function given by,

r(k) ~k”L(t),k - o (3-2)
where0< £ < landL is slowly varying at infinity. For eaalm=1, 2, 3 ... let
XM =xm k=1,2,3 ... (3-3)

denote the new covariance stationary time serié#h autocorrelation functiom ™,

obtained by averaging the original series over oeedapping blocks of size.
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X +..+X

km-m+1

XM = x (™ = km k>1 (3-4)

m

The procesX is called exactly second-order self similar wighf-similarity parameter

H=1-81/2 (3-5)
If forallm=1, 2 ...
var(X ™) =g’m™ (3-6a)
and
r™k)=r(k),k=0 (3-6b)

X'is called asymptotically second-order self similéth parameter
H=1-£/2
if for all k large enough,
r™k) - r(k),m - oo (3-7)

That is, X is exactly or asymptotically second-order selfiamif the corresponding
aggregated processes™ are the same aéor become indistinguishable froxat least
with respect to their autocorrelation functions.

Self-similarity manifests in the following ways athematically,

1) The variance of the sample mean decreases morelyslian the

reciprocal of the sample size

var(X™)~zm™”, m- o 0<S<1, z-constant

2) The autocorrelations decay hyperbolically rathemtlexponentially fast

implying a non-summable autocorrelation function.

3) The spectral density obeys a power-law near thgrori

f(A)~2A7) - 00<y<ly=1-p, z-constant
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The most striking feature of second-order self-Emprocesses is that their aggregated
processes possess a hondegenerate correlatiotusgrasn — oo .
Self-similar processes help in the determinatiorthef Hurst parameteHj. A

stochastic process is statistically self-similathwparametetH (05<H < 1)f for any

real a>0, the process " x(at has the same statistical properties @ Jhis can be
explained by the following conditions:

1)  Mean E[xf)] = E[x(af)}/@"

2) Variance Var[x{)] = Var[x(at)]/ a™

3) R, (t,s) =R (at,as)/a*"
The Hurst parameter is the key measure of selftaiity. It is the measure of the
persistence of a statistical phenomenon and thgtHeof the long-range dependence of a
stochastic process. A value EE0.5 indicates the absence of long-range indepa@den
and a value oH=1 indicates the presence of long-range indeperdeBome of the

processes that satisfy the definition of self-samify are Brownian motion process, and

fractional Brownian motion process.

3.2  Modeling of self-similar traffic

Many different approaches have been proposed &rdete whether a given time
series of data is self-similar and if so to estantite Hurst parametét. Some of the
methods used are Aggregate Variance-Time plot, &#edcAdjusted Range-Statistics

plot, Wavelet method and Whittle’s estimator.

3.2.1 Aggregate Variance-Time Plot

For the aggregated time seri¥$™ of a self-similar process, the variance obeys
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Var(X ™) ~ Var(X)/m* (3-8)
with H = 1- 3 /2. Rewriting (3-8),
log [VaX(™ )] ~ log [Var(X)] - Slog(m) (3-9)
As log [Var(X)] is a constant independentof if log [Var(X)] is plotted against logf,

the result must be a straight line with a slope 8f The plot can be generated from a

data serie(t) by generating the aggregate process at diffdexas of aggregatiom
and then computing the variance and then by fititrgimple least squares line through

the resulting points in the plane. Slope values/ben -1 and 0 suggest self-similarity.

3.2.2 Rescaled Adjusted Range-Statistics (R/S) plot
For a given set of observationX,:k =12,...,n with sample meanX(n) and
sample variancg®(n ,)the R/S statistic is given by,
R(n)/S(n) £/S(n]max (0,W,,W,,..W,) —min(O,W,,W, .\, )] (3-10)

with
W, = (X +X, +...+ X, -RX(n)(k=1) (3-11)

The numerator in equation (3.10) is a measureefatio of the range of the process and

the denominator is the sample standard deviation.aFself-similar process, the range

has the following characteristic for large
E[R(n)/S(n) ~ z,n"

where z,is a constant witlH about 0.7.
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3.2.3 Wavelet analysis
A wavelet is a waveform of effectively limited @tion that has an average value
of zero. Wavelets are irregular and asymmetric. &l&tvanalysis is the breaking up of a
signal into shifted and scaled versions of theioalgwavelet. In this method, the Hurst
parameter is estimated by the ratio of the enetgpdéseen two adjacent resolutions. [21].
The power spectrud(w) of a fractal signal is represented by
Rw) = aw "™ 3-12)
In equation (3-12)¢ is a constant.
The power spectrunk,(w) of a fractal signal filtered by the high passefilts expressed
as
P,(W) =PW)|W2'w)[? (3-13)

where W, (w) = W(2"'w) denotes the wavelet function at resolut®@n

The power spectrunﬁ’z‘f (w) of a discrete signal sampled by a facto26f is written as

Pl(w)=2" > P, (w+2'2mmn) (3-14)

m=—oco

Let,
, 27 j” ’
o, =— | P, (w)dw (3-15)
2 2” —2/772

From equations (3-13), (3-14) and (3-15),

o’ =2 g}, (8)1
Then the Hurst parameter is computed as
1 021
H = log, 7 13)

2j+1
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Another method in which the time series is corealinto discrete wavelet can
also be used to compute the Hurst parameter. Thst ldyponent for a set of data can be

calculated from the wavelet spectral density adew:

12
P = > c? (3-18)
i=1

where ¢, represents the wavelet coefficients. A graphlag,(P) is plotted against

log, (2') and the slope of the curve obtained can be usédddhe value of3 and then

the value oH.

3.3  Simulation algorithms

The aggregate variance, R/S-statistic and wavddetrrithms are developed and
tested on the two test data. The steps used isiti@ation are given below. These steps
are used with respect to the video trace data k&tar IV with high-quality level

obtained from [22].

3.3.1 Aggregate Variance

Step 1: The given data set of len@iths divided into blocks of sizen giving a total of
int (N/m) blocks.

Step 2: The mean of the values in each block isutated giving a total ofN/m) mean
values.

Step 3: The variance of the mean values from sisg@lculated.

Step 4: The above steps (steps 1-3) are repeatédfrent values oi.

Step 5: A graph of log{) versus log(variance) is plotted.

Step 6: Least squares method is used to give dibfstthe graph obtained in step 5.
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Step 7: The slope of the fit obtained in step @&githe value gf .

Step 8: Hurst parameteris calculated fronH=1-(5/2).

3.3.2 Rescaled Adjusted Range-Statistics (R/S) plot

Step 1: The given data set of len@iths divided into blocks of sizen giving a total of
int (N/m) blocks.

Step 2: The standard deviation of the values i ééack is calculated.

Step 3: The mean of the values in each block sutatied.

Step 4: A loop with an inder, a starting value of one and an ending value olbkize
mis started.

Step 5: The partial sum untilis calculated yielding a total ofpartial sum terms.

Step 6: TheN values are calculated by subtracting thealues times the mean from the
partial sum for the index value

Step 7: The loop started in Step 4 is ended here.

Step 8: The maximum of th&/ values obtained above is calculated and if theimam
is less than one the maximum value is set to zero.

Step 9: The minimum of thé/ values obtained above is calculated and if thamuim is
greater than one the minimum value is set to zero

Step 10: The valuR is obtained by the difference of the maximwand minimumw.

Step 11: The ratio dR/Sis calculated

Step 12: The above steps (steps 1-11) are repfatedch of the blocks yielding a total
of int (N/m) R/Svalues

Step 13: The mean of all tiR¥Svalues is calculated

Step 14: The above steps (steps 1-13) are repfeatdidferent values om.
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Step 15: A graph of logf) versus log(mea®9)) is plotted.
Step 16: Least squares method is used to givetdibies the graph obtained in step 15.

Step 17: The slope of the fit obtained in stepuvggithe value ofl.

3.3.3 Wavelet analysis

Step 1: The power spectrum is computed by averatpagquares of the coefficients of

the transfornP(j).
Step 2: A graph ofog, (P) is plotted againstog, (2’ .)
Step 3: Least squares method is used to give dibfstthe graph obtained in step 2.
Step 4: The slope of the fit obtained in step Zgithe value gf.
Step 5: Hurst parameteris calculated fronH=1-(5/2).

For the Ethernet data set (BC-pAug89) from [34] additional step is performed
(for each of the three methods) where the randone tnstants arrival of the data is

converted into a form of deterministic time ins&ant
3.4 Flowcharts

3.4.1 Aggregate Variance

The steps involved in the simulation using theraggte variance method are

shown in figure 3-2
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Start

4

Divide the dataset into blocks of equal size

4

The mean of the values in each block is calculated

4

The variance of all the mean values is found.

A

All the above steps are repeated for different
values of ‘m’

A

A graph between the values of log(m) and
log(variance) is drawn

A

Least square method is used to obtain the best fit
of the graph

The slope of the fit above can be used to find the
Hurst parameter

A 4

Stop

Figure 3-2: Flowchart depicting the aggregate vexgamethod.

3.4.2 Rescaled Adjusted Range-Statistics (R/S) plot

The steps involved in the simulation using the R&hod are shown in figure 3-3
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Divide the dataset into blocks of equal size ‘m’(B1,B2...)

)

The mean and standard deviation (S) of the values in each block is calculated

L

Sum(n) = Sum(n) + B1

A

W(n) = Sum(n)-n*Mean

< End for >

v

W_Max = max(0,W(n))
W_Min = mins(0.W(n))

A

Repeat the steps above for all the blocks and
calculate the mean of the all the R/S values

v

All the above steps are repeated for different
values of ‘m’

v

A graph between the values of log(m) and log(R/S) is drawn

'

Least square method is used obtain the best fit of the graph

v

The slope of the fit above can be used to find the Hurst
parameter

|
Cw )

Figure 3-3: Flowchart depicting the R/S method.
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3.4.3 Wavelet method

The steps involved in the simulation using the vetvenethod are shown in

figure 3-4

Start

The wavelet power spectral density is calculated as

p =t S o2
J—zﬁ;ci

A

A graph between the values of log( Base 2) (P)
and log( Base 2) (2 to the power j) is drawn.

A

Least square method is used obtain the best fit of
the graph

A

The slope of the fit above can be used to
find the Hurst parameter.

A
Stop

Figure 3-4: Flowchart depicting the wavelet method.

35 Simulation results

The simulation was performed on the following teaia sets.
1. BC-pAug89 from [34]. These contain a million packetvals at the Bellcore
Morristown Research and Engineering faculty.

2. Star Wars-High Quality from [35].

92



The Hurst parameter for the above two data setal@ilated using the three methods —
Aggregate variance, Rescaled Adjusted Range $tatishd Wavelet. The plot obtained
is approximated using the least squares method taed slope of the resulting

approximation is used to calculate the Hurst patanmas shown in the sections below.

3.5.1 Aggregate Variance method for Star-Wars High Qualiy

The aggregate variance method is used on the tistzéned from [35] and the
resulting plot obtained is shown in figure 3-5. Tlet is approximated using the least
squares method and the slope of the approximatéon be used to calculate Hurst

parameter as shown.

12.6

125

12.4

12.3

12.2

12.1

Lag (< (m])

12

Mer

|
2 245 3 3.5 4 4.5 5 5.5 a B.4 7

115 1 | | |

Log (Block Size)
Figure 3-5: Plot of Log(Block Size) vs Log (X(mprfStar Wars-High Quality using

aggregate variance.
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In figure 3-5, the slope of the life=- 0230, the Hurst parametet, = 1-(0.22/2) =

0.89.

3.5.2 Aggregate variance for BC-pAug99

The aggregate variance method is used on thesdatzbtained from [34] and the
resulting plot obtained is shown in figure 3-6. Tlet is approximated using the least
squares method and the slope of the approximatéon be used to calculate Hurst

parameter as shown.
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Figure 3-6: Plot of Log(Block Size) vs Log (X(mprfBCpAug89 using aggregate

variance.
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In figure 3-6, the slope of the life=- 03&o0, the Hurst parametet, = 1-(0.36/2) =

0.82.

3.5.3 R/S method for Star-Wars High Quality

The rescaled adjusted range statistics methoded on the trace obtained from

[35] and the resulting plot obtained is shown igufie 3-7. The plot is approximated

using the least squares method and the slope ofapipeoximation can be used to
calculate Hurst parameter as shown.

5 T T T T T T T T T

— data 1
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Log(Block Size)

Figure 3-7: Plot of Log(Block Size) vs Log (E[R/$¢r Star Wars-High Quality using
R/S method.
In figure 3-7, the slope of the line gives the abf the Hurst parameter and here Hurst

parameterH = 0.89.
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3.5.4 R/S method for BC-pAug99

The rescaled adjusted range statistics methoskeid an the data set obtained from
[34] and the resulting plot obtained is shown igufie 3-8. The plot is approximated
using the least squares method and the slope ofapipeoximation can be used to

calculate Hurst parameter as shown.
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Figure 3-8: Plot of Log(Block Size) vs Log (E[R/$¢y BCpAug89using R/S method.

In figure 3-8, the slope of the line gives the abf the Hurst parameter and here Hurst

parameterH = 0.83.

3.5.5 Wavelet method for Star-Wars High Quality

The wavelet method is used on the trace obtaired [35] and the resulting plot

obtained is shown below in figure 3-9. The ploaproximated using the least squares
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method and the slope of the approximation

can led ts calculate Hurst parameter as
shown.

25

— data 1
54l ¥=0253%+075 —  linear

22

Log H

181

1.4+F

12 1 | | | | | |
2 245 3 3.5 4 4.5 5 55 B 6.5 7
Log Block Size

Figure 3-9: Plot of Log(Block Size) vs Log (H) fStar Wars-High Quality using wavelet

method.
In figure 3-9, the slope of the line fs=

0230 the Hurst parametét, = 1-(0.23/2) =
0.885.

3.5.6 Wavelet method for BC-pAug99

The wavelet method is used on the data set olatdioen [34] and the resulting

plot obtained is shown below in figure 3-10. Thetpk approximated using the least

squares method and the slope of the approximatéon be used to calculate Hurst
parameter as shown.
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Figure 3-10: Plot of Log(Block Size) vs Log (H) BBCpAug89 using wavelet method.

In figure 3-10, the slope of the linefs=0. 0980 the Hurst parametéi,= 1-(0.094/2)

=0.953.

3.6  Truncated Guassian traffic model in TDMA/TDD systens

In this section, the truncated Guassian trafficdelothat can be applied to
TDMA/TDD systems is given.

As seen earlier, TDD operates in two modes —csidDD and dynamic-TDD.
The boundary between uplink and downlink traffi@djustable in D-TDD but is fixed in
S-TDD systems.

Let us assume that there &rsubscribers supported by both types of system and

also each of the subscribers can request more than one time glatadnsmission either
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in the UL or DL direction. The first time slots and the la&t time slots are allotted to
uplink transmission and downlink reception respetyi. These are called the fixed time
slots. The rest of the time slots can be assigitedreo uplink transmission or downlink
reception depending on the traffic load in the ystThe time slots can also remain idle.
The region from thel(+1)-th time slot to the last uplink time slot is leal the extra
uplink time slot region.

Let us assume that the offered traffic for uplirdknsmission in a D-TDD system

A, follows a truncated Gaussian distribution given as

e = N(typ O [N <[ Agp [< (3-19)
where, 1, is the mean number of uplink time slots,

o, Is the standard deviation of uplink time slots,

n(¥ is the minimum number of uplink time slots whicfualsL, and

max

Nge . IS the maximum number of uplink time slots.

The number of uplink time slots in a D-TDD framende obtained as,
o = A | (3-20)
where ]_x—\ selects the smallest integer that is greater themrgumenx.
The probability of the number of uplink time slatn be obtained as:

Pr((nss =K)N (nLT;n <Ny SNG))

— min maxy —
I:)(nUP - k | nUP < nUP < nUP ) - Pr(nmin <n < nmax
up — "up — "UP

Pr(n,, =K) _ Pr(k-1<n, <k)

min maX)

Priny <ne<njy)  Pr(n}y <nge<ns

_Pr)-Pr(k-1)
Pr(ngs) - Pr(ngy
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Q(k_l_,uup)_Q(k_,uUP)

— UUP UUP (3_21)
(M 1 Hupy | oM = e
uP JUP

where, n, is the number of uplink time slots,
P, (K| e < ny <) =Pr(n,, =k|njy <n, <n¥) is the Probability
Mass function and

Q(x) = J'ie“z’zdt is the Q-function.

) J2mr

The S-TDD systems cannot make use of the bandwititiently as the D-TDD
systems as the dynamic boundary is fixed in S-TDBtesns. This means, the
transmission bandwidth in one direction cannot lb#tad for the other direction even if
there is available bandwidth. Generally, the banthviatio of uplink to downlink traffic
bandwidth is asymmetric and dynamic especially faitimedia applications. So, the
dynamic boundary in S-TDD systems has to be choaesfully. In [53], it is assumed
that the number of time slots in the S-TDD frameeqpial to the average number of

uplink time slots in a fully loaded D-TDD frame.
=[ e | (3-22)

3.6.1 Spectral Efficiency of S-TDD and D-TDD systems

In [54], the spectral efficiency was expressedtles average bit rate per unit

bandwidth per unit area supported by a cell’s lshson.
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NS
Se,
=KL pits/s/Hzm? 3-23
A Wri(£12)? (3-23)

where N, is the total number of active serviced channetsp#
W s the total allocated bandwidth per cell in Hz
£ is the frequency reuse distance in meter.
The channel capacity of theth SC is given by the well known Shannon’s
eguation as
C, =W, log,@+y, ) (3-24)
where y, is the SIR of th&k-th SC. As SIR is a random variable even when t@eisS

stationary, the average channel capacity is usebtain spectral efficiency. The average

channel capacity of theth SC is given as,
C, =W, [log, @+ n) T, (v)dy (3-25)
0

where f (), )is the PDF of the SIR of theth SC.

In [53], the focus is on the spectral efficiencyl@dD systems for dynamic traffic
and so a cellular system with typical configuratisnconsidered where the cellular
system parameters like cell size, frequency reuseassumed to be fixed. Hence, the
denominator of (3-23) is fixed for all spectralieiéncy representations.

In TDMA system, the whole bandwidth is allocatedotte user as there is only

one user that is served per time slot. Bp,= an@, =W . If the channel is ergodic,

the distribution of SIR is identical in a fully Idad S-TDD/TDMA system. Thus, the

spectral efficiency(n7 )of the cellular system is given as,
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N

2

C. .

n= k:\lN = j log, @+ ) ,())dy bits/siHz. (3-26)
0

But, in D-TDD systems, each time slot experienaéfergnt statistics of SIR over
the extra time slot region and hence the specftfigieacy of a certain time slot cannot
represent the average spectral efficiency of thEDD system as shown in equation (3-

26). The average spectral efficiency of thh time slot can be expressed as
_ TG F
7= @=-5)[log, 1+ ) T, (1) d,
S 0

i=1,2.. njp bits/s/Hz (3-27)
where y; is the SIR value for thieth time slot,
f,(y;) is the PDF of SIR at theth time slot,
T, is time slot interval and

T is the guard time.

The average spectral efficienay, can be obtained as the expectation of equation

(3-27) for all active time slots.

_ T Nyp /7
n= (1—_6) _n
Ts ; Nyp

up

o 2[log: @+ y)f, (1)d
=(1-5)=F

(3-28)
TS nUP

The uplink spectral efficiency of D-TDD systemsdz given as,
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D
Nip

Ts <
@- ?)Z G

~ -E s i1
,7D TDD nL?P
I
— TG & ;Cl H min max H
—(1—T—)Z j x P (JInGE <ng <) bits/s/Hz (3-29)
s j=L

where p,_(j [N} <nye <nje) is the PMF.

The S-TDD may not be fully loaded even if the DETBame is loaded due to the
dynamic nature of multimedia traffic. So, the spactefficiency of S-TDD/TDMA

systems can be expressed as

ne
>.C 1-To)
- TG = B TS Nyp I A ] .
n=g|1-2 |=—|=| — >C lp. (i) bits/s/Hz (3-30)
Ts uP Nyp j=L\i=1 e
wheren,, =min(n;.,n>. )

p(x | nUP < nUP < nUP )'X< nL?P

p P (X) = E min max
v Zp(xlnup SnuPanP'X:nL?P
x=ngp
For S-TDD systems, the boundary between the u@mk downlink direction is

fixed and so there can be idle time slots. Thisenatilized bandwidth is represented by

the equation (3-30).
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3.7  ON-OFF traffic model in TDMA/D-TDD systems

In this section, we model the traffic in a TDMA/DBD system using the ON-
OFF traffic modeling. The ON-OFF source is the ptgppe of a bursty source [59]. In an
ON-OFF source, information is sent in a successioactive (ON) periods separated by
silent (OFF) periods. ON-OFF sources can also benduished by the way information
is sent during the ON period [59]. It can be slyigeriodic (“deterministic”) emission of
traffic or the Bernoulli process. They can alsalisinguished according to the statistical
properties of the ON and OFF periods. The sourag switch from the ON state to the

OFF state according to a Continuous Time Markovi€f@TMC) with two states.

1-p - Jﬁ}fipqw?%% o o 1-q
p— — )
\\/ State 0 \‘ r/ State 1 \/

\ ON | \ OFF |
NI T

Figure 3-11: ON-OFF Traffic model.
A Discrete Time Markov Chain (DTMC) is a processking transitions from one

state to another at well defined instants of timeThe DTMC is fully determined when
the one-step transition probabiliti€old X, ,, = j| X, =i ate known. The transition

probabilities are independent of time when the esysts homogeneous. The one-step

transition probabilities are then just numb&sthat can be arranged into the one-step

transition matrix or simply the transition probatyiimatrix P = (F;). It follows that,

S°P, =1 (3-31)

k=0
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P is called the stochastic matrix. If the initizte vector(p{®, p{?,...,p? )is known,
the state vector at time instatcan be calculated by applying the one-step transit
matrix P once.
[pd, p?,. PP 1=1p, p?,....p"1.P (3-32)
The equilibrium distribution is represented as
m=(m,,1,...,7T,)
with Zﬂi =1
As the equilibrium distribution is invariant undée one-step transition matrix,
P=n (3-33)
Let the transition matriX be
r=(t7P P (3-34)
q 1-q
The entries in the transition matrix correspond figure 3-11. The equilibrium

distribution is given by,

Prob [State is ON] 77, = 9
p+q

Prob [State is OFF] &, = —F (3-35)
p+q

Equation (3-35) is valid fop+q# OFrom figure 3-11, there are two “once in never
out” states without interesting applications [5Bhe valuer, (77, )gives the probability

that the chain observed at an arbitrary instann istate 0 (1). The probability can be

calculated in the following way. Let the averagegi of the ON (OFF) period
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beTon(Torr). The probability that an ON state has length p,, is needed to

calculatel on. So, the chain being in the ON state should bi&énON state for another
(n-1) time steps and then switch to the OFF statés plobability can be given as in
equation (3-36) from figure 3-11.

P, =@-P"p (3-36)

The average ON period is then given by,

Ton =ann:£ 33)
n=1 p
Similarly for the OFF period,
Torr :é (3-38)

The time axis is covered by a succession of ON @kd- periods and the

probability of finding the chain in the ON stateuats,

Prob[chain is ON] - Tov I,
Torr+ Ton
If the average interarrival time in the ON periedi (cell periods), the average load in

the ON period equals,
1
Ay = o (3-39)
The overall average load produced by such a source is then,
-I_-ON

p= Ay =), (3-40)
-|:ON+-|__OFF p+q
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Calculation of the correlation properties of thie-OFF source is straight forward

and a closed form expression for the autocorreiatiche arrival process can be found.

k

1- m+ma*  m-maX
Tk — p p — 0 1 1 1 (3_41)
q 1-q m-ma* o+ mat
In equation (3-41),
a=1-p-q

and r;yand 7z, are defined in equation (3-35).

The autocorrelation of the arrival process of @¢-OFF process can be written

as,

k k
T+ ma* - ma vﬂ

R(K) = (77,1,.,0) (3-42)

m-ma* o+ mak

We model the traffic in the DTMA/D-TDD system ugian ON-OFF two state
model. The ON period consists of a sequence ofrdeati transmission requests from an
individual subscriber. The ON and OFF periods acelefed as heavy-tailed Weibull and
Pareto distributions respectively. The inter-afriv@e of requests within the ON periods
is modeled using another Weibull distribution. AN@FF process is used to model the
several requests during the active or ON periolbficdd by an inactive or OFF period,
whose duration is significantly longer than theematrival times during the ON period.

The model was created for the physical processeotVorld Wide Web (WWW)

document arrivals.
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3.7.1 WWW Request Arrival Model

When a WWW user clicks on a hypertext link, seivB@siform Resource Locator

(URL) requests may follow. The first request traitsnthe user’s direct request to the
server. When the user’'s request is being execudtkr requests may be generated
automatically by the client program. As an examglgch in-line image will require a
separate request be sent automatically by thetcpemgram when a page is being
downloaded. Each of these new requests opens alravsfer Control Protocol (TCP)
connection. After the completion of the user’s mesjuand the associated requests, the
user will take time absorbing the information justeived before initiating the next
request. So, the traffic can be modeled with an @EFRod, following an ON period
consisting of a series of requests. The model eadescribed by the distributions of the
following three random variables.

* r: The inter-arrival time of requests during the @&fiod.

* s The duration of an OFF period.

* n: The duration of an ON period.

3.7.1.10N period distribution

The exact boundaries of the ON and OFF periodsl@pendent on the choice of
the threshold. A method from [60] is adapted wleerspecific value of the threshold is
chosen and then the insensitivity of the distrimutio the chosen value is tested within a
large range. A threshold value of 60 seconds igl iiseéhe modeling. A sequence of
requests with interarrival times of less than 60osés is considered to form an ON
period while the occurrence of a request more 8taseconds after the previous request

indicates an OFF period.
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A Weibull distribution is given by

k X k-1
X)=—| 2| et/ 3-43
o(x) 5( Hj (3-43)

The probability distribution function is given by

F(X) = Prob(t < x) =1~ 1o (3-44)
The parametek represents the shape of the distribution. Theriigton function is
positively skewed whenk > 36and negatively slewed whek< 3Also, the
distribution is light tailed whetkk > &nd heavy tailed whek< 1.
The dataset from [34] is tested for the Weibubtdbution. The test can be

performed by fitting a straight line on a probapiliplot of y=In(x) versus
z=In(=In(l - F(x)) [61]. The value ofk =% and @ = exp(@ ) is obtained from a straight

line fit of z= Y =2

. The Weibull probability plotting for ON period dation with a
threshold value of 60 seconds is shown in figure23-The figure clearly suggests a

Weibull distribution withk = 1—13 = 077 andd = exp(4.6) =99 5
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Figure 3-12: Weibull plot of ON period distribution

The empirical model for the ON period probabitignsity can be devised as:

p(x) = &226—[@2) (3-45)

023
X

3.7.1.20FF period distribution
The OFF period indicates the presence of sigmfipause in the communication.

A Pareto distribution is given by,
p(x) = ak / x™* (3-46)
forx>k. a =1

The probability distribution function is given by,
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F(X) =Prob(t < x) =1- (;ja (3-47)

A Pareto distribution has infinite meanaf< ahd infinite variance ir < 2.

The dataset from [34] is tested for Pareto distidn. An a value of 0.5 was
obtained for the date set and this shows that th&ilwition has infinite mean and
variance. The probability density function of anpancal model for the OFF period

distribution is given by,

V60
p(x) = (3-48)
2x/X
1 I ! I I I
Y2 OB B OB} - - oo oo mdoe e -
E """""" Fr-========== Fr-========== 'i' """""" T-TTTEsTEEsEs T-TTTETsEs ]
i a
0 | | | | |
0 1000 2000 3000 4000 5000 E000

#:0FF period in seconds

Figure 3-13: Pareto distribution plot of OFF period
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3.7.1.3Interarrival distribution during ON period

The Weibull distribution of the interarrival timed the dataset from [34] is
obtained. The plot is shown in figure 3-14. Fromufie 3-14, the value df can be
determined to be 0.5 and the valuetofo be 1.5. The probability density function foeth

Weibull distribution is given as

15

e €

p(t) = (3-49)

2 : : : : : :

— Dataset
1p----- ——  linear  pe---membeeeeeee e ol t EEE LT —

#:Interarrival period in seconds

Figure 3-14: Weibull plot of interarrival distribah during the ON period.

3.7.2 Numerical results

The ON-OFF traffic modeling is applied to a TDMAMDD system. The number

of extra UL TSs for each user is based on the OR-@&nsity function. The probability
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density function for the ON and OFF period is givenequation (3-45) and (3-48)

respectively. The results obtained from simulafdos given in figure 3-15.

Frob(SIR<x)

SIR [dB]

Figure 3-15: SIR outage using fifteen-sectoredramds with théviax {SIR} algorithm
and ON-OFF traffic model.
The result in figure 3-15 matches the result oi#diin figure 2-22 where the
number of extra UL TSs for each user was based onifarm density function. As a
comparison, at an outage of 1% , the achievablen®i& the number of extra UL TSs is

six is 19 dB from figure 2-22 and the correspondiatye from figure 3-15 is 18 dB.

3.8 Conclusion
This chapter began with the definition and propgsrtdof self similarity. The

techniques and methods for modeling self-similaffit and estimating the Hurst
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parameter H] were described. Two sets of Internet data traffere introduced and the
self similar nature of these data sets was proVka.truncated Gaussian traffic model is
applied to model the static TDD and dynamic TDOfitaand also the expressions for
the spectral efficiency of the static TDD and dyimamDD systems under truncated
Gaussian traffic model assumptions were studied.
We then modeled the dataset from [34] using ON-QFdfic modeling.

Simulations were carried out for D-TDD systems vehiiie traffic was modeled based on
the ON-OFF traffic model and results obtained medctvith the results obtained when

traffic was modeled using a uniform density funiatio
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4 MULTI-CELL COORDINATED D-TDD RESOURCE ALLOCATION FO R

MULTI-CELL ENVIRONMENTS

In this chapter, th&lax {SIR} algorithm is extended to a multi-cell envimment.
We call this algorithm the multi-cell D-TDD allogan algorithm. This algorithm was
found to improve the SIR outage probability ratibem the interference power and signal
power from multiple cells are well coordinated éaluce the co-channel interference.

The Max {SIR} algorithm is also applied to TDMA/D-TDD syasmis with
priority. All the subscribers are grouped into pityp groups and the performance of
TDMA/D-TDD systems with and without the allocatioh the Max {SIR} algorithm is
compared.

The rest of the chapter is organized as followse firtulti-cell D-TDD allocation
algorithm is explained in detail and the resulttaoted from simulation are summarized.
The Max {SIR} algorithm with priority is then explained antthe conclusions for the

chapter are drawn.

4.1 Multi-cell D-TDD allocation algorithm

The multi-cell D-TDD allocation algorithm is exphedd in this section.

The execution of the algorithm starts from the kxdra uplink time slot in the
reference cell. The algorithm is executed onlytf@ co-channels that are in DL cycle in
the TS corresponding to the extra UL time slothe teference cell. The algorithm is not

executed for the co-channels that are in UL cycliné TS corresponding to the extra UL
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time slot in the reference cell. This is becauseB®-BS co-channel interference is the
main source of co-channel interference in D-TDDieys as explained in chapter 2 and
the multi-cell D-TDD allocation algorithm intends teduce this BS-BS co-channel
interference. The algorithm does an exhaustiveckeamong the MSs that are in DL
reception in the co-channel cells in which the atgm will be executed. From this
search, it places the MS that will introduce thesteco-channel interference to the BS in
the reference cell in the TS corresponding todasta UL time slot in the reference cell.
If there is more than one TS occupied by this M®lnreception, they are placed in the
second last extra UL time slot corresponding tortdference cell and so on. If there is
only one TS occupied by this MS in the DL receptib@n the MS that causes the second
least co-channel interference to the BS in thereefee cell is placed in the time slot
corresponding to the second last extra UL timeisltthe reference cell. The execution of
the algorithm is terminated when there no moreaeldic time slots in the reference cell.

The algorithm is explained in detail with the hefdigures 4-1 and 4-2.
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Reference cell
BS 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
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Co-channel cell #1
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"é‘g 19 20 21 22 23 24 25 26 27 28 20 30 31 32 33 34 35 36

At 21y e 5 vyt yv2ly3[vd|lvs|vblev7|vsd yd|yl0yt|y2

MS

Co-channel cell #2
BS 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
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“é'gf’ 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 3
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MS

Co-channel cell #3
BS 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
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“é'gf’ 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 35
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Figure 4-1: D-TDD frame with 36 time slots in trefarence cell and three co-channel
cells.

Figure 4-1 shows a D-TDD frame with 36 times slotshe reference cell, and
three co-channel cells, co-channel cell #1, #2 #hdr'he time slots are numbered on the
top of each frame as shown. There are assumed i@ dSs in each cell, numbered
from 1 to 12. Also, the first 12 time slots, TSsl2, are used for UL transmission and the
last 12 time slots, TSs 25 — 36, are used for epaon in all the cells. The remaining
12 TSs, TS 13 — 24 can be used for either UL orilbeach cell. The extra UL and DL
time slots fall into TSs 13 — 24. The number ofr@XiL TSs are allocated to the users in

a random and uniform manner. The number of extraibde slots in the reference cell is

117



six, from TSs 13 — 18. The number of extra UL tighats in the co-channel cells 1, 2, and
3 are 8, 0, and 3 respectively. Thus, the numbaxtf DL time slots in the reference
cell, co-channel cells 1, 2, and 3 are 6, 4, 18,%respectively.

The execution of the multi-cell D-TDD allocatiolgarithm starts at the last extra
UL time slot in the reference cell. From figure AT5 18 is the last extra UL time slot in
the reference cell. During TS 18, co-channel cgllsand #3 are in DL and hence the
algorithm is executed in these cells. The algoritismexecuted in co-channel cell #2
initially. Let us assume that the MSs that causel#@ast interference to the BS in the
reference cell is found to be as follows from tkeaution of the algorithm, in descending
order.
MS co-channel interference order =[12, 3, 2, 1,710Q1, 6, 9, 4, 8, 5]
MS 12 in DL reception causes the least interfereadbe BS in reference cell and MS 5
causes the most interference, respectively, frorahamnel cell #2. The MSs in TS 13 —
24 in co-channel cell # 2 can be rearranged sotlleaMSs causing the least co-channel
interference occupy the TSs corresponding to TSs- 1B, the extra UL TSs in the
reference cell. The MSs occupying the TSs 13 -h3fbichannel cell #2 are given as {1,
2,3,3,3,4,4,5,5,6,6,6,6,7,7,7, 8,8, 10, 11, 12, 12}. As MS 12 causes the least
interference, it is exchanged with the MS in TSth®, TS corresponding to the last extra
UL TS in the reference cell. MS 6 that was origiinaresent in TS 18 is placed in the
TS occupied by MS 12, which is TS 21 from figuré.4Fhe second occurrence of MS 12
is exchanged with the MS in TS 17, the seconddasta UL TS in the reference cell.
After MS 12, MS 3 introduces the least interferetmehe reference cell BS. Thus, the

three occurrences of MS 3 are placed into TSs 86add 14. TS 13 is occupied by MS
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2. The execution of the algorithm stops at TS IfBesponding to the first extra UL TS in
the reference cell.

The algorithm is again repeated for co-channél#3IThe MSs causing the least
interference are placed in TSs 18, 17, and 16 Bstloese three TSs are in DL reception
when the reference cell is in UL transmission. Letassume that from the execution of
the multi-cell D-TDD allocation algorithm, the M®-channel interference order is as
follows.

MS co-channel interference order = {8, 5, 11, 14,97, 10, 3, 6, 12, 2}

The MS 8 from TS 32 is exchanged with MS 4 from I8 Next, MS 5 from TS 27 is
exchanged with MS 4 from TS 17 and finally MS 1dnfr TS 35 is exchanged with MS 1
from 16. The execution of the algorithm stops nomd a&he final D-TDD frame

arrangement is given as shown in figure 4-2.
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Figure 4-2: D-TDD frame from Figure 4-1 after exgéon of the multi-cell D-TDD

The flowchart of the multi-cell D-TDD allocatiotgarithm is given in figure 4-3.

allocation algorithm.
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Start

Numnber of extra uplink time slots in
the reference cell is m

Number of co-channel cells is j

s Co-channel i in downlink during
the extra uplink time slot?

Assign the MS causing least A A—
interference to the last extra uplink time
slots and the MS causing the second J=-1
least interference to the second last
extra uplink time slot and so on

Figure 4-3: Flowchart of the multi-cell D-TDD allatton algorithm.
The results obtained from the simulation are sunmedrbelow. The results are
compared with the results of tiMax {SIR} algorithm from [5]. Initially four-sectored
antennas are used at the BS. The different paraneted in the simulation are given in

table 4-1.
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Table 4-1: Simulation parameters when four-sectargdnnas are used at the base

station site.
Parameter Value
Cell size 4000 m
Frequency reuse 25
Number of Co-channel cells 24 (First and secomjl tie
Number of users per cell 12
Path loss exponent — MS to BS 4
Path loss exponent — BS to BS 3
Lognormal shadowing — MS to B$ 6 dB
Lognormal shadowing — BS to B$ 4 dB
HPBW at BS 90 degrees
HPBW at MS 20 degrees
Frequency 1.9 GHz
Antenna aperture size — BS 0.0739 m
Antenna aperture size — MS 0.385m
Number of iterations 10000

The results obtained from tidax {SIR} algorithm are shown in figure 4-4.
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Figure 4-4. SIR outage using four-sectored anteandghe Max {SIR} algorithm.

The results obtained when the multi-cell D-TDD eadtion algorithm is used are shown

in figure 4-5.
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Figure 4-5: SIR outage using four-sectored anteandshe multi-cell D-TDD allocation
algorithm.

From figures 4-4 and 4-5, there is not much diffeeein the SIR outage for the cases of

the Max {SIR} algorithm and the multi-cell D-TDD latation algorithm. It can be seen

that the SIR curve saturates at a rapid rate wherynamic boundary is introduced for

both the cases. The results are next compared Mifieen-sectored antennas are

deployed at the BS. The various parameters ustgbisimulation are given in table 4-2.
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Table 4-2: Simulation parameters when fifteen-sect@ntennas are used at the base

station site.
Parameter Value
Cell size 4000 m
Frequency reuse 25
Number of Co-channel cells 24 (First and secomjl tie
Number of users per cell 12
Path loss exponent — MS to BS 4
Path loss exponent — BS to BS 3
Lognormal shadowing — MS to B$ 6 dB
Lognormal shadowing — BS to B$ 4 dB
HPBW at BS 24 degrees
HPBW at MS 20 degrees
Frequency 1.9 GHz
Antenna aperture size — BS 0.3302 m
Antenna aperture size — MS 0.385 m
Number of iterations 10000

The results obtained from tidax {SIR} algorithm are shown in figure 4-6.
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Figure 4-6: SIR outage using fifteen-sectored amsrand the Max {SIR} algorithm.

The results obtained when the multi-cell D-TDD edtion algorithm is used are shown

in figure 4-7.
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Figure 4-7: SIR outage using fifteen-sectored amsrand the multi-cell D-TDD
allocation algorithm.
Comparing figures 4-6 and 4-7 there is a substamtiprovement in the SIR outage
performance. For example, at an outage of 1%, thes@able SIR from figure 4-6 is 27
dB and this increase to 32 dB when the number waéXL TSs is 12 from figure 4-7.

As a next step of our research, Max {SIR} algorithm is expanded and applied
to a multi-cell environment. The algorithm is applito cells that have extra UL TSs. The
expandedviax {SIR} algorithm is explained with respect to figurd-1. Each frame has
36 TSs in figure 4-1 and the first and last 12 &8s used for UL transmission and DL
reception respectively. TSs 13-18 and TSs 19-24am@a UL and DL TSs respectively
in the reference cell. Similarly, TSs 13-20 and T3s24 are extra UL and DL TSs

respectively in the co-channel cell #l. TSs 13-B# extra DL TSs in the co-channel cell
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#2. TSs 13-15 and TSs 16-24 are extra UL and DL rEéSpectively in the co-channel

cell #4. The highest TS number that is in UL is #2 in co-channel cell #1. The MS
with the maximum SIR in the UL direction is placedTS #20 and the MS with the

second maximum SIR is placed in TS #19. In TS #i8 reference cell and co-channel
cell#1 are in UL transmission. So the MS corresjrogtb the maximum SIR and the MS
corresponding to the third maximum SIR is placed$#18 in the reference cell and co-
channel cell #1 respectively. The execution ofdlgwrithm proceeds in this manner until
the first extra uplink TS, namely TS #13 for alétbells that have one or more extra UL
TSs.

The flowchart of the steps involved in the expahdéax {SIR} algorithm is

shown in figure 4-8.
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Number of extra uplink Time Slots m=N’
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The subscribers uplink request is denoted
by L

The number of cells in uplink during the ‘m’ th
time slotis U

\ 4

Assign the ‘I’ th subscriber to the ‘m’ th time slot that satisfies the following condition
(‘m’, Arg max ‘I{g(m,l))

'_
|

3r
non
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Figure 4-8: Flowchart of the extended D-TDD alle@atalgorithm.

The results obtained from the simulation are suneed. The results obtained
with and without the application of the expanddex {SIR} algorithm are compared.
The comparison is based on the SIR of one of tHe ckosen at random out of the 25
available cells. Fifteen-sectored antennas are asdbde BS. The different parameters

used in the simulation are given in table 4-3.
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Table 4-3: Simulation parameters when fifteen-sect@ntennas are used at the base

station site.
Parameter Value
Cell size 4000 m
Frequency reuse 25
Number of Co-channel cells 24 (First and secoml tie
Number of users per cell 12
Path loss exponent — MS to BS 4
Path loss exponent — BS to BS 3
Lognormal shadowing — MS to B$ 6 dB
Lognormal shadowing — BS to B$ 4 dB
HPBW at BS 24 degrees
HPBW at MS 20 degrees
Frequency 1.9 GHz
Antenna aperture size — BS 0.3302 m
Antenna aperture size — MS 0.385 m
Number of iterations 10000

The results obtained without the application ofélkeendedViax {SIR} algorithm

are shown in figure 4-9.
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Figure 4-9: SIR outage using fifteen-sectored amasn

The results obtained with the application of théerdedMax {SIR} algorithm

are shown in figure 4-10.
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SR in dB

Figure 4-10: SIR outage using fifteen-sectoredrams and the extended Max {SIR}
algorithm.

The application of the extendddax {SIR} algorithm provides a significant
increase in the SIR outage performance as candrelsecomparing the figures 4-9 and
4-10. For example, at an outage of 1%, the achlev@lR is 7dB without the application
of the extendedax {SIR} algorithm and this increases to 33 dB wilttetapplication of

the extendeiax {SIR} algorithm when the number of extra uplink g 3.

4.2 Priority based D-TDD systems

The results obtained when the subscribers in a TIDMMFDD system were
divided into different groups based on the prioasgigned to each group are summarized

next. A D-TDD frame having 36 TSs is considered #ralfirst 12 TSs and the last 12
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TSs are allocated to the 12 mobile stations (M8suplink transmission and downlink
reception respectively. The remaining 12 TSs — 3$01TS 24 — are allocated for uplink
transmission in the reference cell and they caalloeated either for uplink transmission
or downlink reception in a dynamic fashion in tleeahannel cells. In the reference cell,
the MS #1 is allocated to TS #13; MS #2 is allodate TS #14 and so on. The MSs are
uniformly and randomly distributed in TSs 13-24 tbe co-channel cells. The MSs 1-6
are considered to belong to class one and the MiSsafe considered to belong to class
two. Figure 4-11 shows the result obtained wheny tré MSs belonging to class one are
considered. The SIR outage probability is compdmdthe cases when there is no

execution of theMax {SIR} algorithm and when th#&lax {SIR} algorithm is applied.

0 P PR e T T T T
=3
i
S
0 10 oo g
I T — S T o,
i
O T i ]

—4— Mo Max SIR algorithm
: : : —+— Max SIR algorithm
1|:|'2 ! l l l I I I
a g 10 15 20 25 30 35 40
SIR [dB]

Figure 4-11: SIR outage probability of class onengly subscribers with and without the

execution of thaMax {SIR} algorithm.
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From figure 4-11, it can be seen that the appbcatf the Max {SIR} algorithm

improves the SIR outage probability ratio. For epdan at an outage of 10%, the

achievable SIR increases from 12 dB with no appboaof theMax {SIR} algorithm to

about 18 dB with the application of tMax {SIR} algorithm.

Figure 4-12 shows the result obtained when ondyMISs belonging to class two

are considered. The SIR outage probability is caetbdor the cases when there is no

execution of theMax {SIR} algorithm and when th#&lax {SIR} algorithm is applied.
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Figure 4-12: SIR outage probability of class twmpty subscribers with and without the

execution of thaMax {SIR} algorithm.

From figure 4-12, it can be seen that the appbcatf the Max {SIR} algorithm

improves the SIR outage probability ratio. For epdan at an outage of 10%, the
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achievable SIR increases from 12 dB with no appboaof theMax {SIR} algorithm to
about 18 dB with the application of tMax {SIR} algorithm.
As a final step, the subscribers belonging to bd#ss one and class two are

considered and the results obtained are showigumefi4-13.

Frob(SIR<x)

] ] [
---------------- T--------f----=---p-=======o

—4—

Class one: Mo Max SIR algorithm
Class one: Max SIR algorithm

—+ Class two: No Max SIR algorithm
—i— Class two: Max SIR algarithm
| | | |

20 35
SIR [dB]

10

25 30 40

Figure 4-13: SIR outage probability of class oné @lass two priority subscribers with
and without the execution of tiMdax {SIR} algorithm.
From figure 4-13, it can be concluded that the SiRage probability improvement in
class one subscribers is maintained but there ismpyovement in the SIR outage

probability of class two subscribers.
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4.3 Conclusion

This chapter introduced the multi-cell D-TDD alltica algorithm and the
simulations were performed when the algorithm wamlzsined with an implementation
of the sectored antennas at the BS. Four-sectortedirzas and fifteen-sectored antennas
were used. The results obtained showed an impraveméIR outage probability when
compared with theMax {SIR} algorithm. Then the analysis of D-TDDD systs with

priority was carried and the results were docunnte
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5.1

5 SUMMARY AND FUTURE RESEARCH DIRECTIONS

Summary

The following is the list of research done in tthissis.
D-TDD has a unique feature compared to FDD and $-.Tib that it provides
statistical multiplexing gain. The gain is due ke tdynamic boundary between
the uplink and downlink transmission bandwidth. Tiaure of emerging traffic
is asymmetric and the need for D-TDD for futureed@ss systems was seen.
D-TDD also causes additional interference mechasisinat are normally not
present when employing FDD or S-TDD. Thus the nieedCA algorithms to
suppress the additional interference in D-TDD wasuthented.
The TS-opposing algorithm from [1] which is an exdenof a DCA algorithm
was reviewed and this algorithm was found to redinee interference in TD-
CDMA/D-TDD systems and provide a corresponding éase in the capacity of
the system.
The poor performance of TDMA/D-TDD systems when oudirectional
antennas are used at the BS and MS sites was magblai

o0 The performance improvement in TDMA/D-TDD systemaswobtained

by making use of spatial filters like sectored anes at the BS and MS

sites and also by using DCA algorithms, namelyMlaa {SIR} algorithm.
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To provide a realistic performance analysis, retileEhet data traffic must be
applied. The two types of data sets used are:
o Arrival of a million packets on an Ethernet at tBellcore Morristown
Research and Engineering facility [34].
0 Motion Picture Experts Group -4 (MPEG-4) video. Mgeo is of a high
quality Jurassic Park Inovie [35].
The self-similar nature of the two data sets wasa.
Data traffic was modeled using the simple Gaussific model in S-TDD and
D-TDD modes and the effect of the dynamic boundarythe spectral efficiency
on these two modes was derived.
The following is the list of contributions from thresearch.
Multi-cell coordinated D-TDD resource allocationr fmulti-cell environments
was analyzed. The SIR outage probability was imgadowhen the multi-cell D-
TDD application algorithm was used when compareth wihe Max {SIR}
algorithm.
The Max {SIR} algorithm was expanded and applied to midtigells. The
algorithm is called the extend@&tbax {SIR} algorithm. The analysis was done for
the following four cases.
o0 The boundary between the uplink and downlink tcaii fixed and there
are no extra uplink time slots. This is similalaté&DD system
0 The boundary between the uplink and downlink tcafé made variable

and the maximum number of extra uplink time sletthree.
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0 The boundary between the uplink and downlink tcaf made variable
and the maximum number of extra uplink time slstsix.
0 The boundary between the uplink and downlink tcafé made variable
and the maximum number of extra uplink time sletaielve.
 The multi-cell D-TDD application algorithm was coméd with sectored
antennas at the BS and high-gain antenna at theTlkS following cases were
discussed.
o Four-sectored antennas were used at the BS anehhighantennas were
used at the MS.
o Fifteen-sectored antennas were used at the BS mhdghin antennas
were used at the MS.

The extendedMax {SIR} algorithm provides a significant increase tine SIR
outage performance. For example, at an outage otlé&@chievable SIR is 7dB without
the application of the extendddbx {SIR} algorithm and this increases to 33 dB witlet
application of the extendddax {SIR} algorithm when the number of extra uplink §8
3.

The significant improvement in the SIR outage penfance (about 26 dB in the
example case shown) might come with a small pendlbhe extendedMax {SIR}
algorithm needs information from all the cells mmtsin the system. The cells are the
reference cell and the surrounding co-channel .c@lkee algorithm needs the signal
transmission power of all the BSs and MSs in altime slots and the path loss between
the various entities. As the algorithm is execusédh higher layer in the architecture,

some of the required information may be alreadyireg at this higher layer with or
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without the execution of the extendbthx {SIR} algorithm. The extendedlax {SIR}
algorithm is assumed to be executed at the Radiawdike Controller (RNC) to which all
the BSs are connected. The MSs report their tressom powers and path loss
measurements to the BS which makes them availalileetRNC. Also, the transmission
powers of the BS are known and can be reportethdoRNC as can be the path loss
between BSs. Thus, the information needed for xleewion of the extendddax {SIR}
algorithm maybe already present at the RNC. Thaatigy overhead due to the
execution of theMax {SIR} algorithm will be minimal and correspond te number of
extra uplink time slots in the cell in which th@atithm is executed. The execution of the
extendedMiax {SIR} algorithm might introduce a slight latencyg the system and this
latency is due to the time involved in processilighe relevant information and arriving
at a decision with respect to the extra uplink tishets. Also, the issue of handover
between cells is not considered in our analysis.

» Priority of subscribers was introduced in the D-TBtems. The subscribers in
the D-TDD system were divided into groups basegrmority and the SIR outage
probability was compared with and without the apgtion of theMax {SIR}
algorithm.

» Traffic available from [34] was modeled as an ONFOFaffic source and
applied to a TDMA/D-TDD system employing tiMax {SIR} algorithm. The
results obtained were compared with the resultsindtl when the number of
extra uplink time slots was modeled using the umfalensity function. The

results were comparable in both the cases.
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5.2 Future research directions

Topics for future research in D-TDD systems aregested in this section.

5.2.1 Call admission control for QoS guarantee

The Max {SIR} algorithm takes advantage of the degreesfreedom of the
spatially distributed location of the subscribdtsvas assumed that the subscribers were
already resolved by a certain call admission corsttbeme. In wireless networks, a call
admission control scheme allows a packet whosenghaguality is good and delays a
packet whose channel quality is bad. The call asioms control and radio resource
allocation schemes affect the QoS when both theyetelerant and delay-sensitive traffic
are present in the network. Thus, careful conatitar must be given to the design on

call admission control and resource allocation se®

5.2.2 Algorithms for mobile networks

The strong co-channel interference is also presemiobile cellular networks.
This thesis concentrated on reducing the BS-BShamvtel interference in fixed cellular
networks. The SC-SC co-channel interference wagresped by using high-gain
antennas at the site of the subscriber. But mgbiiakes it almost impossible to deploy
high-gain antennas at the subscriber in a mobilkilae network. Also, the power
consumption is an important factor that must besm@red in mobile networks. Thus, the
simplest design suggests the deployment of omeietional antennas at the subscriber
site. But, omni-directional antennas create str8@3SC co-channel interference when
the SC in the reference cell is in downlink receptand the closest SC in the co-channel

cell is in uplink reception. Thus, similar to fokeellular networks, time slot allocation

141



algorithms must be considered in mobile cellulamvoeks also. But due to the presence
of SC-SC co-channel interference in the mobile pet®, the objective of the time slot

allocation algorithms must be modified to inclutle same.

5.2.3 Scalable algorithms

The Max {SIR} and the extendetMax {SIR} perform the search procedure in an
exhaustive fashion and hence the complexity ofatgerithm increases as the number of
extra uplink time slots increases. To reduce th@ptexity, a scalable non-exhaustive

search based algorithms have to be developed.
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